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~ Abstract—In this paper, we deal with micro-mobility ~launched by major European and North American
in TWINBOARD network, which is a two nodes mobile mobile network operators [20], the European CELTIC
network architecture based on an all IP infrastructure. project TWINBOARD ! investigates the performances

The two nodes are the Base Station (BS) and the Access . )
Gateway (AG). To manage micro-mobility, we propose a and the cost of a two nodes IP architecture for a mobile

new approach providing efficient and smooth handover, N€twork (see Figure 1). In this project, we consider a
while being able to coexist and inter-operate with exist- mobile network composed of BSs connected to one

ing technologies. Specifically, we propose an intra-domain or some enhanced AGs through a dedicated network
multicast-based handover approach combined with an that we call Access Aggregation Network (A2N)

Alert mechanism. Alert approach is a distributed mecha- . L . .
nism that provides routers with information regarding the € Mmajor objective of the TWINBOARD project is

congestion state of other routers without any modifications 10 propose a noveRA2N architecture considering a
on existing routing protocol. Our solution achieves an specific features of IP networks especially in terms of
efficient intra-domain handover and avoids flooding in the |oad distribution, reliability, and flexibility. Here all

network. The simulations used to evaluate our scheme and qpjjity related functions and associated features are
compare it to other multicast scheme - DVMRP (Distance
ensured by BS-AG tandem.

Vector Multicast Routing Protocol) show that our solution
presents a good performance and outperforms DVMRP
scheme. Our main contribution consists on an efficient new
approach to manage IP micro-mobility using intra-domain
multicast with alert mechanism.

Keywords - Micro-mobility, intra-domain handover, : Aggregation Network
multicast algorithm, alert algorithm . i (A Ehymenmie el

|. INTRODUCTION

Current mobile networks are composed of several
network elements interconnected by specific network
infrastructures, leading to important developmentig. 1. TWINBOARD network Architecture
deployment and maintenance costs. For example, in the
data-path of 3G networks defined by 3GPP there are a _ .
least four types of interconnected nodes: node B, RNCLI-he target architecture defined by TWINBOARD

SGSN and GGSN. The architecture under definition commendations_ Is _an opt.imize_d Pac_ket Switched
the WIMAX Forum presents a step forward toward .S) n.etwork archltecture, which will provide a smooth
simplification in defining an IP based infrastructur igration of existing 2G and 3G networks towards an

connecting 3 nodes [23]: Base Station (BS), Acceg network with improved cost competitiveness and

Gat AG), and Anchor Point/H Agent (HA). roadband performance. The A2N network is an IP
ateway (AG), and Anchor Point/Home Agent (HA) based network and loosely meshed with tree-like traffic

Considering the topics and the objectives of the ity NgoARD European CELTIC PROJECT, see http:/iwww.
Next Generation Mobile Networks (NGMN) initiative celtic-initiative.org/Projects/TWINBOARD/default ps
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pattern -mostly GW from/to BS- that is changing dugarget mobile user is multicasted to the BS to, which it
to mobility. Due to these peculiarities, load sharings connected and to the geographical neighboring BS.
and resilience mechanisms known from the Internet afde aim of the proposed process using only IP basic
expected to yield suboptimal results. mechanisms, is to limit congestion overhead due to the

multicast.
Related works: Several studies on micro-mobility [7],

[16] show that Mobile IP (MIP) [11], the proposedThese algorithmic solution takes benefits of forwarding
standard, has several drawbacks from its netwodnd routing of datagrams and presents several natural

overhead and its end-to-end delays due to the triangldvantages:

routing problem. Many micro-mobility approaches , Cheap installation and exploitation on adapted and

attempt to improve MIP [13], [14] in current IP mobile  jnexpensive existing IP infrastructure.

networks. However, such approaches suffer from, Good load distribution (Alert mechanism).
complexity and handover performance [6]. To the best, Apility to coexist and to inter-operate with existing

of our knowledge, the proposed utilization of multicast  technologies.
combined with alert message diffusion in Two-Nodes
Mobile IP network has never been studied to manage

intra-domain handover.
II. MULTICAST OVERVIEW

The rest of the paper is organized as follows. In We categorize algorithms for the multicast tree con-

Section 11, we give an overview of multicast protocolsstruction in two categories [17]:

In Section 1ll, we describe our proposed algorithms 1) Source-Based Algorithms (SBA).
and we prove the NP-completeness of the related2) Core-Based Algorithms (CBA).
problem. Section IV presents our TWINBOARD

simulator and its environment (used topologies, |n SBA algorithm the tree’s root is the source node
multicast group and traffic model). Section V givegnd the leaves are the multicast group’s components.
evaluation and simulation results. In Section VI, W&RBA is currently used as the tree construction algorithm
present conclusions and outline perspective future work§y Distance Vector Multicast Routing  Protocol
(DVMRP) [18], Protocol Independent Multicast Dense
In our case, we propose two distributed algorithmgiode (PIM-DM) [3], and Multicast Open Shortest Path

mainly implemented on GW and BS nodes to guarantsrst (MOSPF) [10].
QoS dealing with the real time constraints of mobility.

The paradox we deal with is to guarantee movinghe CBA or the core-based algorithm selects a
mobile connections by insuring enough flexible resourggre node as a multicast tree’s root. Afterwards, a
use on an IP routing without considering too expensigee rooted at the core node is constructed to reach
mechanisms on each router of the aggregation netwog} the multicast group’s members. In this case, the
Considering these attempts, the solution we propoggre node is different from the source and it is very
focuses in particular on optimization of the route tab'ﬁhportant to select the best one as much as possible.
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and on traffic load balancing techniques between Bfherefore the source send messages to the core node,

and GW, without using resource allocation mechanismghich distribute those messages to the destinations.
in the IP interconnection network. Among the protocols that use the CBA we can cite
Protocol Independent Multicast Sparse Mode (PIM-SM)
The architecture we propose is based on twa] and the Core-Based Tree (CBT) protocol [2]. The
collaborative algorithmic mechanisms.  Firstly, tQore-based algorithms are highly suitable for sparse
avoid CongeStion in the network and to insure ﬂexibilitbroups and for |arge networks. Indeed they provide
in the use of the bandwidth of the network, we adapt thgcellent bandwidth conservation for receivers. With the
routing alert algorithm proposed in [19] for inter-domairmylticast technology, multimedia applications, such as
network by introducing a hierarchy concept in the IRjdeoconferences, require an efficient management of
network based on the particularity of the considerale QoS. An essential factor of these real-time strategy

traffic (from BS to GW and from GW to BS). Secondlyjs to optimize the DVBMT problem [12].
we propose a distributed process to control multicast

functionalities in each IP router to obtain a constrainthe multicast delay variation is the difference of
delay multicast tree compatible with the embedded e maximum end-to-end delay and the minimum
routing. Here multicast is used to anticipate handovehd-to-end delay among the paths from the source node
when it is considered as probable. Then traffic to thg all the destination nodes. Minimizing this parameter
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allows all the destination nodes to receive the saniote that the multicast will occur only within the period
data simultaneously as much as possible. One issuediaring, which the BS communicates the candidates cells
the DVBMT problem is to minimize multicast delayto the moving Mobile Node. Once this information is
variation under multicast end-to-end delay constrairacquired by the Mobile Node and one cell is selected,
In [12], authors propose a heuristic solution callethen the unicast routing runs again and the multicast is
Delay Variation Multicast Algorithm (DVMA), where interrupted. The handover trigger is based on a simple
they construct at first the tree by considering only theower signal comparison between the current BS and
end-to-end delay constraints. Afterwards, they enhanttee candidate one. In our case, Handover Trigger event
the tree by considering the the multicast delay variaticare invoked when the received signal level in the current
constraint. Nevertheless, DVMA presents a high timeell becomes lower than the pre-defined thresholds. A
complexity, which is does not fit in modern applicationshandover_triggernotification message is sent by the
current cell to the AG in order to launch the multicast
Another heuristic solution with lower time complexityto the candidate cells.
than DVMA is called Delay and Delay Variation
Constraint Algorithm (DDVCA). DDVCA is based on We consider a single domain as shown in Figure 2.
the Core-Based Tree (CBT), where the core node The Border Router (BR) connects the network to the
selected as the node with minimum delay variatiomternet and one Access Router (AR) serves a number
with all other multicast group’s nodes. However, thef BSs. When a mobile node moves from one BS to
DDVCA exhibits high network charge around the coranother without changing its AR, we talk about an
node. Indeed, all the multicast packets transit throughtra-AR handover case that is not considered in this
the core node, this last one resends these packets tophper because it is specific to AR implementation.
leaves. Each BS on, which mobility can be predicted is
assigned a multicast address and it sends a notification
Our multicast algorithm overcomes these limitations antd its attachedAG . We do not focus on mobility
it is used in wireless networks to manage the handovereediction, so we assume that we know the Base
by constructing an optimized tree from one from atations set on, which mobility can be predicted [8],
Access Gateway (AG) to some Base Stations (B$)5]. Considering this set to be the multicast grauf,
on, which mobility can be predicted. Unlike DDVCAIit appears suitable to match them to the local group
where the tree construction is based only on one cogé/en by the neighboring seV¥S; of each Base Station
node, our distributed solution extends this constructiaS; in the planar graphPG = (V,, E,), whereV,, is
on several core nodes. This allows us to minimize thitee set of Base Stations anfdl, is a set of directed
bandwidth consumption as we spread the charge binks. Therefore, for a givenBS; a multicast group
different core nodes. M; C V, is constructed byn Base Stations belonging
the set NS; and distributed geographically on the

I11. M ULTICAST&A LERT-BASED MICRO-MOBILITY TWINBOARD access network.

In this section we present our solution to manage
micro-mobility with congestion avoiding. We propose _ o
two algorithms: Multicast algorithm and alert algorithm. Actually, the multicast is triggered at the AG level
considered as the intelligent entity responsible of pro-

cessing the handovers and other functions in TWIN-
BOARD network. In the simulated handovers scenario
Handover performance and router congestion are(gjgure 2), one mobile node attached to the Base Station
significant factors in evaluating performance of IP moggs; is in communication with another mobile node
bile network. With the Internet growth it becomes Cluattached to the Base Stati(Bﬂj that may roam outside
cial to design efficient, scalable and robust handovgf its serving cell. Before handover trigerring, unicast
protocols. We propose a new architecture for providingackets are sent bS; to its attached AG along the
efficient and smooth handover with Congestion avoidinqp routers network by using an unicast routing protoco]
Our approach consists of two distributed algorithms: combined with the Alert mechanism. Once the handover
» Multicast Algorithm used to construct an optimizeds detected, and according to the addresB §f obtained
multicast tree from an Access Gateway (AG) tdrom the unicast packet, the AG selects the multicast
some Base Stations (BS) on, which mobility cagroup members:; from the N'.S; set. Thus, it constructs

A. Problem Context

be predicted [1]. the multicast packets to be forwarded to each multicast
o Alert Algorithm used to avoid IP router conges-group member using the proposed Multicast Algorithm
tion [19]. combined with the Alert Algorithm.
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intermediate vertex with outgoing degreel in
the subtree
2) The final extremity of each path is a leaf
3) Each path< i, f > corresponds to the route
R(i, f).
e @ . . .
/ 4 % The number of edges in the subtree definessize of

i <L / /\ the broadcast scheme.

Input: i, j and NSj
Multicast Trigger

Fig. 3. An example of multicast scheme

Fig. 2.  TWINBOARD Architectural view

S Transmiter
B. Multicast Algorithm

When a mobile user moves from one point of access
to another within a domain, a handover event takes place
between the two points of access. Handover involves
to redirect the incoming traffic flow to the new access
point. In proactive handover the link between the mobile
user and the new access point is established prior to its
disconnection with the old access point. Hence a smooth
handover, i.e., handover with low packet loss, can take
place by exploiting the fact that the new access router
is known a priori and that multicasting allows proactive
path setup to the new access router. The packets I’c:lll'ge4 Polynomial reduction
multicasted to the mobile nodes within the domain™
where handover can be predicted. Mobility prediction

need not necessarily be a part of the micro-mobility The problem of finding a multicast tree minimizing

information from lower layers. be defined as follows:

Problem definition: . Problem: Destination_Mobility (DeMo)

We define the related multicast problem from a grapBjven: A symmetric digraphG = (V, E), a coherent
theory point of view (see Figure 3 for an example). TheRgyting R, a transmitters € V , a destination seb and
we show that it is NP-complete and not approximablg, integerk.

problem. We consider a symmetric digragh= (V. E)  Question: Does there exist a Broadcast scheme with
within a coherent routing functio®?, a vertexs € V' gjze at most ?

(called transmitter) and a vertex subsét (called

destination set). Complexity:

Definition 1: We define a Broadcast scheme
from s to D as a subtree ofx rooted ins, with depth  ¢omplete and not approximable withiriog(n),wheren
equal to%anR(s,v)L with leaves in seD and where g the number of vertices of the graph.
the edge set can be decomposed in a set of paths sggh prove this theorem, we propose a polynomial
that reduction from theSET-COVER problem.

1) The initial extremity of each path is or an

Theorem 1:For somec > 0, ProblemDeMo is NP-
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Proof: Problem DeMo is clearly in NP. Indeed, itis It's clear that the number of vertices in the graph
easy to check in polynomial time for a given structured is polynomial consideringC|. Thus, we obtain a
trees if one of them is (or not) a broadcast schenpolynomial reductionSET — COVER — DeMo.
with at mostk edges. Counting the number of edgeshis construction is shown in the Figure 4.
requires at most F | elementary operations. The trees
generation can be done in polynomial time within th€onsider now that the answer to Proble®ET-
number of the structured trees by choosing recursiveBOVER for I is positive. So, it exists a set' C S
the initial extremity for each element d@b. of k' elements, which cover the séi. We define a
To prove that Problem DeMo is NP-complete, wdroadcast scheme where the tree is induced by the
propose a polynomial reduction from tis=T-COVER union of the edges of the following routes:

problem defined as follows: 1) The routes of lengthl from s to each vertexS;
such thatS; € C.

Problem: Set Cover $ET-COVER) 2) For eachi such thatS; ¢ C, a route made of

Given: A set C = {c1,...,c,} of n elements, a length1 from a vertexS; € C to S..

setS = {S1,...,Sm} of m subsets ofC such as:  3) For each; € ¢, a route made of length from a

U~ S; = C and an integek’. vertex S; € C' to ¢; such thate; € S;.

QuestionDoes there exist a subs&t’ of S (called

cover of the set QJ, g, c 5 Si = C) suchthatS’| < k'?  First, it is clear that this set of routes induces a
subtree ofG rooted ins with ¥’ + m + n edges, depth

The problem SET-COVER has been shown to beg and leave setD. Secondly, by considering routes

NP-complete in [5]. from s to verticesS) such thatS; € C, and all other

Consider any instancE=(C, S, k') of the ProblenSET-  edges as routes, we can conclude that this tree defines
COVER. We transform this instance to the instancq proadcast scheme.

I'=(G, R, D, s, k) of the ProblemDeMo.
Conversely, consider now that the answer to Problem

1) G is defined as follows:
) G I W DeMo for I’ is positive. So, it exists in the graph

+ We define the sets of vertices: G a Broadcast scheme of at madstedges withs as
transmitter and where each destination (final extremity)

¢ = {a,....en}y ¢ = {S1,....%}, isin D. Sincey is a vertex set disconnectingfrom D
the vertexs and the sep’ = {S"1,..., 5 m}.  and since the maximal delay is +n + 1, then the tree

« We connect by a symmetric edge the vertex can only consists in some path fromo a subses,, of
to each vertex of the set. ¢ and then one arc from a vertex #), to each vertex

» We connect the vertex; to the vertexS; by in D. Thus,|S,| = k' and sinceS, is also a subset
an edge if and only it; € ;. of S, the answer is positive for instandeto Problem

« S0, the vertices set of the graphis composed SET-COVER.
by: V=sUlUpU.
« We consider a complete bipartite graph bege conclude that ProblenDeMo is NP-complete.

tweeny andy'. Now, let us demonstrate that ProbleDeMo is not
2) The set of destinations isP = ¢ U ¢’ , and the approximable withinclog(n), for somec > 0 with n
transmitter is the vertex. the number of vertices. We consider Probl®®aMo as

3) The routingR is defined as follows : an minimization problem. We have seen that any tree

in a broadcast scheme for any instanEedescribed
above consists in some path fromto a subsetS,
o of ¢ and then one arc from a vertex ifl, to each
then the arc fronﬁi FO S'; , vertex in D. Thus, the number of arcs in such a tree
- For each couple(i, 5) the rou_teR(Sth) is equal toa + m + n and that this number is equal
IS the. arc that connect them in the complet[:'b opt + m + n where opt is the minimum size of
blpartlte graph; . . a solution for instancel to Problem SET-COVER
- Forjefl,.. "n}. ifand onlyifc; € S;the  .,nsigered as a minimization problem.
arc from.S; to ¢; is the routeR(S;, ¢;);
« Foreach otr_]er couples of vertices in_the grap&fonsider that for some constamt Problem DeMo
G, we consider a shortest path routing. is c-approximable, i.e., there exists a polynomial
4) We choosé: = k' +m + n. algorithm providing a solution size x (m+n—+1)+n
for I’, and a solution of sizes for I, such that

e Forie{l,...,k'}, therouteR(s, 5’;) is the
shortest path crossing first the arc49 € ¢,
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Wﬁ < ¢ Thus, int <cll+ intg <2, ie, foranyw € Fg(u) and respecting the previous rules,
ProblemSET-COVER is 2c-approximable, which is a the distributed multicast algorithm consists in the
contradiction with the fact that for some > 0, this following instructions:
problem is not approximable withinlog(m + n) [9].
We conclude the proof of the Theorem 1. |

Distributed algorithm to solve Problem DeMo: Algorithm 1 Node U receiving a multicast packet
We give now more details about our proposeBequire: PacketP; w = succr(u,v).
algorithm to achieve an efficient intra-domain handovernsure:
A multicast datagrams are composed of two portions: d: if w # wg then
fixed length header and a data field. The header contairs  Dest(P,,) = Sent(w, P)

a main destination address considered by the routing: for all v € Dest(P)— |J Sent(w,P) do
function, and a set of secondary destination addresses. ) weld (u)

An IP router receiving such a multicast packet has to* if |[R(u,v)| > Last(v) then

decide if it creates and sends new multicast packet$ PU_tU in Dest(Pyucer (u,v))

through all the outgoing links or remains on the main®: end if

destination route. For each empty part on a link,7- €nd for

no packet is sent. Note that the complexity of this® for all w € I'5(u) and anyv € Dest(P,,) do
distributed algorithm is low and that no large memory 9 Set Last(v)=|R(u, v)|

size is required in routers. Moreover, this algorithm just®: ~ end for

consists in piloting the usual IP multicast functions int1: €nd if

these routers. 12: Maindest(P,)= the least number vertex in
Dest(Py).
The header of a multicast packBtconsists in: 13: Dest(Pu,)=Dest(P)- U Dest(Py)

weDE (v)—{wo}

o A set of destinationDest(P) and a main destina-
tion Maindest(P) € Dest(P). The step numberl guarantees the respect of the
« A delay Delay(P) being the maximal number of previous rules. The step is the optimization step
remaining steps for each destination est(P) of the algorithm consisting in identifying on the

to receive the packet. current branch of the tree, if for any destination
v € Dest(P)— | Sent(w, P), the current vertex
For each couple of nodesandwv in the graph, let us wel(u)

denote bysuccg(u,v) the successor of on the route ¢ IS Or not the much closer vertex from

R(u,v). Consider now a node receiving a multicast o ] )
packetP at a given step. Any distributed algorithm tol© initiate the process, we consider that the transmitter
solve ProblemDeMo consists foru to send a multicast S Nas received a packét with a node inD such that
packetP,, to eachw € T';(u) at the next step. Such athe distance froms to this node is maximum (this

distributed algorithm has to respect the following ruleglistance initializesDelay(P)). This node will be the
For each nodev = succr(u, v), let us first define: main destination and all the other nodes/incompose

the secondary destinations. For anye Dest(P), we
Sent(w, P) = {v € Dest(P)s.t.|R(u,v)| = Delay(P)}. also setLast(v)=|R(s,v)|.

Then,
1) Sent(w, P)CDest(P,), C. Alert Algorithm
2) Delay(Fy) = Delay(P) — 1, This algorithm is based on works proposed in [19]
3) if w = succgr(u, Maindest(P))  then for inter-domain network. We adapt this routing alert
Maindest(P,) = Maindest(P), algorithm for intra-domain network by introducing a
4) the set of subset§Dest(P,)| w € T'§(u) and  hierarchy concepin the TWINBOARD network similar
Dest(Py) # 0} is a partition of Dest(P). to the one used in inter-domain network. Alert algorithm

uses the existing intra-domain routing protocol function-
If for any w, Dest(P,,)=0 then no packet is sent hyto alities. It acts directly on routing tables by disabling,
w. Considering.’ as the neighbor of having sent’, to activating or replacing routes. Our goal is to provide
u, we define for any € Dest(P,): Last(v)=|R(v’,v)|. routers with information regarding the congestion state

of other routers without any change in the routing
We Consider wp=succg(u, Maindest(P)). Then protocol. We say that a router is:
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« Perturbed or inred state if the total amount of Algorithm 2 Node: treating a message
traffic transitting through it, emitted by it, andRequire: messagep = (j, state, delay); tables RT;,
sending to it exceeds its capacity. PT;, LT;, st;
« Stable or ingreen state if its capacity exceeds its Ensure:
traffic loads. deletep from the scheduler
2: st;[j] < state
Each router informs its neighbors when it becomes Iif state = red then
perturbed in order to allow them to change their routing4: ~ for all dest € V' do
and it also keeps them informed when it returns to an if PT;[dest] = j then
operational state. Each router is provided with: 6: let S = {x € LT;[dest]/st;[x] = green}

- . : if S =0 then

o RT; containing the next hop for the intra-domain !
routing protocol. 8 PTi[dest] <= RT;[dest]

« Routing tableLT; containing a lists of the next hops eIs;T d h iformly. in(s
towards every destination. This table is altered by q _fi[ est] < choose_uniformly_in(S)
classical intra-domain routing mechanism only. ‘ Zn'f :

o Priority table PT; storing a list of potential 12 enilnforl

congestioned-free routes. It is same asif1é table
if there are no perturbed routers.

« State Tablest; containing states of its neighbors.
This table is updated by alerts sent by neighborinﬂ;ﬁ:
routers when their states change. The default valu?g‘

14: else
for all dest € V do
if st;[PT;[dest]] = red then
if j € LT;[dest] then

C e PT;[dest] < j
in this table aregreen X
E end if
20: if RT;[dest] = j then
The alert message is composed of: an identifier of PT-[[d(éZt]] @jj
the router (ID), a new state, and a delayOnce in the end fOI’Z

router scheduler, the received message will be processed

after d delay (unit of time) and will replace any older

message that arrived from the same emitting router. The

delay is set according to an exponential distribution . . .

in order to avoid synchronization in the network. Thé" Simulation environment

mean of the distribution is small faed alert and big  In order to prove our concepts and the advantages of

for greenalert. By this way, we limit the emergence ofour algorithms, we have developed a simulator using

oscillations that can occur by exchangesgoséenand OMNeT++ [21], which is a free, open-source discrete

red messages. event simulation tool, similar to other tools like PAR-
SEC, NS, or commercial products like OPNET. Other-

end if

Algorithm 2 details the behavior of a routeértreating
a packetp received from the nodg. First, the router
selects destinations for, which the rougefin red state)

wise, OMNeT++ contains definitions of many popular
protocols (UDP, TCP, IPv4, IPv6) as well as models of
basic network nodes (routers, hubs, access points, gate-

is the next hop. The routérthen chooses uniformly the way, base station etc.) that help us on modelling intra-
alternative next hops among routersgreenstate and domain mobility without worrying about the underlying
stored in the sefLT;[dest]. If no node can be chosen,mechanisms.

the node; selects the routing path stored RI; table

in spite of its state.
B. Topology and traffic Assumptions

IV. SIMULATOR DESCRIPTION The simulated network has been modelled according

In this section we simulate the behavior of the Twinth® TWINBOARD architecture as shown in Figure 2.
BOARD network in case of intra-domain handoverd he main elements are Base Station (BS) and the Access
by combining the two algorithms: Multicast and Aler{Gatéway (AG) interconnected by a network of basic IP
Algorithms. The two proposed algorithms are compatfouters. We used topologies with 80 nodes where the
bles with the embedded IP routing. The purpose of ofimber of Gateway, Base Stations and their degree of
simulation is to show how the proposed scheme c&Qnnectivity are considered as parameters of simulation:
be adopted and compatible with the existing IP routing « The degree of the gateway is chosen greater than 1.
protocols. o The degree of the BS is equal to 1 (Access Points).
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« The topology of the IP routers network is generated V. PERFORMANCE ANALYSIS

by the BRITE generator [22]. With the limited charge capacity of routers and net-

work overhead the optimization of multicast and the
The traffic is generated by the set of BS (sources) thenafert mechanism are very important. We simulated three
flows through the IP routers to reach the gateway to keenarios by varying the level of the traffic flowing
finally multicasted to the Base Stations members of thRrough the network. This controlled-load function is in-
multicast group.T'V;(j) represents the traffic amountyoked by specifying the parameter(described above):
to be delivered from the sourdgs; to the destination 14 first scenario depicts an unloaded network ob-
B5; member of the multicast group. The traffic amount e with the value=0.06. This value engenders
TVi(j) = v [QN(10a8) generated by the3S; is a a minor traffic fluctuations.
random quantities given by a normal distribution with * The second scenario is given by an average network

the mean equal to 10 and the standard deviation equal l0ad (=0.13). This value increases the network
to 8. load of 200% compared to the one in unloaded

network.
The parametet is the flow's desired traffic parameter  The third scenario corresponds to a heavily loaded
used to vary the level of the traffic in the network. To  network @=0.5) enough to saturate 20% of routers
simulate the intra-domain handovers event, we vary in the network.
periodically the traffic matrix as follows:
« We choose randomly and with certain probability Note that these three values of are obtained by
P;; two traffic matrix elementd'V;(j) andT'V;(i). ~experiences.
o We reduce the value of the traffic matrix element

TV;i(j) of a certain quantity;. For each scenario, we investigate the following statis-
« We increase the value of the traffic matrix elemeriics to evaluate the performance of our approach and
TV; (i) of a certain quantity;. compare it to the DVMRP (Distance Vector Multicast

Routing Protocol) combined with the Alert algorithm :

Indeed, we simulate the user handovers by a tolerates Number of perturbed routers\ router isperturbed
traffic matrix fluctuations. Although networks are engi-  if its traffic loads exceeds its capacity.

neered to tolerate some variation in the traffic matrix, « Number of perturbed routesA perturbed routeis

large changes can lead to congested links and break the @ route containing at least one perturbed node.
assumptions used in most designs. To simulate realisticc Volume of a perturbed trafficls the sum of
scenarios, the cellular network (set of BSs) is represented traffic passing on perturbed routes. Traffic fram
by a random planar graph with degree equal to 6. to j is perturbed if the route fromto j is perturbed.

We chose DVMRP protocol because it is Aiterior
. ) o . Gateway Protocol (IGP); suitable for use within an
Our simulator deals with the IPv6 Mobility Extention. o ;so10mous System (AS), but not between different
We can easily build different network scenarios bgs pyMmRP provides a’n efficient mechanism for

p.rOV|d|ng a few simple parameters from, which th%onnectionless message multicast to a group of hosts.
simulator constructs the network automatically.

C. Simulator Modules

According to OMNeT++, the structure of our simula- 1, verify the functioning of our approach we

tor is modular. We defined the modules and implemented ¢, rmeq three series of simulation runs on the same
their functions in C++. The main modules are: network topologies (50 routers) for three valuescof
« Gateway: The intelligent component implementsa|| the graphs follow a common format. Each one
the mobile extention management (Multicast anghows simulation statistics obtained by the proposed and
Alert Algorithms). DVMRP algorithms (combined with Alert algorithm) for
« Base Station:These elements represents all physhe three scenarios mentionned above. In what follows,
ical radio access points belonging to the samge denote bystandard approach the combination
network. of the two algorithms: DVMRP and Alert. While

« Router: This component stands for the whole wireghroposed approach will denote the combination of the
network between Base Station, servers and Gai@ulticast algorithm with the Alert mechanism.

ways. It is responsible for routing packets and
simulates network delays as well. Figure 5 illustrates simulation results for a heavily
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Fig. 5. Simulation results for 80 nodes network and high oétw Fig. 6. Simulation results for 80 nodes network and averagaark
charge (one simulation rumy=0.5). charge (one simulation rumy=0.13).

loaded network ¢=0.5). Figure 5.a shows that thean efficient load-balancing and consequently it can
number of perturbed routers obtained with the standandt reduce the number of perturbed routers, perturbed
approach reaches eleven routers when the traffic matroutes and the quantity of the perturbed flow.

is filled up and it oscillates around this values. Our

approach reduces this value to oscillates around eigkdr an average network chargex=0.13), Figures
routers and it reaches six routers in the best cases. W/show that our approach results are significantly better
observe that for the traffic value=0.5 almost 20% of than those obtained by the standard approach. The
the routers are perturbed. In this case the performanuembers of perturbed routers, perturbed routes and the
of our algorithms approaches those of DVMRP. Thguantity of the perturbed flow, presentedRigure 6.3,
same analysis can be done for the Figures 5.b aRdyure 6.b and Figure 6.c, exhibit that our algorithm
3.c. Indeed, because of the high network load, opresents performance four times better than DVMRP. In
algorithms can not find substitute routes to achiewbese figures, the spades correspond to the fluctuations
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< ’ ‘ H h ‘ ‘ ‘ H ” ‘ ‘ { ” parametera, which varies from light loadx = 0.06
0 to saturating loadv = 1. Figure 8 shows that for the
0 100 Zogime [51300 400 500 saturating load value almost half of the network routers
are perturbed. In this case the performance of our
e algorithms approaches those of the standard approach.
100 Standard Approach—— The average values in Figure 8 confirm those shown
— el Proposed Approach | in Figures 5, 6 and 7. Clearly, the performance of our
E approach decrease when the the parameteicreases.
é 60 f
] VI. CONCLUSION
Q2 L
3 40 We have presented a novel approach to manage
& 2 F f W " M IP micro-mobility using intra-domain multicast with
' ‘ ' m | ‘ H N ‘ ‘ HH alert mechanism. Our algorithms achieve efficiently
ol two major functions in the mobile network: mobility
0 100 200 800 400 500 management and network congestion avoiding. In terms
Time [S]

_ - of multicast performance, our algorithm achieves an
Fig. 7.~ Simulation results for 80 nodes network and low nekwo ontimized multicast in terms of the number of the used
charge (one simulation rumy=0.06). . . . . . . .

links. Also, it provides minimal break in service since
it is based on handovers prediction.

in the traffic that provoke additional router saturationn this paper, and with the context and the goals
Our algorithms react by finding a new (better) routes tof TWINBOARD project, our simulation results
reduce immediately the number of perturbed routers. how that with a good and a priori established traffic
Figure 6.c, we observe that our algorithms reduce thengineering, our proposed approach performs a reliable
quantity of perturbed flow to a third. intra-domain handover with congestion avoiding. Our
multicast algorithm outperforms DVMRP because of its
The graphs inFigure 7, show that even in unloadedminimal number of perturbed routers.
network =0.06), the standard approach presents its
limits. Since we register in some cases two perturbénd the future, we plan to conduct further simulations to
nodes. On the opposite, our proposed approach findsestigate real handover scenarios. We also would like
quickly an efficient routing with no perturbed routergo investigate the extention of our approach to support
even with the traffic fluctuations. dynamic multicast group membership.
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