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Abstract—VR (Virtual Reality)-based e-learning applications
have become an important part of the educational grgram in
kindergarten as well as in the National Children'sLibrary

(NLCY), in Republic of Korea. As kindergarten pupils and
their teachers use the VR-based e-learning systetthey can be
more visually aware of ongoing course materials andnore
intuitively aware of getting quick response from eent handling
on screens. However, the existing VR-based e-leangi system
consists of complex equipment such as a large scneend beam
projector to show the actual scene in 3D, more thatwo PCs, a
forward camera to detect the pupils' movement, anda rear
camera to capture the pupils' image. In this paper,we
introduce a VR-based interactive e-learning systemwhich is
implemented to enable kindergarten pupils to quicky
experience a better sense of reality and immersian a virtual

reality environment without regard to the floor space.
Applying technologies such as RTSP (Real Time Streang

Protocol) to the VR-based interactive e-learning sstem allows
users to display the same view on different remotéisplay
devices, allowing separate users to share interaeé events for
collaboration.
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l. INTRODUCTION

The popularity of VR (Virtual Reality) application
systems as e-learning resources has increasedicsigtiy.
Many e-learning applications have focused on deietp
online course materials, but VR-based
applications [1][2] mainly have focused on makirmuise
materials interactively. VR-based e-learning amgtians are
becoming a key part of the educational program LtCX
(National Library for Children and Young Adults) ][3
Republic of Korea. The people who support the tprare
trying to expand its use of VR-based e-learningtesys
nationwide. In particular, the e-learning systenmgisVR

technologies can enhance attention and engagement of

kindergarten pupils who have short attention sgdhsAs
kindergarten pupils and their teachers use the ¥t e-
learning system, they can be more visually awamngbing
course materials and more intuitively aware ofiggtguick

response from event handling on screens. Howewer, t

existing VR-based e-learning system [1][3] consisfs

system is installed in a specific place, it becomgossible
to move it to another place. It also requires amated and
large room to install and operate the system. tteisessary
to develop a system to increase the learning effay by
giving the kindergarten pupils a feeling of immersiin a
certain virtual space or situation and providing\éd virtual
experience. Also, it is necessary to develop teldyies that
enable virtual experiential learning classes haid one
kindergarten to be shared with other kindergariememote
locations in real time, to enable collaborativertézg. In
terms of the kindergarten administration, the idtrction of
an interactive virtual experiential learning systewhich
features a low cost and simple system installghi@tess, is
preferable to the existing system.

The rest of this paper is organized as follows tiSed|
describes the functional components of the propsystem
and Section Il explains the process of evaluaitioterms of
the system performance. Finally, in Section IV, pvesent
the conclusions and our future work.

Il.  SYSTEM DESCRIPTION

The environment of the VR-based e-learning system
installed in the NLCY [3] for the purpose of rungin
interactive storytelling programs for kindergarteupils is
shown in Figure 1. This system projects pupils ithe
background of various fairy tales in VR throughgr
screens and it promotes reading by stimulatingrttezest in

e-IearnindJOOkS- The VR-based interactive e-learning system

developed in this study is shown in Figure 2.

Figure 1. Interactive storytelling program in NLCY

As an output of the previous project [5], the VRséad e-

complex equipment such as a large screen and bedggarning system installed at the NLCY had a vergitpe

projector to show the actual scene in 3D, more thanPCs,
a forward camera to detect the pupils' movement,aarear
camera to capture the pupils' image. As a reqwdtprocess
of installing the system becomes complicated, amckdhe
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effect on kindergarten pupils in that they improatténtion,
comprehension and retention. By deploying the oal-w
full-scale VR-based e-learning system, we can thke to
the next level by offering immersive and realidi@nds-on
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virtual learning experiences in which several mpian
participate at the same time.

Figure 2. Proposed VR-based e-learning system: (a) envirorisn
virtual experience t&anta villaggdeployment screen shot)

The disadvantages of the existing system were theat
system installation was complicated, a lot of emept was
needed, and space was limited. Also, there wasoa ictage
resolution (640x480) issue. In order to overcomesg¢h
problems, we have developed the VR-based intemativ
learning system that
experience a better sense of reality and immersgagein a
virtual reality environment, and can be quickly agaksily
installed by kindergarten teachers or administgatdrhe
system consists of a keyboard, an RGB-D camerae(iin
V2, Full HD), a 64-bit windows desktop PC, and $ngV

monitor. Through a wireless mobile network, we have

expanded to enabling parents or pupils in rematations to
use their mobile screen devices to access the 3dame
hands-on contents outside of kindergarten. This evidble
pupils to conduct virtual learning experience algsiof
kindergarten before coming to class where teaatargutor

the pupils in VR.The proposed VR-based interactive e-

learning system consists of three functional corepts in
terms of design, as shown in Figure 3.

VR-based interactive e-learning

application

User interaction Contents authoring
control Function Function

Control Server

Connection control Web session control
RTSPAHTTP

3D rendering engine

|

IRTSP/H TP

User's region Mobile screen device

Input data

. . segmentation
processing Function [ Media player ] [ Event handler ]

Function

(RGB, Depth)

il

RGB-D camera

Figure 3. Functional configuration of proposed system

One is aVR-based interactive e-learning application
including RGB-D camera, another iscantrol serveyr and
the other is amobile screen device The control server
processes messages/events such as a sessioness @Rt
and a contents streaming URL for connection managém
between the screen device and the e-learning agiplic
The mobile screen device is responsible for funstisuch as
audio/video and user screen transmission of exp@ale

receives RGB data and depth data from a RGB-D aamer
and auser’s region segmentation functitimat extracts only

a user region through image processing technidgitesre is
auser interaction control functiofor controlling interaction
and event processing between the extracted acted u
region data and virtual objectand a contents authoring
function for authoring and modifying the experiential
contents.

A. User’s region segmentation function

The user’s region segmentation functiaxtracts user
pixel candidates based on color and depth framegéma
obtained from the Kinect V2 device. It extracts geabjects
corresponding to the user's foreground region filwendepth
frame image, and applies temporal filtering andmezation
processes to minimize outline noise and to corpéinking
outline of user's foreground regions. After elinting the
background image objects that are not the usaegifound

enables kindergarten pupils teegions, the resulting images are synthesized ihtee-

dimensional virtual contents. The workflow of thiser's
region segmentation functi@pplied in the proposed system
is illustrated in Figure 4.

Segmanted user’s
region

RGB-D camera
(Kinect)

Depth & Color

Frames Extraction Veclorization

Alignment Temporal Filtering

Figure 4. Workflow of user’s region segmentation

B. User interaction control function

This function consists of two kinds of interactioontrol
processing. One is the interaction control througger
speech recognition, and the other is through usstuge
recognition. The recognition rate of user speectiifferent
according to the surroundings environment whereeglins
installed and the state of speech signal. In orerocess
interaction events based on user speech recogtittween
virtual image objects and real image objects, thee&t
Sensor performs an audio search and locates timel satter
finding the direction of the sound, it recognizbe speech
the user has spoken.

According to the recognition result, the interastevent
between the user and the virtual object is perfdramed the
result screen is rendered. In general, there are tw
approaches to user gesture recognition. One isudstie
approach and the other is a machine learning apprdeor
this function, we use machine learning based usstuge
recognition. The more iterations of the action rdow and
tagging process for many people, the higher theracy of
gesture recognition can be. Finally, the gestuoegeized
and the corresponding event are mapped and the set
interaction is performed.

C. Input data processing function
The function receives the color image, depth image,

contents, and handles media player and event handlaudio stream, and skeleton information from the ein

functions for RTSP (Real Time Streaming Protocelydd
content streaming. Thé&/R-based interactive e-learning
application includes input data processing functiothat
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sensor, and converts it into the required data &brmhen,
the converted data is input to the user’s regigmsmtation
function and user interaction control function.
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Ill.  SYSTEM PERFORMANCE

In order to build the proposed system, the usehslev
body image is extracted in real time and synthesin¢o
three-dimensional virtual contents, and the gesdooerding
to the user's motion and the speech of the useeaognized
to process the interaction events between theabidbject
and the user. To evaluate the performance of thposed
system, we test the accuracyusfer’s region segmentation
functionanduser interaction control functioapplied inside
the system. For theser’'s region segmentation functjone
extract the user's body region at 16 FPS (framesgmond)
in the image frames obtained from Kinect and tés t
performance of theiser’s region segmentation functias
follows. First, we digitize the Full HD color imagsbtained
from Kinect and directly extract the user's whabelypregion.
Through this, a ground truth image (1920x1080 rggm) is
prepared, which is divided into a user's body regad a
background region, and the accuracy is compared tlui
result image (1920x1080 resolution) generated byser’s
region segmentation functiaf the VR-based interactive e-
learning system. In the same dataset range, thendrisuth
image is paired with the result image of user'siaeg
segmentation function. Then, TP (True Positive), (Mkue
Negative), FP (False Positive), and FN (False Negat
values are calculated for each image frame, andalRec
Precision, and F-measure values are obtained T$hgN,
FP, and FN values. Finally, theser’s region segmentation
function applied to the VR-based interactive e-learning
system shows an average of 91.1% F-measure fdalaofo
20,000 frames of input image. In order to evalutie
performance of the user speech and gesture retmgnite
examine the result of recognition event processing
inputting English and Korean data strings. Lookitgthe
front of the Kinect attached to the large screesingle user
shouts tomatoes. The user confirms the virtual torohject
displayed on the screen. The user touches a vidbjglct
(tomato) with one hand, and then performs an actibn
throwing it in the forward direction, as shown iigie 5. At
this time, when the virtual object is thrown fordait is
judged that speech and gesture recognition is ssfide
Throughout a total of 50 field tests, the recogmitrate of
English and Korean data strings for the same ohjedt
about 90%. Researchers, not pupils, directly pgpeted in
testing the accuracy of theser's region segmentation
functionanduser interaction control function

Figure 5. Test for user interaction control (throwing virtwdjects) in the
proposed system

The proposed system in this study has been dewtlop
based on Unity 5.6 64bit. For performance tests,haee
usedNuri curriculum contents. TheNuri curriculum is an
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educational welfare project targeting the holistic
development of children aged 3 to 5 in Republidofea.
The user interface of the display configuratiorexperience
the content is simple, and the entire system faning the
contents can be installed within a few minutesheuit the
need for large facilities or costly physical equgm As
shown in Figure 6, applying technologies such aSRTo
the VR-based interactive e-learning system alloasrsal to
display the same view on different remote displayices,
allowing separate users to share interactive evénits
collaboration.

Figure 6. Real-time synchronization of experienciNgri curriculum
content (life safety) across multiple screens

The users can share speech and gesture interessidlis
for the co-registered virtual objects with otheenrsson a
single shared display.

IV. CONCLUSION AND FUTURE WORK

In this paper, we propose a VR-based interactive e-
learning system, which is implemented to enable
kindergarten pupils to quickly experience a besiense of
reality and immersion in a virtual reality enviroam
without regard to the floor space. The proposedesyss
easy to install, easy to use, and easy to confighre
performance evaluation of the proposed system shioatst
is effective for speech and gesture interactionth® co-
registered virtual objects between users on a esisghred
display.

In the future, we will install the proposed syst@ama
kindergarten and perform the tests in which theléigarten
pupils participate. Also, we plan to find a methodenhance
the high-speed synchronization on display viewsossr
multiple smart devices so that virtual learningdhel one
kindergarten can be shared with other kindergartens
remote locations in real-time.
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