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Abstract— e-Learning environments are applications that use 

the Web infrastructure to support teaching and learning 

activities; they are designed to have good usability using a 

desktop computer with keyboard, mouse and high-resolution 

medium-size display. Devices equipped with pen and touch 

sensitive screen have enough computational power to render 

Web pages and allow users to navigate through the e-learning 

environments. But, pen-based or touch sensitive devices have a 

different input style, decreasing the usability of e-learning 

environments due the interaction modality change. To work on 

mobile contexts, e-learning environments must be improved to 

consider the interaction through pen and touch. In our 

previous work, we presented InkBlog, Multimodal Editor, and 

InkAnnotation: three multimodal tools for e-learning 

environments. Based on these previous works, we propose a 

generic architecture for multimodal tools for e-learning 

environments, describing common components to treat data 

generated by pen and touch that can be generalized to treat 

other modalities. 

Keywords- architecture for multimodal tools; multiple 

platform and multidevices; e-Learning environments. 

I.  INTRODUCTION 

e-Learning environments, such as Moodle [1], SAKAI 
[2], TelEduc [3], Ae [4], are applications that use the Web 
infrastructure to support teaching and learning activities. The 
e-Learning environments are designed to support a variety of 
users and learning contexts, but they are designed for 
conventional computers, usually equipped with keyboard and 
mouse as input and a medium screen and speakers as output, 
a limited set of interaction styles for nowadays devices. 
These modalities, and the technology that support them, 
shape the teaching and learning activities done in the e-
Learning environments; they focus on reading and writing 
skills. 

Mobile devices, such as smartphones and tablets, are 
becoming increasingly popular; most of them have touch 
screen displays, Internet access and enough computing 
power to process Web pages. So, it is possible to access Web 
applications to read and to post content through mobile 
devices. But, it is important to consider that most of e-
Learning tools are developed to be accessed by desktop 
computers equipped with keyboard, mouse and a medium 
size display; in our previous work we described that when a 
user interface designed for a set of interaction styles is 
accessed by a different set of interaction styles the users face 
interaction problems [5]. Another problem is that it is not 
possible to take advantage of the interaction style features; 

for example, in a desktop computer, users use the keyboard 
for typing the content that will be posted. In a pen-based 
computer without handwrite recognition, users need to type 
each letter pressing the pen on the respective key of a virtual 
keyboard. This way of writing text takes a lot of time, makes 
the writing task boring and does not take advantage of the 
main purpose of the pen, namely, handwriting and doing 
sketches easily. In the case of touch sensitive screen, the user 
can touch the virtual keyboard to write the post, but it is not 
possible to do sketches. 

So, we believe that the e-learning environments and tools 
that compose them need to be improved to be easier to use in 
a variety of devices and contexts, e.g., areas which need 
sketches or drawing, such mathematics; or the environment 
must be sensitive about the device the user is using or the 
user’s location. So, our research group is developing some 
tools that take advantage of the interaction styles available 
on the user device. An obstacle are the few papers already 
published on multimodal architectures for Web applications, 
in particular e-learning tools, and lack of models. So, we 
propose a generic architecture for multimodal tools of e-
learning environments. 

Section II presents a literature review about e-learning 
environments, multimodality and multimodal systems. 
Section III presents our previous work about development of 
multimodal tools for e-learning environments. In Section IV, 
we propose a generic architecture for tools that compose e-
Learning environments and need to manipulate multimodal 
inputs, allowing this kind of system to be more adaptable to 
the context and to reach ubiquity. The last section presents 
the conclusion and future work. 

II. LITERATURE REVIEW 

The World Wide Web has changed since its invention 
from a static to a highly dynamic media in the recent years; 
so, the term “Web 2.0” was coined in 1999 to describe the 
Web sites that use technology beyond the static pages and its 
uses for collaborative, user-centric content production and 
interactive content access [6]. Safran, Helic, and Gütl [7] 
describe that in literature the marks of Web 2.0 include: (i) 
social phenomena, such as the Web for participation, (ii) 
technology for significant change in Web usage, and (iii) 
design guidelines for loosely coupled services. The Web 2.0 
allows users to interact and collaborate with each other in 
social networking sites, weblogs, podcasts, wikis, video 
sharing sites and other sort of tools. 

One kind of Web applications that have some Web 2.0 
features is e-Learning environments, as Moodle [1], SAKAI 
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[2] and Ae [4]. They are applications with tools to support 
teaching and learning activities though the Web. Tools in 
these environments allow users to create content, 
communicate with other users and manage the virtual space. 
Tools like chat, forums, portfolios, repositories are widely 
used, and tools that explore the audio and video resources for 
user communication, such as instant messenger and video-
conferences, are becoming common among these 
environments. 

HyperText Markup Language (HTML) is used for any 
Web application to describe the page interface and its 
content. Usually, in Web applications where users post text, 
there is a rich text editor to allow users without HTML skills 
to write formatted text. In desktop computers, the users use 
the keyboard to typewrite the letters, and use the mouse to 
point and trigger text format functionalities (some of them 
have shortcuts to be triggered by the keyboard). Since the 
rich text editors have a direct manipulation interface similar 
as text editor applications, it is easy to be used in desktop 
computers equipped with mouse and keyboard. 

The HTML has some improvement defined in the last 
version, the HTML5, related to support of multimedia, 
making it easily readable by humans and consistently 
understood by computers and devices [8]. HTML5 adds the 
new <video>, <audio> and <canvas> tag elements, as well as 
the integration of Scalable Vector Graphics (SVG, a vector 
image format for two-dimensional graphics based on 
eXtended Markup Language - XML) content and 
Mathematical Markup Language (MathML, an XML based-
format to describing mathematical notations) to integrate 
mathematical formulae into Web pages. These features are 
designed to easily include and handle multimedia and 
graphical content on the Web without having proprietary 
plugins and Application Programming Interfaces (APIs) 
installed. 

The <canvas> tag allows for dynamic, scriptable 
rendering of 2D shapes and bitmap images; it is a drawable 
region defined in HTML code with height and width 
attributes. JavaScript code may access the area through a full 
set of drawing functions similar to those of other common 
2D APIs, thus allowing for dynamically generated graphics. 

Another evolution in HTML is standardizing how the 
browser must handle events from touch and pointer inputs 
[9]. The World Wide Web Consortium (W3C) specified that 
“The Touch Events specification defines a set of low-level 
events that represent one or more points of contact with a 
touch-sensitive surface, and changes of those points with 
respect to the surface and any Document Object Model 
(DOM) elements displayed upon it (e.g., for touch screens) 
or associated with it (e.g., for drawing tablets without 
displays)”. This specification was done thinking of devices 
equipped with a stylus, such as a tablet, and defines event 
types for: (i) when a user touches the surface (touchstart), (ii) 
when a user removes a touch point from the surface 
(touchend), (iii) when a user moves a touch point along the 
surface (touchmove), (iv) to indicate a touch point has been 
disrupted (touchcancel). Having different event types for 
input data generated by each hardware gives flexibility for 

the developers to define the actions to be triggered for each 
input data.  

W3C defines XML formats for non-primitive data to 
allow exchange of a wide variety of data on the Web and 
elsewhere; one example is Ink Markup Language (InkML) 
[10]. The InkML provides a common format for exchanging 
ink data between components, such as handwriting and 
gesture recognizers, signature verifiers, sketches, music and 
other notational languages in applications. The InkML serves 
as data format for representing ink gathered by an electronic 
pen or stylus. It is possible to find some uses of InkML, such 
as Microsoft Word 2010 which supports electronic ink in 
text review and the InkML JavaScript Library [11], that 
offers some functions to allow InkML digital ink to be 
referenced within Web pages and rendered directly into the 
HTML5 <canvas> tag. 

Considering the technology breakthrough that HTML5 
proposes, most Web sites use HTML5 to impress users 
through content exhibition. Few developers consider the user 
input interaction styles, so they develop Web pages for users 
with keyboard and mouse on desktop computers which are 
not appropriate for touch devices. But, this scenario is 
changing with the smartphone and tablet popularization: the 
Web designers need to think about the other interaction 
styles, such as touchscreen and pen-sensitive devices. 

In pen-based devices, when the user moves the pen on 
the screen, the pen trace should result in electronic ink that 
must be treated by the application to be rendered and stored. 
But, desktop applications that running on Tablet PCs do not 
treat electronic ink, so it is necessary to incorporate special 
applications to treat the electronic ink to have the benefits of 
the pen interaction style.  

Multi-touch in Web applications is more common in 
games. Johnson [12] presents a tutorial to include features of 
multi-touch in Web applications, such as handling the 
touchstart, touchmove and touchend event types. Since we 
wanted the users to draw with their fingers in touchscreen 
devices, these event types call functions to start a line, to 
compose the line, and to stop to draw a line, respectively. To 
allow multi-touch, it was necessary to store the data from 
each finger in an array. The browser sends to the function 
that will handle the user interaction an event object with the 
changedTouches attribute, a collection with data from one or 
more modified touch points. To identify finger´s move it is 
possible to use the event´s identifier attribute; this value was 
used as index in the array to put the data in the correct line. 
To avoid the browser from scrolling the page when the user 
moves the fingers on the screen, the event´s functions 
preventManipulation() and preventDefault() were called. 

These technologies allow Web applications be adapted 
considering the device (and considering their input 
hardware). In particular, mobile devices and wireless 
networks allow users to interact with a Web application 
anytime and anywhere. 

Modality is a used term to define a mode in which the 
user data input or a system output is expressed. The 
communication mode refers to the communication model 
used by two different entities to interact [13]. Nigay and 
Coutaz [14] define modality as an interaction method that an 
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agent can use to reach a goal, and it can be described in 
general terms such as “speech” or in specific terms such as 
“using microphones”. Bernsen [15] claims that two 
modalities are not equivalent because they differ in relation 
to strengths and weaknesses of expressiveness and also in 
relation to the perceptual, cognitive and emotional systems 
of the human being. It is also important to understand that 
device switching can result in changing platform and/or 
interaction modality. In terms of the system´s usability, 
therefore, we can find two types of interaction problems 
when we change devices: those coming from the modality 
changing and those from the platform changing [5]. 

For monomodal systems, designers are not limited to 
choose only one modality. But, in multimodal systems, they 
can choose many modalities, that, used together, increase the 
system flexibility and provide other benefits. Interfaces with 
this characteristic are called multimodal interfaces and the 
systems are called multimodal interaction systems.  

Multimodal systems are present in the Human-Computer 
Interaction (HCI) literature, and to make them easier to 
understand and build multimodal systems, some works 
present a general architecture model for these systems. 
Multimodality can increase the usability, accessibility, 
convenience, and flexibility of an application [13], four 
desirable requirements for e-learning environments. But to 
build a multimodal e-learning environment it is not a trivial 
task, it is necessary to deeply understand the e-learning 
environments, their use and technology, and define an 
architecture that considers components of multimodal 
interaction and of e-learning environments, and the Web 
platform restrictions. To define these components and their 
communications, we propose an architecture for multimodal 
e-learning systems. 

Some models of Tablet PCs are equipped with 
touchscreen too, so the user can interact with the keyboard, 
mouse, track pad, pen or using his/her fingers. Since the 
touch has become a common way to interact with digital 
applications, mainly on mobile devices, e-learning 
environments need to be improved to manipulate data from 
this input device.  

Multimodal interaction is a research proposal to turn the 
interaction between humans and machines more natural, i.e., 
closer to the interactions between two humans, and have the 
benefits to increase the usability, flexibility and convenience 
[16][17]. Mayes [18] defines multimodal interaction systems 
as systems with the capacity to communicate with the user 
by different communication modes, using more than one 
modality, and automatically gives or extracts meaning. 
According to Oviatt [13] “Multimodal interfaces process two 
or more combined user input modes (such as speech, pen, 
touch, manual gesture, gaze, and head and body movements) 
in a coordinated manner with multimedia system output”. 
Lalanne et al. [17] describe multimodal interaction systems, 
or multimodal systems, that allow users to interact with 

computers though many data input modalities (e.g., speech, 
gesture, eye gaze) and output channels (e.g., text, graphics, 
sound, avatars, voice synthesis). Multimodal systems need to 
process all input done by the user to identify and process the 
desired action and generate the output using the appropriate 
modes. Dumas et al. [16] present a generic architecture for 
multimodal systems composed by the following components: 
i) input recognizers & processors, ii) output synthesizers, iii) 
fusion engine, iv) fission module, v) dialog management and 
vi) context, user model and history manager. The last four 
components (components iii, iv, v, vi) make up the 
Integration Committee. 

To implement a multimodal system for Web it is 
necessary to consider both the multimodal architecture and 
the Web architecture. Gruenstein et al. [19] present a 
framework to develop multimodal interfaces for Web, 
namely, the Web-Accessible Multimodal Interface (WAMI) 
Toolkit. The framework defines tree client-side components 
(Core GUI, GUI Controller and Audio Controller) and four 
more server-side components (Web Server, Speech 
Recognizer, Speech Synthesizer, and Logger). The user 
interacts with the Core GUI, described using HTML and 
JavaScript, and the Audio Controller, a Java Applet to 
receive the audio input. The collected data is sent to server to 
be treated by the Speech Recognizer and the Web Server 
components. The components Core GUI, GUI Controller, 
Audio Controller and Speech Recognizer can be classified as 
the input recognizers & processors of the Dumas et al.´s 
architecture. The Speech Synthesizer can be classified as 
output synthesizers of the Dumas et al.´s architecture. The 
WAMI toolkit is focused on speech plus keyboard and 
mouse modes, but the framework can be expanded to include 
other modes through definition of new components. 

III. PREVIOUS WORK 

In our previous work, we developed several tools for 
TelEduc [3] and Ae [4] e-learning environments. Due the 
penetration of smartphones in the society, we started to 
develop tools for these environment that take advantage of 
the smartphones input hardware and their mobility. The first 
one was InkBlog, the second was InkAnnotation and the 
MultiModal Editor was the last one. All tools are described 
in this section. 

A. InkBlog 

In e-Learning environments, Weblog [20] is a 
communication and collaborative tool that aims to promote 
the sharing of messages among participants through an area 
named blog. Users can publish texts, images, audio, videos 
and links, sharing their opinions, in posts typically displayed 
in reverse chronological order (the most recent post appears 
first) and allowing visitors to leave comments. In this way, 
blogging can be seen as a form of social networking. 
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The InkBlog [21] (Fig. 1) was created to make it easier to 
handwrite posts and comments in a blog using a stylus in 
pen-based devices. The approach to develop the InkBlog was 
to extend the Weblog tool with components to generate and 
manipulate the electronic ink in the user interface, 
representing the electronic ink in InkML format. Before that, 
a usability test was done to identify problems when user 
interacts with pen. Changes in the Weblog´s architecture 
(Fig. 2) and user interface (Fig. 1) were done to support input 
data from stylus. In the architecture, we added a component 
to receive data from the pen, the InkController component, 
and a component to renderer this data as electronic ink, the 
InkRenderer component. Both components, the 
InkController and the InkRenderer, make up the InkEditor, 
which is a handwritten text editor for Web pages that renders 
the electronic ink and receives the input data generated by 
the stylus. 

The pen input data is received by the InkController, 
which transforms each point of the trace into coordinate 
points following InkML format. The user can choose the 
trace´s color and the width by selecting the button options on 
the right-hand side (Fig. 3). When the user points out and 
presses the pen into a color or width button, the next traces 
will have the brush attributes set to look like the selected 
options.  

The InkRenderer, the other InkEditor component, draws 
the traces of a handwritten post on the user screen (Fig.1). 
The InkRenderer´s code, the electronic ink data in InkML 
format and the HTML page are sent to the client over the 
HTTP protocol (Fig. 2) to display the page with posts. After 
all the data and code arrived in the client, the InkRenderer 
reads the InkML data found inside the tag canvas, and draws 
the electronic ink for each trace, taking into account the ink 
formatting. The InkRenderer was developed using the 
InkML JavaScript Library. 

To post a new message, the user can choose the input 
hardware (keyboard or pen) by selecting the icon on “input 
from:” field, to type the text using a keyboard or to 
handwrite a post with a stylus (Fig. 3). When the user 
chooses the pen, she will write a handwriting post, the 
browser will hide the text editor and show the InkEditor, 
where the user will use the stylus to handwrite. When the 
user touches the InkEditor within the pen and draws a trace, 
the InkController will listen to the user actions, getting the 
dots that compose the trace. Each dot is recorded and a line 
connecting the preceding point to the new point is drawn 

until the user releases the pen. After the pen is released, the 
InkController will generate the InkML´s trace node for the 
new trace. The user can draw as many traces as she wants 
and all of them will be stored and will compose the InkML 
data. When the user finishes to handwrite the post, she will 
click the “Confirm” button and the generated InkML data 
will be sent to the server to be stored. 

Some changes were needed in the Web application to 
distinguish textual content from typewriting content and to 
show the correct editor in the post view. The changes are 
done in the presentation layer. The other layers have not 
been changed. 

The client device needs to have a compatible HTML5 
browser to run the InkEditor. The InkEditor uses InkML to 
represent the handwriting data and the Canvas HTML 
attribute to draw the traces on the screen.  

It is also possible to handwrite comments and post them. 
The process is similar to the process described above. 

B. InkAnnotation 

InkAnnotation [22] is a tool for review of documents, 
pictures and sketches by handwriting comments using a pen-
based tablet or computer (Fig. 3). There are two ways to use 
this tool. In this first case, the InkAnnotation will be similar 
to a whiteboard where the user can handwrite or sketch on a 
blank space or over an uploaded document. 

Another use is embedding the InkAnnotation inside 

 id InkBlog Architecture

Client

Browser

InkEditor

InkController

InkRenderer

Serv er

presentation layer

system layer

IWeblogSystem

InkML / POST -

HTTP

InkML parts

 
Figure 2. InkBlog components to treat input data from pen [21]. 

 
Figure 1. Using InkBlog to handwrite a post using a stylus. 

 
Figure 3. An example of using the InkAnnotation tool to review a 

document. 
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another e- tool, e.g., the Portfolio tool. Portfolio is a space 
each user can use to typewrite an item or do files upload, 
e.g., PDF files, Word files, and pictures. When the user 
wants to handwrite a Portfolio item to review it, the user 
triggers the option “Do Annotation with Ink”, and a new 
window will be open with the document as background. This 
document will be drawn using the canvas tag, allowing the 
user to handwrite or sketch over it (Fig. 3). 

To treat the data generated by a pen, we reused the 
InkRenderer and InkController. When the user touches the 
interface within the pen and draws a trace, the InkController 
will listen to the user actions, getting the dots that compose 
the trace. Each dot is recorded and a line connecting the 
preceding point to the new point is drawn until the user 
releases the pen. After the pen is released, the InkController 
will generate the InkML´s trace node for the new trace. The 
user can draw as many traces as she wants and all them will 
be stored and will compose the InkML data. When finished 
handwriting the review, the user will click in the “Confirm” 
button and the generated InkML data will be sent to the 
server to be stored. Since we used HTML5, any browser that 
supports it can render the electronic ink drawn by the 
InkRenderer. 

C. Multimodal Editor 

The Multimodal Editor (Fig. 4) is a tool for producing 
multisemiotic texts: texts composed of different forms of 
representation - images, audios and videos, besides written 
and spoken language [23][24]. The most common (and old) 
multisemiotic texts are those that add written text and images 
and are still widely used today in newspapers, magazines, 
advertisements. The point, therefore, is that we read more 
multisemiotic texts than we actually produce such texts. In 
the development of Multimodal Editor, we assumed that 
mobile learning is related more to the learner than to 
technology, since it is the learner who moves. He is the 
center of learning and the technology allows him to learn in 
any context [25]. 

To allow the Multimodal Editor to treat the data 
generated by a pen, we developed two new components to 
capture and treat the ink, which are similar to the previous 
InkRenderer and InkController. However, in this case, the 
controller generates a SVG draw instead of a InkML file. So, 
when the user touches the interface within the pen and draws 
a trace, the controller will listen to the user actions, getting 
the dots that compose the trace. Each dot is recorded and a 
line connecting the preceding point to the new point is drawn 
until the user releases the pen. After the pen is released, the 
controller will generate the SVG´s trace node for the new 
trace. Since we used HTML5, any browser that supports it 
can render SVG files, so the InkRenderer is the browser´s 
SVG renderer. 

IV. ARCHITECTURE FOR MULTIMODAL TOOLS 

By analyzing the architecture of each developed tool, we 
can generalize an architecture for multimodal tools for e-
learning environments (Fig. 5). For each modality, a 
component to receive the data and represent in a way that 
can be processed and also trigger a system function. In Fig 5. 

 
Figure 4. An example of using the Multimodal Editor tool to write a 

multimodal text. 

 
Figure 5. A generic architecture for multimodal tools to e-learning environments.  
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we specified some components to treat data from touch 
(Touch Controller), mouse+keyboard (GUI Controller) and 
pen (InkController), and to render the user interface 
(Application Renderer) and to render the digital ink (Ink 
Renderer). The components need to send their data to the 
server, who receives it by the Request Component (following 
a Web architecture). 

When the devices allow the user to interact with more 
than one modality, the system can decide how the user can 
trigger a specific function. This responsibility is that of the 
Context-aware component and it needs to be configured by 
the developer since each tool has different functions. The 
idea is to combine the power of input modalities, e.g., in 
Tablet PCs. For the devices that have capacity to distinguish 
the origin of the input data, it is possible to use the data from 
the pen to generate the electronic ink and the data from touch 
to scroll the screen or to trigger another gesture, such as 
selection and zoom. 

V. CONCLUSION 

 
e-Learning environments are applications that use the 

Web infrastructure to support teaching and learning 
activities. To post text, there is a rich text editor to allow 
users who do not have HTML programming skills to write 
formatted text. This solution has good usability on desktop 
computers, but when the user interacts with a pen or by 
touch, he/she needs to type each letter using a virtual 
keyboard, so the usability, most specifically, the efficiency, 
decreases and makes the writing task boring. Another 
problem is the difficulty to draw sketches using the mouse.  

In our previous work, we developed three multimodal 
tools (InkBlog, InkAnnotation and Multimodal Editor). 
Based on the knowledge acquired developing these tools, we 
propose a generic architecture for multimodal tools for e-
learning environments, made up of components that treat the 
data of each modality and perform a system functionality 
depending on the used modality and available modalities. 

As future work, we are developing a context-sensitive 
component. Since users consider the device´s characteristics, 
in particular the input hardware, e.g., in devices with pen and 
touch sensitive screens, users can use a pen to trigger some 
functions and they can use touch to trigger other functions. 
In case of devices with only touch sensitive screens, users 
interact with the fingers to trigger all functions. Another 
future work aims to provide the developed components so 
developers of e-learning environment´s tools can improve 
their tools with multimodality. 
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