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Abstract—For decades, the simulation has been a well-established
methodology to study the behavior of wireless telecommunication
networks. While network and link layer protocols are simulated
by using very detailed models, there is typically still a lack of
explicit and deterministic considerations of the physical layer.
Phyical layer, antenna and radio channel are regularly approxi-
mated with simplistic models based on statistic distribution of bit
error rate values. While this approach might deliver a sufficient
accuracy to compare the performance of routing protocols or
other higher-level applications, it disallows, however, studying
cross-layer concepts, multi-user communication or the explicit
consideration of deterministic channel models. It also denies the
physical layer to be an explicit degree of freedom in the design
space. To overcome this problem, we set up a PhyCoNet-Sim,
a co-simulation framework which links OMNeT++ to a physical
layer simulator based on GNU Radio or Matlab/Simulink.

Keywords–VANET; Simulation; Physical Layer; Matlab;
Simulink

I. INTRODUCTION

Besides field tests and formal verification approaches,
simulations are an important methodology to understand the
behavior of distributed systems. Especially in the research
area of wireless communications in highly dynamic scenarios
like Vehicular Ad-hoc NETworks (VANET), simulations are
a very effective method to get an in-depth understanding
of a complex network’s behavior: Compared to field tests,
simulations offer fast and reproducible results in an early
design phase without the necessity to develop, setup and
deploy the systems. In highly mobile scenarios, also formal
verification approaches reach their limits: A mobile network’s
behavior relies heavily on stochastic processes, e.g., mobility
behavior, radio channel conditions, and so on. To allow formal
verification methodologies to be applied to these systems, a lot
of data would have to be gathered and statistically evaluated
in the first place by exploiting measurement campaigns. For
this reason, simulations play a well-established and major role
in VANET research.

The wireless network simulation frameworks, which are
typically used today, come with very accurate and deterministic
models of the network and link layer protocols. The reason
is very obvious: The protocol behavior can be simulated
efficiently by using discrete event-triggered simulation engines.
Highly performance-optimized frameworks like OMNeT++
[1], NS-3 [2] or JiST [3] rely on this technique. Specialized
vehicular ad-hoc network extensions are available, e.g., Vehi-
cles in Network Simulation (VEINS) [4] or Scalable Wireless
Ad-Hoc Network Simulator (SWANS). They allow simulating
even large-scale scenarios within a reasonable amount of
computation time. The simulated link layer or network protocol
code can be similar or even identical to implementations used
in real-world systems, so aspects like handshaking, queuing

and forwarding packets, sending acknowledgments, finding op-
timal paths, updating routing tables and evaluating properties
like channel load, network capacity and packet delivery rates
can be done very realistically.

When looking into the internals of state-of-the-art simula-
tion frameworks, one can clearly identify a major problem: The
system’s components which reside below the link layer (e.g.,
the components of the physical layer (PHY), the antenna(s)
and the radio channel) are modeled in a very simplistic way:
A scalar Bit Error Rate (BER) value is used as the only
environmental input data to the protocol simulation when
the simulator has to decide about the reception of a frame.
Using a look-up table, the BER is derived from the Signal-
to-Noise Ratio (SNR) value, which is itself based on a fixed
transmission power, the distance of the communicating nodes,
a stochastic fading model and a background noise level, for
example Additive White Gaussian Noise (AWGN). Abstractly
spoken, the BER value used by the link layer simulation
represents the whole behavior of physical layer, antennas and
radio channel with having only the communicating nodes’
spatial distance as an environmental input. Slightly improved
simulation frameworks extend this approach by using the
Signal-to-Interference-plus-Noise Ratio (SINR) to estimate the
BER. In SINR-based models, the signal powers of neighboring
network nodes are added to the background noise level.

The reasons for using the above-mentioned simplistic mod-
els may be found among the following challenges: Physically
accurate channel models and signal-based physical layer mod-
els do not fit well into discrete event-triggered simulations:
The physical layer introduces signal representations, which
have to be considered at least in a time-triggered manner,
the physics of antenna and radio channel clearly belong to a
continuous-time domain. Considering these models explicitly
consumes much more computation time compared to classical
simulations. Another difficulty is caused by the fact that PHY
implementations are done in hardware, so the network protocol
designers do not have access neither to the used algorithms
nor to their implementations. The simplifications, which are
applied, often reach through the whole simulation frameworks:
Taking an arbitrary IEEE 802.11p simulation in OMNeT++ as
an example, a situation is implicitly considered as a collision
at the potentially receiving nodes if more than one node
gets into transmission mode in the same time interval within
a certain spatial range. While this behavior is the correct
one for protocols using a Carrier-Sense Multiple Access with
Collision Avoidance (CSMA/CA) strategy on the Medium
Access Control (MAC) layer, it renders many other approaches
impossible [5].

The remainder of this paper is structured as follows: In
Section II, the limitations of today’s ad-hoc network simu-
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lators are illustrated. In Section III, we introduce literature
where possibilities are discussed to overcome these limitations.
Section IV is used to present our approach of co-simulating
radio channel, PHY layer and network. In Section V, we
evaluate our approach. We close this paper with Section VI,
where we summarize and give a perspective to future work.
In Section VII, we offer a download link to the framework.

II. PROBLEM STATEMENT

The following list gives an excerpt of four aspects which
are hard to explore with state-of-the-art network simulators:

• The state-of-the-art Dedicated Short-Range Communication
(DSRC) protocol in vehicular ad-hoc networks is based
on IEEE 802.11p. Technically, IEEE 802.11p is an adap-
tion of IEEE 802.11a to vehicular networks, while the
IEEE 802.11a standard has been published in 1999. Both,
Wireless Local Area Networks (WLAN) and cellular net-
works have evolved a lot since then, the main reason is
that higher-integrated circuits allow much more advanced
signal processing schemes. This means, Multiple-Input,
Multiple-Output (MIMO) transceivers, Multi-User MIMO
(MU-MIMO) transceivers and directed beam forming are
common in today’s IEEE 802.11ac, which is ubiquitous in
homes and offices. The upcoming IEEE 802.11ax standard
will contain even more interesting advances in the PHY
layer, so there is a distinct interest to evaluate the suitability
of these advances for VANETs, especially since limitations
of IEEE 802.11p are becoming more and more evident [6].
This is a difficult task with classic network simulations. It
would require to gather a lot of statistics data in advance, but
even this makes it hard to simulate the behavior realistically
because the channel’s influence (multi-path propagation,
shadowing by buildings) is much higher than in 802.11a
or 802.11p. Therefore, it is more difficult to accomplish
everything with a single statistics-based distribution. When
considering beam forming, there is a cross-layer scenario
between PHY layer and network layer [7], [8].

• It is an open question where to place antennas on vehi-
cles. Especially MIMO systems, which necessarily introduce
multiple antennas per node, require the number, the form and
the position of antennas to be explicit properties of the de-
sign space. To determine, for example, which configuration
is optimal in specific environmental scenarios (e.g., free-
space intersection, high buildings, partly shadowed antennas
by trucks), it is necessary that the electrical behavior of
antennas to be modeled.

• In ad-hoc network simulations, the SNR or SINR values
are calculated by a model of the radio channel physics. The
radio channel models used in state-of-the-art simulations
are typically rather simple combinations of stochastic fading
models on the one hand and distance-based path-loss models
on the other hand. The latter parts determine the SNR by
an implementation of Friis transmission equation [9] which
has been published in 1946. Besides the Euclidean distance
of the two communication nodes, Friis’ formula considers
the gains of the antennas and their effective size based on
the wavelength. It does not consider environmental effects
like buildings, vehicles and plants. There are, of course, also
more sophisticated models available. It has been shown that
in highly dynamic network topologies, like VANETs, simple
distance-based path-loss models do not offer the required
accuracy. This is especially true for urban scenarios where
buildings introduce unequally distributed shadowing effects.
This has been extensively studied in [10], [11], and [12]. For

this reason, ray-optical channel models have been developed
which calculate a delay spread of a signal based on the three-
dimensional environment. For example, in vehicular ad-
hoc networks buildings, vehicles and the terrain roughness
are considered by ray-optical approaches. The resulting
delay spread shows the temporal diversification and power
distribution of different multi-path components. To link
ray-optical channel models to traditional wireless network
simulators, the delay spread needs to be reduced to a scalar
SNR value, effectively discarding most of its information.

• Cellular networks of the fifth generation (5G) are ready
to be deployed. The cellular network service providers
promise remarkably lower latencies and higher data rates
compared to 4G. Due to the fact that cellular network-
based applications in vehicles’ comfort and emergency
systems already exist, the influence of cellular network-
based services will presumable increase further. To evaluate
a combined usage of cellular and DSRC communication or
study protocol convergence concepts in VANET scenarios, a
simple IEEE 802.11p-tailored simulation framework is not
sufficient anymore.

We present the framework PhyCoNet-Sim, which uses co-
simulation of radio channel, physical layer and the upper
layers of the distributed system in order to tackle down the
restrictions, which lead to the above-described problems. All
components are already existing as open-source or commercial
tools. For this reason, we don’t present a more advanced
simulation or approach for a given subcomponent in this paper.
Instead, we combine the best approaches available to a co-
simulation by designing and implementing suitable interfaces.

III. RELATED WORK

In this section, we present work which is related to the
approach presented in this paper. Note that our approach to
make the PHY layer an explicit variable in the design phase
of a distributed system is intentionally suitable for wireless
communication systems in general. However, VANETs are
among these kinds of applications, which make the most
challenging demands due to the low channel coherence times
caused by the high mobility of the transmitting and receiving
but also of the neighboring nodes. For this reason, we compare
our approach especially to related work in VANET research.

The necessity of enhancing both precision and capabili-
ties of wireless ad-hoc network simulations is not new. Our
challenge papers date back to 2010 [13]. The ideas presented
were driven by problems which occurred when trying to
integrate results of deterministic channel models into VANET
simulations. Deterministic channel models typically generate
an impulse response, i.e., a distribution of signal power over
time which shows the delay-spread of an Dirac impulse and
thus the channel’s properties. VANET simulators did not offer
any interface for an impulse response, as the statistics-based
models work with the scalar BER value, only.

In the meantime, different concepts have been proposed.
In [14], Papanastasiou et al. present a method for integrating
the simulation of the physical layer into network simulations.
Their approach is based on the discrete event simulator NS-3
and uses the IT++ library for the transceiver implementation.
This approach does not fully conform to the IEEE 802.11p
standard since it solely implements the OFDM transmission
method, the PHY frame format, the modulation and the coding
schemes. As channel model either the path loss or the Rayleigh
fading model were employed, and only a rudimentary traffic
simulation method was used which did only encode relative
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movement and did not take shadowing and other environmental
effects into account. This simulator is named PhySim-Wifi
for NS-3, is available in the version 1.2, and accessible on
the website of the research group. Apparently, there are no
more releases since April 2012 and we, therefore, consider
the project to be discontinued.

In [15], Judd and Steenkiste describe a Hardware-In-the-
Loop-based (HIL) channel emulator. Using a wired connection
between the antenna ports of real wireless hardware and a
channel emulator based on a Field-Programmable Gate Array
(FPGA), they can emulate both, the channels effects on the
radio propagation and real PHY behavior. The system supports
movement of the simulated nodes by altering the channel con-
ditions accordingly. Interfering signals are superposed. They
use a simple path-loss model as a channel model, but the
authors point out that simulation of the 3D environment is
possible by implementing, for example, a ray-tracing based
model on the FPGA. This is a very interesting and flexible
approach for accurate physical layer consideration in wireless
network simulations: Real network interface hardware is used
for signal processing. At the same time this is a major
downsides of this concept: It obviously depends on hardware
implementations of the protocol, which is about to be studied.
Wireless network interfaces must be already available which
renders the approach unsuitable in a very early design phase.

Making statistics-based BER calculation more accurate is
also still a topic in communication technology research. In
[16], Schneider et al. did a large measurement campaign, but
used fixed base stations as known from cellular networks.
A more detailed campaign, which addresses especially the
channel behavior in VANET, was done by Walter in 2016 [17].
He showed that the VANET scenario has a strong impact on
choosing the correct statistics distribution.

In [18], Bloessl et al. describe their design and implemen-
tation of a Software-Defined Radio (SDR) of IEEE 802.11p
using the open-source SDR framework GNU Radio. It has
been verified by comparison against commercially available
IEEE 802.11p hardware. It contains a complete PHY layer
especially for DSRC applications.

Based on Bloessl’s work, we developed Signal Simulation
in 2015, which represents an interface between VEINS and
OMNeT++ on the one hand and GNU Radio on the other
hand [19]. It was shown that firstly, it works successfully
and secondly, for IEEE 802.11p the simplifications present
in VANET simulators are valid – at least, when neglecting
channel effects and explicit PHY simulation. It is of special
interest that the approach is generic and not necessarily bound
to IEEE 802.11p, which is only used for proof of concept. This
approach solved our requirements from a theoretical point of
view completely. Unfortunately, the GNU Radio framework
lacks models for the most-recent highly-sophisticated WLAN
standards like IEEE 802.11n/ac/ax or for the most recent
cellular network standards. When looking at PHY models
besides the IEEE WLAN standards, for example, 4G/LTE, one
finds models which have been partly developed.

To sum up, using an SDR for co-simulation is the way to
go. Having a pure open-source GNU Radio implementation is
a promising application to gain deterministic models for the
generation and decoding of signals, but has a major drawback
regarding the available building blocks.

OMNeT++

INET

Veins

Signalsimulation

SUMO MATLAB

Software Defined Radio

Figure 1. Schema of tools used in PhyCoNet-Sim

IV. PHYCONET-SIM: CHANNEL, PHYSICAL LAYER AND
NETWORK CO-SIMULATION USING A SOFTWARE-DEFINED

RADIO APPROACH

In this section, we present our approach PhyCoNet-Sim –
a co-simulation of channel, physical layer and the network.
Essentially, it is an extension of Signal Simulation to allow a
flexible substitution of the subcomponents. Figure 1 gives an
overview of the components used by PhyCoNet-Sim: VEINS
and OMNeT++ are well-accepted ad-hoc network simulators.
Simulation of Urban Mobility (SUMO) [20] is a widely-
used microscopic vehicular traffic simulator. Matlab/Simulink
[21] by The Mathworks is an extremely popular platform in
different kinds of engineering disciplines. It comes with a
lot of toolboxes. The Communication System Toolbox [22],
the WLAN System Toolbox [23] and the Antenna Toolbox
[24] exactly address all aspects of the physical layer and the
antenna. Systems generated by the help of these toolboxes
are specified in a very detailed way, because with the help
of additionally available code generators, the toolboxes are
actually used in designing and deploying SDRs. For our
purpose, we can directly exploit the SDR code to simulate the
physical layer. In contrast to GNU Radio, the above-mentioned
Matlab/Simulink toolboxes come with implementations of
a lot of highly-configurable IEEE WLAN standards, even
components of upcoming standards are supported. Regarding
radio channel modeling, the Communication System Toolbox
comes with a lot of statistics-based methods. As there is
a real signal representation for all transmitted packets in
the simulation, there is a common interface for integration
of impulse responses, which can stem from measurements,
statistics-based models and ray-tracing-based models. For the
latter, we implemented parts of [10], [12], [25] and [26] to
allow deterministic channel behavior for a given environmental
input.

In the next sections, the most important components of our
PhyCoNet-Sim approach are described. We especially stress
the differences between Signal Simulation and PhyCoNet-Sim.

A. Transmission
The MAC layer and all layers above the MAC layer are

simulated as in a classical VEINS simulation. We assume
that a packet is generated by one of the upper layers, e.g.,
a Cooperative Awareness Message (CAM) is to be sent. In
this case, an according event is generated and queued. The
simulation engine jumps to the point in time where the event
will take place. As we use CSMA/CA in our IEEE 802.11p ref-
erence implementation, it will be checked whether the ready-
to-transmit node detects a free channel. If so, the transmission
process takes place. Note that the approach works also for
non-CSMA MAC protocols, in case of Code-Division Multiple
Access (CDMA) or MU-MIMO approaches, other possibilities
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to detect when a transmission can be scheduled are possible.
Whenever a transmission event takes place, for all receivers
within a configurable maximum distance, a reception event
is triggered. In a classical VEINS simulation, the receivers
within a certain range would get a copy of the transmitted
data depending on the BER based on the SNR value. The latter
would be depending on the distance of the nodes to estimate
the long-term path loss and a stochastic process to estimate the
short-term fading. This does not happen in PhyCoNet-Sim.

B. Reception
1) Signal Generation: PhyCoNet-Sim does not deliver the

data to the receiving nodes. Instead, in a first step, the
position vectors and velocity vectors of the transmitting and
the receiving vehicles are stored. This information is necessary
as input data for the channel model. A detailed schema of the
reception process is depicted in Figure 2. After storing speed
and position of the vehicles, the signal, which corresponds to
the transmitted frame, is generated. Therefore, the transmitter
part of the Matlab-based SDR modem is called via the interface
developed for this work. It maps the transmitter’s data frame to
a signal constellation which is a discrete-time set of baseband
signal samples. In an SDR setup these signal samples would be
fed to a digital-to-analog converter and later to an up-sampler,
a transmission amplifier and to the antenna. In our case, we
store the baseband time-domain signal samples in a matrix.

2) Antenna Characteristics and Radio Channel Influence:
In order to simulate the system as accurately as possible, the
simulated signal must suffer from the antenna’s and the radio
channel’s influence. This is put in execution by convolving
the generated transmitter signal with the channel’s impulse
response. The latter can be generated by a deterministic ray-
optical channel model, for example. Using the impulse re-
sponse defines a very versatile interface which allows different
kinds of channel and antenna models to be applied. Instead of
using the ray-optical model, it is also possible to use statistics-
based channel models available in Matlab’s Communications
System Toolbox as well as data sets gathered by measurement
campaigns [16], [17]. As the velocity and location profiles of
the transmitting node and the receiving node are known, it is
possible to map the channel effects caused by the movement
directly to a non-stationary channel response. This means:
Our model allows to consider a node’s movement during
the transmission process which needs, of course, a non-zero
amount of time to transmit a frame of a certain length. The
granularity, which is available therefore, is defined by the
mobility model used in the simulation. In our test-case, we
used vehicular traffic models available in SUMO because there
is already a very good integration in VEINS. All signal-
processing parts are done in Matlab/Simulink by using the
introduced toolboxes. For this reason, the user has access to
a large number of building blocks and implemented wireless
communication standards. It is also possible to model and
simulate complex multi-antenna scenarios using the Antenna
Toolbox and consider their behavior.

3) Signal Buffering: After convolving the generated sig-
nal with the channel’s impulse response, the resulting signal
pattern contains all multi-path, delay, Doppler-spread, antenna-
gain and AWGN noise information. In a two-node scenario or
when using a Time-Division Multiple Access (TDMA) MAC
protocol, the signal pattern could be directly forwarded to the
Matlab SDR’s receiver routine. In a multi-hop scenario with all
nodes being unsynchronized this is not possible. Although this
process can be very memory-consuming, it is necessary to store

the resulting signal pattern in a signal buffer. The reason is that
we have to consider other neighboring nodes, which might be
transmitting in a time interval which overlaps with the time
interval of the first signal we received. Even with a collision
avoiding strategy, this can happen due to the high mobility
of the nodes. If we simulated only CSMA-based protocols,
we could consider such effects as collisions and discard the
received signal. In our scenario, we are going to feed the
contents of the signal buffer to a Matlab SDR’s receiver engine,
which allows us to do an unbiased decoding of the signal.
Before triggering the receiver engine, other incoming signals
have to be treated iteratively as explained here. All overlapping
parts are stored in the signal buffer. Compared to our GNU
Radio-based implementation, the data structure used for the
signal buffer in this work is adaptive. Instead of providing a
fixed amount of memory, which can be costly when it comes
to large scenarios, the memory is now allocated dynamically.

4) Interferences: Interference is a local phenomenon of
wave physics. This means that the superposition of interfering
waves has to be calculated for each receiving node. To do
so, we use the signal components, which are stored in a
node’s signal buffer. In our SDR approach, we do not have
a mathematical function of a continuous-time signal in our
buffer which we could simply add-together. While the channel
and antenna effects on the signal could be simulated in a fully
continuous-time domain (e.g., by using a computer algebra
system), the signal, which leaves our SDR transmitter, consists
of discrete-time samples which is the way to go for real
systems deployments. For this reason, also the signal in our
buffer at the receiver’s site is described by samples instead of a
closed mathematical function. To avoid any loss of generality,
an accurate PHY layer simulation requires that a receiver
model is able to cope with signal components which can arrive
at arbitrary points in time. Signals, which reach a receiver, can
originate from different senders being active at overlapping
time intervals or from multi-path propagation. Caused by
the finite signal propagation speed of the signals, both cases
introduce an arbitrary delay, which is independent from the
simulator event steps or any time steps. The SDR models
in Matlab do not solve the calculation of the superposition
directly. For this reason, interpolation approaches have been
implemented as we already proposed in [19]. While linear
time interpolation would be very easy to apply to all signal
samples in the signal buffer, it introduces an error. In our tests
with the Matlab SDR, the rate of reception with respect to a
given signal-to-noise ratio was worse when linear interpolation
was used compared to using the nearest sample, in which case
there was no interpolation. This confirms our previous results.
A better solution is an ideal band-limited interpolation by using
a fractional-delay filter [27].

5) Decoding: The superposition calculated by the
fractional-delay filter is forwarded to the receiver part of
the Matlab SDR. It tries to decode the superposition of the
different signal components, channel-introduced distortions
and the background noise. Depending on the channel coding
parameters, a specific amount and distribution of bit errors
may be corrected in the PHY layer. After a successful decode,
the node’s MAC layer will be notified about an incoming data
frame. For more advanced decoders (e.g., MU-MIMO in the
up-link as proposed for IEEE 802.11ax), there can be several
decoding processes, which can take place at the same time.

C. Software-Defined Radio
The SDR modem used for our implementation has been

configured by using the WLAN System Toolbox of Matlab
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processNewSignal(frame)
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removeSignal(frame)
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modulate(job)

insert(signal)

signal

remove(id)

demodulate(job)

result

Figure 2. Detailed schema of a signal reception process in PhyCoNet-Sim

2017a. Essentially, the WLAN System Toolbox generates
and configures Matlab code for transmitter and receiver. The
following supported modem types are supported:

• Type:
◦ IEEE 802.11a/b/g/p (Non-High Throughput)
◦ IEEE 802.11n (High Throughput)
◦ IEEE 802.11ac/ax (Very-High Throughput)

• Channel bandwidths: 10, 20, 40, 80 and 160 MHz
• Modulation schemes: Direct-Sequence Spread Spectrum

(DSSS) and Orthogonal Frequency Division Mutliplexing
(OFDM)

• Coding schemes:
◦ BPSK 1/2, BPSK 3/4, . . .
◦ QPSK 1/2, QPSK 3/4, . . .
◦ QAM-16 1/2, QAM-16 3/4, . . .
◦ QAM-64 2/3, QAM-64 3/4, . . .
◦ . . .

The parameters can be mixed, which means different coding
schemes can be combined with various channel bandwidths.
The code generated by the WLAN System Toolbox is Matlab
code. Thus, it is easily possible to extend it by user-code to
evaluate new approaches, which go beyond the implemented
standards. Other wireless systems besides WLAN can be
designed by using the building blocks from Communications
System Toolbox. As a comparison, GNU Radio essentially
covers the non-high throughput modems. The execution of
the transmitter and receiver functions within the Matlab in-
terpreter offers interesting possibilities for probing signals,
but is inefficient. For this reason, we use the Matlab Coder
to generate native C++ code when we link it to a network
simulation. Essentially, the Matlab coder generates two C++
functions: One for the transmitter and one for the receiver.
These functions are linked via an interface to our signal buffer
layer in OMNeT++.

V. EVALUATION

In this section, we describe the first evaluation steps of the
implemented PhyCoNet-Sim. In a first step, we started with
an implementation of our GNU Radio-based approach of [19].
We compared it with PhyCoNet-Sim regarding accuracy and
performance.

A. Accuracy
To get a an impression regarding the accuracy, we took the

IEEE 802.11p and compared the GNU Radio receiver with the
Matlab receiver by simulating the probabilities of a successful
signal frame reception for different signal-to-noise ratios. The
plot is depicted in Figure 3 and shows a very similar trend. The
Matlab SDR shows a higher reception quality, i.e., it reaches
better decoding probabilities for SNR values between 23 dB
and 35 dB. We are currently in the process of investigating the
differences.

B. Performance
Highly-accurate physical layer simulations consume a lot

of computation time compared to traditional network simula-
tions. Essentially, the major part of the costs of computation
depend on the number of signal transmissions and receptions.
Assuming that one frame is sent which is received by n
neighboring nodes, there is one transmission and n receptions.
Another cost driver are the length of a frame and the amount
of the delay-spread caused by the channel: A large temporal
delay-spread of a signal in the signal buffer causes more
discrete-time signal samples which must be considered by the
decoder engine. In the GNU Radio approach, a signal consist-
ing of 64 OFDM symbols lead to a computation of 115 ms for
a whole transmit-receive-cycle (1 transmit, 1 receive). GNU
Radio uses Python for connecting the flow graph of signal
processing modules. In the GNU Radio approach, the Python
interpreter has been restarted each time a signal is received. We
optimized our Matlab SDR approach regarding performance.
On a similar computer architecture like it was used for our
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Figure 3. Signal reception probability for the GNU Radio and the Matlab
IEEE 802.11p receiver

GNU Radio approach, we got at least an improvement by a
factor of 11.

VI. CONCLUSION AND FUTURE WORK

The Communication System Toolbox, the WLAN System
Toolbox and the Antenna Toolbox offer modern physical layer
models as parts of the Matlab/Simulink tool suite. While their
primary focus is the development of software-defined radios,
we have shown in this paper that the models can be applied
very suitably to complex vehicular ad-hoc network simulation
scenarios. Therefore, we enhanced an existing approach, which
already linked OMNeT++ with GNU Radio, by the ability to
delegate the PHY layer calculation to the Matlab toolboxes.
We have implemented a prototype for the simulation of IEEE
802.11a/g/p and provided an integration in the VEINS sim-
ulator. However, our approach is both, protocol agnostic and
application agnostic, i.e., all parts of the co-simulation can be
exchanged. In future work, we will use the developed frame-
work for performance simulations for more modern PHY layer
mechanisms in vehicular ad-hoc networks. Another interesting
research question will be radio convergence (5G and WLAN)
in complex applications.

VII. AVAILABILITY

The PhyCoNet-Sim framework has been integrated into the
WAVE – Next Generation project. It is available at http://wave-
ng.net.
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