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Abstract—The core idea of model-based 3D tracking is that of
continuously estimating the pose parameters of a 3D object
throughout a sequence of images, e.g., a video feed. Here, we
present an edge-based method for achieving 3D object tracking,
via Gauss-Newton optimization. We rely on natural features
observations, like edges, for the detection of interest points and by
using the 3D pose of the object in the previous frame, we correctly
estimate its new 3D position and orientation, in real-time. There
is also a C++ implementation of the visual tracking system, with
the use of the OpenCV library, which can be found in our GitHub
repository (https://github.com/marios2019/Visual Tracking).

Keywords–Object 3D tracking; Model-based; Gauss-Newton
optimization; Distance Transform

I. INTRODUCTION AND RELATED WORK
Object 3D tracking is used in a variety of Computer

Vision applications, like Augmented Reality [1] where virtual
objects are super-imposed to the scene and in Robot Object
Manipulation [2] [3] where the target object is manipulated
with the use of a mechanical device. Also, 3D tracking enables
cultural heritage reconstruction applications, where usually
through a mobile device the user can reanimate and view
ancient architecture. In all of these cases, the goal is to estimate
the 3D pose (position and orientation) of the object with
respect to the observer.

There are many approaches to 3D tracking, depending on
the targeted application and the means that are being used [4]
[5]. Techniques like [6] and [7], fall into the marker-based
tracking category, were they make use of point and planar
markers, that are carefully placed in the scene by the user.
Because of their pattern uniqueness, they can be identified
as image features, which lead to 2D-3D correspondences
with high precision. The latter provides reliable measurements
for pose estimation. Despite their good performance, marker-
based tracking techniques require engineering the environment,
which sometimes the application’s end-users dislike and some-
times is impossible, e.g., outdoor environments. By contrast,
3D tracking by detection techniques, are based on natural
features that can be detected in the scene. Works like [8],
construct a database from Scale-invariant Feature Transform
(SIFT) features [9], that are detected from images with differ-
ent viewpoints of the object. Multi-view correspondences can
be found and the 3D positions of the features are recovered
using Structure-from-Motion (SfM) algorithms. At runtime,
SIFT features are extracted for each video frame, which yield

to 2D-3D correspondences. Camera pose can be estimated
using algorithms like Random Sample Consensus (RANSAC)
[10]. Also recent advances in Deep Learning has given rise to
techniques like [11] and [12] for simultaneously detecting and
tracking multiple objects, although they require huge datasets
for training. In this work we are focused on non-learning
methods, as they do not required collecting, analysing and
preprocessing huge amount of data.

Most of the work that is been done belongs to feature-
based 3D tracking category, where camera pose estimation,
just like tracking by detection, relies on natural features, like
edges or corners. Furthermore, techniques that belong to this
category provide a strong prior knowledge of the camera pose
for each new frame, which aids the pose estimation task. This
yields to a jitter-free camera pose between consecutive frames,
unlike tracking by detection methods, where camera pose is
recovered in each frame indepentedly. Edge-based methods
like Real-time Attitude and Position Determination (RAPiD)
[13] or [14], sample the edges of the model into 3D control
points, which they are rendered and impose onto the image,
along with model. Each control point is matched with a point
that lies on a detected edge, by searching along the normal
of the edge that the control point belongs to. Given enough
control points, pose estimation is achieved, by minimizing the
sum of squares of the perpendicular distances, using a least
squares approach.

Our approach on model-based 3D visual tracking belongs
to the feature-based 3D tracking category, specifically in the
edge-based methods, as we rely on measurements being made
along an edge, to find the displacement between the virtual and
real object. Unlike RAPiD methods, the measurements are not
being made on 3D edges of the virtual model, but on their 2D
projections on the image. Additionally, we do not search along
the normal direction of each edge, to find correspondences
between control points and points on the detected edges.
Instead, we detect features - edges from the original image and
calculate the Distance Transform (DT) [15] [16] of the image,
that is formed by the detected edges. The distance between the
edge measurements and the detected edges is calculated using
the image produced from DT. Finally, by using the Gauss-
Newton algorithm, we minimize the distance between the edge
measurements of the virtual model and the detected edges from
the real object.
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Section II provides a formulation of the 3D visual tracking
problem. In Section III we present the architecture and of
our visual tracking system and the experimental results on
simulated and real data are shown in Section IV. Finally, in
Section V we discuss about the merits of our method and
provide some cues for further improvement.

II. FORMULATION
We treat the 3D visual tracking problem, as a procedure of

estimating the camera pose (3D position and 3D orientation of
the camera) relative to the object, i.e., estimate the extrinsic
parameters of the real camera that led to the projection of
the object onto the image. With the use of a known model
of the object, we construct a virtual camera that projects and
imposes the model to the real image. By finding the distance
between the projection of the virtual object (model) and the
real object (object in the real scene, that we want to track),
we are able to estimate the extrinsic parameters of the virtual
camera that minimize this distance, with the use of the Gauss-
Newton iterative algorithm. If the distance of the projection of
the two objects is nearly zero (global minimum), the extrinsic
parameters of both cameras match, and the pose of the real
camera is adequately estimated.

A. Camera Model
For our purposes, we use the full camera model, which

is described by the projection matrix P, that projects each
world point of a 3D scene to the image plane of the camera.
The projection matrix is constructed by the multiplication of
the intrinsic and extrinsic parameters matrices of the camera.
We use the following intrinsics matrix, which maps a 3D
point in camera coordinates (xc, yc, zc) to a 2D point in pixel
coordinates (u, v),

KKK =

[
fp 0 u0 0
0 fp v0 0
0 0 1 0

]
∈ R3×4 (1)

where fp is the focal length in pixel units and (u0, v0) is
the principal point i.e., the point of intersection between the
camera’s optical axis and the image plane. We do not take into
account any lens distortion that may occur by defects in lens
design and manufacturing or by the nature of the lens. In this
approach the intrinsic parameters are known and fixed, so the
camera we use is calibrated. In a future implementation of our
algorithm as a mobile phone application, camera calibration
could easily be incorporated during installation or first use
on the end-user’s phone. During this stage, the end-user can
be guided through the process of calibration, following the
procedure explained in [17].

The extrinsic parameters matrix holds the position and
orientation of the camera in world coordinates and it maps a 3D
point in world coordinates to a 3D point in camera coordinates.
This matrix is defined as follows,

EEE =

[
RRR ttt
000> 1

]
∈ R4×4 (2)

where RRR = RRR(θy)RRR(θz)RRR(θx) ∈ R3×3 is a 3D rotation matrix
represented in Euler angles and ttt = [tx, ty, tz]

> ∈ R3 is a
position vector. The matrix in (2) describes the position and
orientation of the object relative to the observer - camera. In
our approach, we want to estimate the camera pose, i.e., the
position and orientation of the observer - camera relative to

yw
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xw

v1 v2

v3v4

v5 v6
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Figure 1. Model in world coordinates.

the object. To achieve this, we calculate the inverse of the
aforementioned matrix as,

EEEc =

[
RRR> −RRR>ttt
000> 1

]
(3)

B. Cuboid Object
We are using a cuboid object (box) for tracking, which

is depicted in Figure 1. The model is composed of a set of
eight vertices V = {vvv : vvv ∈ R3}, |V| = 8 and a set of six
surfaces S = {sss : sss ⊂ V}, |S| = 6, |sssi| = 4, 1 ≤ i ≤ |S|.
Because there are no other objects in the scene, the model’s
local coordinates are equal to the scene’s global coordinates.
With the use of the known intrinsic parameters KKK and an
initial hand-picked estimation of the real camera’s extrinsic
parameters EEE(0), we construct a virtual camera, that is being
defined by the following projection matrix,

PPP = KKK(fp, u0, v0)EEE(0)
c (tx, ty, tz, θx, θy, θz)

= KKK(fp, u0, v0)EEEc(xxx
(0)) (4)

where xxx(t) is a vector containing the extrinsic parameters at
time t.

Each vertex vvvi of the cuboid is projected to the image plane
of the virtual camera as,

p̃ĩpĩpi = PPPṽĩvĩvi (5)

where p̃̃p̃pi = [x
(i)
p , y

(i)
p , z

(i)
p ]> and ṽ̃ṽvi = [x

(i)
w , y

(i)
w , z

(i)
w , 1]>

are expressed in pixel and world homogeneous coordinates,
respectively. The conversion to cartesian pixel coordinates is
done as follows,

pppi =

[
x(i)
p

z
(i)
p

,
y(i)p

z
(i)
p

]>
=

[
ui
vi

]
(6)

C. Parameter Estimation
As we have mentioned in Section II-A, we model our

camera in such a way, that the intrinsic parameters are fixed.
In this case, the camera is said to be calibrated i.e., we
have a prior knowledge of the camera’s intrinsic parameters.
This reduces the degrees of freedom (DoFs) for parameter
estimation to only six; the extrinsic parameters of the camera
(three DoFs for camera position and three DoFs for camera
orientation).

The extrinsic parameters x̂̂x̂x can be estimated as the mini-
mization of the squared sum of the reprojection errors between
vvvi and pppi,

x̂̂x̂x = argmin
xxx

∑
i

‖ PPP (xxx)ṽ̃ṽvi − pppi ‖2 (7)
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Initial Camera Parameters
K,E(0)K,E(0)K,E(0)

Projection Matrix
P = KE(i)P = KE(i)P = KE(i)

Render Model - virtual
object

Locate edges of real object
in video feed

Calculate edge distances
between real and virtual

object

Calculate δt, δRδt, δRδt, δR, between
real and virtual model

Calculate new Extrinsic
Parameters Matrix

E(i) = E(i)(t(i−1) + δt, R(i−1) + δR)E(i) = E(i)(t(i−1) + δt, R(i−1) + δR)E(i) = E(i)(t(i−1) + δt, R(i−1) + δR)

Rendering

Image ProcessingPose Estimation

Figure 2. Visual Tracker work-flow, illustration of the main building blocks a) Rendering (blue), b) Image Processing (green) and c) Pose Estimation (red).

where PPP and xxx are the projection matrix and the extrinsic
parameters, as shown in (4). The pose estimation problem can
be solved by minimising the sum of residual errors, ri =‖
PPP (xxx)ṽ̃ṽvi−pppi ‖. Equation (7) can also be written in vector form
as,

x̂̂x̂x = argmin
xxx
‖ f(xxx)− bbb ‖2 (8)

where again xxx is a vector that contains the extrinsic parameters,
bbb is vector containing some type of measurements made on the
image (detected features) and f(·) is a function that relates
vectors xxx and bbb (projection matrix as seen in (4)).

Function f(·) is usually of a non-linear nature, due to the
perspective projection transformation. So in our case we use
the Gauss-Newton optimization algorithm, which is a non-
linear least squares technique [18]. With the use of prior
knowledge of an initial state xxx0, the residual error between
consecutive states within a time frame τ , is minimized as

xxx
(τ)
k+1 = xxx

(τ)
k + δxxx

= xxx
(τ)
k − JJJ

†(τ)
k εεε

(τ)
k (9)

where δxxx = −JJJ†(τ)k εεε
(τ)
k is the minimization step defined by

the Gauss-Newton algorithm, JJJ†(τ)k is the pseudo-inverse of
JJJ
(τ)
k , the Jacobian of f(xxx

(τ)
k ) and εεε(τ)k = f(xxx

(τ)
k )− bbb(τ) is the

residual error at iteration k.

III. VISUAL TRACKING SYSTEM
Our method consists of three main building blocks: The

first building block, Rendering, is responsible for the correct
projection of the known virtual 3D object to the image plane.
The second building block, Image Processing, consists of
image processing methods for scanning every frame of the
video feed from the camera and identifying 2D image features,
which are likely to describe the object of the scene. In addition,
it measures the distance between the projection of the virtual
object and the extracted image features. The last building
block, Pose Estimation, uses a non linear fitting method
(Gauss-Newton), for accurate estimation of the 3D position
and orientation of the camera, so that the projection of the
virtual object matches the projection of the real object. Figure
2 illustrates the general procedure of our 3D visual tracker,
which consists of the aforementioned building blocks.

A. Rendering
The rendering procedure is responsible for rendering the

known model of the object we would like to track. By using
the virtual model as shown in Figure 1, we project each of
its vertices vvvi to the image plane (5). The projection matrix
PPP is constructed as shown in (4), which models our virtual
camera. Each vertex is projected to a 2D point pppi expressed in
pixel coordinates. Subsequently, visibility culling techniques
are applied to the projected object, to determine if it is visible
form the virtual camera.

The first technique is called front camera visibility, where
for each vertex vvvi we calculate its distance d relative to
the camera position ttt. If any distance ddd is smaller than fm
(camera’s focal length in metric units), then this vertex is not
visible and in this case, we cull the whole object. Secondly,
back face culling is used to determine which surfaces of the
model are facing the camera. For each surface, the angle θ is
calculated between the camera’s look vector, from the camera’s
position ttt and a vertex of the surface, and the normal of the
surface. If the angle is smaller than 90◦, then the surface is
facing the camera and it should be rendered. Finally, edge
clipping is applied, where each edge of the imposed model, is
clipped along the borders of the image.

The output of the rendering procedure, for simulated and
real data, are illustrated in Figure 3.

B. Image Processing
The second main building block of our visual tracking

system, Image Processing, is responsible for dividing each
projected edge of the virtual models into control points and
calculating the minimum distances between them and the
image features extracted from the real image. These control
points help in measuring the spatial difference between the
virtual and real projected object and give an estimate of how
much the extrinsic parameters of the virtual camera have to be
altered, so the edges of the virtual object match the edges of
its real counterpart.

For each visible projected edge of the virtual model, we
form its direction vector as oooi = ppp

(2)
i − ppp

(1)
i , i = 1, · · · , |N |,

where N is the set of all the visible projected edges,|N | = N

is their corresponding number and ppp(1)i , ppp
(2)
i are the projected
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(a)

(b)

Figure 3. (a) The red and black cuboid represent our simulated data and the
virtual model, respectively, (b) A frame from a real video-feed and the
imposed virtual model (green cuboid).

vertices of the cuboid and the endpoints of the i-th edge. The
control points are then calculated as,

mmmij = ppp
(1)
i + j

oooi
M − 1

(10)

where mmmij is the j-th control point of the i-th edge and M are
the number of control points for each edge. We omit control
points at the endpoints of the edge so j = 1, · · · ,M − 1
and the correct number of control points are M − 2. Figure
4a illustrates the calculated control points for the real data
scenario.

The next step of the image processing procedure is to
extract features from the real image. The type of features
that we are detecting are edges, which appear as intensity
discontinuities on the image. For the purposes of our method,
we used the Canny edge detection algorithm [19]. Because the
real image of the simulated data is rendered by us, the only
information that appears on it are the projected edges so there
is no need for edge detection. This is not the case for real data,
as every frame of the image contains a lot of information with
a high quantity of noise. The use of Canny edge detection
algorithm in this case is mandatory. We also want to remove
as much noise we can, so the two thresholds for the hysteresis
procedure of the algorithm, are set to high values, to make
sure that edges that represent noise or small and weak edges
of the scene are discarded.

The final step of image processing is about finding and
measuring the distances between the control points and their
closest image features, i.e. the edges that have been extracted in
the previous step. To achieve this, we apply the Distance Trans-
form to the image being produced by the Canny algorithm.
This results to a new image, where the value of each point
is the Euclidean distance between that point and its nearest

(a)

(b)

Figure 4. (a) Control points for each edge of virtual object, (b) distance
transform.

image feature, as seen in Figure 4b.
Formalizing distance transform in the context of our

method, we can write,

dij = DT (FFF)[mmmij ] ≡ min
fff

dist
(
mmmij , fff

)
(11)

where dij is the distance measurement for each mmmij (control
point), F = {fff1, · · · , fffE}, fffe ∈ <2 is the set of all edge
pixels fffe that have been extracted, |F| = E is the number
of all edge pixels and dist

(
mmmij , fff

)
=‖ mmmij − fffe ‖2 is the

Euclidean distance between mmmij and fffe.
The distance dij for each control point mmmij can be found

by treating the distance transform image as a lookup table, i.e.,
just lookup the value from the pixel of the distance transform
image with the same position as the mmmij pixel position.

The main advantage of using DT is that is easy to express
the distance of each edge pixel fffe and control point mmmij in
closed form w.r.t. extrinsic parameters of the camera. So using
this in the context of the Gauss-Newton algorithm, as explained
in Section III-C, is straightforward.

C. Pose Estimation
The last building block, Pose Estimation, is the main

procedure of the 3D visual tracker. In this phase, based on the
measurements that have been made to the real image, we try
to minimize the difference between the extrinsic parameters
of the virtual and real camera. To achieve this, we use the
Gauss-Newton algorithm, as it has been explained in Section
II-C. In our case, the state vector xxx = [x1, x2, x3, x4, x5, x6] ≡
[tx, ty, tz, θx, θy, θz], contains the extrinsic parameters of the
virtual camera and f(xxx) is the function that maps the distances
that are found for the control points mmmij , w.r.t. the extrinsic
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(a) (b)

Figure 5. Fitting of model cube (black) to real cube (red), after 5 iterations.

parameters. The residual error ε equals to,

εεεk =


r1
r2
...

rNM

 = dddk =


d1,1
d1,2

...
dN,M

 (12)

where dddk is a vector that contains the distances for all control
points, for the k-st iteration of the Gauss-Newton algorithm.
To iteratively minimise the residual errors we use (9). Here,
the objective function that we are trying to minimize is fff(xxx) =∑NM
i=1 ri(xxx) =

∑N
i=1

∑M−1
j=1 dij(xxx), where ri(xxx) = dij(xxx) is

the Euclidean distance between control point mmmij and edge
pixel fffk, as a function of xxx. Therefore, the Jacobian of fff(xxx)
for iteration k equals to,

JJJ (k) = ∇f(xxx) =

[
∂ddd(xxx)

∂x1
, · · · , ∂ddd(xxx)

∂xS

]
∈ <MN×6 (13)

where xs is one of the 6 parameters of the state vector xxx and
ddd(xxx) is the function that maps the measured distances from
the distance transform, with the extrinsic parameters, i.e., the
pose of the camera.

By minimising this quantity, the distance between the
control points and image features will also be minimized. At
this point, the real object’s edges match the virtual object’s
edges, in which case the pose parameters can be inferred.

IV. RESULTS
In this section, we present some experiments that we have

made with our visual tracker both on simulated and real data,
so we can determine it’s strengths and weaknesses.

A. Simulated Data Experiments
For our experiments on simulated data, we have ren-

dered another cuboid with the use of a computer gener-
ated (CG) camera. The intrinsic parameters for both cam-
eras are set to the same values. The CG camera extrin-
sic parameters are set to xxxCG = [tx, ty, tz, θx, θy, θz] =
[−26cm, 30cm, 80cm, 160◦,−30◦, 0◦] and we use them as
ground truth. The virtual camera extrinsic parameters are set
to xxxvirtual = [−13cm, 14cm, 71cm, 170.5◦,−21◦, 11◦]. Finally,
we render on the same image, using both cameras, the cuboid
depicted on Figure 1.

As we can see from Figure 5, after 5 iterations, the
pose of the virtual object matches the simulated object’s
pose. The final virtual camera extrinsic parameters we get
after the end of the pose estimation procedure are xxxvirtual =
[−26.3cm, 29cm, 80.2cm, 160.8◦,−29.6◦, 1.6◦], which are re-
ally close to the extrinsic parameters of the CG camera. As
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Figure 6. Convergence between virtual and simulated camera extrinsic
parameters, a) cameras position, b) cameras orientation.
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Figure 7. Error between simulated and virtual cuboid for each iteration.

shown in Figure 6, with each iteration k, each parameter of the
state vector xxxvirtual gradually converges to the the ground truth
parameters. We can actually notice the gradient descent step,
as for each time we get closer to the minimum, the next step
tends to be smaller, because the gradient magnitude decreases.

The error between the two cuboids is calculated as the
squared sum of the distances d, Ek = dddk ·dddk =

∑MN
i=1 d

2 (k)
i ,
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Figure 8. Error evaluation a) for various number of control points, b) for various image resolutions

(a) (b) (c)

Figure 9. a) Fitting of virtual cube on a real data image, b) Edge clipping along the borders of the image, c) Fitting of virtual cube with two surfaces visible.

for each iteration k, which is the square of the objective
function f(xxx) calculated at the extrinsic parameters xxxk. From
Figure 7, it is clear that the error drops exponentially, another
clue that the pose estimation was correct. Again, the exponen-
tial rate of the error has the same traits as the convergence of
the extrinsic parameters.

As seen in Figure 8a, in all cases error converges to 0,
except the case where M = 1 because a small amount of
measurements are extracted from the frame. Furthermore, if
M ≥ 11 despite the fact that the error after 5 iterations is
close to 0, the time that is needed for each frame for the
fitting procedure starts to exceed the acceptable limits (33ms
time cap). This is even worse in the case where we are using
real data, as the number of iterations is doubled to 10. Here
the error is normalized w.r.t. number of the control points for
all visible edges Êk = Ek/MN . Also in Figure 8b , we show
that our tracking method works well for various number of
resolutions and aspect ratios. In all cases, after 5 iterations the
squared distance between the virtual and the simulated object
converges to 0. Here the error is normalized with the image
area Êk = Ek/(Width×Height).

With frames of 400× 300 we ensure that our data contain
sufficient information for our models to extract the correct
pose, while not posing a significant computational overhead.
Likewise, we choose to operate with M = 9 in an effort to
ensure that a good majority of the elements in dddk of (12) indeed
holds the distances between truly corresponding points in the
model and data.

B. Real data experiments
For our real data experiments, we have used a box of

cuboid shape. In this scenario, we altered the intrinsic param-
eters of the virtual camera, so they match the intrinsics of the
real camera. The fitting of the cuboid in Figure 9a is achieved
after the 3 first frames of the video. This happens because,
even after we doubled the number for iterations for each frame
(k = 10), the image gradient of the distance transform for each
frame is calculated with the use of the Sobel operator, which
smooths the produced image. This smoothing results to smaller
∆ steps at each iteration. Nevertheless, we want to keep it that
way, so it does not affect the overall accuracy of our visual
tracker and the first 3 frames work as an initialization stage.

Further down the same video feed, the real object is clipped
along the four edges of the image plane, in Figure 9b. Even
at these conditions our tracker manages to successfully track
the real object. Of course, there is a limit to the portion of the
object that is being clipped, which is about half of the object.
After that point, the pose estimation of the tracker becomes
unstable and at some point it completely loses the correct pose
of the real camera. In general, when we want to track some
object on a real scene, we usually set the pose of the real
camera to be looking straight at the object and the object being
in the middle of the image plane. So, conditions where half or
more of the object is clipped along some edge of the image, are
not expected in real applications, such as Augmented Reality.

The final experiment was conducted in order to determine
how many surfaces of the cuboid should be visible, for the
visual tracker to correctly estimate the camera’s pose. We have
concluded that at least two surfaces should be always visible
so the estimation of the state vector xxx is stable. In fact, at least
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Figure 10. Elapsed time for the visual tracker process on each frame. Red
line is the 33 milliseconds cap, for real time performance.

6 rows of JJJ have to be linearly independent from each other, to
be possible to calculate correctly the pseudo-inverse of JJJ . The
mmmij’s along each edge are linearly dependable, so we need at
least 6 visible edges to surpass the previous constraint. For at
least 6 edges to be visible, we need at least 2 surfaces of the
object to be visible. This is the case in Figure 9c, where the
cuboid is correctly tracked.

Finally, our visual tracker can run in real-time, i.e., process
each frame of the video feed and estimate the camera’s pose in
under 33 milliseconds, which is the time interval between two
consecutive frames in a video feed of 30 frames per second,
as shown in Figure 10. This is due to the fact that, even if
three surfaces of the cuboid are visible, we have to render
9 edges of the model. Each edge contains M = 9 control
points and the overall number of control points are 81. So,
for each frame we have to compute the camera’s pose, using
only 81 distances for the non-linear fitting iterations, which is a
small number of data to process for modern workstations. This
leads to the fact that we can impose correctly a virtual object
that matches the real one, without adding any extra delay to
the video’s sequence. The experiments were conducted on a
3.1GHz dual-core processor with 8GB of RAM.

V. CONCLUSION AND FUTURE WORK
In this paper, we have presented an approach to model-

based 3D visual tracking with the use of Distance Transform,
which gives us an estimation of how far or close the virtual
projected object is, relative to the real object we want to track.
With the use of this estimation, we were able to measure the
difference between the extrinsic parameters of the virtual and
the real camera. Then we proceeded to the minimization of
this difference using the Gauss-Newton algorithm, which led
to the estimation of the real camera’s pose in real-time, for
each frame of a video feed.

One main problem of our method is that it does not
handle very well cases when the object we want to track is
partially occluded. To overcome this problem, we can explore
techniques that find outlier measurements from the image,
like RANSAC [10], and thus be able to remove features that
are being extracted and that belong to the occluding object.
Another approach is to find correspondences between the 2D

(non-occluded) projections of the real object and the 2D or
3D control points of the virtual object, so the pose estimation
process is based solely on them.

The initial extrinsic parameters of the camera are hand
picked, so that the projected virtual object bounds the real
one. An investigation on automatic initialization of the initial
parameters will also be conducted. Finally, the renderer of
our implementation needs to be expanded, so it can handle
more complex objects, non-convex objects. To achieve this, the
rendering procedure needs to support z-buffering techniques.

Although we use a simplistic model (cuboid) for our
tracking experiments, our method can be expanded to more
complex and non-convex objects, according to the targeted
application.

With the aforementioned improvements implemented, it
will be possible to compare our method with techniques like
[13] or [14]. To the best of our knowledge, there is not
any public source code for these two techniques, so their
implementation is left for future work.
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