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Abstract—An Optical Time Domain Reflectometer (OTDR) is 
the most widely used instrument to monitor problems in 
currently installed optical fiber. It evaluates the physical 
characteristics of optical fiber, such as transmission loss and 
connection loss. It is important to increase the spatial 
resolution to accurately detect optical path problems using an 
OTDR. When the pulse width is greater than twice the distance 
between the two reflectors, the two reflected pulses overlap, 
and it is not possible to distinguish the reflected signal. To 
overcome these limitations, this paper proposes a spatial 
resolution–enhancement method by applying a super-
resolution algorithm. As a result of digital signal processing 
implementation in TMS320C6455T DSP board, it is possible to 
analyze the event interval more precisely by improving the 
resolution when applying the super-resolution algorithm. 

Keywords—optical time domain reflectometer; spatial 
resolution; cross-correlation; super-resolution algorithm. 

I. INTRODUCTION  

The wired communications market is switching to fiber to 
the home (FTTH). With downsizing of base stations due to 
the competition of fourth-generation (4G) LTE services and 
the spread of optical repeaters, the mobile communications 
market has widely spread to antenna towers within a 25 km 
radius. With the advent of 5G and revitalization of the 
Internet of Things market, the use of optical fiber will 
increase sharply in the future. The OTDR is the most widely 
used instrument for monitoring problems in currently 
installed optical fiber. The OTDR is designed to test FTTx 
networks and evaluate the physical properties of the fiber, 
such as transmission loss and connection loss. The OTDR is 
widely used in the manufacture, construction, and 
maintenance of fiber optic communications systems. It is 
important to increase the spatial resolution to accurately 
detect optical path problems using an OTDR. Spatial 
resolution is the most representative parameter for OTDR 
performance, along with dynamic range. When the pulse 
width is less than twice the distance between two reflectors, 
the signals from them are reflected without overlap, and the 
reflected signal can be distinguished. However, when the 
pulse width is greater than twice the distance between the 
two reflectors, the reflected pulses overlap, and it is not 
possible to distinguish the reflected signal. Spatial 
resolution must be increased to distinguish the signal. To 

increase the spatial resolution, a narrow pulse width of 10 ns 
or less should be used. However, as the width of the pulse 
narrows, the distance of measurable optical fiber is 
shortened, and a receiver having a large reception 
bandwidth is required. As the receiving bandwidth increases, 
the amount of noise in the receiver increases proportionally, 
so the dynamic range of the OTDR decreases. That is, a 
conventional OTDR based on a single pulse has a tradeoff 
relationship between spatial resolution and dynamic range. 
To overcome this problem, a cross-correlation–based OTDR 
method was proposed [1]. Although this method has several 
advantages, such as increasing the dynamic range without 
sacrificing spatial resolution, it is still limited by the 
electron modulation bandwidth [2]. Therefore, a new super-
resolution algorithm is needed to overcome these limitations 
and improve resolution. 

In this paper, we propose a method of improving the 
spatial resolution of an OTDR based on cross-correlation by 
applying a super-resolution algorithm. We evaluate the 
spatial resolution performance of the OTDR by comparing 
the proposed method with a cross-correlation–based OTDR 
via Digital Signal Processing (DSP) implementation.  

This paper is organized into five sections. Section 2 
describes the cross-correlation–based OTDR system, and 
Section 3 analyzes the super-resolution algorithm for 
resolution enhancement. Section 4 describes the algorithm’s 
implementation and offers an analysis of the results. The 
main conclusions are in Section 5. 

II. CROSS-CORRELATION BASED OTDR SYSTEM

A cross-correlation–based OTDR can be divided into 
three major parts, as shown in Figure 1: the transmitter, 
which mixes the downstream data signal with a pseudo 
noise signal, the part of the optical fiber that experiences 
various losses and reflections, and the receiver, which 
receives and analyzes the signal. The data signal is 
separated into a reference signal for correlation using a tap, 
a signal back-reflected from the optical fiber and received 
through a photodetector, and an OTDR trace that can be 
drawn by cross-correlation with the reference signal. A 
cross-correlation–based OTDR using a Golay signal can 
obtain the OTDR trace through cross correlation of �(t) and 
Golay signals received through a Photo Diode (PD). The 

1Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-658-3
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cross-correlation result of the two signals, �(γ) , can be 
expressed as: 

�(γ) = ∫ �(�)�(� − �)��
�∆�

�

= ∫ ��(�)�(� − �)��
�∆�

�
+

∫ ��ℎ�(�)�(� − �)��
�∆�

0
+ ∫ ��(�)�(� − �)��

�∆�

0

= ��(γ) + ����(γ) + ��(γ)                                  (1)                                                                          

Cross correlation between the signal returned from the 
OTDR and the Golay signal has a range of 0 to �∆�, where 
m is the length of the Golay signal, given as � =  2����� −
1, and ∆t is the interval between one bit in the Golay signal. 
That is, �∆� is the time corresponding to one period of the 
Golay signal. ��(�)  denotes the measured reflectivity, 
����(�)  denotes the thermal noise generated from the 
TIA(Transimpedance Amplifier), and ��(�)  denotes the 

ADC(Analog to Digital Converter) quantization term. 
����(�) and ��(�) are terms related to the noise level when 

there is no backscattering signal on the OTDR trace, and 
��(�) determines the shape of the OTDR trace. 

III. ANALYSIS OF THE SUPER-RESOLUTION ALGORITHM TO 

IMPROVE RESOLUTION

When the pulse width is more than twice the distance 
between the two reflections, the signal in which the two 
reflected pulses overlap and are reflected is not 
distinguishable. Therefore, a super-resolution algorithm to 
distinguish it is necessary. Among the signal processing 
methods available, the Multiple Signal Classification 
(MUSIC) algorithm is the most widely used. Although 
computational complexity is high, it is known as a 
technology that can provide highly accurate estimations [3]. 
The MUSIC algorithm is used to estimate the spatial 
spectrum of an incoherent signal. When the signal is 
coherent, the coherent signal will be combined into one 
signal, and the received independent signal is reduced in 
size due to the interference signal. This leads to less 

covariance matrix rank reduction and a larger number of 
eigenvalues than the incoming signal. To solve this problem, 
a method for reconstructing a conjugate matrix of a data 
matrix was proposed [4]. The proposed technique is based 
on the eigenvalue decomposition of the autocorrelation 
matrix of received signal �(�) . The procedure for 
implementing the proposed OTDR-based super-resolution 
algorithm is as follows. The energy value of signal �(�), 
cross-correlated to find the reflection point of the raw data 
signal, is calculated, and the peak value extracted. This is a 
result of not applying the algorithm. Second, �(�) is applied 
to the resolution algorithm to derive reflection point results. 
We compare the performance of the second resolution 
algorithm by outputting the first and second results together. 
First, covariance matrix R of the received signal is 
expressed with Equation (2): 

�� = E{�(�)��(�)} = APA� + ��
�� = �� + ��  (2) 

where H denotes the Hermitian transpose, and A is the 
signal gain value (A = 1). From Equation (1), covariance 
matrix R can be represented by the combination of signal 
covariance matrix ��  and noise covariance matrix �� . 
� = E{�(�)��(�)}  is the � × �  covariance matrix of the 
signal. Assuming that additive noise is not correlated. The 
mean of noise is 0, and variance is equal to ��

� , and the 
covariance matrix can be expressed as �� = ��

��. ��  is an 
m-by-m matrix with explicit matrix coefficients (Rank), 
where m is the number of signals reflected in the event 
interval. Therefore, each (m-k) eigenvector corresponds to a 
noise vector m by a k that has eigenvalue 0. As a result, the 
signal vector is orthogonal to the (m-k) noise vector. If there 
is no correlation between k signals, rank(APAH) = k. Using 
this, covariance matrix R of the received signal is divided 
into a signal subspace and a noise subspace, and can be 
expressed by Equation (3): 

�� = APA� + ��
�� = ��Λ��� + ��Λ���       (3) 

where �� = [��, ��, ⋯ , ��] is the signal eigenvector matrix, 
and �� = [����, ����, ⋯ , ��]  is the noise eigenvector 
matrix, which then make transformation matrix T, where T 
is an m-order inverse unit matrix referred to as a transition 
matrix: 

� = �

0 0
0 0

⋯ 1
⋯ 0

⋯ ⋯
1 0

⋯ 0
⋯ 0

�                            (4) 

when Y =  ���
∗(�), ��

∗(�) is a complex conjugate of ��(�). 
The covariance matrix Y is as follows: 

�� = E{���} = ���∗(�)�                  (5) 

Figure 1. Cross-correlation-based OTDR system model 
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Here, R is the sum of �� and ��, and the reconstructed 

conjugate matrix can be obtained using the above equation:    

� = �� + �� = APA� + �[APA�]∗� + 2��
��     (6) 

According to matrix theory [5], if u is an eigenvector 
corresponding to the zero eigenvalue of matrix APA� , u
must be an eigenvector corresponding to the eigenvalue of 

matrix �[APA�]∗�. Thus, the matrices �� , �� , and R has  

same noise subspaces. When eigenvalue decomposition is 
performed on R, eigenvalues and eigenvectors are obtained. 

The noise subspace between the eigenvectors can be 
distinguished according to the number of signals to be 
estimated, as follows: 

R= ���Λ����� + ���Λ�����                   (7) 

The MUSIC spatial spectrum is composed of the new 

noise subspaces, as follows: 

��������� =
�

��������
��

                    (8) 

IV. ALGORITHM IMPLEMENTATION AND RESULTS 

ANALYSIS

In this section, we analyze performance by 
implementing the super-resolution algorithm in 
TMS320C6455T DSP board. First, the measurement 
environment is shown in Figure 2. Three events were 
created, 334 m and 335 m, and 338 m from the starting 
point, followed by the endpoint. The measurement 
parameters were set to a wavelength of SM1310 nm at a 
distance of 500 m. The pulse width was 3 ns, with the 
average amount of data at 214. The refractive index was 
1.46, the total size of the data was 10,000 samples, and the 
data sampling interval, 5 cm. Figure 3 shows the 
TMS320C6455T DSP board that was used. The DSP chip 
used in the emulator implementation is a Texas Instruments 
TMS320C6455; the CPU operates at 1.2 GHz, flash 

Figure 2. OTDR measurement environment                                                          Figure 3. TMS320C6455T DSP board  

Figure 4. High resolution algorithm DSP implementation result 

3Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-658-3
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memory was 2 MB, and Dynamic Random Access Memory 
(DRAM), 512 MB. However, with flash memory at 2 MB, 
if the program becomes complicated and the amount of 
computation increases, operation of the program becomes 
possible through DRAM. In this case, although the amount 
of DRAM is large, it is possible to expand the program, but 
the operating speed is slower than operation through flash 
memory. To configure the real-time system, consideration 
of memory management is also required [6]. 

The results of the DSP implementation in the above 
measurement environment are shown in Figure 4. Results 
from the DSP were stored and represented in Matlab. The 
black graph represents the raw data, and the graph outlined 
in red is from the super-resolution algorithm. It can be 
confirmed that an event occurs near 330 m in the total 
length of 500 m. If you look at the enlargement, you can see 
that the first event occurred at 334 m, and there is an event 
after another 1 m, and you can see that an event occurs after 
another 3 m. With raw data, you cannot decompose 1 m of 
334 m and 335 m. From applying the resolution algorithm, 
the resolution improves, and the 1 m event interval that the 
raw data cannot decompose is correctly decomposed. The 
size of the signal level is also improved by about 8 dB, so 
the event interval can be more accurately distinguished.  

V. CONCLUSION

In general, the performance of an OTDR is determined 
by its dynamic range and spatial resolution. In this paper, we 
analyzed the MUSIC algorithm to improve the resolution 
performance of the OTDR, and we implemented an 
improved MUSIC algorithm to compensate for the 
incoherent characteristics of the MUSIC algorithm. As a 
result of analyzing the performance of the algorithm through 
DSP implementation, we correctly decomposed events of 
1 m intervals that could not have been resolved before, and 
the variation of the signals was also reduced. Compared with 
the raw data, the signal level improved by about 8 dB. 
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Abstract—We propose a post-data processing scheme for radar 
sensors in a fusion system consisting of a camera and radar 
sensors. The proposed scheme is divided into the recursive least 
square filter, the ghost target and clutter cancellation, and 
region of interest (ROI) selection. Especially for the recursive 
least square filter, we determine whether detections are valid 
tracks or are new tracks to initialize or update the filter 
parameters. Next, we apply the valid detections to the filter to 
reduce detection errors. Next, we cancel ghost targets as 
comparing the current tracks and the last tracks, and suppress 
clutter using the detected radial velocity. Finally, we select the 
ROI and determine the transfer coordinates to provide these 
values to the camera sensor. To verify the proposed method, we 
use Delphi commercial radar and carry out the measurements 
in a chamber and on the real road. 

Keywords- Post processing; Sensor fusion; ADAS. 

I.  INTRODUCTION  

At present, the Advanced Driver Assistance System 
(ADAS) is one of the main issues for smart vehicle safety in 
road traffic. To support effective ADASs, the target detection 
sensors used are very important. Among currently available 
sensors, camera and radar sensors are commonly used in 
ADASs [1][2]. 

Because radar detects objects by emitting radio signals and 
analyzing the echo in the reflected signal, this system can 
operate robustly in different weather conditions [1][2]. 
Cameras are also widely used because they can provide rich 
data, similar to that by the human eye [1][2]. However, radar 
measurements are limited in terms of the angle resolution and 
this data is rather noisy due to false alarms. Cameras are also 
sensitive to light and weather conditions, and they have low 
detection accuracy levels, such as for the velocity and range 
detections.  

Owing to these limitations, sensor fusion technology is 
considered as an efficient means of increasing target detection 
performance levels [1]-[3]. Because previous works have 
provided sensor fusion outcomes in the end stage [4][5], the 
computational complexity of camera classification remains 
high. Thus, in order to improve the detection performance and 
reduce the computational intensity, early-stage-based sensor 
fusion was proposed in previous works [6]-[8].  

In the previous works [6][7], radar is used to detect targets 
in the region of interest (ROI) of captured image and searches 
for vehicle features within the ROI. However, the detection 

accuracy is unsatisfactory because the camera sensor detects 
the range of ROI as the pre-processing. In order to overcome 
the limitation, in another work [8], a more robust and efficient 
vision-based vehicle detection method was presented. In that 
case, the radar sensor provides ROIs for the camera sensor. 
Compared to the [6][7], because the radar sensor detects the 
range of target, the method can improve the detection 
accuracy and reduces the false alarm rate.  

For the fusion method, the radar system provides precise 
ROI information to the camera sensor. Specifically, because 
the coordinates between the radar and the camera have 
differences, coordinate matching is also required. Finally, 
because the both sensors’ fields of views (FOVs) are also 
different, the overlap area should be considered.  

Thus, in this paper, we propose a radar post-processing 
scheme, which takes these issues into account for fusion of the 
camera and radar sensor. Section II briefly presents the 
proposed radar post-data processing scheme. Section III 
describes measurement results under the real field. Section IV 
presents the conclusion.  

II. POST-DATA PROCESSING SCHEME  

Figure 1 presents the expected fusion results of systems 
incorporating both camera and radar sensors.  

 

 
Figure 1.  Expected fusion results of camera and radar sensors. 

The angle detection of the radar sensor has a low 
resolution while range detection error of the camera sensor is 
very high. Here, the overlap between the two sensors is the 
final detected target position. In order to overcome the 
limitations of each sensor, we propose the sensor fusion based 
processing concept shown in Figure 2.  

From the radar sensor, the detection information is 
received through a controller area network (CAN) with radar 
start commend. After packet receiving and decoding, the track 
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data and the corresponding flag (or status) data are saved in 
the registers. Subsequently, through the proposed post data 
processing and projective transformation steps, the ROI 
information is transferred to the image processing path. In the 
camera sensor, based on these ROIs, feature extraction and 
target classification are carried out.  

 

 
Figure 2.  Proposed camera and radar sensor fusion processing concept. 

 
The proposed post data processing scheme for radar is 

illustrated in Figure 3. First, we determine where detection is 
valid or not valid using the flag and status values.  

In the second step, we initialize the parameters for error 
minimizing filter if the current track is new. On the other hand, 
for existing tracks, the corresponding parameters are 
calculated using the values updated in previous state. In this 
paper, we employed the recursive least square second order 
filter [9] to improve the angle detection error. On the other 
hand, the range and velocity values of the first step are passed 
without any modifications because the detection errors are 
very low.  

The filter processing is expressed by (1) and (2), where 
K1 ൌ 2ሺ2k െ 1ሻ/ሺkଶ ൅ kሻ , K2 ൌ 6/ሺkଶ ൅ kሻ ,  and Res ൌ
ሾ݇ሿݔ െ ොሾ݇ݔ െ 1ሿ െ ොௗሾkݔ െ 1ሿ. In this equation, ݔොሾkሿ is the kth 
the estimated angle and ݔሾ݇ሿ is the kth measurement. For a 
new track (k is 1), we define ݔොሾ0ሿ ൌ ොௗሾ0ሿݔ ሾ1ሿ andݔ	 ൌ 	0.  

 
ොሾkሿݔ ൌ ොሾ݇ݔ െ 1ሿ ൅ ොௗሾ݇ݔ െ 1ሿ ൅ 1ܭ ∙  (1)   	ݏܴ݁
ොௗሾ݇ሿݔ ൌ ොሾ݇ݔ െ 1ሿ ൅ 2ܭ ∙  (2)                      	ݏܴ݁

 
Next, the sudden tracks are cancelled. That is, as 

comparing the current track status and the previous 
information, we can determine the received detection is ghost 
or not.  

 

 
Figure 3.  Post-data processing scheme for radar. 

In the next step, we distinguish whether the current track 
is a target or a clutter. If the velocity of the current track, v[k], 
meets (3), the current track is target, otherwise it can be regard 
as clutter. Here, vmin is maximum velocity of clutter and vego is 
ego velocity of subject vehicle. In addition, vmin is statistically 
estimated through the experiment through trade-off between 
the detection probability and false alarm rate.  

 
ሾ݇ሿݒ ൏ െݒ௘௚௢ െ ሾ݇ሿݒ		ݎ݋		௠௜௡ݒ ൐ 	െݒ௘௚௢ ൅     (3)	௠௜௡ݒ
 
Then we select the ROI information (range, radial velocity, 

and angle) in the overlap area of the radar and the camera. 
Finally, the projective transformation is carried out. In that 
case, the error bound is also fed to camera sensor considering 
the range detection error of the camera sensor and angle 
detection error of the radar sensor. The camera sensor will 
process images within window size, which reduces the 
complexity of image processing.   

The steps described above are repeated until the scanning 
of final tracks is completed. The number of tracks is 
dependent on the type of commercial radar and the 
corresponding parameter setting.  
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III. MEASUREMENT RESULTS 

In this paper, we employ the Delphi 77GHz ESR 
(Electronically Scanning Radar) system. In this radar system 
[10], because the maximum number of tracks is 64, the post-
data processing described in Section II are repeated until the 
scanning of 64 tracks is completed.  

TABLE I.  DELPHI ESR SPECIFICATIONS 

Category Values 

Size 
173.7 × 90.2 x 49.2 mm 

(L x W x H) 
Weight 575 g 

Scanning frequency 76.5 GHz 
Field of View +/- 45° 

Range ~ 60m 
Target 64 

Update rate <= 50 ms 
 
In order to verify the post-data processing method for 

radar, we configured a moving target measurement scenario 
in a chamber room, as shown in Figure 4. First, we install the 
Delphi ESR on the positioner and a single target is placed on 
the rail approximately 3.5 m away from the radar. The target 
then moved from 3.5m to 5.9 m in a round trip. 

 

 
Figure 4.  Moving target measurement scenario in chamber room. 

 
Figure 5.  Radar measurement set-up. 

We also utilized the measurement set-up shown in Figure 
5. Here, a PC is connected to the ESR device through CAN to 
a USB converter. We coded the device driver software to start 
the radar sensor and data parsing program so as to log the 
received data using the Matlab simulator. In addition, we also 
completed the aforementioned post-data processing algorithm.  

Figure 6 shows the detection result for several frame times: 
range (top), radial velocity (middle), and angle (bottom). As 
shown in the results, the angle detections contain numerous 
errors. Even when the moving target is placed on the middle 
line of the radar, the detection results were found to vary. Thus, 
we filtered the detection outcomes through a recursive least 
square filter. The corresponding outputs are indicated by the 
red line in Figure 6. 

 

 
Figure 6.  Results of post data processing for radar. 

Next, in order to verify the algorithm on the real road, we 
install the radar and camera on the middle of the vehicle front 
bumper. The electrical power of vehicle was supplied to the 
both sensors. Signal lines were built in the vehicle to acquire 
radar signals and capture camera images together with a PC. 

In addition, we considered four scenarios as shown in 
Figure 7. First, a single human is moving along the middle line 
of the radar sensor at approximately 6 m (a). In the second 
scenario (b), a human is walking along the right edge of radar 
FOV. In next scenario (c), the human is walking 3m away 
from the middle line in the longitudinal direction. Final case 
(d) shows the pedestrian who moves laterally at about 3 m 
away from the radar.  
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Figure 7.  Results of post data processing for radar. 

 
Figures 8-13 present the measurements and post-

processing results for each scenario. We monitor moving 
human for about 7 seconds. In all figures, the blue points are 
the detected tracks in each frame.  

First, Figures 8 and 9 show the results when the human is 
walking and running for the first scenario, respectively. Here, 
Figures (a) ~ (c) present the valid tracks received from radar 
sensor and Figures (d) ~ (f) show the post-data processing 
results. In Figures (a) and (d), the x-axis is the frame index and 
the y-axis indicates the range (meter). In Figure (b) and (e), 
the x-axis indicates the frame index and the y-axis is the angle 
(degree). Figures 8 (c) and (f) express the corresponding x- 
and y-positions (meter) of tracks over the whole frames. The 
results are calculated using range and angle values of each 

track.  Here, the black line indicates FOV of radar. Figures 9 
(c) and (f) show the radial velocity (m/s) over each frame.  

In the results of Figure 8, we can see that angle errors are 
compensated through the recursive least square filter. 
Moreover, in Figure 9, we can find that the ghost targets and 
clutter are cancelled and the multiple scattering points 
oriented from one target are grouped together.  

Next, in Figures 10, 11, and 12, we present the processing 
results for the scenarios 2, 3, and 4. In the results, we describe 
the x-y positions (meter) of target as calculating with the 
detected range and angle for all frames. We also mark black 
line to be able to see the detectable angle of radar. From all 
results, it was proved that the angle errors are minimized, the 
ghost and clutter were canceled, and the grouping was 
completed. 

 

 
Figure 13.  Example of ROI selection and window generation for the 

camera sensor 

 
 
 
 
 
 

   

   

Figure 1.  Figure 8.  Detected target tracks (range, angle, and the corresponding xy-position) for the first scenario: (a)~(c) tracks before post-
processing and (d)~(e) tracks after post-processing. 
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Last, Figure 13 shows an example of the ROI selection 
process (red circle) on the captured image for the first scenario. 
Here, the camera with wide angle was developed by the SL 
Corporation. In the image processing, the window can be 

generated based on selected ROI including the range and 
angle such the example of Figure 13.  

 

   

   
Figure 2.  Figure 9.  Detected target tracks (range, angle, and radial velocity) for the second scenario: (a)~(c) tracks before post-processing and (d)~(e) 

tracks after post-processing.  

  
Figure 3.  Figure 10.  Detected target tracks (xy-position) over the whole frames for the third scenario. 

  
Figure 4.  Figure 11.  Detected target tracks (xy-position) over the whole frames for the fourth scenario. 
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IV. CONCLUSION 

In this paper, we proposed post radar data processing for a 
camera and radar sensor fusion system. To do this, we utilized 
a Delphi 77GHz automotive commercial radar system.  

First, using the flag values received from the radar, we 
determined instances of valid detection and new tracks. Next, 
we employed a recursive least square filter to reduce the 
detected angle error. Next we cancelled the ghost target and 
clutter using the received track information. Finally, based on 
the selected ROI information, the projective transformation is 
carried out for the camera sensor. The performance 
capabilities of the proposed scheme were assessed in a 
chamber and in the outdoor environment.  

In the future, we will verify the proposed processing 
scheme in various scenarios on the real road. Thus, we will 
provide the meaningful results. Moreover, together with the 
camera sensor, we will develop methods of sensor fusion 
processing. Thus, we will compare the results of sensor fusion 
and them obtained by camera database alone.  
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Summary—An intrusion prevention system using a 

digital Pyroelectric Infra-Red (PIR) sensor produces an 

error with an object, not a human. To solve this error, this 

research suggests an analog PIR sensor and an object 

detection system using machine learning. The analog PIR 

sensor provides an output based on various voltage scales 

within a certain area rather than producing binary outputs 

using a threshold value. From samples of an analog signal 

attained by using an analog PIR sensor, a Fast Fourier 

Transform (FFT) processed frequency is produced and 

used as a feature vector of the Artificial Convolutional 

Neural Network (CNN). The artificial CNN then studies 

the signal patterns of human motion and animal motion 

and detects whether it is a human or animal that intruded.  

 

Keywords—machine learning; object detection system; 

PIR sensor 

I. INTRODUCTION 

A Pyroelectric Infra-Red (PIR) sensor uses the 

pyroelectric effect of electromotive forces that occur when 

it absorbs infrared rays and polarization changes result in 

electronic charges abandoned. The PIR sensor then 

detects an object that has a temperature differential with 

surrounding environments and produces signals. Using 

these signals, the sensor can detect human or animal 

motion [1].  

In security systems, there are a number of ray detection 

machines developed that prevent intrusion and give an 

alarm using a PIR based motion sensor [1][2]. However, 

the PIR based motion detection sensor that works with a 

temperature differential between objects and surrounding 

environments is highly sensitive when the object moves 

closer to the sensor; hence, it is radically less sensitive 

when the object is close enough to warm up the 

surrounding environment, which presents a problem [3]. 

Therefore, during the summer, when the ambient 

temperature is closer to the temperature of the human 

body, the sensor will experience more problems than 

would occur in the winter. In addition, even if a human 

body is moving slowly or has a cover to block the heat, 

the sensor has a propensity to decrease in sensitivity. For 

example, if a person is holding an umbrella or wearing a 

raincoat, his or her umbrella or raincoat blocks the heat 

generated by their body, and the PIR sensor has difficulty 

detecting motion. Sunlight has various rays that the PIR 

sensor can detect and which have motion; therefore, the 

sensor will have problems if the sunlight touches it. 

The existing intrusion prevention system detects 

motions based on the threshold values of the PIR sensors. 

If the digital logic values go above the fixed threshold 

value, they produce a HIGH, which is considered an 

intrusion; otherwise they produce a LOW, which is not 

considered an intrusion. The threshold values vary by 

objects and situations; therefore, they can only identify 

whether there is an object [3]. 

This research suggests a new form of PIR sensor and 

machine learning based object detection algorithm to 

identify a human and an object. First, the paper describes 

the extraction of a range of signals attained from PIR 

sensors and the technique by which PIR data are 

processed into signals and frequency components of the 

signals are extracted into feature vectors. This research is 

still underway; therefore, this paper only covers the 

learning method through an Artificial Convolutional 

Neural Network (CNN) that is a machine learning 

algorithm and the design of a classification method after 

the learning.  

II. GATHERING SENSOR AND CNN LAYERS 

In this section, we describe the signal acquisition 

process using PIR and the operation process of CNN. 

A. Gathering sensor data  

To collect infrared lights in pyroelectric devices, a 

Fresnel lens was used. The advantage of using a Fresnel 

lens is that owing to its extremely thin construction it 

behaves exactly like a convex lens.  

 

Figure 1. Concept of recognizing an object using PIR sensor and Fresnel 

lens[5] 
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The infrared lights detection area is separated into two 

parts, as seen in Figure 1, which are the detection area and 

non-detection area. The detection area describes a 

distance wherein a human can be detected, while the non-

detection area describes a distance wherein a human 

cannot be detected; however, the movement of an object 

smaller than a human, which has a heat source higher in 

temperature than that of a human’s body temperature, can 

be detected. Generally, the detection distance of an 

infrared detection sensor means the distance to the 

detection area [4]. However, when the infrared detection 

system is being installed, the non-detection area should be 

considered. 

B. Convolutional Neural Network (CNN)  

A Convolutional Neural Network (CNN) that was 
firstly proposed by Yann Lecun in 1998 is an artificial 
neural network modeling the training process for 
recognizing cursive writing [6]. CNN has contributed to 
simplifying the complex calculation structure of existing 
Multi-Layer Perceptron (MLP) by adding a convolutional 
layer.  Henceforth, the CNN has been studied in many 
researches by proving its high performance for studying 
image [7]. 

1) Convolutional Layer 
The big difference between MLP and CNN is the 

convolutional layer. For the existing MLP, every neuron is 
connected to those of next layer when every layer is 
transferred to the next one. For example, assume that we 
perform training having an image as inputs.  When the size 
of input image is 32x32x3 (32 wide, 32 high, 3 color 
channels), the number of neuron of first input layer 
becomes 3,072 by 32x32x3 = 3,072.  The number of 
neuron of second hidden layer is 120,000 by 200x200x3 = 
120,000. If every neuron of input and hidden layer is 
connected then the total becomes 368,640,000 by 
3,072x120,000 = 368,640,000. Accordingly, every layer 
has a quite complex structure, which requires huge amount 
of calculation. In other words, investigating every pixel 
when recognizing image is not possible and even a waste 
of time. Recognizing an image requires a method of 
extracting features of various pixels. The convolutional 
layer is used in this method. The calculation of 
convolutional layer is shown in Figure 2.  

2) Pooling Layer 

A pooling layer takes the role of reducing width, height 

and size, which in turn reduces the amount of calculation 

of neural network and the number of parameter and 

controls the overfitting. 

The left side of Figure 3 shows the result volume of 
pooling layer. It shows that 224*224*64 size volume 
decreased to 112*112*64 volume. The right side of Figure 
shows the example of Max Pooling process that results in 
the maximum value in every area. If the result value has 
the average value of filters, then it is called an average 
pooling.  

3) Fully Connected Layer 
A fully connected layer has the same structure of MLP 

that was previously explained. Every neurons of each layer 
is connected and the results go through the activation 

function; therefore it has the same structure with the one of 
MLP. 

 

Figure 2. Calculation process of convolutional layer 

 

Figure 3. Example of Pooling Layer 

4) ReLU Function 

and have been 
widely used after passing through the neural network. 
However, looking at the function from the calculation of 
training process using gradient descent, the training 
process is quite slow because of nonlinear aspect. 
Therefore, to improve the calculating speed, 

is used. Rectified Linear Units (ReLU) 

has much faster calculating speed than hyper tangent or 
sigmoid function which were referred when training Deep 
Convolutional Neural Networks (DCNN).  

III. SUGGESTED PIR SENSOR-BASED HUMAN AND OBJECT 

DETECTION SYSTEM 

In this section, we propose a PIR sensor based human 

and object detection system. 

Sensor Part

Fresnel

Lens

PIR

Sensor

Circuit Part

Negative Feedback

Signal Conditioning Circuit
ADC

Circuit Part

Frequency Domain 

Preprocessing

Micro Computing

Board

Neural 

Network

Figure 4. Construction of PIR sensor-based human and object detection 

system 

Figure 4 is used to represent the entire data processing 

part. The overall data processing structure is divided into 

a sensor part, circuit part, and processor part. The sensor 

part has a role in extracting signals from an external 

stimulus. The circuit part amplifies and transforms the 

signals that came from the sensor part up to the dynamic 
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range. Additionally, it transforms the analog signals into 

digital signals so that they can be processed in the 

processor part. The processing part transforms the signals 

of the digital time area that came from the circuit part into 

signals of the frequency area so that they can be easily 

classified into machine learning class. The signals 

transformed into the frequency area go through the 

artificial CNN and are classified by models that study 

newly given inputs.  

x 3

Input

Conv

BN

Max Pool

Dense

Dense

SoftMax
 

Figure 5. CNN based human and object detection algorithm 

 

This research uses a five-layered structure that consists 

of input and output layers and three CONV LAYERs, 

while each input layer uses its own feature information. 

The output layers consist of two nodes that are the criteria 

for distinguishing between a human and a pet. Figure 5 

describes the structure of the artificial CNN that was used.  

IV. IMPLEMENTATION 

 

 
Figure 6. Object detection part of the realized PIR sensor-based human 

and object detection system  

 

The circuit part of the suggested system amplifies the 

signal by 69 dB through a non-inverting two-stage 

amplifier. This filtered the low and high frequency noise 

that could have led to incorrect detection. Thus, the direct 

current components were removed. After confirming that 

the input signals in the analog-to-digital converter (ADC) 

were ranging from 0 to 3020, the reference voltage was 

set to 0.37 times the maximum voltage.  

An LHI-878 was used as a PIR sensor in the sensor part 

and a PD23-6020 was used for the Fresnel lens. A 

Raspberry Pi 3 Model B was used in the processor part. 

To check object detection, a Raspberry Pi NoIR Camera 

V3 module was connected to the process. Figure 6 shows 

the actual equipment of proposed system.  

The software development tool of machine learning 

used keras library-based deep learning studio, CPU used 

Intel® Core(i)i5-6600 and GPU used Geforce GTX 1050 

Ti. 

V. EXPERIMENTS AND EVALUATION  

We had conducted experiments based on several 
factors that affect the amount of ambient infrared that PIR 
sensor detects.  

In Figure 7, the t represents the number of samples and 

the sample rate is equal to 14.5 ksps; f(t) describes values 

ranging from 0 to 5 v in quantization rate of 3020. Data 

from the PIR sensor were collected when a human was at 

a distance of 1 m, 2 m, and 5 m and in different positions. 

Additionally, data were collected when a dog at a distance 

of 2 m was in motion. These data were Fast Fourier 

Transform (FFT) processed to detect whether the object 

was human or animal using an artificial CNN. 

 
Figure 7. Distribution of PIR sensor values depending on distance of 

human and animal  
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TABLE I.  TRAINING, VALIDATION, TEST DATA 

CONDITION 

 Group Human Nothing 

Training 

A group 

9,000 9,000 

Validation 3,000 3,000 

Test B group 3,000 3,000 

Total - 15,000 15,000 

 

By using the developed Object Detection System, data 

were collected by distinguishing between when there 

being a person and when there being none. The 

acquisition cycle was 1 second and was labeled with 1000 

data per second. Table 1 shows the dataset configuration. 

 

 
Figure 8. Accuracy and loss rate distribution toward each step 

 

The accuracy and the loss rate were identified by 

distinguishing between when there being a person and 

when there being none toward the training, validation and 

test. 

Training accuracy was 97.62%, validation accuracy 

was 80.5% and test accuracy was 72.8%. Figure 8 shows 

the accuracy and loss rate distribution toward the training, 

validation and test. 

VI. CONCLUSION 

This study designed a PIR signal process and CNN 

based learning algorithm using analog signals to improve 

a PIR sensor-based intrusion detection system. The signal 

processing algorithm was realized and used in 

experiments to distinguish between a human and an object 

in various situations.  

In the future, this research will transform signals of a 

certain time range into a frequency range to express a 

certain frequency component of a human or an object as 

data. Thereafter, using this data as a parameter of the 

machine learning algorithm, the accuracy of an object 

detection system using a PIR sensor will be improved.  
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Abstract— Industry 4.0 with Internet of Things (IoT) is the 
next wave in technology revolution, which is expected to change 
our everyday life. This digitalization is having great impact on all 
the domains (energy, healthcare, transportation, manufacturing 
etc.) in addition to the Information and Communication 
Technologies (ICT) sector. In IoT scenarios, numerous sensors 
measure and report several phenomena and diversified IoT 
solutions are deployed to collect huge amount of data. IoT 
platforms, such as Amazon AWS, IBM Watson or Microsoft IoT 
Suite, have been available to aid the development of such 
services/applications. However, one of the major challenges faced 
by IoT solutions providers is the supervision and management of 
the large number of deployed sensors/devices. Presumably, the 
magnitude and heterogeneity of the IoT systems makes it difficult 
to manage them with conventional IT management tools and 
techniques. New techniques and tools have to be explored and 
developed or the traditional management solutions have to be 
adapted to the new challenges. In this paper, we identify and 
formulate the essential challenges of IoT device management and 
supervision, review the actual state-of-the-art IoT device 
management and supervision techniques and tools available on the 
market, and briefly evaluate their features and typical use cases. 

Keywords- Internet of Things; Device Management; Platforms; 
Sensors. 

I. INTRODUCTION  

Internet of Things (IoT) enables numerous devices around 
the world to communicate and transfer data collected from 
different environments to the IoT platforms. According to Cisco, 
25 - 50 billion ‘things’ will be connected to the Internet by the 
year 2020 [1]. This aggressive growth of emerging smart 
devices connected to the Internet infrastructure poses one of the 
most challenging tasks in the IoT space. IoT management tools 
need to provide solutions to meet the requirements of 
connectivity, heterogeneity, security, scalability and data 
handling [2]. 

The global relevance of IoT and its application to several 
domains, such as home and industrial automation, intelligent 
energy management, automotive applications, healthcare, works 
of life, brings in another dimension of heterogeneity as these 
diverse applications use a plethora of things (sensors, actuators, 
devices) to communicate via the Internet [3]. However, the lack 
of a unified approach of handling heterogeneous devices from 
several vendors presents a major challenge in IoT device 
management. Several solutions using different techniques, such 
as Lightweight Machine to Machine (LwM2M) [4], which 
manages devices remotely, have been proposed to solve these 
shortcomings. Unfortunately, these approaches are limited only 
to devices that have enough resources to implement the required 
management protocols and to connect directly to the Internet 
[5][6]. SNMP [7] and NETCONF [8] standards have also been 

used in monitoring IoT devices, but the heterogeneous nature 
often leads to waste of resources and inefficiency. 

Finding an appropriate IoT management tool from the 
available options for a given field of application is a challenge a 
customer faces. Although the functionality and the performance 
provided by the tools are similar, their techniques and 
implementations are quite different. Thus, a comprehensive 
analysis of requirements and possible solutions is necessary to 
facilitate the tool selection process. In this paper, we identify and 
formulate the essential challenges of IoT device management 
and supervision, review the actual state-of-the-art IoT device 
management and supervision techniques and tools available on 
the market, and briefly evaluate their features and typical use 
cases. 

The rest of the paper is organised as follows. Section II 
introduces the basics of IoT system architecture and IoT device 
management challenges. Section III discusses the requirements 
and our evaluation benchmark for comparing the management 
tools. The selected and investigated IoT management tools are 
introduced in Section IV and compared in Section V. Finally, 
Section VI draws the conclusions. 

II. BACKGROUND 

       To effectively identify and evaluate the existing solutions 
in IoT device management, it is imperative to clearly 
understand the structure and challenges faced in the IoT 
systems. In this section, the generic architecture of IoT systems 
and its common challenges with regards to device management 
are introduced. 

A. IoT System Architecture 

IoT systems consist of numerous devices, such as 
smartphones, temperature sensors, actuators, connected in 
various environments. These sensors, devices, gateways are 
connected via communication networks to cloud services and 
applications. These things could be surrounded or distributed by 
long distances in different environments but controlled and 
managed centrally in the cloud, thus named cloud computing. 
On the other hand, a decentralized solution known as edge/fog 
computing is an alternative to be realized when processing is 
required to be carried out closer to the source of the data to 
improve the quality of service provided [9]. 

To understand the IoT system architecture, identifying and 
investigating its logical layering can help. In this paper, the 
fundamental blocks of the IoT system architecture are presented 
as layers and every layer forms an interesting field of research. 
These layers are: Sensing layer, Communication layer, Cloud 
layer, Management layer, and Services and Applications layer 
in Figure 1. The Sensing layer consists of sensors, actuators and 
smart devices that collect the data from surrounding 
environment. The Communication layer provides a means of 
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transferring the collected data to the cloud, or the application 
layer. The Cloud layer aggregates the data for processing and 
storage, and makes it available for use to services and 
applications. Management data are separated from service data 
and collected in the management system from proper operation 
and administration of the entire IoT system. The Services and 
Applications layer presents the output data as services, 
applications and features offered to the end-user depending on 
the use-case. 

The IoT communication protocols in the Communication 
layer and the low latency computing in the Cloud layer in 
addition to the provided Quality of Service (QoS) and 
management tools of the system determine the strengths and 
weaknesses of the IoT platforms and system architectures. 

 
Figure 1. Layers of the IoT System Architecture. 

1) Sensing layer: The main function of the Sensing layer is 
to detect changes in the physical status of the connected things 
in real-time. It includes sensors, which are the main 
components of this layer. The task of the sensor is to measure 
the physical environment, identify and localize the smart 
objects, collect the data and send them to the Cloud layer for 
processing and storage. The actuators in this layer are usually 
mechanical devices, such as switches, that execute the desired 
actions in response to changes [10]. 

2) Communication layer: The Communication layer is 
responsible for interaction between the layers of the IoT 
architecture. It transfers the data collected in the Sensing layer 
to the Cloud or the Services and Applications layer directly. It 
includes routers, switches and gateways, which are connected 
to devices that cannot connect directly to the cloud. Protocols, 
such as Constrained Application Protocol (CoAP) [11], 
Message Queuing Telemetry Transport (MQTT) [12] and 
Lightweight Machine to Machine (LwM2M) connect various 
IoT devices to send data to upper layers [13]. 

3) Cloud layer: It is also known as the processing unit of 
the IoT system. The collected data from sensors and devices are 
ingested in the Cloud layer. Its tasks are storing, processing, and 
analyzing data. In general, the cloud employs a data centre as a 
central server to process data generated by the edge devices. 

There is ongoing research on next generation cloud computing 
to decentralize some of the processing tasks from the cloud to 
edge nodes to improve computation performance [14]. 

4) Management layer: It is responsible for monitoring and 
operating all other layers, providing the features for the 
management tools usually implemented in the cloud. 

5) Services and Applications layer: The Services and 
Applications layer provides the applications and a variety of the 
services, such as data collection, data analytics, data 
visualization and security. They depend on the use cases and 
desired functionalities provided to the end users. 

B. IoT Device Management Challenges 

Consequent to the accelerated evolution in IoT, service 
providers encounter several challenges in satisfying the 
management requirements. These challenges include the 
following ones. 

1) Connectivity of Heterogeneous IoT Devices: The IoT 
paradigm requires widespread connectivity of billions of 
heterogeneous devices. This heterogenity in connectivity is 
considered as a significant challenge to the interoperability of 
protocols and solutions developed by different vendors [15]. 
The accessibility from anywhere can be achieved via the 
Internet, either by gateways or direct connection and opens the 
IoT system to a large environment of products and services. 
Moreover, remote control, which enables the management, 
monitoring and control of devices, is of high significance to the 
solutions. This will further lower operational costs by collecting 
data and implementing maintanance remotely [16]. The IoT 
system architecture is designed for use in different physical 
environments. Thus it requires the capability to handle many 
heterogeneous devices. Wherefore, a considerable concern 
within developing IoT solutions is handling the interaction with 
heterogeneous IoT devices [17]. 

2) Device Management Challenges: Device management is 
one of the most significant features expected from any IoT 
management tool. Retaining the device information, status and 
logs is important. Provision of detailed reports and information 
about the device level statistics is desired for numerous things 
[18]. As IoT devices scale to billions, the current centralized 
network mangement model could present bottlenecks. In an IoT 
system, the device integration support is required because some 
tasks or requirements can be done by implementing one service, 
while other tasks will be executed via the integration of several 
services [19]. 

3) Security Limitations: Security is a critical challenge in 
IoT systems because of the consequences of security breaches, 
such as financial and credibility losses. For instance, hackers 
often target the edge devices of the IoT system, which are 
considered as entry points [20]. Efficient IoT systems with 
billions of devices connected should have protection, detection 
mechanisms and secure procedures in case of unusual events 
and anticipate vulnerabilities [17]. The integration of IoT into 
our life extend the security concerns from information and 
assets to human life and health. With the rate at which 
technology is growing, vendors could focus more on 
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functionality rather than security. Therefore, IoT management 
tools need to implement alternative techniques to handle 
different issues while using the identification and 
authentication for multiple types of IoT communication 
protocols used for data communication and transfer. These need 
to be encrypted and secured with a robust encryption algorithm 
to prevent possible risks [21]. 

4) Next Generation of IoT Management Tools: The 
accelerated development of IoT is impacting various scientific 
areas, thus inducing many trends in the next generation of IoT 
systems. Changing infrastructure is one of these trends because 
the centralized computing prototype is impressionable to single 
point of failures and large data centres consume huge amount 
of energy to keep them operating [14]. Alternate technologies 
being developed to reduce failures in the cloud include multi-
cloud, micro cloud and cloudlet, ad hoc cloud and 
heterogeneous cloud [9]. In addition, minimizing the workloads 
for low-latency and resource processing has been a 
considerable challenge for cloud computing [22]. The new 
trend known as edge/fog computing brings processing closer to 
the data source [23], and the management tool is required to suit 
these changes and subsequently scale with the architecture and 
devices. 

III.  EVALUATION  BENCHMARK 

Based on the highlighted challenges, we draw a 
requirements/features table to serve as a benchmark for 
comparing the management tools reviewed in this paper (Table 
II). Therefore, performance and relevance of a tool have been 
evaluated by investigating and comparing the following 
requirements/features. 

• Device Management: This is one of the most important 
features expected from any management tool. The tool 
should maintain a list of connected devices and track their 
operation status; it should be able to handle configuration, 
firmware (or any other software) updates and provide 
device-level error handling and reporting [18]. 

• Protocols Supported: Things require a direct 
communication path to the platform in both the forward and 
reverse direction for information exchange and sending 
commands. Thus, a management tool should support 
application and management protocols that the device can 
work with to exhibit a ‘device agnostic’ property. Some 
widely used application protocols include MQTT, CoAP, 
REpresentational State Transfer (REST) and eXtensible 
Messaging and Presence Protocol (XMPP). Other 
Protocols, such as LwM2M and Open Mobile Alliance - 
Device Management (OMA-DM) are classified as 
management protocols [24]. 

• Product Lifecycle Management: This involves the 
management of a device from installation and 
commissioning till its decommissioning. During the 
lifetime of this thing, it is necessary to make some 
software/firmware updates to implement new features, 
remove bugs and fix security vulnerabilities [25]. Thus, it is 
a major challenge in IoT, based on its scale of millions of 

devices, to individually perform these important tasks. 
Over-the-Air (OTA) upgrades, downgrades and option of 
force updates for super critical firmware are expected 
features of the management system. 

• Troubleshooting and Maintenance: Diagnostics features are 
required in the operation of IoT devices [26]. The tool 
should also allow the sending of custom and system level 
commands to a device, such as reboot or factory reset. 

• Security and Access Control: The security measures 
required for IoT systems are higher than those of general 
software and applications [27]. The connection of millions 
of devices to a network increases the vulnerabilities 
proportionally. Since the devices are low cost and low 
power, these security requirements need to be met from the 
platform end of the management system in the form of 
message-level security and data encryption [28]. 

• Localisation and Mapping: Location support is essential 
especially when a device’s location is not static rather 
dynamic. The continuous tracking of the location will thus 
help generate the historic location view. In some 
applications, GPS locations or network triangulation is 
necessary for fleet management and asset tracking solutions 
[24]. 

• Scalability: This is one of the most important non-
functional features [24]. As most of the management 
systems are web applications, it is expected to be highly 
scalable to the order of millions of things. Support auto 
scaling feature could also be included by the application 
developers, so a scalability magnitude could also be defined 
for customers to provide some limit. 

• Device Monitoring: Tools that can provide device 
monitoring and performance data visualizations are also 
very helpful in supervising the network of things. Alarm 
indications to provide alerts in case of faults and critical 
events should be embedded into the tool for easy and 
efficient monitoring of the whole network [26]. 

• Integration: Provision of standard/open APIs for 
integration has high importance in a management tool. As 
most vendors already have an existing enterprise platform, 
the seamless integration of a management tool via a 
standard API will make the operations and management 
much easier. The importance of the interoperability of IoT 
management tools cannot be over-emphasized as this is the 
source of a platform/device agnostic management system 
[28]. 

IV. IOT DEVICE MANAGEMENT TOOLS 

In this study, we have selected a variety of tools on the 
market that have the potential to play an essential role in 
monitoring smart things in the IoT solutions. These tools were 
selected because they are suitable stand-alone IoT device 
management tools with extensive implementation in several 
industrial use cases.  We shortly describe the selected tools in 
this section, while a summary highlighting their key features and 
example use cases is shown in Table I. 
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A. Xively CPM 

Xively Connected Product Management (CPM) is a tool that 
offers solutions for enterprises building connected products and 
services. Moreover, it enables companies to easily build and 
manage IoT security, connected devices and products including 
home automation, and capturing their IoT data. It provides a 
simple and scalable platform enriched with tools necessary to 
connect, manage and engage things. It has standard APIs for 
integrating data with primary enterprise systems, such as 
Customer Relationship Management (CRM) [29][30]. 

B. DevicePilot 

DevicePilot implements locating, monitoring and managing 
connected devices at scale. It is completely agnostic, providing 
platform connectivity to any device, and easily integrates with 
IoT platforms. It is a cloud-based application, which scales with 
the deployed infrastructure, schemaless and provides all 
functionalities via a REST API [31]. 

C. Wind River HDC 

Wind River Helix Device Cloud (HDC) is a tool that helps 
reduce the complexities of building and managing large-scale 
IoT deployments. It enables device health monitoring, bi-
directional file transfer, remote access to help service engineers 
detect and diagnose problems before they impact critical data 
collection. HDC provides tools one needs for deploying, 
monitoring, servicing, updating, and decommissioning IoT 
devices [32]. 

D. QuickLink IoT 

QuickLink is a resource efficient device management 
solution based on LwM2M and OMA-DM standards. It supports 
device provisioning, configuration, diagnostics management 
and over-the-air updates. It has a plug-in API architecture with 
encrypted data collection using CoAP with Transport Layer 
Security (TLS) [33]. 

E. ThingWorx Utilities 

ThingWorx Utilities is a set of tools, rich in features that 
enable and support the rapid deployment and adoption of 
powerful IoT applications. It provides device management 
capabilities for day to day management of the connected devices 
and includes utilities to provision, remotely monitor and update 
the connected devices and assets. With its standard framework, 
it is also possible to integrate new IoT applications into existing 
business systems [34]. 

F. Particle 

Particle is a full-stack IoT device management platform that 
provides all the necessary tools to securely and reliably connect 
IoT devices to the web/cloud. The solution can be used on 
different scales of deployment from large enterprises to 
innovative start-ups and everyone in between. It is secured by 
using encrypted communication protocols, easy to use and 
provides an interface to see devices, push software updates, and 
make changes and improvements on an ongoing basis. It offers 
several development tools, such as Web IDE, Desktop IDE and 
a Command Line Interface (CLI). The device management 
console can manage team permissions from a single 
administrative interface. Support for cross-vendor devices is 
limited and continuously developed [35]. 

G. Losant Helm 

Losant Helm is a fully integrated IoT device management 
and connectivity tool directly embedded in the Losant IoT 
platform, an enterprise-ready cloud platform that enables 
developers to easily make use of real-time data by rapidly 
developing smart, connected solutions for IoT. It serves as a 
control hub for connected production facilities and its hardware-
agnostic platform is easily integrated with a broad variety of 
sensors, controllers, machines, and device gateways. This 
enables many-to-many interoperability across disparate systems 
and technologies. Its open communication standards (REST, 
MQTT) provide simple connectivity to millions of devices [36]. 

H. DataV IoT Device Management 

This tool makes equipment and device management a 
priority as industrial companies connect more business-crucial 
assets together with IoT. It gives the power to manage the full 
lifecycle of all assets from a centralized location, including 
configuration, inventory, and OTA software updates and 
configuration [37]. 

V. COMPARISON OF MANAGEMENT TOOLS 

Today, none of the selected and evaluated tools claims to 
support all the features we used in the benchmark. Interestingly, 
all of them support the basic features of device management, 
remote monitoring, product lifecycle, scalability and integration 
to IoT platforms. The protocols supported, localization and 
mapping, troubleshooting and maintenance, security and access 
control features are available in a limited number of these tools. 

DevicePilot stands out as the star performer from this study 
because it supports more features than the other tools we have 
evaluated. Localisation of devices, access control of the 
connected things and support to REST protocols are its added 
features. Its only drawback is the lack of maintenance and 
troubleshooting function. 

QuickLink IoT follows closely with troubleshooting and 
maintenance features with OTA updates added to the basic 
functionalities. It also supports LwM2M and OMA-DM device 
management protocols. It does not support mapping of devices 
and the security features are limited.  

Particle, Losant and Wind River HDC have very good 
maintenance features with remote diagnostics and updates but 
lack localization and access control functionalities. Particle 
supports CoAP, MQTT and its proprietary Particle subscribe 
protocols. Losant integrates remote management with audit and 
log files from devices. HDC manages devices via MQTT 
protocol with security extensions.  

Xively is also a very good management tool with robust 
security features and support to MQTT, REST and HTTP 
protocols. Unavailability of localization, mapping and 
troubleshooting and maintenance of devices are its major 
drawbacks.  

ThingWorx Utilities and DataV both integrate well with IoT 
platforms. While ThingWorx supports protocols such as MQTT, 
CoAP and XMPP, DataV provides limited support to standard 
protocols. Both tools lack localization and access control 
features, but DataV supports troubleshooting and error log 
management. None of the reviewed tools fully supports all IoT-
related protocols. 
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TABLE I.  KEY FEATURES AND TYPICAL USE CASES OF THE EVALUATED IOT MANAGEMENT TOOLS 

Tool Vendor Key Features Typical Use Cases 

XIVELY CPM 
[29] 

LogMeIn 
Inc. 

Device agnostic connectivity (MQTT, REST and 
HTTP protocols), scalability, security and IoT 

platform integration 

Agriculture, energy 
management and DNA 
research improvement 

DEVICEPILOT 
[31] 

DevicePilot 
Device management, security, scalability, 
mapping, real-time monitoring and easy 

integration 

Energy management, 
construction, healthcare and 

smart cities 

WIND RIVER 
HDC [32] 

Wind River 
Thing management via MQTT with security, 

device health monitoring, remote diagnostics and 
software upgrade 

Smart homes, healthcare, 
industrial, automotive and 

energy management 

QUICKLINK 
IOT [33] 

SmithMicro 
Software 

LwM2M and OMA-DM supported device 
management, securty, diagnostics and OTA 

updates  

Asset management, smart 
monitoring, connected cars 

and smart cities 

THINGWORX 
UTILITIES [34] 

ThingWorx 
Device management using MQTT, XMPP or 

CoAP, remote control and monitoring, product 
lifecycle and IoT platform integration 

Manufacturing, healthcare, 
transportation and utilities 

PARTICLE [35] Particle.io 

Connectivity, OTA updates, security, IoT platform 
integration, remote diagnostics, monitoring, 

reports and alerts. It supports MQTT, CoAP and 
Particle subscribe 

Smart homes, environment 
monitoring, infrastructure and 

supply chain management 

LOSANT HELM 
[36] 

Losant 
Remote provisioning, agnostic management, 

audits and logs, 3rd party IoT platform integration 
Manufacturing, logistics and 

retail management 

DATAV IOT 
DEVICE 

MANAGEMENT 
[37] 

BSquare 
Device health monitoring, device and error logs, 

real-time monitoring, performance issue resolution 
and IoT/enterprise platform integration 

Smart metering, intelligent 
vending, fleet management 

and transportation 

TABLE II.  COMPARISON OF THE EVALUATED IOT MANAGEMENT TOOLS/PLATFORMS  
 (LEGEND: ● – SUPPORTED; ○ – NOT SUPPORTED; ◐ – PARTIALLY SUPPORTED) 
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XIVELY  ● ◐ ● ○ ● ○ ● ● ● 

DEVICE PILOT ● ◐ ● ○ ● ● ● ● ● 
WIND RIVER 

HDC 
● ◐ ● ● ◐ ○ ● ● ● 

QUICKLINK IOT ● ◐ ● ● ◐ ○ ● ● ● 

THINGWORX 
UTILITIES 

● ◐ ● ○ ◐ ○ ● ● ● 

PARTICLE ● ◐ ● ● ◐ ○ ● ● ● 

LOSANT HELM ● ◐ ● ● ◐ ○ ● ● ● 

19Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-658-3

ACCSE 2018 : The Third International Conference on Advances in Computation, Communications and Services

                            26 / 57



 

DATAV IOT 
DEVICE 

MANAGEMENT 
● ◐ ● ● ◐ ○ ● ● ● 

Table II compares the eight selected and evaluated IoT 
management tools/platforms taking into consideration that due 
to their continuous development some requirements will be met 
by the products in the nearest future. 

VI. CONCLUSIONS 

The current growth trends adumbrate that IoT will gain 
higher and higher importance in several industries in the coming 
years. This expands its influence on the interaction between man 
and technology, and the role of a functional and robust 
management system is getting more importance. 

This paper presents the basic and fundamental requirements 
of an IoT management and supervision solution based on the 
generalized architecture of an IoT implementation. Using these 
requirements as a benchmark, we have selected, evaluated and 
compared eight industrial IoT management tools. Unfortunately, 
the complex structure of IoT implementations due to their 
numerous applications, heterogeneous devices and diverse use 
cases makes it challenging to come up with a generic ‘one for 
all’ management tool. However, our comparison matrix, given 
in Table II, can help IoT solution providers choose the most 
appropriate management tool for their target system assuming a 
good understanding of the requirements. In future, we plan to 
develop/extend IT management tools to meet the needs of the 
IoT ecosystem. 
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Abstract— This paper describes the data streaming approaches 
to performance optimization of the Sum of Absolute Differences 
(SAD) algorithm on an NVIDIA Graphics Processing Unit 
(GPU) using the OpenCL programming paradigm. The SAD 
algorithm forms one of several steps required to implement 
stereo vision. It creates pixel-based disparity maps from two 
concurrent images captured by a pair of cameras positioned 
with a distance in between. The disparity maps can be used to 
derive depths of objects in the scenes of interest. The massively 
parallel architecture of a GPU can take advantage of the highly 
parallelizable SAD algorithm. OpenCL programming 
framework was chosen to develop the parallel algorithm on the 
GPU. Performance gains are realized by explicitly mapping 
data from the slower global memory to the faster shared local 
memory of the GPU. Local memory is loaded by either a 
centralized or distributed approach from the OpenCL-defined 
work-items operating in a workgroup. The resulting 
performance improvements were discussed based on the 
architectural features of the GPU and the data streaming 
approaches used in this research work.  
 

Keywords - data streaming; Sum of Absolute Differences 
algorihtm; massive parallel architecture. 

 
I.  INTRODUCTION 

Computer vision is a field of study concerned with 
extracting information from visual data through computers in 
a variety of applications, such as robotics, augmented reality, 
and face detection [1]. Computer vision algorithms typically 
step through the stages of a vision pipeline. A vision pipeline 
generally starts from image processing methods to improve 
results from feature extraction and image analysis. Global and 
local feature metric extraction form the next stages. Different 
operations are used on rows or blocks of pixels. In this paper, 
the SAD algorithm takes place in the local feature metric 
stage, performing an area operation on the GPU’s Single 
Instruction Multiple Thread (SIMT) architecture.  

Advanced Driver Assistance Systems (ADAS) leverage 
computer vision to increase road safety. One ADAS 
application is stereo vision, which constructs a three-
dimensional image by finding corresponding pixels in image 
frames from two adjacent cameras [2]. The SAD algorithm is 
one method to generate the matching costs functions that finds 
point correspondence in stereo vision. This paper focuses on 
the use of OpenCL, a generic parallel programming paradigm, 
to develop the SAD algorithm while utilizing the locality of 
data reference in the memory hierarchy of a GPU. This 
research supports the efficient use of restricted memory space 
in an embedded system for data streaming applications. 

Prior research has studied the implementation of the SAD 
algorithm on different hardware platforms. One study 
evaluated performance on the FPGA platform with respect to 
embedded systems [2]. More emphasis was placed on the 
validity of the algorithm itself, and finding the optimal 
window size and accuracy over different test image pairs. One 
of the image pairs was the Venus image sequence, an 
established stereo vision benchmark that was chosen in this 
research as well [3]. Another study experimented on the SAD 
algorithm using an SoPC (System-on-Programmable-Chip) 
heterogeneous architecture [4]. Their work is similar to ours 
in that they optimize performance by leveraging on-chip 
memory and selectively transfer data to off-chip memory. By 
drawing from the parameters and benchmarks of these 
previous works, we would like to survey performance speedup 
of the SAD algorithm on the GPU architecture through 
optimal data mapping. The rest of this paper is organized as 
follows. Section II describes the SAD algorithm in relation to 
computer vision-based ADAS applications.  Section III 
introduces the NVIDIA GPU platform. Section IV describes 
the OpenCL parallel programming paradigm. Section V 
described the design and the implementation of the data 
streaming methodology behind the SAD algorithm 
implementation and optimization. Section VI described the 
data streaming approaches. Section VII presents and analyzes 
the observed results. Section VIII concludes this paper.  

 
II. SAD ALGORITHM IN ADVANCED DRIVER 

ASSISTANCE SYSTEMS (ADAS) 
An ADAS increases driver situational awareness and 

safety by providing important information to warn the driver 
of any dangerous events. However, humans are not infallible, 
and ADAS must eventually advance to take control tasks such 
as braking or steering, mitigating the errors human drivers 
make. Eventually, as ADAS applications grow more robust, 
we can expect fully autonomous vehicles to enter the 
consumer market. 

A variety of sensors enable ADAS applications by 
providing timely and relevant feedback of the environment. 
We can roughly categorize these sensors into two categories: 
time-of-flight and camera [1] (see Figure 1). For front-facing 
imaging sensors, there are applications available such as lane 
detection, traffic sign and pedestrian recognition, forward 
collision warning, and adaptive front-lighting. Imaging 
sensors that face the rear or side of the vehicle can support 
ADAS applications, such as parking assistance, rear collision 
warning, and blind spot detection. Imaging sensors inside the 
vehicle can even detect occupancy and the alertness of the 
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driver [1]. Detection of vehicles, pedestrians, and traffic signs 
require substantial computing power. Adding an additional 
imaging sensor can allow for more accurate and robust 
detection system by the addition of depth information. The 
means for extracting depth information from a stereo camera 
setup, also known as stereo vision. Stereo vision allows 3D 
information to be extracted from a pair of 2D images taken 
from adjacent cameras and is an important application of 
ADAS for vehicles. The fundamental problem with stereo 
vision analysis is finding the corresponding elements within 
the image pair. For correct correlation of image pair elements, 
rectification is required [5]. It ensures that the images are 
horizontally aligned, allowing for the epipolar curve between 
each image to be a linear. This means that any algorithm that 
matches pixels from one image to the next will only need to 
search horizontally across a row of pixels. 

 

 
Figure 1. Key applications for ADAS [1]. 

 

 
 

Figure 2. SAD value calculation example; h x k = 5 x 5, and disp=64. 

 
After rectification, each pixel in one image is matched with 

a pixel in the other image. Then, a disparity map can be 
generated, indicating the disparity level of each pixel, to be 
referenced for acquing depth information. The Sum of 
Differences (SAD) algorithm is the method chosen to 
calculate a disparity map in this paper. The benefit of this 
algorithm is computation efficiency, since the calculations 
involve primarily addition and subtraction operations. The 
operational form of the SAD addresses window size and the 
disparity range because area operations are less 
computationally costly and depth range is physical limited to 
the distance between the cameras. For instance, if the disparity 
range is 64 pixels and the window 5x5, a SAD value may be 
defined as follows: 

,ሺ݅ܦܣܵ ݆, ሻ݌ݏ݅݀ ൌ ෍ ෍ | ோܲሺ݅ ൅ ݄, ݆ ൅ ݇ሻ െ ௅ܲሺ݅ ൅ ݄, ݆ ൅ ݇ ൅ |ሻ݌ݏ݅݀
ଶ

௞ୀିଶ

ଶ

௛ୀିଶ

 

Where i and j are the indices of the reference pixel in the 
right and left images, PR and PL respectively, disp (the 

disparity range) is the number of candidate windows that are 
evaluated in the left image, and h and k define the size of the 
window. Note that the matching pixel is only searched 
horizontally after image rectification. Thus, the disp is only 
applied in the second dimension of the left image in the SAD 
calculation. Figure 2 illustrates the SAD value calculations for 
matching the tip of a red cone between the right and left 
images. After the 64 SAD values have been calculated for 
every pixel from coordinate (i, j) to (i, j+dist), the disparity 
level selected is based on the minimum cost function: 

 
,ሺ݅݌ݏ݅ܦ ݆ሻ ൌ ArgMinሺܵܦܣሺ݅, ݆, ,ሻሻ݌ݏ݅݀ 0 ൑ ݌ݏ݅݀ ൑ 63 
 

Using the Argument Minimum (ArgMin) function, the index 
of the candidate window with the smallest computed SAD 
value will be treated as the disparity level for the pixel 
coordinate (i, j). The disparity range and window size should 
be scaled based on the parameters of the application where the 
SAD algorithm is used.  The disparity range will depend on 
the distance between the two cameras, as well as the distance 
from the camera to the object of interest.  
  

III.  NVIDIA GPU PLATFORM 
The NVIDIA GeForce 940M graphics card is the primary 

hardware architecture used to run the SAD algorithm. The 
GM 108 has three Maxwell Streaming Multiprocessors 
(SMMs). Figure 3 shows the architecture of an SMM. 

 

 
 

Figure 3. Maxwell Streaming Multiprocessor (SMM) block diagram. 
(excerpted from [6]). 

 
There are 128 cores in each SMM. Each SMM is 

partitioned into four separate processing blocks, each with its 
own instruction buffer, scheduler, and 32 cores, as well as a 
16,384 x 32-bit register file [6]. There are two L1/texture 
caches per SMM that act as coalescing buffers for memory 
accesses. There is also 64 KB of shared memory that can be 
programmed and allocated by the programmer. Since it is 
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located on-chip like cache memory, the shared memory can 
be accessed very quickly. Thus, the explicit streaming of data 
to shared memory is the focal point of the SAD algorithm 
optimization for this paper. 

 
IV. PROGRAMMING PARADIGM 

 OpenCL was used as the Application Program Interface 
(API) in developing the parallel SAD program on the GPU. It 
is a heterogeneous programming framework [7]. OpenCL 
kernels are modeled in a similar manner to Single Program 
Multiple Threads (SPMT), where parallel threads (i.e., work-
items) execute instances of the kernel to map effectively on 
both scalar and vector hardware. The OpenCL specification 
can be divided into four models: Platform model, Execution 
model, Programming model, and Memory model [8]. The 
Platform model specifies that there is one host processor that 
coordinates execution of kernels, and that there are one or 
more device processors that actually execute the kernels. Each 
device is modeled as a group of compute units, which are 
further divided into processing elements where each element 
can execute instances of kernels. The Execution model defines 
how the OpenCL environment is configured by the host, and 
how the host may direct the devices to perform work. The 
Programming model defines how concurrency is mapped to 
physical hardware. Each unit of concurrent execution is 
defined as a work-item, which executes the kernel function 
body. The work-items are indexed in an n-dimensional range, 
also known as NDRange. To achieve scalability, the work-
items of an NDRange can be divided into equally-sized 
workgroups. Synchronization of work-items is only possible 
within workgroups (see Figure 4). The workgroup and global 
work-item size dimensions are specified by the programmer 
and must be a power of two number. Also, the global work-
item size must be evenly divisible by the workgroup size [8]. 

 

 
Figure 4. OpenCL Programming and Memory models [5]. 

 
The Memory model defines memory object types, and the 

abstract memory hierarchy that kernels use regardless of 
actual underlying hardware architecture. Memory in OpenCL 
is divided into host memory and device memory [8]. Device 

memory is divided into global memory, local memory, private 
memory, and constant memory (see Figure 4). Global memory 
can be read from or written to by all work-items running on 
the device. Data transferred to or from the host will reside in 
global memory. Reads and writes may be implicitly cached 
depending on the capabilities of the device [7]. Local memory 
is shared by work-items in a workgroup only. It is typically 
mapped to on-chip memory that has shorter latency and higher 
bandwidth than global memory. Private memory is visible 
only within a work-item. Constant memory is a region of 
global memory that remains constant during kernel execution.  

  The memory model of OpenCL is well suited for 
NVIDIA GPUs. Each core running a thread, or OpenCL 
work-item, contains dedicated private memory. All 
workgroups can communicate through global memory located 
in off-chip GPU memory.  SMMs have dedicated shared 
memory for communication between work-items in a 
workgroup, which fits the role of OpenCL’s local memory.  
Accessing this shared memory is fast as long as there are no 
bank conflicts between threads [9]. Shared memory is divided 
into equally sized memory banks, which can all be accessed 
simultaneously. If there are multiple requests to the same 
bank, the requests become sequential, incurring memory 
access delays. Therefore, for maximum performance, bank 
conflicts should be minimized by considering how the 
memory addresses are mapped. 

  
V. DESIGN AND IMPLEMENTATION 

In the OpenCL Platform Model, the host sends commands 
to the device to transfer data between host and device 
memories, as well as to execute the parallel device code. The 
host (an Intel Core i5) executes serial code and is typically a 
CPU. The host is responsible for setting up the execution 
pathway to and from the device, and requires a lengthy setup 
process which begins by identifying the platform and device. 
Memory buffers must be created to link objects on the host to 
objects in the kernels executed on the device. For this 
research, memory buffers are needed for the left and right 
input image values, the output SAD values, the image 
dimensions, the padded image dimensions (to round up to the 
closest power of 2 number in each image dimension as 
explained below), disparity level, window dimensions, work 
item dimensions, and conditional values. 

The device is responsible for execution of the kernel as 
directed by the host. Initially, the input images, disparity 
output, and other kernel parameters defined in the previous 
section are transferred from the host memory and allocated to 
the global memory of the device. In this paper, the images 
used are the Venus pair, used in several benchmarks amongst 
stereo vision researchers. Given the 384 pixels x 434 pixels 
image size, there are 162,222 Disparity Levels to be calculated 
based on the SAD algorithm (see Section II). Each one is 
executed on a work-item. Because of the size restriction by 
OpenCL, we must round up the image dimensions to the 
nearest power of 2 in order to process every pixel of the image 
pair. Thus, the image values of L and R are padded with values 
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of 0 to reach dimensions of 512 x 512. The partitioning of 
work-items into workgroups is determined by the OpenCL 
local-item size and global-item size dimensions. In this 
NVIDIA GeForce 940M GPU architecture, each work-item 
from OpenCL is operated on a GPU core. Each workgroup is 
operated on an SMM with 128 cores. Thus, 128 work-items 
can run in parallel. Since this GPU has 3 SMMs, a total of 3 * 
128 = 384 work-items can run in parallel. If the GPU were to 
run at maximum occupancy, there would be 
 .iterations of the SAD algorithm needed 423=ۀ384⧵162222ڿ

To differentiate and track each work-item, the OpenCL 
API function get_global_id() is used to return its unique 
global ID value [8]. This is important because the instances 
of the kernel operating on SAD values of the image edges 
must be treated differently. In this paper, without losing the 
generality of the parallel algorithm, we use a common 
window size with 5 pixels x 5 pixels for the SAD algorithm 
for performance analysis. A reference window in an image 
compares to 64 iterations of candidate windows in the 
counterpart image. Note that the SAD values on the border 
cannot be computed because the 5 x 5 windows will be 
incomplete. Thus, the SAD values cannot be computed for 
kernels two pixels within each border. In the device kernel 
code, this padding is implemented through a conditional 
statement with a reference to the global ID of the kernel to 
avoid the incomplete calculations of such close-to-border 
SAD values. Upon finding the minimum SAD value for all 
64 candidate windows, the corresponding disparity level 
must be saved to the disparity map output. The output matrix 
is stored as an integer array in global memory.  

The performance of the SAD algorithm can be first 
enhanced through loop unrolling. Loop unrolling involves the 
rewriting of loops into a repeated sequence of similar 
independent statements. This helps eliminate the loop 
overhead and also hides stalls due to data dependencies [10]. 
The original implementation of the SAD algorithm in this 
paper consists of a nested for loop that increments the 
kernel’s SAD value a total of 25 times, one for each pixel in 
the 5 x 5 window. The disadvantage to this approach is much 
lengthier code, which is particularly harmful to embedded 
systems with limited instruction memory.  

The other important factor to affect performance is the 
workgroup size; i.e., the number of work-items defined in a 
workgroup. In our design, the workgroup size varies from 32 
to 512. Based on the feature of the GPU hardware, there are 
128 x 3 = 384 cores. 512 is that number’s next power of two 
value. Thus, a workgroup size greater 512 is not considered 
due to the mismatch to the hardware.  

 
VI. DATA STREAMING OPTIMIZATION 

The first SAD algorithm in this paper was implemented to 
access all data from the GPU’s global memory. Global 
memory is visible to all of the Streaming Multiprocessors in 
the GPU, but is located off-chip, so accesses to global memory 
incur heavy delays. As addressed in Section III, The OPENCL 
local memory is mapped to the SMM’s shared memory, which 

is shared by all of the cores in that single SMM, and is stored 
on-chip (see Figure 3). By taking advantage of this local 
memory and the mapping scheme for utilizing the spatial and 
temporal localities of data, significant speedup can be 
achieved for the SAD algorithm. 

Datatype optimizations are possible through OpenCL. As 
mentioned in Section III, memory copying incurs 
performance penalties because bandwidth and power wasted 
on data transfer. We must consider the input format of our 
algorithm, which is made up of pixel intensity values between 
0 and 255. This means that only an 8-bit unsigned integer is 
required to store the input value. Previously, we have used 
32-bit signed integers to transfer from the CPU host to the 
GPU device. OpenCL does not provide support for 8-bit 
unsigned integer types, but it does allow for an 8-bit unsigned 
char type. By typecasting the 32-bit integer pixel intensity 
input values to type unsigned char, we can reduce the 
memory copied to the GPU by 75%. This produces a 
noticeable decrease in execution time.  

 
A. Centralized Memory Access 

 The first implementation of the data streaming 
optimization requires that the first work-item in the first row 
of a work-group to process its kernel will populate local 
memory with the necessary pixel values needed by the 
workgroup row. This is considered the centralized memory 
access approach to data streaming optimization. The 
centralized approach of having one work-item load local 
memory for its workgroup is depicted in Figure 5. 

 

 
Figure 5. Centralized loading approach visualization. 

 

 

 
Figure 6. Round-robin local memory loading. 

 

Figure 6 shows the data streaming from the global 
memory to the local memory. The working set, WS(i, j), 
shows the amount of memory needed to determine Disp(i,j). 
In Iteration 1, 5 rows of global memory are loaded to local 
memory. In subsequent iterations (for determining Disp(i+1, 
j), Disp(i+2, j), etc.), only 1 new row needs to be loaded and 
to replace an existing row in the local memory in a round-
robin fashion to fulfill the local memory accesses to their 
corresponding working sets. This approach reduces the data 
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accesses by utilizing the spatial and temporal localities in 
local memory. 

Modifications to the host-side code are required for 
implementation of local memory optimization. The size of 
local memory allocated on the device must be specified by 
the host code. For the NVIDIA GeForce 940M GPU, the 
local memory capacity is 49,152 bytes. For this 
implementation, using a 5 x 512 local memory size, where 
each value is represented by a 4-byte integer, leads to 5 x 512 
x 4 = 10,240 bytes allocated in local memory. Both left and 
right images require their own local memory allocations, 
leading to 20,480 bytes allocated total. This local memory 
allocation is explicitly declared when setting the kernel 
argument for the device code kernel. Normally, this kernel 
argument is linked to a memory buffer previously defined in 
the host code. However, data in local memory is private to 
the workgroup in the device. Thus, data is never read from or 
written to local memory from the host directly.  

Another modification needed for the host code is the 
declaration of a Boolean array named rowDone, which keeps 
track of completed rows of work-items in each workgroup. 
The size of this array is equal to the height of the padded 
image times the number of workgroups along the width of the 
original image. The implementation of this array allows 
work-items in consequent rows to check the status of the 
work-items in the previous rows prior to completing 
execution. This array must be declared as a readable and 
writable memory buffer since it must be read from and 
written to by different work-items. 

The first implementation of this data streaming 
optimization requires that every work-item populate local 
memory with the relevant data for its workgroup. Each work-
item begins by defining boundaries for the data that must be 
loaded to local memory. The work-items in the first row of 
the workgroup will load local memory first and then perform 
the SAD algorithm. The following row will wait until this 
previous row has finished execution, and will then replace 
one row of local memory with the next row of data from 
global memory.  When the last work-item of a row has 
finished execution, it will set rowDone to “true” for its 
corresponding row and workgroup. This is possible because 
in OpenCL, work-items execute in order along rows of work-
items in a workgroup.  

 
B. Distributed Memory Access 

The Centralized Memory Access approach will introduce 
increased workload to the first work-item as the number of 
work-items in a workgroup increases. This is due to the pre-
load of a larger number of working sets. Thus, it may 
eventually cause workload imbalance among the work-items.   
In this paper, the second approach to data streaming 
optimization is distributed memory access. We attempt to 
distribute the task of loading to local memory equally among 
all of the work items. In this manner, the work is divided 
evenly within each workgroup, and no work-items are left 
idle. Figure 7 depicts this process of distributed loading for 

one row of work items. In Iteration 1, each work-item loads 
5 pixels, where the center pixel has the same image 
coordinates as the global ID of that work-item. Then, in the 
subsequent iterations, the pixels from the next rows will be 
read by the corresponding work-item and be located to the 
local memory buffer in a round-robin fashion. The mapping 
is the same as shown in Figure 6.  

  

 
Figure 7. Distributed loading approach visualization. 

 
Conceptually, this implementation is much simpler than 

the centralized approach. Previously, the centralized 
approach involved multiple if-else statements to check the 
row position and whether the previous row of work-items 
completed execution. Without these conditional statements, 
the distributed approach saves execution time  

For implementation of this distributed approach to the 
data streaming optimization, modifications are made to the 
kernel code alone. The scenario in Figure 7 where each work-
item loads exactly the same number of pixel values from to 
local memory is ideal, but not feasible. The work-items are 
executing in parallel, but the latency to load the pixels across 
the boundaries of local memory is significantly higher than it 
of the others due to the lack of spatial locality of accessing 
their local memories across the boundaries. This may result 
in some work-items attempting to calculate SAD disparity 
values before these lagging work items have completed 
loading the required values. Therefore, they must be 
synchronized with a barrier. All work-items in a workgroup 
must execute the OpenCL function 
“barrier(CLK_LOCAL_MEM_FENCE)” before they can 
proceed, and the CLK_LOCAL_MEM_FENCE flag ensures 
that local memory accesses are visible to all work-items in 
the workgroup [8]. 

 
VII. EXPERIMENTAL RESULTS 

The performance of the three implementations 1) global 
(the first implementation with global memory access) 2) 
centralized local (Section VI A), and 3) distributed local 
(Section VI B) are compared.  

There is a trend of declining execution time as the 
workgroup size increases in Figure 8. It can be explained as 
the better mapping of the parallel SAD algorithm to the GPU 
hardware. A larger workgroup will allow more work-items to 
share local memory, and hence, have better temporal and 
spatial locality in memory accesses. As expected, the SAD 
algorithm with global memory access had the worst 
performance as the workgroup size was set smaller than 256.  
At the largest workgroup size of 512, the two aforementioned 
approaches have similar execution times at 18.03 ms, and 
18.01 ms, respectively.  This is explained as the increase of 
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overhead due to the workload imbalance on the first work-
item, which is responsible for pre-loading all working sets to 
the local memory for the entire workgroup. In contrast, the 
distributed approach to the local memory data streaming 
optimization remains consistently faster than the others, 
ending up at 4.88 ms for the same workgroup size of 512. 
4.88 ms for one disparity calculation would lead to 1 / 
0.00488 ≅ 205 frames per second, without taking into 
consideration the overhead between frames. 

 
 
 
 

 
 

 
 
 
 
 

Figure 8. Comparison of SAD algorithm Performance                          
across Different Optimizations. 

 

 
 
 
 
 
 
 
 
 

 

 

Figure 9. Comparison of Rate of Decrease from Previous Smallest 
Workgroup for SAD Algorithm Across Different Optimizations. 

 
As the workgroup size gets larger, the rate of decrease in 

execution time generally decreases, as depicted in Figure 9. 
The centralized local approach consistently decreases the rate 
of decrease until it achieves a negative rate from workgroup 
size 128 to 256 and workgroup size 256 to 512. A negative 
rate of decrease means that the execution time actually 
increased. The other approaches have a consistent rate of 
decrease between 40 and 50%, until reaching a workgroup 
size of 128. For the three approaches described previously, 
the rate of decrease is diminished but still positive when 
transitioning from workgroup sizes of 128 and above. 
Performance is expected to peak at workgroup size 128 and 
drop off as the workgroup size increases, but performance 
continues to increase. These results can be partially attributed 
to the implicit use of spatial/temporal locality of memory 
accesses stored in caches by OpenCL. The continuing 
performance gain may also be explained by the number of 
kernels queued to an SMM exceeding the number of cores 
available, leading to a queuing delay. Each SMM has 4 

instruction buffers that delegate instructions to their 
respective cores, and they are loaded with kernel instances 
each time a workgroup is executing. Larger workgroup sizes 
mean fewer workgroups, and fewer times the instruction 
buffers must be loaded. 

 
VIII. CONCLUSION 

 This paper has shown that the SAD algorithm can 
be optimized on a GPU platform through OpenCL by explicit 
programming of local memory data loading and implicit data 
caching. Code optimizations and explicit caching of global 
memory have been observed to increase performance. 
Switching from a centralized approach to a distributed 
approach to local memory loading further improves 
performance.  This work can be applied to embedded systems 
running ADAS applications where immediate distance 
calculation of objects is crucial and life-saving. With a 
maximum disparity map calculation rate of roughly 205 
frames per second on a CPU-GPU heterogeneous 
environment, this algorithm optimization will surely make a 
beneficial impact when implemented on real-time embedded 
systems in automobiles. The work can scale to GPUs with 
more cores, and to higher resolution images. The code would 
be very similar in either case. In the future, we hope to 
continue the distributed memory access optimization 
approach by parallelizing the loading in a vertical fashion for 
each workgroup, which will enable us to compute multiple 
disparity values from the same kernel. We would also like to 
port this code to an embedded platform to see if the real-time 
performance gain will carry over as suspected. 
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Abstract—This paper presents context-based information 
visualization architecture for smart augmented reality (AR) 
glasses. In order to support context-based information 
visualization, the proposed system consists of four parts: object 
recognition and tracking, context management, interaction 
management, and AR visualization. With these components, 
the proposed architecture understands nearby objects and the 
user’s situation, then composes and visualizes virtual 
information over a real environment. We implemented the 
proposed architecture on Hololens and tested it with an 
example AR scenario.  

Keywords-augmented reality; context-aware; smart glasses. 

I.  INTRODUCTION 
With recent technical advances, augmented reality has 

received a great deal of attention not only from researchers 
but also from consumers. These advances have resulted from 
both the software and hardware used to realize augmented 
reality. Global companies, such as Google and Apple have 
released their own AR software development kits (SDKs) for 
rapid AR app development that support natural feature 
tracking and recognition. Additionally, Microsoft released 
Hololens, which supports spatial tracking and mapping while 
Meta released a similar AR glass that supports a wide field 
of view and hand interaction [1][2]. With these advanced in 
AR, users have the ability to engage in a more immersive 
AR experience. More interestingly, these wearable AR 
glasses are promising for industry and daily life since these 
devices are able to more practically and intuitively assist 
workers and users with free hand interaction. 

Several studies have examined supporting context-based 
information visualization in a mobile and wearable AR 
environment. An early work, the touring machine supported 
3D visualization based on localization and interaction with a 
heavy desktop system combined with external sensors [4]-
[6]. Later research focused on more lightweight systems, 
including a system that used an AR head mounted display 
(HMD) connected to a smartphone and a wearable 
interaction device, although this combination was still 
limited to a lab study [7]. Google Glass later showed the 
possibility of mobile and wearable information visualization 
for consumers [3]. Recently, Hololens has shown more 
immersive and impressive 3D visualization by enabling 
spatial mapping and head tracking technologies [1]. While 
previous work has solved crucial problems related to 
practical AR systems for end-users, these systems have still 
been limited to using contextual information about users and 
environment.   

In this paper, we introduce context-based information 
visualization architecture for smart AR glasses. The 
proposed architecture combines context-awareness with 
wearable AR. It thus understands user's situation and detects 
nearby objects; then, it proactively visualizes with virtual 
object and information related to the objects detected. We 
implemented the proposed system on Hololens and tested it 
with a representative use case scenario.  

II. CONTEXT-BASED INFORMATION VISUALIZATION 
Our aim is to investigate context-based guidance using 

wearable AR systems that provide contextual information by 
understanding nearby objects and environments. These types 
of applications require the recognition of physical objects 
and location while also providing related information with 
end-user services. The touring machine used an external 
global positioning system (GPS) and magnetic sensors to 
determine the position and orientation of the user [4]. 
However, recent AR devices, such as Google Glass and 
Hololens have been equipped with a number of sensors such 
as a GPS, orientation sensor, touch pad, and accelerometer. 
In our work, we focus on how to architecturally combine the 
information from the sensors with augmented reality. 

In order to achieve this aim, we introduce context-based 
information visualization architecture to provide 
architectural support for intelligent visualization on smart 
AR glasses. The proposed system consists of an object 
recognition and tracking component, context management, 
interaction management, and AR visualization. Figure 1 
shows the architecture of the proposed information 
visualization system.  

 

 
Figure 1.  Context-based information visualization for smart AR glasses 

The object recognition and tracking component detects, 
identifies, and tracks physical objects from the camera image 
stream. These objects include visual markers, 2D patterns, 
and 3D objects. This component thus includes a marker 
recognition/tracking library. For 2D recognition, feature 
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detection and matching are applied to a given camera image 
while optical flow is applied to support frame-by-frame 
tracking. To deal with 3D objects, it is connected to object 
recognition server that classifies the object based on a deep 
learning model. The context management component stores 
and offers a wide range of contextual information about a 
user and his/her device and environment from sensory 
information and the object recognition component. The 
interaction management component detects and deals with 
user input and events with respect to the AR scene being 
rendered. The AR visualization component has a role in 
presenting 3D information based on the AR scene and 
contextual information. This component thus aligns the 
geometric relationship between the display screen and virtual 
scene. It then visualizes the 3D information over a real space. 

III. IMPLEMENTATION 
We implemented the proposed context-based information 

visualization system on Hololens. Hololens is a stand-alone 
AR glass platform, which contains the components required 
for AR such as head tracking, spatial mapping, gaze tracking, 
hand gesture recognition, and inertial measurement unit 
(IMU) sensors. In order to support image processing, we 
included the OpenCVForUnity library, which is a C# 
wrapper library connected to the raw OpenCV library [8]. 
We also added a camera image-grabbing library since the 
Hololens application programing interface (API) itself does 
not provide a method to retrieve the camera stream [8]. We 
then implemented maker recognition and tracking and 2D 
image recognition and tracking based on the OpenCV library 
in a Unity 3D environment. Figure 2(left) shows an example 
of marker-based visualization.    

 

  
Figure 2.  Example of maker and image recognition and tracking. 

    As seen in Figure 2(left), the proposed system detected 
and tracked a marker and the visualized a 3D object. In this 
example, the proposed system detected visual marker pattern 
from a camera image and then extracted the identification 
information. It then calculated 3d camera pose and applied it 
to Hololens camera matrix for visualizing the 3D object. We 
then also tested the 2D image-based recognition and 
tracking. As seen in Figure 2(right), the proposed system 
recognized and tracked a 2D image pattern. It first captured 
2D images and stored them in the local folder in the 
Hololens. The proposed system then loaded the images and 
matched them to the camera stream from Hololens. The 
proposed system computed geometrical transformation 
related to the image it matched when the image from the 
camera stream was found in the images loaded. The system 
then estimated the 3D camera pose and applied it to the 

Hololens camera matrix in order to visualize the 3D contents 
over the object detected.  
    Last, we evaluated the performance of the proposed 
system. As marker-based tracking is simple and produces 
real-time performance, we focused more on 2D recognition 
and tracking. We thus evaluated the performance of the 2D 
image-based recognition and tracking. For this purpose, we 
measured the time to recognize and track 2D image patterns 
and compared the Hololens performance with an Android 
smartphone and a desktop PC. Hololens has a 1 GHz CPU 
while the Android smartphone has a 2.7 GHz octal core and 
the Desktop PC has a 3.3 GHz quad core.  
 

 
Figure 3.  Time required for recognition and tracking. 

    As seen in Figure 3, Hololens took more time to recognize 
and track 2D patterns than the smartphone and the desktop 
PC. While the desktop PC’s time was 16 ms (60 fps) and the 
smartphone’s time was 25 ms (40 fps), Hololens took 46 ms. 
When we consider the camera frame rate (30 fps) of the 
Hololens, the overall time for tracking and rendering was 77 
ms (15 fps), which needs to be improved for practical use. 

IV. CONCLUSION 
This work is the first step toward supporting information 

visualization for smart AR glasses. There are still technical 
problems that need to be improved. We first would like to 
add deep learning to improve 3D object tracking and 
recognition. We would also like to improve tracking and 
recognition performance on smart AR glasses.  
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Abstract—High Level Synthesis (HLS) allows an automatic trans-
lation from high level C/C++ descriptions into Register Transfer
Level (RTL) hardware designs. HLS enables to design at a high
level of abstraction that offers one to focus on high level concepts
within less amount of design time. Once a specific data intensive
application is considered to be accelerated in hardware, its
memory access pattern must be exploited for higher performance.
Most of the time, an application suffers from a high amount of
memory access latencies. To reduce the memory access latencies,
we use widely known prefetching technique to mask the latencies.
In this paper, we enabled a data prefetching scheme specified at
the C/C++ descriptions level via VivadoTMHLS, which overlaps
double-buffered prefetching and computation.

Keywords–Prefetching; High level synthesis; Memory access
time; Off-chip memory latency; Application-specific memory hier-
archy.

I. INTRODUCTION

Modern VLSI technology allows Integrated Circuit (IC)
manufacturers to build a single IC chip consisting of billions of
transistors [1]. This advancement in VLSI technology requires
complex Computer-Aided Design (CAD) tools to place and
route billions of transistors. Advanced CAD tools must deal
with this complexity and offer an acceptable design time.
High Level Synthesis (HLS) tools allow hardware and software
designers to create Register Transfer Level (RTL) hardware ar-
chitectures from C/C++ high level descriptions [2]–[4]. In turn,
current RTL synthesizers convert RTL specifications into Field-
Programmable Gate Array (FPGA) bitstreams or IC chips.
When performance is critical for the applications, designing
application-specific hardware accelerators becomes inevitable.
FPGAs offer reconfigurability for implementing arbitrary digi-
tal circuits: one can exploit all the parallelism in the algorithm
to get more performance. FPGAs are used in many different
fields from networking to data centers. Currently, they can also
be accessed in the cloud. One can run customizable Xilinx
FPGAs in the Amazon Elastic Compute Cloud (Amazon EC2)
F1 instances [5].

When we consider a specific application that needs to be
accelerated in hardware, it is of utmost importance to consider
how the application is accessing the memory, since memory
access time limits the peak performance of many data intensive
applications. To reduce the memory access time, the mem-
ory access pattern of the application is utilized by designing

application-specific memory hierarchies. Attaching caches in
between memory and the processor, or hardware and software
prefetching helps to reduce the memory access penalties. Since
HLS generates an application-specific hardware accelerator
from a high level description, it is very important to exploit
the static memory references pattern inherent in the algorithm
to be accelerated by the HLS. For this purpose, we questioned
whether today’s HLS tools generate prefetching hardware from
C/C++ high level description. The key idea of our methodology
is to take advantage of the fixed static memory pattern which
is inherent in the algorithms, by requesting the data, which will
be referenced soon, beforehand.

The rest of the article is organized as follows: Section II
overviews the related work on caches and prefetching. Our
motivating example for prefetching via VivadoTM is given in
Section III. Design philosophy is described in Section IV. We
discuss our implementation results on a Xilinx FPGA device
in Section V and conclude in Section VI.

II. RELATED WORK

Microarchitectural optimizations have been utilized to im-
prove the on-chip cache bandwidth and hit rate for a given set of
applications in state of the art methods on FPGA memory hier-
archies. Caches exploit temporal and spatial locality by keeping
recently used data in the cache and also bringing the nearby
data into the cache, respectively. General memory hierarchies
use the locality in the memory references of the algorithms
via caches. In fact, caches eliminate several memory accesses,
however, they will not eliminate the memory latency [6]. When
a referenced data at a given address is not in the cache, a
cache requests the data from the main memory and causes the
processor to wait until the requested data arrives at the cache.
Caches are efficient ways of connecting a general purpose
processor to a memory.

In [7], the authors automatically construct a multi-cache
architecture by automating the cache sizing to achieve higher
cache bandwidth and hit rate. In contrast to [7], the method
here presented focuses on fetching data before they are used
in the execution in order to hide the memory access latency.

Prefetching is a known technique that accesses and stores
data into a temporary buffer before it is needed; it aims to
hide memory latencies. Applications having regular memory

30Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-658-3

ACCSE 2018 : The Third International Conference on Advances in Computation, Communications and Services

                            37 / 57



accesses, which are deterministically known prior to the execu-
tion, can take advantage of prefetching whereas the other appli-
cations with random memory accesses cannot utilize prefetch-
ing optimizations. Hardware-based data prefetching reduces the
processor stall time by fetching data into the local memory
before its use in the processor [6].

Recent work has used two data preloading techniques
as prefetching and access/execute decoupling for accelerator-
based systems [8]. The framework adds tags to accelerator
memory accesses so that hardware prefetching can effectively
preload data for accesses with regular patterns. On the other
hand, our work does not include any tag inclusion for memory
requests. Our technique employs the double-buffered prefetch-
ing and computation.

A software prefetch mechanism, which exploits the access
pattern of multimedia and image processing applications, by
using the DMA mode is proposed in [9] to improve the
performance and reduce the overall power consumption. In
contrast to [9], the present study focuses on high level synthesis
of an application-specific hardware architecture with a data
prefetch unit.

Automatic insertion of application-specific prefetching units
is valuable in terms of hiding memory access latencies [10].
As stated in [10], automated synthesis of prefetching units can
be enabled if the information is provided about when data is
available for prefetching and when it is used by the application.
Automatic synthesis of application-specific prefetching units,
which fetch data from off-chip memory and store it in the
on-chip caches in advance, is also proposed as a future work
in [11]. LEAP scratchpads [12] are extended to automate the
construction of application-specific memory hierarchies [11].
As emphasized by Winterstein et al. [11], “Knowledge about
access patterns will also be used to implement application-
specific prefetching and request merging”. With exploiting
access patterns that is inherent in the algorithm, application-
specific prefetching is a key to improve the performance of
memory intensive applications.

The key element of our approach is to take advantage of the
static memory access pattern at high level, which is inherent
in the algorithm, by requesting the data in advance. The
prefetching technique, which is shown by the PMM algorithm
(Algorithm 2), uses a manual fusing of two inner loops and
double-buffered prefetching, so that a few memory latencies
are eliminated.

III. MOTIVATING EXAMPLE

Our motivation relies on the fact that data that will be
referenced in the future can be prefetched into a buffer on the
chip before they are used in a computation, which is widely
known in the area as a hardware prefetching technique. We
investigate whether such a hardware prefetching technique can
be enabled at a high level of abstraction and whether the
corresponding RTL design can be generated using an HLS tool.
For our experiments, we use the VivadoTM HLS tool version
2017.4.

Let us consider matrix multiplication, since it is employed
in many different fields of study from control theory to machine

learning algorithms. Matrix multiplication involves several load
operations that can be prefetched before they are used in
the multiply and add execution unit. Matrix multiplication is
defined as

C = A× B

where A ∈ ZM×K , B ∈ ZK×N and C ∈ ZM×N . In order to
compute C, Equation 1 is used.

cij =

K∑
k=1

aikbkj (1)

where 1 ≤ i ≤M and 1 ≤ j ≤ N .

Once it is infeasible to store the entire input and output ma-
trices within on-chip memories, one should store the matrices
in main memory (which usually is outside the chip), fetch the
data into the chip, do the computation and store back the result
into the off-chip main memory.

While designing application-specific hardware, prefetching
data from memory instead of caching provides more perfor-
mance since a prefetching design avoids cache misses. Cache
misses occur once referenced data is not in the cache memory,
but, in a prefetching technique, the data is usually brought to
be near the computation so that the computation never waits
for the data.

While accessing the memory via caches, there is a miss
penalty. The miss penalty decreases the peak performance. With
perfect prefetching that masks all the memory latencies within
the application, there is no miss penalty, when compared to
matrix multiplication with caches. Caches exploit the locality
information inside consecutive memory references. Instead of
such a general solution that is provided by caches, we exploit
application-specific memory patterns and generate memory
references to data before the data is needed by computation.
We propose a prefetching mechanism that is implemented via
HLS, for a matrix multiplication operation. This prefetching
mechanism can also be applied to other application-specific
hardware designs if data reuse exists and data references are
static.

IV. METHODOLOGY

Algorithm 1 shows the pseudo code which is very close
to C/C++ description for the matrix multiplication that we
choose as a reference. Translating this C/C++ description using

Algorithm 1 RMM: Ordinary Matrix Multiplication

Input: An×n and Bn×n matrices
Output: Cn×n matrix

1. for i = 0 to n− 1 do
2. for j = 0 to n− 1 do
3. S ← 0
4. for k = 0 to n− 1 do
5. S ← S +A[j][k] ∗ B[k][i];
6. end for
7. C[j][i]← S;
8. end for
9. end for

10. return C

31Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-658-3

ACCSE 2018 : The Third International Conference on Advances in Computation, Communications and Services

                            38 / 57



VivadoTM HLS, generated hardware accelerator accesses to
the main memory through three Advanced eXtensible Interface
(AXI) interfaces for its three matrices. In main memory, three
matrix addresses are not overlapped and referenced with dif-
ferent offset values. Our RMM algorithm, which we use as a
reference, loads values of the input matrices from memory, does
the computation, stores the result back to the main memory and
continues with the next iteration. There is always a memory
latency for each reference to data; this latency is the minimum
time interval between the point in time a data is requested and
the point in time the data is used in a computation.

Algorithm 2 describes our proposed prefetched matrix
multiplication method. While one of the matrix row (column)
buffers is used for the computation, the other matrix row
(column) buffer is filled up with the next row (column) of the
matrices that will be used next. This kind of double-buffered
prefetching avoids stalls. As a result of converting the imperfect
loop nest to a perfect loop nest, the HLS tool flattens the loop
nest and saves extra cycles that would otherwise be spent when
entering or exiting the loops [13]. A perfect loop nest refers
to a nested loop where only the innermost loop has a body.
Thus, in Algorithm 2, we have three nested loops and only the
innermost loop has the body.

Algorithm 2 PMM: Prefetched Matrix Multiplication

Input: An×n and Bn×n matrices, CB and C2B refers to the
column prefetch buffers, RB and R2B refers to the row
prefetch buffers. S stands for the accumulated sum.

Output: Cn×n matrix
1. for r = 0 to n− 1 do
2. CB[r]← A[r][0]
3. RB[r]← B[0][r]
4. end for
5. for i = 0 to n− 1 do
6. for j = 0 to n− 1 do
7. for k = 0 to n− 1 do
8. if k == 0 then
9. S ← 0;

10. end if
11.

S+←((j%2 == 0) ? RB[k] : R2B[k]) ∗
((i%2 == 0) ? CB[k] : C2B[k]);

12. if j%2 == 0 then
13. R2B[k]← A[(j + 1)%n][k];
14. else
15. RB[k]← A[(j + 1)%n][k];
16. end if
17. if i%2 == 0 && k == 0 then
18. C2B[j]← B[j][i+ 1];
19. else if i%2 == 1 && k == 0 then
20. CB[j]← B[j][i+ 1];
21. end if
22. if k == (n− 1) then
23. C[j][i]← S;
24. end if
25. end for
26. end for
27. end for
28. return C

V. RESULTS

We described the RMM and PMM algorithms in C language
and generated the hardware designs using VivadoTM HLS
tool version 2017.4. We also prototyped the RMM and PMM
accelerators on the Nexys 4 Double Data Rate (DDR) FPGA
board which contains an Artix-7 FPGA and measured the actual
timings on the FPGA board. We designed a system-on-chip
(SoC) architecture (see Figure 1) to verify and measure the
latencies on FPGA.

Figure 1 illustrates the block design of the system-on-
chip used for our experiments on the FPGA. The MicroBlaze
processor is employed in this SoC to configure all the periph-
erals and measure the elapsed time of the RMM and PMM
accelerators. The design contains a timer peripheral to measure
the elapsed time and a Universal Asynchronous Receiver-
Transmitter (UART) peripheral to see the data and the values
taken from the timer. The Nexys4 DDR FPGA board contains
a Micron MT47H64M16HR-25:H DDR2 memory component
and can be accessed through a DDR controller provided by
VivadoTM design tool. We deployed this peripheral in our SoC
and accessed it through an AXI interconnect.

In order to verify whether the generated PMM hardware
does prefetching, we set up an experiment on the Nexys 4
DDR FPGA board and monitored the DDR2 slave port to
check the incoming read and write addresses and their order.
Figure 2 shows the waveform of the DDR2 S AXI signals
including s axi araddr (slave read address) and s axi awaddr
(slave write address). One can see that the first result (c00) of
the matrix product is available at the 2048th cycle, which we
marked on the Figure 2. The beginning address of the matrix
B, A and C is 0x80000000, 0x80100000 and 0x80200000,
respectively. Slave write address at this point is 0x0200000,
which is the address of c00, as exactly expected. The address
of the beginning element of the second row, a10, is 0x0100100.
As one can observe that the 0x0100100 address is being fetched
before the write operation of the first result c00. It means that
while execution stage is computing the c00 element, it starts
to prefetch the second row of one of the input matrices which
will be used in the next j iteration. Here, only one element of
the second column of the other input matix is prefecthed on
every j iteration.

Figure 3 shows the waveform of the same DDR2 signals as
in Figure 2. Now, the first result (c00) of the matrix product is
available at the 2047th cycle which we marked on the Figure 3
with a marker. Slave write address at this point is 0x0200000
which again indicates the address of c00. The address of the
beginning element of the second row, a10, is again 0x0100100.
In this case, 0x0100100 address is being referenced after the
first computation is finished. So, there is no prefetching in this
RMM design.

We take advantage of the intrinsic memory access pattern
of a specific application to decrease the total memory access
latencies by overlapping double-buffered prefetching with com-
putation. Thanks to this approach, we implemented prefetching
via the HLS tool and achieved a smaller amount of total main
memory access time as compared to an an algorithm without
prefetching, as listed in Tables I and II. A careful scheduling
technique in our prefetched matrix multiplication algorithm
also helps us to totally avoid memory access stalls. As a
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Figure 1. Block design view captured from VivadoTM Design Suite 2017.4 version. MicroBlaze is the processor where we configure and control all the
peripherals including DDR2 controller, Timer and UART.

Figure 2. A window of the timing diagram for the PMM captured from Chipscope tool of the VivadoTM design suite 2017.4. Slave port of the DDR2
component signals are captured in this diagram.

TABLE I. RESULTS OF PMM AND RMM DESIGNS ON ARTIX-7 FPGAS. THE VALUES ARE LATENCY ESTIMATES GATHERED FROM
VIVADOTM HLS 2017.4.

Design Size BRAM 18K DSP48E FF LUT
Latency
[cycles]

RMM
16

6 3 1908 2311 10497
PMM 10 3 3108 4359 4325
RMM

32
6 3 1924 2319 58369

PMM 10 3 3126 4384 33013
RMM

64
6 3 1940 2327 364545

PMM 10 3 3144 4398 262421
RMM

128
6 3 1956 2341 2506753

PMM 10 3 3162 4416 2097493
RMM

256
6 3 1972 2357 18415617

PMM 10 3 3180 4444 16777685
†All designs are targeted to 10 ns clock period.

consequence, the proposed prefetching method is achieving
higher performance thanks to the HLS tool.

Table I summarizes the utilization and performance results
taken from VivadoTM HLS 2017.4 for PMM and RMM hard-
ware designs with different matrix sizes. For instance, when we
consider 16×16 matrices for the matrix multiplication, PMM-
16 design takes 4325 cycles to complete the operation which
is better than the RMM-16 in terms of latency. Since we use
block memories (BRAM 18K) to implement four buffers in the
PMM, it requires 4 more buffers than the PMM for all sizes.
Approximately, 1.5 times more Flip-Flop (FF) and 2 times more
Lookup Table (LUT) is required in the PMM. Once application

performance is critical (which is often the case in the hardware
accelerators), prefetching provides more performance, but with
an area overhead.

Table II lists the performance estimates and the actual
hardware results in terms of cycles of PMM and RMM with
matrix size of 64. As one can see, the PMM-64 is completing
the matrix multiplication approximately 1.6 times faster than
the RMM-64. Due to the latencies in the AXI interconnect and
the DDR2 memory, actual hardware measurements are higher
than the Software (SW) estimates. The software estimates
are measured without considering the latencies caused by the
accelerator interfaces.
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Figure 3. A window of the timing diagram for the RMM captured from Chipscope tool of the VivadoTM design suite 2017.4. Slave port of the DDR2
component signals are captured in this diagram.

TABLE II. RESULTS OF PMM AND RMM DESIGNS ON ARTIX-7 FPGAS. THE VALUES ARE GATHERED FROM FPGA IMPLEMENTATION.

Design
SW Estimates HW Results

[cycles] [cycles]
RMM-64 364545 3188847
PMM-64 262421 1960804
†All designs are targeted to 10 ns clock period.

VI. CONCLUSION

HLS provides an improved design methodology because
it reduces design time and because it allows specifying an
algorithm at a high level. Design space explorations becomes
prominent and applying high level concepts without touching
the difficult low level abstraction layer is possible. Memory
bandwidth is the bottleneck that limits the performance of
many different data intensive applications. In order to decrease
the memory latencies, we enabled a prefetching mechanism
using the HLS tool and obtained results with a case study
of the matrix multiplication algorithm. The main advantage of
prefetching is that one can mask all the memory latencies if
computation is taking more time than total memory access time
and if dependences permit. If the memory access pattern of an
application is static, prefetching is an efficient way to improve
performance and can be described by VivadoTM HLS.

Note that while currently the VivadoTM HLS tool can-
not automatically add prefetching to a C algorithm as we
have accomplished in the present paper, we are not claiming
that an HLS compiler in general cannot automatically create
an application-specific hardware with prefetching from a C
algorithm. For example, a compiler technique called loop
fusion [14] applied to two loops in sequential C code at an
intermediate step of possible compiler transformations starting
from the original RMM algorithm and ending with the PMM
algorithm:

1) loop to do computation on the current row (column)
buffer

2) loop to do prefetching to fill the next row (column)
buffer

can result in a single loop where the the next row (column)
is prefetched into the next row (column) buffer while compu-
tation proceeds at the same time on the current row (column)
buffer.

However, one compiler challenge in achieving perfect
prefetching with loop fusion is to fuse loops of unequal shapes,
which is in effect used by the prefetching technique of the
present paper: consider a loop (1) to perform computations
on the current column buffer which is a doubly nested loop
(the j loop, which includes the k loop as an inner loop) and
consider a loop (2) for filling the next column buffer which
is an ordinary singly nested loop. Loops (1) and (2) must
be fused to accomplish effective prefetching. In the present
PMM algorithm a manual fusing has been done by moving an
incremental prefetching of 1/n’th of the next column of B, all
the way into the inner k loop, which is an example of fusion
of loops with unequal shapes.

Further work is needed to automatically design an
application-specific perfect prefetching mechanism through
HLS in order to fully mask memory latency time (i.e., so
that referenced data is always in the SRAM of the processor).
A worthwhile research direction is to schedule and software
pipeline a general sequential code loop nest, and to generate
parallel hardware and a memory hierarchy from the code
such that each memory operand is already in a register or
SRAM location when it is needed for computation, whenever
dependences permit [15].
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Abstract—Smart phones, tablets, and wearable devices are
equipped with Global Positioning System (GPS) sensors in or-
der to obtain devices geographical location. Many conventional
network-based applications provide the specific content and
service to users according to their locations. The correctness of
the location provided by the device’s GPS module is certainly
important to these Location-Based Service (LBS) providers. How-
ever, most service providers are unable to effectively authenticate
GPS values provided by their users. This becomes an issue
because device users can manipulate GPS values with their
desired latitude and longitude through installing the specific
firmware on their devices. For a popular LBS game like Pokemon
GO, fake GPS values bring negative impact on the system
stability and the fairness among other service users. This issue
is so called ”Fake GPS” problem. In this paper, we propose
a pure network-based detection solution for the LBS provider
who has to verify the correctness of their users’ GPS values.
Our mechanism is based on Internet Control Message Protocol
(ICMP), and is able to provide the detection precision to state/city-
level by using location-IP mappings of devices’ edge routers. As
a server side solution, our approach makes the malicious GPS
manipulators more difficult to perform the trick. According to
the implementation and experiment, the major contribution of
FGDefender is that it does have better detection precision. Its
server-side nature of deployment is competitive as well.

Keywords–Location; Fake GPS; Spoofing; Router.

I. INTRODUCTION

With the fast development of Internet and telecommunica-
tion technology, electronic devices are usually equipped with
Global Positioning System (GPS) module, giving them the
ability to perceive location of themselves. To catch up with
the trend of Internet of Things (IoT), more and more network
services rely on devices location, which forms a kind of net-
work service: Location-Based Service (LBS). Pokemon GO [1]
is a well-known example of LBS game for its heavily usage
of the GPS sensor on mobile devices. This kind of network
applications suffers from a specific data spoofing attacks. LBS

servers accept all the GPS values obtaining from user devices
by default, typically without additional mechanisms to check
whether these GPS values have been manipulated or not. Such
issue is usually referred as the Fake GPS problem. Lack of data
authentication and integrity checking not only brings doubt
about the system, but also gives chances to malicious users to
spoof the location, which is known as the Location Spoofing
Attack (LSA), to obtain illegal interests from the application.
The Mobile Network Operator (MNO) may aware of where
their subscribers are, but LBS providers still hardly acquire
GPS information from the MNO, especially while the LBS
provider is not a domestic regulated enterprise. Moreover, most
of conventional IoT-related devices can assume that physical
access, changing/reversing the firmware of the device, all re-
quire lots of effort and professional skills. Unlike conventional
IoT-based applications, LBS applications running on smart-
phones, which usually belong to user themselves, only take
relatively low effort for owners to manipulate the firmware on
their devices. Many open and online resources are provided for
smartphone owners capable of jailbreaking, rooting, flashing
new custom ROMs on their smartphones. LineageOS [2] is
a famous and easy-to-install third-party smartphone ROM for
Android. For Apple’s iPhone, those without the newest version
of iOS can also be jailbreaked easily by just one click. All these
conditions indicate that LSA can be conducted by malicious
LBS users without too much cost. These methods allow GPS
value manipulating before returning them to the LBS servers
are listed below:

Android mock location: By surfacing developer options
in Android, one can easily find the mock location option
lying on the setting menu. Emulating GPS value is a partially
build-in function in Android framework [3]. It is originally
designed for the LBS application developer whose device is
not equipped with GPS module. As a result, creating fake GPS
result is not difficult since Android OS provides such function
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for developing purpose.
Emulator: BlueStacks [4], and Genymotion [5] are well-

known Android emulators running with custom Android
ROMs. Those emulators are usually running on the desktop
PC instead of the handheld device. Therefore, the build-in GPS
module emulation is obviously necessary. Attackers who use
these emulators to run LBS applications can easily spoof the
location information by assigning desired GPS values to the
emulator’s configuration.

Xposed Framework [6]: Xposed is a framework that can
change the behavior of the system and apps without touching
any APKs. Xposed Framework is a famous tools using system
call hooking techniques in order to control the system behavior.
By replacing /system/bin/app_process in Android
framework, most the sensor-related APIs can be intercepted
and modified before returning it to the caller application. Other
data provided by other sensors is also unconvincing.

Software Define Radio (SDR): Software defined radio [7]
is a radio communication system implemented by means
of software on a personal computer or embedded system.
HackRF [8] is an open source SDR platform. Interfering GPS
signals on hardware level helps malicious users to evade most
of the software-based defense mechanisms for both Android
and iOS devices. Due to the requirement for considerably
resources and professional knowledge, few civilian cases other
than military activities of such attack were found.

In this paper, a fake GPS defender (FGDefender) is pro-
posed. It is a server-side, pure network-based LSA detect
mechanism for the LBS provider who has to verify the
correctness of their users GPS value. Most existing systems
provide IP-location lookup by querying databases containing
these IP registry data. This is static data mapping, and many
IP address owners assign this field with the owners location.
If the owner is MNO providing Internet access service across
the country, the location is obviously different between the
IP address owner and the practical user. Our mechanism
will be based on Internet Control Message Protocol (ICMP),
which is widely supported by most network equipments and
systems. In addition, most modern detection methods can
only authenticate GPS values with country-level precision.
FGDefender can effectively increase the detection precision to
state/city-level by using location-IP probings for the device’s
edge router. Because GPS values are authenticated by those
features obtained from applications server side, It makes the
GPS value manipulators (attacker) more difficult to perform the
trick. Our study of FGDefender also analyzes several situations
that may cause false positive and negative, and gives possible
improvements for each case as well. The major contribution
of FGDefender is that it has better detection precision and
lower deployment cost. Meanwhile, it still also works along
with other existing detection systems.

II. RELATED WORK

Saroiu and Wolman proposed the location proofs [9] in
2009, a simple primitive that allows mobile devices to prove
their locations to mobile applications and services. A location
proof is issued by the wireless infrastructure, such as a Wi-Fi
access point, to the device within the communication range.
The proof can be transmitted by the device to the application
that wishes to verify the location of that device. This approach

verifies user location at the client side and depends on the de-
ployment for the target infrastructure. The detailed comparison
between this approach and ours is discussed in Section VI-A.
Recent studies [10] [11] [12] deal with the fake GPS signal,
which is one of the most common issues that is researched.
Our approach aims at issues not restricted to the fake GPS
signal. We also focus on the issue that users may use tools on
the device to spoof GPS data for LBS applications.

To verify the location of a device, one potential idea is to
check its IP-location mappings. For each IP address on Inter-
net, there are databases maintaining registration data [13] [14]
listing companies or organizations who owns these IP ad-
dresses. The registration data often includes the organization
name, location, registration date, and administrators contact
information. Users can obtain country, and state/city (proba-
bly), in the location field usually. Hence, most basic detect
mechanisms to prevent LSA is to compare the location of the
IP registration data with the location that the device claims.
However, the registration data for IP address is not accurate,
especially for IP address when the device operates inside
the mobile network. As a case shown in Figure 1, a public
IP address (114.137.156.248) of a device actually locates in
Taoyuan. But, when we search the Whois database, this IP’s
location is marked as the location of the MNO’s headquarter in
Taipei. As the result, only the Country field in the registration
database is relatively convincing. Such precision is not accurate
enough for most LBS providers.

Figure 1. GeoIPtool database result for IP address 114.137.156.248

Some studies, like [15], are trying to use other sensors on
the mobile devices to detect LSA. Devices with same moving
path can represent similar pattern on gyroscope, accelerom-
eter, magnetometer or other sensors. When it comes to such
detection mechanisms, problems will occur: First, acquiring
more sensors’ information on the mobile device indicates more
permissions required for accessing these sensors. In addition,
since the GPS sensor can be manipulated by some system
call hooking techniques provided by Xposed Framework, it
means that values from other sensors can also be contaminated
by the same skill. Due to the attackers ownership of the
mobile device, our detection mechanism will not depend on
any information provided by devices.

Another LSA detection [16] is trying to use devices that
are adjacent to the target device. The main idea is that two

37Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-658-3

ACCSE 2018 : The Third International Conference on Advances in Computation, Communications and Services

                            44 / 57



adjacent devices must be able to communicate with or detect
some signals from the other if these two devices are close
enough geographically. This can be done by making use of
the random service set identifier on portal Wi-Fi hotspot, or
the ability to communicate with other hosts under the same
Network Address Translation (NAT) by a random private IP.
Although turning on Wi-Fi hotspot on mobile devices can be
achieved programmatically, it causes current network to be
disconnected. Due to the fact that Wi-Fi can be functioned
either on STA mode or AP mode, it means that users who
are chosen to turn on the hotspots, are able to connect to
Internet through Wi-Fi before the other devices find it. We
believe that it results in lots of inconvenience to those affected
users. Another disadvantages is that it is restricted by the Wi-
Fi transmission range (which is often 10-50m with normal
antenna). We have tried to use the Carrier-grade Network
Address Translation (CGNAT) to identify whether two devices
connect the same base station or the same CGNAT. Instead
of using normal NAT established by Wi-Fi hotspots, we tried
to apply the same method on telecommunication networks to
eliminate these disadvantages. In the end, it came to a failure
that most MNOs may not allow packets forwarded to a private
IP address, even these packets are from the same base station.

III. SYSTEM DESIGN

FGDefender aims at effectively increasing the detection
precision to state/city-level, and providing a server-side, pure
network solution to LBS provider. As mentioned in Section I,
traditional IP location database systems cannot guarantee the
location precision which often assigned by the IP address
owner in the registry. The original main idea of FGDefender
is to verify whether the location of the user’s IP address
identical to the location which the user delivers to LBS
application. Since the static mapping is not real time and
precise, ICMP-based probing technology may satisfy the needs
of FGDefender. Since mobile devices do not directly connect
to Internet, they often do so by their MNO 3G/4G mobile
networks or WiFi hotspots. This is the reason why the corre-
lation between the edge router’s IP and its location is focused
in this study. Since the correctness of an edge router location is
difficult to achieve, we use other claimed locations provided by
nearby LBS users using this edge router. This design is based
on an important assumption that most users are believed to be
benign.

As a pure network solution, the main obstacle may be
proxies on Internet. Both Virtual Private Network (VPN) and
proxy cache service leave us a great number of unknown
information behind the front server, and cause inaccuracy to
our system. Hence, we verify and exclude known proxy service
users from our system first. The reason is that users with the
qualified network seldom to use LBS application through VPN
service, since VPN cause obvious latency and inconvenience.
Some LBS applications prevent users from using VPN or other
network proxy service in their application agreements because
of the service regional restriction. As a result, we consider
such pre-condition of proxy service is acceptable.

The next step is to examine the edge router. As shown
in Figure 2, it is unlikely that a device, using “Router A”
(denote as RA in following) as its edge router, has the location
obviously far from the area where RA is responsible for.
Suppose that there are other normal users using the same LBS

application, and we can get some of them who also use RA

as their edge router (shown in Figure 2 as green dots). By
clustering location data of those other RA users, the possible
location of RA can be inferred. We defined it as “responsible
area” of RA. Hence, among those devices with an edge router,
the device who is obviously far away from others can be the
possible LSA device we are looking for.

Figure 2. The responsible area of an edge router

When we focus on the result of one edge router, the
possible result may be similar to Figure 3 (a). There is an
obvious crowd and the attacker resides far away from others.
The only way that the attacker can evade our mechanism is to
purchase a lot more device or register lots of accounts for the
LBS application, as shown in Figure 3 (b).

IV. SYSTEM IMPLEMENTATION

FGDefender contains two major components. Each compo-
nent runs a phase, as shown in Figure 4. The first component
runs VPN detection phase, and the second component runs the
database phase for maintaining edge router locations.

Phase 1: In the first phase, we verify if service user is
connecting through a VPN or proxy server. Apart from black-
listing some common VPN/proxy service, we use WITCH [17]
or getIPIntel [18], both of them are open web services to help
us detect and exclude the VPN/proxy users. Those web-based
VPN/Proxy detection service basically check packets MTU
with the help of a important principle: A normal MTU is 1,500
bytes, which can deliver 1460 bytes payload in one packet.
VPN user was not able to transmit such a long data in one
packet due to the extra header used by VPN delivering.

Phase 2: For each LBS application user, we perform
reverse traceroute [19] to find out which edge router they are
using. We built a database. The routers IP address is used as
the key denoting which edge router we discover, and store
the claimed location for each user. We record three closest
routers from client to prevent the case that attackers control
the network of the first router (edge router).

(a) (b)

Figure 3. The way for attacker to defeat Fake GPS defender
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Figure 4. Fake GPS Defender system

For data analyzing, we try to find out outliers [20] from
all users who have the same edge router. Using the mean
value of longitude and latitude (gravity) as the reference point,
we first calculate the distance between reference point and
each users position. Second, after sorting all the distance,
we can now obtain upper quartile (Q3), lower quartile (Q1)
and interquartile range (IQR) of those collected data. Outliers
(denote as x) in Tukey’s range test [21] are often defined as:

x > Q3 + 3IQR

x < Q1 − 3IQR

Note that three times of IQR is usually called major
outliers, which is a restriction in Statistics. As a result, we use
this method to find out majority of outliers. For FGDefender,
outliers are suspicious LSA attackers. Once FGDefender finds
suspicious outliers, it removes the outliers data to prevent large
amount of data coming from attackers.

V. EVALUATION

In this section, we describe how we deploy and evaluate
FGDefender. This experiment is to prove that users who
change their location significantly, often result in changing to
different edge router to connect to Internet.

A. Environment
In the experiment, we use two smartphones: Sony Xpe-

ria Arc S running on Android 4.0.2, and Sony Xperia X
Performance running on Android 7.1.1 respectively, and a
SIM which provides Internet accessibility from mobile net-
work of Chunghwa Telecom, to gather GPS location and the
corresponding network characteristics at a specific location.
The detailed technical specifications of experiment are shown
in Table I. We also build a server as the database in our
laboratory, with one core CPU, 1GB RAM and 20GB hard disk
divided from our VMware ESXi (Elastic Sky X integrated)
workstation in our campus network.

B. Experiments
We developed and installed an app on both experimental

smartphones. This app regularly switch the flight mode on
and off, and then report genuine GPS values to our database
server. We carried these smartphones to many different cities

TABLE I. EXPERIMENT MOBILE PHONES TECHNICAL
SPECIFICATION

Model
name Xperia Arc S (LT15i) Xperia X performace

(F8132)
Android
Version Android 4.0.2 Android 7.1.1

Network
tech. HSPA+ LTE-A

Processor Qualcomm MSM8255T
Snapdragon S2

Qualcomm MSM8996
Snapdragon 820

RAM 512 MB RAM 3 GB RAM

in Taiwan. Once the server gets the reported data, it performed
traceroute process to the smartphones IP addresses. We per-
formed test on both computer networks and mobile networks,
and examine the feasibility and accuracy of FGDefender.

C. Results
On the trip from Taipei to Taichung covering cities of

Taipei, New Taipei, Taoyuan, Hsinchu, Miaoli, and Taichung,
we collected 63 mobile network IP addresses under the 3G
mobile network, which derives six edge routers. The result
shows that we can obviously separate the northern Taiwan,
which includes cities listed above, into two sub-areas, using
these corresponding edge routers as shown in Table II

TABLE II. EDGE ROUTER RESULTS IN 3G MOBILE NETWORK

Place Edge Router
Taipei-Hsinchu 210.65.126.161

210.65.126.209
Hsinchu-Taichung 210.65.126.193

210.65.126.185
220.128.24.237
220.128.25.169

In the 4G mobile network, we increase the GPS report
frequency to making the experiment result more accurately
because of the faster transmission data rate. As shown in
Figure 5, there is obviously a strong correlation between the
location of the users and edge routers they connect to. We col-
lected 303 mobile network IP addresses, which also derives six
edge routers. We then separate the northern Taiwan, including
cities listed above, into three sub-areas, using corresponding
edge routers as shown in Table III.

TABLE III. EDGE ROUTER RESULTS IN 4G MOBILE NETWORK

Place Edge Router
Taipei 210.65.126.165

210.65.126.161
Taoyuan-Hsinchu 210.65.126.213

210.65.126.209
Hsinchu-Taichung 210.65.126.185

210.65.126.189

The reason causing the difference of reasonability area
deployment between 3G and 4G mobile network is that there
are fewer people using 3G mobile network than 4G mobile
network. For the result of multiple reasonability areas, it must
exist a boundary between two adjacent areas. As we performed
in our experiments (Figure 7 and Figure 8), when the user
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Figure 5. Edge router used in different positions in mobile network

Figure 6. Mapping Figure 5 on Google Map

moves from Taipei to Taichung through the highway, the
location that the edge router changes is in Sanxia Distinct.
It denotes that the user who stays at the location marked in
Figure 7 (a) are using 210.65.126.165 or 210.65.126.161 as
the edge router to connect to Internet. The user stays at the
location marked in Figure 7 (b) are using 210.65.126.213 or
210.65.126.209 instead. The changing point between Taoyuan-
Hsinchu responsible areas and Hsinchu-Taichung responsi-
ble area fall in the Zhunan Township. It similarly means
that users stay in Figure 8 (b) are using 210.65.126.185 or
210.65.126.189 as the edge router to connect to Internet. When
devices handover to the base station (or eNB in LTE 4G
networks), which belongs to another responsible area near
the changing point, it results in an edge router switching. As
a result, when mapping Figure 5 with a map as shown in
Figure 6, we can finally figure out how MNO manage their IP
address in the mobile network.

Due to the definition of outliers, the radius of the acceptable
area we discover is Q3 + 3IQR. It is often much larger
than responsible area that the edge router actually manages.
Therefore, for the case that client moving cross the boundary,
he will locate in the overlapping region between two adjacent
responsible areas, and cause little impact to our mechanism.

VI. DISCUSSION

In this section, we focus on the accuracy, and potential
enhancement if a larger responsible area is encountered. For

(a) (b)

Figure 7. Edge router switches from Taipei to Taoyuan

(a) (b)

Figure 8. Edge router switches from Taoyuan to Taichung

false negative cases, we specifically discuss this situation and
the problems attackers need to deal with for this case. The
accuracy of FGDefender depends hardly on the precision
we can detect VPN or proxy users, the information of the
users edge router we can discover, and the MNOs router
and IP addresses management. If FGDefender fails to detect
VPN/proxy users, those LSA users will not be detected when
they connect through the proxy service. However, FGDefender
forces the attacker not to spoof their location with a large
distance from the position where the VPN/proxy server locates.
Although the attacker successfully evades the VPN detection,
they may still be detected once its spoofed location is out of
the responsible area where its VPNs router should be. In other
words, the attacker who wants to spoof their location must
find an undetectable proxy server residing near that spoofed
location first before performing fake GPS.

Another situation which might cause false negative case
is that when we obtain a much larger responsible area of
the mobile network router. Not all MNOs allocate different
edge routers for different cities. If only very few sets of edge
routers are used for the entire country, it means that there are
very few responsible areas. Attackers can successfully spoof
the location within cities in the same and large responsible
area. Our later discussion of RTT Detection Enhancement
is designed to deal with such issue. Attackers using mobile
network should present a RTT value in a reasonable range
according to other nearby normal users. Since the RTT value
may dramatically change, the attacker who wants to evade
the detection must emulate a reasonable RTT value for each
spoofed location. Such enhancement can bring lots of effort
and cost for attackers, and will be implemented in the future.

A. Comparison
The location proof, an approach mentioned in the section

II, also provides location verification for LBS application.
Compared to FGDefender, there are at least two major dif-
ferences. The first one is that the location proof is a client-
side approach, which means obtaining the trustable location
data is done on the device. FGDefender does not use this
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design because users can easily modify their device firmware,
and making the location data untrusted today. The second
difference is that the location proof required deployment to
the infrastructure. FGDefender is a pure server-side approach,
and no modification to infrastructure is required. FGDefender
can be deployed with much lower cost than location proofs.

B. Limitation
ICMP-based approaches suffer from an obvious limitation

that most network routers may discard ICMP packets due to
security and performance reason. In our prototype system, only
ICMP packet is used. More types of probing packets, such as
UDP packets, can be used to mitigate this issue for future
implementations.

C. Misc
Since the location of the user is considered as a part of

privacy, there may be some solutions aiming at providing
users functionalities of location privacy protection. In other
words, users can decided whether to provide their location
to others explicitly. As a server-side location verification
solution, like FGDefender, it cannot verify the correctness of
the location when users refuse to provide their actual location.
But, such location privacy-preserving solutions are designed
for stopping unauthorized data transmitted to unauthorized
service providers, not for crafting fake locations to them.
When users refuse to provide their location for a FGDefender-
protected LBS, such identification performed by FGDefender
will not be taking place. If the user provides the location,
the identification should be conducted. The LBS administrator
can receive a report explicitly listing no-location users and
fake location users. The connection between the client and the
server may suffer from Man-In-The-Middle (MITM) attack
if the connection is not well-secured. This is the channel
authentication issue, and is not the focus of this study. Most
mobile devices support Assisted-GPS (AGPS) to enhance the
location precision. According to our survey, there seems to be
correlation between the IP addresses of edge routers and device
location data from AGPS module. Such correlation is similar
to the case of device GPS data, so that we do not distinguished
GPS and AGPS data in this study. The device may sometimes
obtain GPS location with errors, and causing problems for
LBS application. However, most of such errors do not cause
problems for FGDefender because FGDefender, which works
based on the location of edge routers in the responsible area,
can tolerate most margins of error generated by the imprecise
GPS location.

VII. CONCLUSION AND FUTURE WORK

In this paper, we proposed FGDefender, which is a server-
side and network-based method to detect LSA users. We
probe the IP address of user’s edge router and its inferred
location, which can be obtained from the application’s server
side, to authenticate whether the claimed location by the user
is reasonable. As a pure network-based solution, the major
contribution of FGDefender is that it has better detection
precision and lower deployment cost. It also brings inevitable
costs for LSA users. The experiment shows that the accuracy
of FGDefender depends on the MNO’s network configurations.
More mobile network operators, as well as more locations, are
planned to be included in the future.
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Abstract— As interest in cardiovascular disease increases, 
there is significant development in real-time healthcare 
services and devices. This paper suggests a machine learning-
based arrhythmia diagnosis algorithm for mobile healthcare 
systems linked to a wearable electrocardiogram measurement 
device. The system monitors electrocardiograms in real time 
and distinguishes among arrhythmia, normal, and noise 
signals. By regular monitoring using a mobile healthcare 
system linked to a wearable bio-signal measurement device, 
users can minimize the risk of chronic disease and maintain a 
healthy standard of living. In this paper, an arrhythmia 
diagnosis algorithm is suggested, realized, and evaluated based 
on bio-signals collected from a watch-type electrocardiogram 
device. In the process, the efficacy of the algorithm is 
established 

Keywords- Arrhythmia; Atrial fibrillation; Machine 
Learning. 

I. INTRODUCTION

The U-health care technology has allowed health 
management that used to be performed in a hospital to 
become a daily standard of care. This concept has been 
actively developed along with the dissemination of smart 
devices. In particular, U-health care devices that assist in the 
prevention of chronic diseases, such as obesity, diabetes 
mellitus, and cardiovascular diseases are in active 
development.  

The risk of incidence of cardiovascular diseases demands 
the need for regular monitoring of electrocardiograms 
(ECGs), especially for those individuals who have medical 
history require continuous management regardless of time 
and place. U healthcare is the newest collection of digital-
convergence that combined Information Technology (IT) 
and Biology Technology (BT) to provide remote services of 
health and medical care without any limitations of time or 
place. As real-time electrocardiogram signal processing and 
classification technologies are realized, early diagnosis of 
cardiovascular diseases that required real-time monitoring 
became possible, which is a great achievement [1]-[3].  

The electrocardiogram signals are electric waves that are 
generated by a sequence of depolarization and repolarization 
of the atria and ventricles, which form repetitive periodic 
curves. These signals can express various abnormalities of 
the heart, and each condition exhibits characteristic 
waveforms. In this paper, a low-layer deep learning 
algorithm that distinguishes Atrial fibrillation(A-fib), Sinus 

rhythm, and noise is designed, realized and evaluated, based 
on data collected from watch-type electrocardiogram 
devices. 

II. RELATED WORK

In this section, we describe existed machine learning 
platform and machine learning algorithm 

A. Machine learning platform 

In November 2015, Google released its open-source 
library TensorFlow that was developed for its vital 
technology of machine learning. Source code and API are 
open sources built on top of TensorFlow, which can be 
accessible under the Apache License 2.0 [4].  

Anyone with Apache License 2.0 can create new 
software and transfer its copyright by utilizing the 
TensorFlow software. In addition, the software developed by 
utilizing TensorFlow can be used for commercialization 
purpose.  

The engine built for TensorFlow is significantly flexible 
and can be executed on a CPU that is computer-sourced, thus 
enabling data analysis and GPU. In addition, it utilizes a 
multi-core processor of a desktop PC, such as dual-core or 
quad-core. It is accessible in a server environment that is 
built by virtualization technology or thousands of big data 
sensors [5]. 

TensorFlow works on both a PC architecture, as well as 
on mobile devices. Google reported that the relative API of 
this algorithm uses the same code regardless of the device. 
TensorFlow can be utilized with Python, which is often used 
in C++ and machine learning. However, there are several 
limitations of the algorithm. Firstly, it does not facilitate 
Cloud service [6]. Google has combined TensorFlow with 
various services and applied machine learning methods, but 
there are still some systems that cannot utilize this package. 
For devices that do not support TensorFlow, their systems 
should be independently developed. Secondly, Google does 
not provide any guideline regarding TensorFlow or any data 
to utilize using the algorithm, except the frame that can 
analyze data. Creation and application of modes are thus 
realized by individual programmers. TensorFlow is a 
computing library that realizes an artificial neural network of 
data through data flow graphs. The data flow graphs consist 
of nodes and edges. Nodes calculate the output and edges 
express the relation between the input and output of the 
nodes. The values calculated from a node are transferred to a 

42Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-658-3

ACCSE 2018 : The Third International Conference on Advances in Computation, Communications and Services

                            49 / 57



multidimensional arrange through an edge, while nodes read 
the values from the multidimensional arrange and calculate 
them in parallel [7]. 

B. Machine learning algorithm 

Convolution is an operation that is used to extract a 
feature of interest in a given image using certain filters. s(t) 
is referred to as a feature map of data xx. Prior to the 
introduction of deep learning, in order to process an image 
as an input in other machine learning frameworks, a filter 
was chosen, preprocessing was performed which involved 
the convolution of an image with the chosen filter to 
produce a proper feature map. Then, this result was used as 
an input to the machine learning framework. This feature 
engineering process significantly impacted overall 
performance. Since the choice of filters or the number of 
filters used are part of the feature engineering process and 
not a theoretical construct, this area was not viewed as an 
interesting area in machine learning [8]. 

The critical idea of Convolution Neural Network (CNN) 
is to create a model that learns the best convolution filter 
that can extract the best feature map, and effectively 
performs preprocessing, since processing significantly 
affects overall performance. Therefore, there are three key 
ideas in CNN to realize the best filter with minimum 
complexity and include; sparse interactions (or sparse 
weight), parameter sharing (or dense weight), and 
equivariant representations. In other words, CNN connects 
every layer but only partially, which is described as the 
sparse weight. These weights are considered different 
random variables and updated respectively, while a certain 
weight group shares parameter to balance the weight value 
(parameter sharing). Then, based on this idea, a new model 
that is going to learn representation equivariant to transform 
such a shift is constructed [9]. 

s1 s3s2 s4 s5

x1 x3x2 x4 x5

s1 s3s2 s4 s5

x1 x3x2 x4 x5

Figure 1. edges and input nodes influence output s3 

Figure 1 illustrates the edges that influence the same 
output s3 and input nodes. The left diagram shows that not 
every connection is available and only inputs x2, x3, x4 that 
influence s3. However, in the right diagram, there is a 
difference of model parameters in available connection and 
every input influences s3 [10]. 

However, in the right diagram, there is a difference of 
model parameters in available connection and every input 
influences s3. 

To process the real image data, the left model works 
better because only part of information of the image is 
needed to decide a certain feature. Equivalent 
representations mean that the changing method of output 
along with changes of the input becomes equivariant when 
sparse weight and tied weight are effectively arranged in a 
certain form. For example, if function f is equivariant to 
function g, this can be expressed as f(g(x)) = g(f(x)). For 
image processing, g means a random value of a linear 
transform. This represents the transform of an image such as 
shifting, rotation and scaling. The image can still be 
recognized if it is rotated, moved, or scaled, but a computer 
cannot identify this same image since the transform results 
in changes to individual pixel values. If we could create a 
network f that makes an equivariant representation to a 
certain transform g, this network could have a fixed 
representation as the input regardless of its shift or rotation. 
Previously, shared parameters were set to process the same 
filter for each patch. If the image was shifted, then feature 
map is not distorted but shifted along with the image [10]. 

Figure 2. Construction map of Convolutional Neural Network (CNN)[11]

However, every image might need more than one filter. 
The previous convolution layer expresses only one 
convolution filter, but several convolution filters might be 
needed to concatenate and create a feature map. Therefore, 
the CNN model is in the form of several convolution layers 
that are combined as subsequently indicated. For reference, 
each layer or filter is officially called a kernel, and the set of 
kernels are called one layer [12]. 

III. DESIGN OF PREPROCESSING AND
ARRHYTHMIA ALGORITHM 

In this section, we describe suggested ECG data format 
and deep learning network structure 

A. Preprocessing 

The data used in this research were collected from watch-
type wearable devices of HUINNO Co. To use ECG data set 
stored as time series form in a CNN algorithm, the ECG data 
stored every 15 min (900 s) were set as 10 s unit of sampling 
form. The frequency of the watch-type ECG sampling is 300 
Hz. 
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Figure 3. Re-sampling structure with existing ECG data format adjusted 
to DL engine 

Figure 4. HUINNO SINUS ECG, A.Fib ECG, Noise ECG data sample for 
HUINNO. 

B. Design of arrhythmia algorithm 

The neural network comprises seven layers: five 
convolutional layers and two fully connected layers. On 
every convolutional layer, batch normalization and max-
pooling are executed. The first convolutional layer is set 
with 48 filters and 11 kernels while the second one consists 
of 128 filters and 5 kernels. 

x 5

Input

Conv

BN

Max Pool

Dense

Dense

SoftMax

Figure 5. Suggested deep learning network structure 

TABLE I. THE NUMBER OF SINUS, A-FIB, NOISE DATA
CREATED THROUGH PREPROCESSING 

Sinus A-fib Noise Total 

Number of 

data set 
130,496 22,390 18,720 171,606 

The first convolutional layer is set with 48 filters and 11 
kernels while the second one consists of 128 filters and 5 
kernels. The third one contains 192 filters and 3 kernels, the 
fourth one has 192 filters and 3 kernels, while the last one 
consists of 128 filters and 3 kernels The Max polling layer 
moves in between 3 kernels and 2 strides to collect the 
maximum values in every layer. The two final fully 
connected layer comprises of 2048 filters. As previously 
explained, the configuration of each layer is described in 
Table 2. 

TABLE II. THE CONFIGURATION OF EACH LAYER 

Layer Output Shape Param# 

Conv1 (2997, 48) 576 
Pooling1 (1498, 48) - 

Conv2 (1494, 128) 30,848 
Pooling2 (746, 128) - 

Conv3 (744, 192) 73,920 
Pooling3 (371, 192) - 

Conv4 (369, 192) 110,784 
Pooling4 (184, 192) - 

Conv5 (182, 128) 73,856 
Pooling5 (90, 128) - 

Flatten (11, 520) - 
Dense6 (2048) 23,595,008 
Dense7 (2048) 4,196,352 
Dense8 (3) 6,147 

IV. PERFORMANCE EVALUATION
ENVIRONMENT AND ANALYSIS 

In the overall data, the number of data classified into 
Noise was the smallest. Therefore, the algorithm was created 
with these 15,000 Noise data, and the rate of Sinus and the 
A-Fib dataset was adjusted to that of the noise data.  

Figure 6 shows the confusion matrix of the sinus, A-fib, 
noise of the suggested model. It is important to apply the 
algorithm in a remote medical area to determine the accuracy 
of the approach in determining the A-fib signal as A-fib. In 
3000 test sets, this algorithm identified A-fib signals with 
100% accuracy, noise at 82.4%, and sinus at 39.4%. Only 
three classes were expressed using a simple algorithm to 
increase efficiency. 
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TABLE III. TRAINING, VALIDATION, TEST DATA CONDITION 

Group Sinus A.Fib Noise 

Training
A 

group

9,000 9,000 9,000

Validation 3,000 3,000 3,000

Test
B 

group
3,000 3,000 3,000

Total - 15,000 15,000 15,000

Figure 6. Confusion matrix for the model predictions on the test set. 

V. CONCLUSION 

In this paper, we designed and realized a deep learning 
algorithm in a mobile healthcare system for real-time 
processing of electrocardiogram data. A simple deep 
learning network was designed with Sinus, A-fib, and noise. 

Then, the collected information from watch-type 
electrocardiogram device was learned, evaluated and tested. 
The result showed a high accuracy for A-fib signal detection, 
which could be applied to a remote medical system. There 
are approximately 12 signals, which indicate an abnormality 
in the functioning of the heart. Based on our findings, a deep 
learning algorithm to detect these signals could be designed 
and developed and its accuracy may be improved through 
further research. 
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Abstract—This paper describes an inference engine used in
a system and semantic representation for the system which
automatically adjusts the positions of vehicle parts based on rules.
The inference engine has rules stored in a knowledge base, which
describe the relation between the position of the vehicle part and
the driver’s body size. The inference engine receives the driver’s
body sizes in real time, and finds a rule associated with the
input values by matching a pattern between them. According to
the value defined in the rule, the position of the vehicle part
is changed automatically. This rule is automatically modified by
learning the relation between the driver’s preferred position and
body size. The number of selected rules and reasoning time are
selected as performance indicators of the inference engine. Also,
an ontology is designed to share the development results with
others. Automated vehicle parts control system can be used as a
method that improves the driver’s satisfaction by automatically
recommending the driver’s preferred position in an environment
where many unknown people use the same vehicle like a shared
car or a rental car.

Keywords–Vehicle Part Control; Rule; Inference; Ontology.

I. INTRODUCTION

The future worlds we have seen in science fiction movies
are becoming a reality one by one. The Internet of Things
(IoT) is making these changes possible. The IoT has launched
many smart IoT products and services, making our lives and
work easier and more efficient [1]. One of these products is
a connected car that has the ability to connect to the Internet.
Internet access allows the vehicle to share various data with
other devices within the car, as well as devices and services
outside the car including other cars or infrastructure. The grow-
ing use of connected cars enables a lot of new applications.
These applications can be divided into two groups: individual
vehicle applications and cooperative applications. Individual
vehicle applications are services and contents used in a vehicle
to improve the efficiency of vehicle use. They are a navigation
to guide a path to a destination, a gas station finder in an area, a
vehicle condition or fault diagnosis service, and so on. Cooper-
ative applications are provided by connecting between vehicles
or infrastructure. They are a collision warning, intersection
movement assistance, a blind spot or lane changing warning,
left turn assistance, and so on. Also, those applications can
be divided into several categories: navigation, infotainment,
safety, diagnostics, and payments. Figure 1 shows the shipment
trend of connected cars. The connected car shipment was 6.98
million in 2017 and is estimated to reach 23.87 million by
2022, at a CAGR of 27.9% for the forecasted period [2]. We
can see that the connected car shipments will grow continually.

Car sharing is another change occurred in the automotive
industry. It is a short-term car rental service positioned between

a privately-owned car and public transportation. It intends
to enhance traffic efficiency, change existing traffic behavior,
improve social problem caused by vehicles, and reduce the
negative environmental impacts. By the service, the paradigm
for automobiles is shifting from ownership to sharing. The
car sharing is quickly increasing in the world. Therefore, it is
necessary to develop a connected car service which is suitable
for car sharing.

Several automakers provide a memory car seat which
allows a driver to save its positions for later recall. As the
driver of a car is restricted to the owner or his/her family
of the car, it is sufficient that the positions of the car seat
are automatically set to previously stored positions, which the
driver adjusted before. However, in a car sharing service, it
is impossible to automatically recommend the preferred seat
position to individual driver because an unspecified driver
drives the car. Therefore, there is a need for a method for
automatically recommending the position of a vehicle indoor
component to unknown drivers.

In this paper, we explain how to automatically adjust
the position of vehicle parts (e.g., seat and mirrors) to meet
the needs of a driver who uses a car sharing service. An
inference engine, rules, and driver’s body dimensions are used
to recommend the location of the interior parts of a vehicle to
the driver, which the driver is satisfied. If the driver does not
accept the recommended positions and adjust new positions,
then the new positions and the body dimensions are inserted
into a learning engine. The learning engine generates new
rules, which accept the new positions.

The rest of this paper is structured as follows. Section
II describes the system architecture. Section III introduces
the performance of the inference engine used in the system.
Section IV introduces the semantic representation for sharing
the system with others. Finally, Section V concludes this paper.

Figure 1. Forecast of connected car shipments (Source: ABI research).
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TABLE I. BODY DIMENSIONS AND VEHOCEL PARTS.

II. SYSTEM ARCHITECTURE

A Vehicle Part Position Control System (VPPCS) discussed
in this paper consists of an inference engine, rules, a learning
engine sensors, and actuators. The inference engine deduces
new information by applying logical rules to the knowledge
base. The inputs of this engine are rules and body sizes of a
driver. The inference engine finds the position of the vehicle
part that best suits the driver by pattern matching the driver’s
body dimensions and rules in real time. The rules describe
the relation between body dimensions and positions of vehicle
parts. Individual rule stores an initial value that can adjust
the position of each vehicle part according to the driver’s
body size, and the initial value is changed to the optimal
value by learning. The learning engine selects and extracts new
information from the stored data consisted of body dimensions
and positions of vehicle parts. This engine also generates new
rules accepting the new information. If a driver adjusts the
positions of vehicle parts which are recommended by the
inference engine, the learning engine receives the body sizes
and the preferred positions of the driver as inputs and executes
the learning, and generates new rules. The sensors measure
the body sizes (e.g., height) of a driver. The actuators adjust
the positions of vehicle parts. The overall system structure is
shown in Figure 2, and the body dimensions and position of
the vehicle components to be processed in the rule are shown
in Table I.

III. INFERENCE ENGINE

In order to apply the VPPCS to a real vehicle, the rule-
based reasoner must be able to infer consequences from a set
of rules and body sizes in real time. For example, the actuators
adjust the position of the drivers seat as soon as the drive
is seated. To do this, the reasoner must infer the position of
the drivers seat before the driver is seated. In this section,
we propose a method to measure the reasoning speed of the
inferences engine and to visualize the inferred results.

We use Drools as an inference engine to search for rules
controlling vehicle components. Drools is an inference based

Figure 2. Components of VPPCS.

rule processing engine that uses the Rete algorithm to infer
conclusions. The Drools rule consists of a condition and an
action, which will be executed if the given condition is true.
An example of defined rules is shown in Figure 3.

The advantages of the rule processing engine are as follows
[3][4].

• Focus on “what to do” rather than “how to do”
• It is easy to manage and change logics by separating

data and logics
• Centralization of knowledge
• It is easy to explain the process which the conclusion

is derived

The scenario for applying the VPPCS to an actual vehicle
is as follows:

• a driver is close to a vehicle,
• the sensors measure the body size of the driver,
• inferring the positions of the vehicle parts,
• the driver is seated,
• adjusting the position of the vehicle parts,
• the driver adjusts the positions of the vehicle parts if

the adjusted positions are inconvenient,
• storing the body sizes and the positions modified by

the driver,
• learning using the driver’s body sizes and the revised

positions,
• producing the new rules reflected the learning results

Therefore, the positions of the vehicle parts deduced by
the reasoner must be generated before the driver is seated.
In order to measure the reasoning speed of the reasoner, we
developed four components. They are a body size emulator
that generates a user’s body sizes, a set of rules to be used for
inference, a rule-based reasoner, and a visualizer to display
the reasoning results. In this simulation, 1,122 generated rules
are used. The number of conditions included in each rule is
ranged from one to four. The target vehicle parts and items
of each part are shown in Table I. The range of body sizes
used for the initial generation of the rules was the result of
the physical examination of the new soldier recruits and the
Korean standard body size table published by the Ministry
of Commerce, Industry and Energy. The body size emulator
randomly generates the height, sitting height, arm length, and
leg length. The visualizer displays the number of rules matched
with the generated body sizes and rule processing time. As four
body sizes are created at one time and each rule contains under
four conditions, the number of rules that match the generated

Figure 3. Example of position control rules.
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values may be four or more. The visualization tool is shown
in Figure 4.

The rule-based reasoner is operated in Raspberry PI 2
which is an embedded computer to be used in a real vehicle. In
Figure 4, the upper part shows the running time and the lower
part shows the session data. The average processing time is
52ms which is shorter than the initial goal, 100ms. The session
data includes the identifier of a session, the number of facts,
and the number of fired rules.

Figure 5 shows the evaluation environment. We use five
types of devices: a camera, a LiDAR sensor, a pressure sensor,
actuators, and a Raspberry PI 2. The camera is used to measure
a driver’s height, the LiDAR sensor measures the distance
between a person and the car, the pressure sensor checks
whether a driver is seated or not, the actuators control the
positions of the seat, and the Raspberry PI is used as a platform
which runs the reasoner and the learner. If someone is closer
than a given value, the camera takes a picture of the person
and extracts his/her height. The height is sent to the reasoner,
and the reasoner finds a suitable rule associated with it. The
reasoner sends the positions in the found rule to the actuators.
Then, the actuators change the vertical position, the horizontal
position, and the backrest position of the driver’s seat.

IV. SEMANTIC REPRESENTATION

As this work described in this paper is a part of an open
source project, we will release all results developed in the
project. The subjects which will be opened are divided into
two groups. One is the source code and the other is the system
architecture. The source code will be released onto GitHub
or a web site and the architecture will be released as an
ontology to improve understanding and sharing. Especially, we
want to share the control rules with others connected to the
Internet. If they exist on the Internet, we want to download
them that someone has published. We will revise those to fit
our environment and then publish them to the Internet again.
If the rules do not exist, we will publish the rules created
in our environment to the Internet. Although the automotive
ontology was published [5], it does not contain the vehicle part

Figure 4. Results of simulation.

Figure 5. Evaluation environment.

Figure 6. Car part control ontology.

position control. We define a domain ontology related to the
vehicle part control. Figure 6 shows the ontology representing
the relations among objects. The ontology consists of a car, a
sensor, an actuator, a reasoner, a learner, a knowledge base, a
vehicle part, and a driver. A driver is inherited from foaf:Person
object.

V. CONCLUSION

In this paper, we describe a vehicle part position control
system which will improve the driver’s satisfaction in a car
sharing service that many unknown people share the same ve-
hicle. An inference engine in the system extracts the positions
of vehicle parts from rules according to the driver’s body size.
Actuators automatically adjusts the positions of the vehicle
parts according to the data sent by the inference engine. If the
driver adjusts the position, a learner generates a new rule from
the driver’s body size and the new position. As the performance
evaluation index, the number of rules matched the input values
and the reasoning time are selected. A total of 1,122 rules
are used to measure the inferencing time by using the four
body sizes, and the average is recorded as 52 ms. This time
is confirmed to be shorter than the initial target value. In the
future, further experiments should be conducted to increase the
complexity of the rules, to verify the reliability of the system,
and to check the scalability when more rules are stored in the
knowledge base.

ACKNOWLEDGMENT

This work was supported by Institute for Information &
communications Technology Promotion(IITP) grant funded
by the Korea government(MSIT) (No.2017-0-00501, Devel-
opment of Self-learnable common IoT SW engine)

REFERENCES
[1] J. Choi, J. Park, H. D. Park, and O. Min, “DART: Fast and Efficient

Distributed Stream Processing Framework for Internet of Things,” ETRI
Journal, vol. 39, 2017, pp. 202–212, ISSN: 2-2-3-3-7-3-2-6.

[2] J. Collins and J. Hodgson, Eds., Integrating The Smart Home and The
Connected Car. ABI Research, Oct. 2017.

[3] F. Aabedi and G. Etienne, Drools White Paper. LogiCoy, Jan. 2015.
[4] “Business Rules Engines - A White paper,” 2012, URL:

http://ratakondas.blogspot.kr/2012/06/business-rules-engines-white-
paper.html [accessed: 2017-06-02].

[5] M. Feld and C. Muller, “The Automotive Ontology: Managing Knowl-
edge Inside the Vehicle and Sharing it Between Cars,” in Proceed-
ings of the 4th International Conference on Automotive User Inter-
faces and Interactive Vehicular Applications Nov 30–Dec 2, 2011,
Salzburg, Austria. Worldwide Publisher, Nov. 2011, pp. 79–86, URL:
https://dl.acm.org/citation.cfm?id=2381429 [accessed: 2018-02-15].

48Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-658-3

ACCSE 2018 : The Third International Conference on Advances in Computation, Communications and Services

                            55 / 57



A Comparative Study of an Improved pAHP
Implementation in SOA Architecture

Aleksander Marianski, Michal Kedziora and Ireneusz Jozwiak
Faculty of Computer Science and Management,
Wroclaw University of Science and Technology,

Wroclaw, Poland.
E-mail: Aleksander.marianski@pwr.edu.pl

Abstract—This article presents preliminary findings of practi-
cal comparative study of a new improved Probabilistic Analytic
Hierarchy Process (pAHP) in comparison to classic AHP method
in service selection problem in SOA architecture. The experiment
illustrates the possibility of using an pAHP algorithm for selecting
a proxy server in SOA architecture. A comparative study shows
the use of the pAHP algorithm on data from servers of a real
company. The effectiveness of the algorithm was tested and
the statistically significance of pAHP over classical AHP was
demonstrated in the defined case.

Index Terms—SOA Architecture, Analytic Hierarchy Process.

I. INTRODUCTION

A method for multi-criteria decision making is Analytic
Hierarchical Process (AHP), presented by Thomas Saaty [1].
Classic AHP includes the reduction of decision problems to a
series of comparisons and the synthesis of results using mathe-
matical equations [2]. The AHP also includes the technique of
examining the coherence of the decision-maker’s assessments
[3]–[8]. Classic AHP considers a set of criterias and a set
of alternatives out of which the best alternative is determined
[9]. A number of restrictions [10] of classic AHP [11] was our
motivation to propose a new pAHP algirithm and to implement
and assess its effectiveness for selecting optimal service in
SOA architecture.

II. PROBABILISTIC ANALYTIC HIERARCHICAL PROCESS

The first step of pAHP is the acquisition of decision criteria
and alternatives. The output of the step is a set of criteria
and alternatives denoted by a and c. These are the vectors of
alternatives and criteria, where a(i) is the i-th alternative, for
i ∈ {1, 2, ...,m}, ci is the i-th criterion for i ∈ {1, 2, ..., n}, m
is the number of alternatives, n is the number of criteria [12].
In the second step, the process of determining the probability
density function for the distribution of a random variable
should start by calculation from the distribution of the random
variable obtained from the sample based on the formula for
Kernel estimation [13]:

f̃(x) =
1

mh

m∑
i=1

K(
x− xi

h
), (1)

where: m is the number of sample elements, h - smoothing
parameter, xi are the next numerical values from the sample,

K - this function is called kernel [14]. The third step is to
set the weights of the criteria and alternatives. The output
will be a vector of alternative weights against the criteria: wj ,
for j = 1, 2, ..., n, where n is the number of criteria or the
vector weighting criteria: w(0). Vector wj , for j = 1, ..., n is
m-dimensional, where m is the number of alternatives, while
w(0) is n-dimensional [15].

The fourth step is final ranking. Results for each alternative
are obtained using the formula:

v(i),k =

n∑
j=0

w
(0)
j · w

(i)
j , (2)

where: v(i),k is the point score of the i-th alternative in the
k-th iteration, and i ∈ {1, ...,m}, k ∈ {1, 2, ..., N}, m is
the number alternatives, N is the number of iterations, in
(0) is the weight of the jth criterion, w

(0)
j is the weight of

the i-th alternative to j-th criterion for i ∈ {1, ...,m} and
j ∈ {1, 2, ..., n}, n is the number of criteria. The fifth step is
to establish a probabilistic final ranking based on knowledge
about the distributions. Our method is called P-THRESHOLD
and calculates the probability of obtaining a score above a
given threshold t: v(i)prob = P (V (i) > t).

III. SERVICE SELECTION WITH AHP AND PAHP

In order to test the effectiveness of the pAHP, an algorithm
for selecting a proxy server has been implemented. The
environment based on Hetzner dedicated server type PX70-
SSD enabled monitoring network traffic parameters such as:
connection time (c1), query response time (c2), average trans-
fer speed (c3), success of delivery (c4) which where used as
algorithm criterias. The data forms where sent every minute to
the test part of the office service. Four proxy servers were used.
The observation lasted 30 days with 1800 parameter values
collected for each hour. This was sufficient to determine for

TABLE I
EXAMPLES OF AVERAGE VALUES OF CRITERIA

Alternative c1 c2 c3 c4
a(1) 0.54 12.21 25.2 0.87
a(2) 2.12 10.12 35.4 0.90
a(3) 0.31 3.42 192.3 0.91
a(4) 0.87 15.23 20.4 0.90
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each criterion, the alternatives and the time of the probability
density function of the criterion value. Examples of average
values are shown in Table I. Identical comparisons with
the pairs of criteria were proposed in Table II. The weight

TABLE II
COMPARISONS IN PAIRS OF CRITERIA

c1 c2 c3 c4
c1 1 1

3
1
3

1
9

c2 3 1 2 1
3

c3 3 1
2

1 1
3

c4 9 3 3 1

vector for criteria, calculated using the matrix’s own vector
method, is: [0.062, 0.224, 0.158, 0.556]. This vector of weights
was adopted regardless of the hour, because the validity of
the criteria does not change over time. Normalization for
the pAHP was performed by the expected value method.
The P-THRESHOLD method was chosen to determine the
final results. Probability density function of ranking random
variables is presented in Figure 1. For each hour, one proxy
server was selected for the classical and probabilistic AHP.
Only hours in which decisions were different were selected for
the satisfaction survey. The company’s server used alternately

Fig. 1. Probability density function of ranking random variables

proxy servers selected by the classical and probabilistic AHP.
The users assessed satisfaction with the shipment (quality of
experience) according to their own criteria. The user did not
know that he was involved in the study and had no knowledge
about the method of sending data forms carried out by the
company. The effectiveness of the algorithm is understood as

TABLE III
RESULTS OF THE USER SATISFACTION SURVEY

Grade AHP P-AHP
1 2 3
2 2 0
3 20 11
4 42 34
5 142 166

222 226

the satisfaction of the system user. After sending the form, the
user was asked about the satisfaction of shipping and assessed
it on a scale of 1-5, where 1 is a lack of satisfaction, 5 is full
satisfaction. The study was carried out for one week during the
dispatch of annual testimonies. The test results were saved to
the database and then made available to the author. The results

are summarized in Table III. Classic AHP algorithm obtained
the average of: 4.538, the variance 0.617 and the standard
deviation: 0.785. The pAHP algorithm obtained an average of:
4.673, variance 0.503 and standard deviation: 0.709. Average
rating indicates better results for pAHP.

IV. CONCLUSION AND FUTURE WORK

In this paper, we presented preliminary findings of compara-
rive study of new improved probabilistic Analytic Hierarchy
Process (pAHP) in comparison to classic AHP method. The
experiment illustrated the possibility of using the implemented
pAHP scheme for selecting a service in SOA architecture.
The problem of selecting a proxy server to send queries was
resolved. The statistically significance of probabilistic AHP
over classical AHP was demonstrated in the defined case.
The algorithm uses additional knowledge about probability
distributions of criteria values for alternatives. This knowledge
allows to make automated decisions without the participation
of a decision maker. The conclusions confirm the thesis about
the possibility of constructing a decision making algorithm in
probabilistic conditions, which is significantly better than the
classical Analytical Hierarchical Process. Our future work will
focus on more detailed performance comparison of classical
AHP and new improved pAHP by performing experiments on
different case scenarios.
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