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The Fourth International Conference on Advances in Computer-Human Interactions [ACHI 2011],
held between February 23-28, 2011 in Gosier, Guadeloupe, France, continued a series of events
targeting traditional and advanced paradigms for computer-human interaction in multi-technology
environments. The conference also covered fundamentals on interfaces and models, and highlighted
new challenging industrial applications and research topics.

ACHI 2011 was proposed as a result of a paradigm shift in the most recent achievements and
future trends in human interactions with increasingly complex systems. Adaptive and knowledge-based
user interfaces, universal accessibility, human-robot interaction, agent-driven human computer
interaction, and sharable mobile devices are a few of these trends. ACHI 2011 also included a suite of
specific domain applications, such as gaming, e-learning, social, medicine, teleconferencing and
engineering.

We take here the opportunity to warmly thank all the members of the ACHI 2011 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to ACHI 2011. We truly believe
that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ACHI 2011 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ACHI 2011 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of computer-
human interaction.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed the beautiful surroundings of Gosier, Guadeloupe, France.
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Designing Healthcare Information System in Non-urban Area Using Neuroscientific
Approach

Karim Fraoua, Christian Bourret

Equipe Dispositifs d’Information et de Communication a I’Ere Numérique (DICEN)
Université Paris-Est
77454 Marne-la-Vallée, France
fraoua@univ-mlv.fr, bourret@univ-mlv.fr

Abstract— We will present at the beginning the situation of the
Healthcare System in a non-urban area, and how to design a
new conceptual framework in a Healthcare Information
System. We will describe all the parameters of a significant
good Healthcare System as viewed by a consumer. We will
focus our works of what nowadays is known as human
behavior or neuroscience. The analyses of information system
must take into account much more the neuroscience approach,
than limiting this analysis to the system components. We will
focus our study to the non-urban people's interaction with an
information system in a Healthcare area. We use a new
approach especially neuroscience to represent the expected
reactions in the human behavior and the impact expected in a
medical healthcare information system. This consideration is
due because of the wide range of motivators, and rewards that
may induce irrational reactions that people show when they
face to any new situation, especially those in non-urban area.

Keywords- Information System; HCI: Human Computer
Interaction, neuroscience,; non-urban area; healthcare

I. INTRODUCTION

The non-urban areas know nowadays a major expansion
that conducts cities to expand into rather rural areas for
various reasons despite a lull observed during the 90’s.
Several types of non-urban areas have been identified, they
have a lowest socio-economic indicators conjugated to a
high demand of care. Geographically, these areas are located
between the cities or urban area with highest infrastructure
and rural areas devoid of any heavy hospital infrastructure,
where the populations have changed their behavior to adapt
to this lack of equipment and in which medicine is organized
around the local doctor (primary care).

The population of non-urban area is displaced due to the
enhancements of the property prices and the limited
adaptation of the offer to a big family. The majority of these
middle class populations consist of workers or employees.
There are also a large community of immigrated from the
first and second generation, the majority of these populations
can be considered as currently disadvantaged groups, having
low access to internet (50% for employees whereas it is more
than 80% for urban population). The non-urban area
represents only 18% of the Corsica area, but 75% of the Ile
de France area [1]. Healthcare offer in these areas is
relatively low as compared to urban area, with a density of
medical offer below that of Paris or other city centers [1].

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-117-5

Nowadays, the medical situation in the non-urban Ile de
France, which seems to be very similar to other cities, is
considered as being in crisis [1,3]. The situation, according
to the latest report of DREES (Direction de la recherche, des
études, de D’évaluation et des statistiques) seems more
disturbing especially from 2030 [4]. The same phenomena
exist in United States for example, whereas disparities in
access to medical care and utilization of services exist
between urban and non-urban populations [2]. We observe in
our preliminary results the same phenomena inside non-
urban area. This result must be deeply investigated due to the
fact that the population of non-urban area must be
discriminated between well informed user and non educated
user. This would be due to different reasons, as ethnicity,
cultural effect, and non-connected population.

Our idea is to provide new theoretical approach of an
Information System (IS) that will have a role in correcting
social inequalities and to permit the access to a Healthcare
Information System (HIS), in a context of cost reductions of
healthcare system. This IS would be specifically developed
for a non-urban people which suffer of a lack of access to
existing IS or medical website. The main challenge remains
the construction a system that matches user’s capabilities.
We will try in to open a new way for the construction of
friendly and usable HIS.

II.  DISCUSSION

It is admitted that the Healthcare Information Systems
must be constructed in the perspective of the final users.
Nevertheless, it is observed that a large number of HIS are
designed  without  consideration of  user-centered
requirements. In consequence, when systems are created
without further consideration such human behavior, users are
dissatisfied and systems are not used, causing a lost of
money and the degradation of the level of information of this
population [5]. Numerous of health and medical information
systems exist on the Internet in the form of aggregations of
health data, but most of them are inaccessible to the
population in non-urban area due principally to the
symptoms described above, specially the low social level of
this population. In a general observation, only 61% of
Information System projects meet the requirements of the
user needs [6]. A precise analysis of end-user permits to
profile his characteristics such education, skill level, cultural
environment, frequency of use, acceptance, expertise,
knowledge, skills, cognitive capacities and limitations,
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cultural background, times available for learning and training,
and familiarity with IS.

Furthermore, it is admitted that the place and conditions
in which the IS is located can play a great role in the
interaction with the “patient” [7]. Experts agree that when
the patients are more educated, they are more prompt to take
their medication and to manage their own care [17].

This lack of these considerations make that many HIS are
abandoned. This is not because misfit of technology, it is
mainly due to the lack of systematic considerations of human
being and behavior during the design and the implementation
processes [8]. In designing of the most HIS, the importance
of informing and actively engaging health care seekers in the
planning and execution of their own treatment cannot be
overstated. Efforts to achieve these goals must be based on
integration of findings in studies from a wide range of
disciplines bearing on motivation and decision making. To
start this study, we must analyze in details the health’s user
behavior trends which make them acting more as consumers
than traditional patient, by describing the best medical
ontology and whereas the IS can be located in a secure place
for such user as a result of neuroscience trends, , in order to
determine the most appropriate information system that can
be deployed.

A.  Theory of choice: From rational choice to
neuroeconomic choice

In the rational model, the user is viewed as assigning
utilitarian values to a range of presented options, both for
information gathering and decision making. The preference
based on utility function is the primary notion of economic
rationality: the decision theory, game theory and the theory
of general equilibrium model are based on this concept. This
model of rational decisions making, based on VNM utility
(von Neumann Morgenstern) [9], persists in contemporary
decision theory and game theory. The rational agent is one
who selects optimal decisions or strategies from his point of
view or his self-interest. This last point seems important in
this model, because it consider that agent have merely stable
preferences and likelihood that all agents reason in the same
manner. Nevertheless in neuroeconomic theory, the choice of
human may be noted as puzzling in regard to rational model.
The neuroeconomic theory gives a new sight of human
choices.

Most of these choices are guided by psychological
aspect, sometimes related to learning process. Indeed, in a
recent report on the strategic development of health care
system, Thaler et al. [10] show clearly these new trends of
development of healthcare behavior. In this way the IS must
be developed in preventive strategies that should not be
intended only to inform but also encourage people to have
new behavior in order to access to the IS. It was clearly
identified that the difference between urban and non-urban
people in use of services can be seen as differences in
attitudes and behaviors toward seeking medical care [18].

B.  The process of webdesign

Classical Human Computer Interaction (HCI) approaches
remain indispensable to develop an information system,
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despite the fact that they are unable to answer to the
complexity of healthcare information system. For this
purpose, this study cannot be conducted without talking
about HCI. Indeed, the HCI field is precisely positioned at
the intersection of social sciences, behavioral sciences,
computer sciences and information technology, in other
words between psychology and informatics. Aiming in
design a successful Information System depends on many
elements as described above and they must be included
during their implementation and evaluation, in order to
satisfy the final users. Several models have been proposed in
HCI, one of them that define the best information offer is
described by The DeLone and McLean model [11,12].

Indeed this model contains six factor and some of them
are interconnected: System quality, information quality,
system use, user satisfaction, individual impacts and
organizational impacts. In this way, an efficient system can
be considered as an ineffective one if users don’t adopt it
[19]. Moreover and until now, the HCI model gives a large
place to the human characteristic, especially by the side of
cognitive psychology and the social science. In support of
this point of view, it has been shown that the social
environment of the users affects also the information system
process. From this analysis two parameters have been
extracted [20]:

(1) Must share the same information by the users.
(2) Which resources are available to assist the users.

In this work, we choose to focus to the two main effects,
structure effect and neuroeconomic approach, bridged to a
classical approach used in HCI analysis as psychological and
sociological approach, with implementing the healthcare
information system in a secure place, and by building an
ontology that correspond to level of the end-user and their
aversion to the risk.

The main challenge in our innovative approach is to
bring the patient to the information point access. Indeed the
individual characteristics include attitude towards innovation
and level of the user. In that way, the neuroscientific
approach seems fundamental because it tends to study the
factors which govern this acceptance. We recall briefly that
the Technology Acceptance Model (TAM) has as a purpose
to predict, and explain the user’s attitude toward an
information system, by studying the factors which may
influence him to accept or reject an IS [21].

Moreover, the style of the website is very important.
Some websites use high or low medical jargon whilst some
others are more or less formal. In both case, they seems
inaccessible for a people with a low educational level, for
this purpose the role of paramedical staff present in this place
is to help them and to guide such user in their information
research. They will play a role of assistance.

The adapted ontology must fit the behavioral attitude of
these populations, otherwise it can put off someone who’s
new to the information center disease and can be entirely
appropriate by knowledgeable patients who belong generally
to a high educated urban population. Describing purely
formal ontologies or semiotic one, requires explicit and
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shared conceptualization, which are not be necessarily shared
by these population having a low education level. In the
configuration where the ontology is well adapted, the patient
will be in a situation that may be considered as a very low
risk for him and finally it will push him to act in favor to use
the IS as a pre-diagnosis system or on self-medicament effect
for example, which causes in France more than 10 000
death/year. From this point of view, the presence of forum in
the website can plays a great role in avoiding this risky
behavior specially addressed to these populations. Indeed,
moderating forum embedded on the website could be critical
to avoid potentially dramatic auto-medication.

Based on this approach describe above, the main
contribution of this work, is to define a new way to create
and validate an ontology in the field of medical IS, especially
for the population situated in a low level area density of
medical offer. For this reason, we try to extend the
neuroscientific approach to the development of new IS and
new ontology mainly related to a neuroscience using for
example positive words that mimic reward, which is no
longer a purely formal [13] or semiotic [14] which derives
from Semantic Web or a “Socio-Semantic Web” and can be
adopted only by a high educated people. Indeed, Zhang
scheme gives a functional analysis that product an ontology
of a given work domain. These considerations match with
formal ontology. It includes (a) objects and their attributes,
(b) resources and their types, (c) relations among entities and
constraints on relations, (d) operations on single or multiple
objects, transformations, relations, and constraints, and (e)
workflow structures [8].

C. Information Point Access

The implementation of an information system must be
made in a secure place like a city hall or a nursery office, or
whatever paramedical office. It will create a confidence for
the patient-user and this is the major opportunity to use a
neuroeconomic approach in addition to a specific ontology
derived from this theory. This can be considered as the
reward by the end-user. Effectively, the reward in the case of
healthcare system can be regarded as the result of the
consultation in doctor’s office and the main goal of this
action: to get the information on therapy or to cure from
disease. Indeed the presence of paramedical staff in a secure
place, linked to a hospital network, with agreed information
system, will make the patient more confident in such new
medical approach. It has been proven that most frequently
used quality criteria include accuracy, completeness and
readability [15].

This can be obtained by a trustmarks website or when the
IS is delivered by official organization. A recent experiment
in an information systems shows, for those suffering from
diabetes type II, one of the fastest growing health problems
around the world, that such tools are more effective when it
is designed to inform patients and integrate them as an actors
into multiple-actor treatment teams including paramedical
and social service personnel, along with nurses and doctors
[16]. Within the Ile de France area, as in many similar
communities elsewhere, this approach is particularly
promising because it empowers patients to take an active role
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in their own treatment, and also because the distribution of
nurses, social service and paramedical personnel is uniform
throughout the non-urban areas.

III.  CONCLUSION

This work is an exploratory work and still in progress;
the observation made here about the difference between
urban and non-urban populations is also observed elsewhere.
The approach presented in this article indicates that
efficiency dictates the patient choice and the user defines the
quality of care as the primary utility function. The
information tools for patients, is essential to improve the
quality of care in non-urban areas. The IS must interact with
local city hall or a paramedical staff, as it will involve the
hospital network, to share data with the doctor offices and
allow local hospital to act as a sentinel for access to these
databases and to respond to outbreaks. The interface of
Information System should be accessible, well designed and
must correspond to the population’s sociology, it is the main
factor during the building of the ontologies. The importance
of data will be crucial to regaining the trust of patients by
ensuring the security of personal private data. The most
important point of our approach focuses on the development
of technologies needed to build and maintain public
confidence in computer systems. This will help the e-health
Information System to become ubiquitous for public
whatever his education level or cultural belonging and
especially for people socially and territorially isolated

These considerations invite us to plead for a new
approach to build user-machine interfaces and to create
neuroeconomic ontologies that user can use and which
supports the reasoning of patients especially in decision
making, rather than forcing them into a mode of thought
which may be natural for machines or for well informed
urban people, but not very useful for these populations,
which are for the majority of them, socially excluded for a
different reasons. In fact, the information system can’t be
considered as efficient if it is poorly adapted to their users,
especially in their ways to use and to practice information.
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Selecting the Right Task Model for Model-based User Interface Development
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Abstract - This paper presents a taxonomy allowing for the
evaluation of task models with a focus on their applicability in
model-based user interface development processes. It further
supports the verification and improvement of existing task
models, and provides developers with a decision-making aid
for the selection of the most suitable task model for their
development process or project. Furthermore the taxonomy is
applied on the Useware Markup Language 1.0. The results of
the application are briefly described in this paper which led to
the identification of substantial improvement potentials.

Keywords - Task model, Taxonomy, Useware Markup
Language, Model-based User Interface Development, MBUID.

l. INTRODUCTION

The improvement of human-machine-interaction is an
important field of research reaching far back into the past
[22]. Yet, for almost two decades, graphical user interfaces
have dominated their interaction in most cases. In the future,
a broader range of paradigms will emerge, allowing for
multi-modal interaction incorporating e.g., visual, acoustic,
and haptic input and output in parallel [41]. But also the
growing number of heterogeneous platforms and devices
utilized complementarily (e.g., PC’s, smartphones, PDA)
demand for the development of congeneric user interfaces
for a plethora of target platforms; their consistency ensures
their intuitive use and their users’ satisfaction [16].

To meet the consistency requirement, factors such as
reusability, flexibility, and platform-independence play an
important role for the development of user interfaces [7].
Further, the perseverative development effort for every
single platform, single platform or even single use context
solution is way too high, so that a model-based approach to
the abstract development of user interfaces appears to be
favorable [31].

The purpose of a model-based approach is to identify
high-level models, which, allow developers to specify and
analyze interactive software applications from a more
semantic oriented level rather than starting immediately to
address the implementation level [18][36]. This allows them
to concentrate on more important aspects without being
immediately confused by many implementation details and
then to have tools which, update the implementation in order
to be consistent with high-level choices. Thus, by using
models which capture semantically meaningful aspects,
developers can more easily manage the increasing

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-117-5

Marc Seissler

University of Kaiserslautern
Center for Human-Machine-Interaction
Kaiserslautern, Germany
Marc.Seissler@mv.uni-kl.de

complexity of interactive applications and analyze them both
during their development and when they have to be modified
[28]. After having identified relevant abstractions for
models, the next issue is specifying them through suitable
languages that enable integration within development
environments.

The pivotal model of a user-centric model-based
development process is the task model [19]. Task models—
developed during a user and use context analysis—are
explicit representations of all user tasks [30]. Recently,
several task modeling languages have been developed,
which, differ, for example, in their degree of formalization,
and their range of applications. To make the selection of a
suitable task modeling language simpler, this paper
introduces a task model taxonomy that enables all
participants involved in an integrated MBUID (Model-based
User Interface Development) process, to evaluate and
compare task modeling languages.

The rest of this paper is structured as follows: Section Il
explains the proposed taxonomy for task models in detail.
Section 111 gives a short introduction on the Useware Markup
Language (useML) 1.0 followed by Section IV, which shows
the application of the taxonomy on useML 1.0. The paper
finishes with Section V, which gives a brief summary and an
outlook on future activities.

Il.  THE TAXONOMY AND ITS CRITERIA

The proposed taxonomy focuses on the integration of
task models into architectures for model-based development
of user interfaces allowing for consistent and intuitive user
interfaces for different modalities and platforms. For the
evaluation of different task models, criteria describing
relevant properties of these task models are needed. The
criteria employed herein are based on initial work of [1] and
[38], and are amended by additional criteria for task models
with their application in MBUID. Following, the taxonomy
and its criteria are described in detail.

A. Criterion 1: Mightiness

According to [26], a task model must help the developer
to concentrate on tasks, activities, and actions. It must focus
on the relevant aspects of task-oriented user interface
specifications, without distracting by complexity. Yet, the
granularity of the task definition is highly relevant. For the
application of a task model in a MBUID process, the task
model must comprise different levels of abstraction [15],
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describing the whole bandwidth of interactions from abstract
top-level tasks to concrete low-level actions. According to
[34], it is commonly accepted that every person has her own
mental representations (mental models) of task hierarchies.
The hierarchical structure thereby constitutes the human’s
intuitive approach to the solution of complex tasks and
problems. Consequently, complex tasks are divided into less
complex sub-tasks [11] until a level is reached where sub-
tasks can be performed easily. Normally, task models are
divided into two levels of abstraction. With abstract tasks the
user is able to model more complex tasks, e.g., “Edit a file.”
On the other hand a concrete task is an elemental or atomic
task, e.g., “Enter a value.” Tasks should not be modeled too
detailed, e.g., like in GOMS [8] at least at development time
[10].

Tasks can also be modeled from different perspectives. A
task model should differentiate at least between interactive
user tasks and pure system tasks [4]. Pure system tasks
encapsulate only tasks which, are executed by the computer
(e.g., database queries). This differentiation is preferable,
because it allows for deducting when to create a user
interface for an interactive system, and when to let the
system perform a task automatically.

A further aspect determining the mightiness of a task
model is its degree of formalization. Oftentimes, task
modeling relies on informal descriptions, e.g., use cases [10]
or instructional text [9]. According to [27], however, these
informal descriptions do rarely sufficiently specify the
semantics of single operators as well as the concatenation of
multiple operators (i.e., to model complex expressions).
These task models therefore lack a formal basis [33], which
impedes their seamless integration into the model-based
development of user interfaces [25]. On the one hand,
developers need a clear syntax for specifying user interfaces,
and on the other hand, they need an expressive semantic.
Furthermore, the specification of a task model should be
checked for correctness, e.g., with a compiler. For these
reasons a task model should rather employ at least semi-
formal semantics [24].

Using, for example, temporal operators (sometimes
called qualitative temporal operators [14]) tasks can be put
into clearly defined temporal orders [12]. The temporal order
of sub-tasks is essential for task modeling [27] and opens up
the road to a completely model-based development of user
interfaces [15].

The attribution of optionality to tasks is another
important feature of a task modeling language [1]. By
itemizing a task as either optional or required, the automatic
generation of appropriate user interfaces can be simplified.
Similarly, the specification of cardinalities for tasks [26]
allows for the automatic generation of loops and iterations.
Several types of conditions can further specify when exactly
tasks can, must, or should be performed. For example,
logical [32] or temporal [14] conditions can be applied.
Temporal conditions are also called quantitative temporal
operators [14].
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B. Criterion 2: Integratability

Due to the purpose of this taxonomy, the ease of a task
model’s integration into a consistent (or even already given)
development process, tool-chain or software architecture
[15], is an important basic criterion. Therefore it is necessary
to have a complete model-based view, e.g., to integrate
different other models (dialog model, presentation model,
etc.) in the development process [37]. Among others, the
unambiguity of tasks is essential, because every task must be
identified unequivocally, in order to match tasks with
interaction objects, and to perform automatic model
transformations [40].

C. Criterion 3: Communicability

Although task modeling languages were not explicitly
developed for communicating within certain projects, they
are suitable means for improving the communication within
a development team, and towards the users [29]. Task
models can be employed to formalize [1], evaluate [32],
simulate [27] and interactively validate [3] user
requirements. A task model should therefore be easily,
preferably intuitively understandable, and a task modeling
language must be easy to learn and interpret. Semi-formal
notations have shown to be optimally communicable [24] in
heterogeneous development teams.

D. Criterion 4: Editability

This criterion defines how easy or difficult the creation
and manipulation of a task model appears to the developer
[6]. In general, we can distinguish between plain-text
descriptions like e.g., GOMS [8] and graphical notations like
e.g., CTT [26] or GTA [38]. For the creation of task models,
graphical notations are better utilizable than textual notations
[12]. For example, graphical notations depict hierarchical
structures more intuitively understandable. Here, one can
further distinguish between top-down approaches like CTT,
and left-right orders such as in GTA.

Although this fourth criterion is correlated to the third
one (communicability), they put different emphases. For
every graphical notation, obviously, dedicated task model
editors are essential [27].

E. Criterion 5: Adaptability

This criterion quantifies how easily a task model can be
adapted to new situations and domains of applications. This
applies especially to the development of user interfaces for
different platforms and modalities of interaction. The
adaptability criterion is correlated to the mightiness criterion.
Especially while using task models in the development
process of user interfaces for ubiquitous computing
applications [39], run-time adaptability is an important
criterion [5], which must be considered.

F. Criterion 6: Extensibility

The extensibility of a task modeling language is
correlated to its mightiness and adaptability. This criterion
reveals the ease or complicacy of extending the semantics
and the graphical notation of the task modeling language.
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This criterion is highly significant, because it is commonly
agreed that there is no universal task modeling language
which, can be applied to all domains and use cases [6]. In
general, semi-formal notations are more easily extendable
than fully formal ones. Formal notations are usually based on
well-founded mathematical theories which, rarely allow for
fast extensions.

G. Criterion 7: Computability

Computability quantifies the degree of automatable
processing of task models. This criterion evaluates, among
others, the data management, including the use of well-
established and open standards like XML as data storage
format. Proprietary formats should be avoided, because they
significantly hinder the automatic processing of task models.

H. Summary

Some of the criteria are partly correlated, e.g., the
Editability criterion is aiming in the same direction as the
Communicability criterion, but their focus in terms of
usability is quite different (see Figure 1). The Adaptability
criterion is correlating with the Mightiness and the
Extensibility criteria. Furthermore the Extensibility criterion
is correlated to the Mightiness criterion.

Adaptability

Extensibility Mightiness

—

Figure 1: Correlating criteria

Table 1 shows all criteria and their possible values. All
these possible values are more or less subjective. According
to [6], the definition of more precise values is not possible,
because there are no suitable metrics for value quantification.

TABLE I. CRITERIA AND VALUES
Criterion Values
1.  Mightiness High, Medium, Low
a. Granularity High, Medium, Low
b. Hierarchy Yes, No
c. User- and system task Yes, No
d. Degree of formalization High, Medium, Low
e. Temporal operators Yes, No
f. Optionality Yes, No
g. Cardinality Yes, No
h. Conditions High, Medium, Low

2. Integratability High, Medium, Low

3. Communicability High, Medium, Low

4.  Editability High, Medium, Low

5. Adaptability High, Medium, Low
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6.  Extensibility High, Low

7. Computability High, Low

I1l.  USEWARE MARKUP LANGUAGE 1.0

The Useware Markup Language (useML) 1.0 had been
developed by Reuther [32] to support the user- and task-
oriented Useware Engineering Process [41] with a modeling
language that could integrate, harmonize and represent the
results of an initial analysis phase in one common, so-called
use model in the domain of production automation.
Accordingly, the use model abstracts platform-independent
tasks, actions, activities, and operations into use objects that
make up a hierarchically ordered structure. Each element of
this structure can be annotated by attributes such as eligible
user groups, access rights, importance. Use objects can be
further structured into other use objects or elementary use
objects. Elementary use objects represent the most basic,
atomic activities of a user, such as entering a value or
selecting an option. Currently, five types of elementary use
objects exist [21]:

e Inform: the user gathers information from the
user interface

e Trigger: starting, calling, or executing a certain
function of the underlying technical device (e.qg.,
a computer or field device)

e  Select: choosing one or more items from a range
of given ones

o Enter: entering an absolute value, overwriting
previous values

e Change: making relative changes to an existing
value or item

Figure 2 visualizes the structure of useML 1.0.

[ Use model ]

Use object

v

[ Elementary use object ]

(o o o ) ) )

>

Figure 2: Schematic of useML 1.0

IV. APPLICATION OF THE TAXONOMY ON USEML 1.0

In the following subsections the application of the
taxonomy on useML 1.0 is briefly described.
A. Mightiness of useML 1.0

useML 1.0’s differentiation between use objects and five
types of elementary use objects is sufficiently granular. With
the classification of these elementary use objects types,
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corresponding, abstract interaction objects can be determined
[32]—which, the rougher differentiation of task types in the
de facto standard CTT does not allow [2] [16] [35].

The use model or the useML 1.0 language, respectively, can
be categorized as semi-formal. Though useML 1.0 is not
based on formal mathematical fundamentals as e.g., Petri
Nets [13], its structure is clearly defined by its XML schema.
It allows, among others, for syntax and consistency checks
which, ensure that only valid and correct use models can be
created.

The use model by [32] focuses on the users’ tasks, while
those tasks which, are fulfilled solely by the (computer)
system, can’t be specified. Yet, for subsequently linking the
use model to the application logic of a user interface, this
task type is also required [2]. Querying a database might be
such a pure system task which, however, might require that
the query results are being presented to the user in an
appropriate way. Pure system tasks can obviously be a part
of a more complex, interactive action.

The hierarchical structure of the use model satisfies the
Hierarchy sub-criterion of this taxonomy. Beside hierarchical
structures, useML 1.0 also supports other structures, e.g., net
structures. For the current useML 1.0 specification, however,
no temporal operators were specified, which, constitutes a
substantial limitation for the later integration of useML 1.0
into a fully model-based development process. In [32]
Reuther himself admits that useML 1.0 does not possess
temporal  interdependencies  between  tasks.  Task
interdependencies must therefore be specified with other
notations such as, e.g., activity diagrams. Such a semantic
break, however, impedes developers in modeling the
dynamics of a system, because they need to learn and use
different notations and tools, whose results must then be
consolidated manually. This further broadens the gap
between Software- and Useware Engineering [41].

Although use models allow for specifying logical pre-
and post-conditions, they don’t support quantitative temporal
conditions. Also, they lack means for specifying invariant
conditions that must be fulfilled at any time during the
accomplishment of the respective task. Finally, the current
useML 1.0 version cannot indicate that certain use objects or
elementary use objects are optional or required ones,
respectively. Although there is a similar attribute which, can
be set to a project-specific, relative value (between 1 and 10,
for example), this is not an adequate mean for formally
representing the optionality of a task. Accordingly, there are
no language elements in useML 1.0 that specify the
cardinality (repetitiveness) of a task’s execution. The value
of the Mightiness Criterion is based on the values of its sub
criteria. Taking into account all the sub criteria, the value of
the Mightiness criterion must be evaluated low.

B. Integratability of useML 1.0

Since no other models or modeling languages instead of
use models or useML 1.0, respectively, have been applied
and evaluated within projects pursuing the Useware
Engineering Process, it is difficult to assess the applicability
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of use models into an integrated, MBUID architecture.
Luyten mainly criticized the lack of dialog and presentation
models complementing useML 1.0 [16]. Further, no
unambiguous identifiers exist in useML 1.0 which, however,
are required for linking (elementary) use objects to abstract
or concrete interaction objects of a user interface—currently,
use objects and elementary use objects can only be identified
by their names that, of course, don’t need to be unique.
UseML 1.0 must therefore be extended to arrange for unique
identifiers for (elementary) use objects, before it can be
integrated into a complex architecture comprising multiple
models representing relevant perspectives on the interaction
between humans and machines. Until then, the integratability
of useML 1.0 into such a model-based architecture must be
rated low.

C. Communicability of useML 1.0

Since Useware Engineering demands for an
interdisciplinary, cooperative approach [21], use models and
useML 1.0 should be easily learnable and understandable.
Being an XML dialect, in principal, useML 1.0 models can
be viewed and edited with simple text or XML editors. Yet,
these representations are difficult to read, understand, and
validate. Readers with little knowledge in XML will have
problems handling use models this way. Much better
readability is achieved with the web-browser-like
presentation of use models in the useML-Viewer by Reuther
[32] (see Figure 3).

——]1- Access to bancomat FEEDT 1.1 - Activate Access

Enter bank card

Enter PIN

H1.2- Access HEBIT{1.2.1 - Take out money

Select take off

Inform about amount
available for withdrawal

Enter amount
1:2.2 - To pay in money ‘

1.2.3 - Get Information |

4 1.3 - Exit bancomat |

Figure 3: Excerpts of a use model as presented by the useML-Viewer

This HTML-based viewer allows for easily reading,
understanding, and evaluating use models even without any
knowledge in XML. It also prints use models using the web
browsers’ printer functions. However, the quality of the
print is rather bad, among other reasons, because use models
cannot be scaled to preferred paper sizes. Finally, the
useML-Viewer can only display and print static use models,
but does not provide means for interactive simulations or for
the validation and evaluation of use models. Therefore, the
communicability of useML 1.0 can only be rated medium.

D. Editability of useML 1.0

Though a simple editor may be sufficient for editing
useML 1.0 models, XML editors are much more
comfortable tools, especially those XML editors that run
validity checks. Naturally, however, common versatile
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XML editors from third party developers are not explicitly
adapted to the specific needs of useML 1.0. Therefore, they
cannot provide adequate means to simply and intuitively
edit use models. The editability criterion of useML 1.0 must
be rated low.

E. Adaptability of useML 1.0

useML 1.0 had been developed with the goal of
supporting the systematic development of user interfaces for
machines in the field of production automation. It focuses
on the data acquisition and processing during the early
phases of the Useware Engineering Process. Tasks, actions,
and activities of a user are modeled in an abstract and
platform-independent way. Thereby, the use model can be
created already before the target platform has been
specified. useML 1.0 provides for the incorporation of the
final users and customers during the whole process, by
allowing for the automatic generation of structure
prototypes. The project-specific attributes (e.g., user groups,
locations, device types) can be adjusted as needed, which,
means that useML 1.0 can be employed for a huge variety
of modalities, platforms, user groups, and projects. Among
others, useML 1.0 has already been applied successfully,
e.g.,, in the domain of clinical information system
development [17]. In conclusion the adaptability criterion
can be rated high.

F. Extensibility of useML 1.0

The fact that useML 1.0 is not strictly based upon well-
grounded mathematical theories, actually simplifies its
enhancement and semantic extension. This can simply be
done by modifying the XML schema of useML 1.0. In most
cases, however, not even this is necessary, because useML
1.0 comprises a separate XML schema containing project-
specific attributes (e.g., user groups, locations, device types)
which, can easily be adjusted without changing the useML
1.0’s core schema. Since this allows for storing an unlimited
number of use-case or domain-specific useML 1.0 schemes,
the extensibility of useML 1.0 can be rated high.

G. Computability of useML 1.0

Since useML 1.0 is a XML dialect, use models can be
further processed automatically. Employing dedicated
transformations (e.g., XSLT style sheet transformations)
prototypes can be generated directly from use models [21].

H. Summary of the evaluation of useML 1.0

The subsequently depicted table summarizes the
evaluation of useML 1.0. Those criteria that were rated
“No” or “Low”, highlight severe deficits of the language.
Figure 4 visualizes the results of the evaluation in a radar
chart that reveals these deficits: They identify starting points
for the upcoming, and for future improvements of the
useML 1.0.
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TABLE II. CRITERIA AND VALUES OF USEML 1.0
Criterion Values

1. Mightiness Low
a. Granularity High

b. Hierarchy Yes

c. User- and system task No
d. Degree of formalization Medium

e. Temporal operators No

f. Optionality No

g. Cardinality No
h. Conditions Medium

2. Integratability Low
3. Communicability Medium
4.  Editability Low
5. Adaptability High
6.  Extensibility High
7. Computability High

Mightiness
LT High

_+ Medium
Computability

Integratability

~| Low

Extensibility Y
.7 Communicability

7“‘“E‘;|’itability
Figure 4: Results of the evaluation of useML 1.0

Adaptability

V. CONCLUSION AND OUTLOOK

In this paper, a taxonomy for task models has been
proposed, to simplify the selection of the most suitable task
model for projects employing model-based development
processes for user interfaces. Furthermore to show the
feasibility of the task model taxonomy, it has been applied
on useML 1.0. Also the application of the taxonomy on
useML 1.0 showed the need for enhancing useML 1.0
semantically.

Currently we’re enhancing useML 1.0 in different
aspects, according to the initial results of the application of
the taxonomy. Additionally, we would like to improve the
refinement of the criteria and apply this taxonomy to a
selection of further task models, such as CTT [26] or
AMBOSS [20] to proof the usefulness of this taxonomy.
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Abstract—Manually creating recommendation processes and
their user interfaces usually requires a lot of effort. Therefore,
we propose high-level interaction design and automated gener-
ation of user interfaces for building dialogue-based product
advisors. For this purpose, this work introduces discourse
models as interaction models used for modeling recommen-
dation processes. Such discourse models refer to domain-
of-discourse models, which represent, among other concepts,
the products (and their related product categories) that are
to be recommended. So, this paper presents how discourse-
based interaction models and their corresponding domain-of-
discourse models can be used for modeling recommendation
processes.

Keywords—Interaction design; discourse model; recommen-
dation process.

I. INTRODUCTION

Dialogue-based product advisors have become very pop-
ular on the Web in the context of e-commerce. Web users
try to inform themselves about certain products, and many
companies use recommendation processes to offer informa-
tion and stimulate demand for their products. The range of
products to be recommended is nearly unlimited. There are
several underlying principles to build such a dialogue-based
product advisor [2]. The possible interactions between a user
and the dialogue-based product advisor, however, are often
programmed directly into a graphical user interface (GUI)
without a high-level interaction design.

This paper introduces discourse models as interaction
models of recommendation processes. We focus on pro-
cesses in knowledge-based recommender systems that allow
for preference elicitation and do not involve user modeling
and/or profiling. We use discourses to model the possible
interactions between a human and a computer-based recom-
mendation process as dialogues between them.

Figure 1 shows an overview of our approach (concrete
examples can be found below). It illustrates that such a dis-
course model refers to an underlying model of the domain-
of-discourse, which represents the possible content of the
dialogues (concrete values of answers). In principle, such
domain-of-discourse models can be derived from (product)
ontologies like GoodRelations [1]. Discourse models serve
together with related domain-of-discourse-models as a basis
for GUI generation (see, e.g., [6]). We also plan to generate

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-117-5
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Figure 1. Overview of our approach.

GUIs for real recommendation processes to be used in
commercial applications.

The remainder of this paper is organized in the following
manner. First, we present background information about
our discourse-based interaction models in general. Then
we discuss related work. After that, we show how such a
discourse model looks like for a recommendation process,
using a class of recommendation dialogues for navigation
devices as an example. Extending the same example, we
finally show how a related domain-of-discourse model looks
like.

II. BACKGROUND

Recommendation processes for preference elicitation have
a structure of (partially ordered) sequences of questions
and answers. They are potentially clustered into groups of
questions/answers that belong together according to their
semantics.

Discourse-based interaction models fit well for defining
such structures. Our approach to discourse modeling is based
on several theories of human communication from several
fields [5]. The key ingredients of our discourse models are
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Communicative Acts as derived from speech acts [9], Ad-
jacency Pairs adopted from Conversation Analysis [7], and
RST relations inherited from Rhetorical Structure Theory
(RST) [8].

Communicative Acts (semi-structured messages with in-
tention) represent basic units of language communication.
Thus, any communication can be seen as enacting Com-
municative Acts: acts such as making statements, giving
commands, asking questions and so on. Communicative Acts
carry the intention of the interaction (e.g., asking a question
or issuing a request).

Adjacency Pairs are sequences of talk-turns that are spe-
cific to human (oral) communication, e.g., a question should
have a related answer. RST relations specify relationships
among text portions and associated constraints and effects.
The relationships in a text are organized in a tree structure,
where the rhetorical relations are associated with non-leaf
nodes, and text portions with leaf nodes. In our work, we use
RST for linking Adjacency Pairs of Communicative Acts and
further structures made up of RST relations. We have also
included procedural constructs, to provide means to express
a particular order during discourse execution, to specify
repetitions or conditional execution of different discourse
parts. While we only use a few types of Communicative
Acts and RST relations yet, our modeling tool-kit has been
sufficient for modeling even real-world discourses.

III. RELATED WORK

Chen et al. [3] present interaction design guidelines for
a critiquing-based recommender system that acts like an
artificial salesperson. It engages users in a dialogue where
users can provide feedback in the form of critiques to the
sample items that were shown to them. The authors point
out that the feedback, in turn, enables the system to refine
its understanding of the user’s preferences and prediction of
what the user “truly wants”. Our work targets on interaction
design as well, however, we do not provide user prediction
behavior of the system but models in terms of discourses.

Doyle and Cunningham [4] analyze the problem of decid-
ing on the set of questions to ask in a session of navigation-
by-asking recommender systems, including the issue of
optimal ordering of the questions. Their work includes
the evaluation of different question-selection criteria. Our
modeling approach is more comprehensive, however.

IV. DISCOURSE MODELS FOR
RECOMMENDATION PROCESSES

Figure 2 shows a discourse model for our running exam-
ple, that models high-level interactions for recommendations
regarding a product, in our case a navigation device. The
diagram shows Communicative Acts of two participating
actors, a human user who is the potential customer (light,
yellow boxes), and the computer (dark, green boxes). More
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precisely, the user interacts with the dialogue-based Product
Adpvisor according to this process.

The recommendation process is modeled as a sequence
of several questions and related answers (Adjacency Pairs,
shown as diamonds in Figure 2), which are supposed to
help the user of the dialogue-based Product Advisor finding
a navigation device that fits his or her wishes and needs. This
is a process of preference elicitation. The overall procedural
construct used in this model is a Sequence. More precisely,
this construct does not directly link these Adjacency Pairs
but trees of discourse relations that contain them.

In the first branch of the Sequence relation (left in the
figure), a Joint relation combines two of these Adjacency
Fairs. Joints below the Sequence cluster questions that hold
a semantic relation. The first question gathers information
on the price range, defining the minimum and maximum
price that the user is potentially willing to pay. The second
question elicits all manufacturers of navigation devices the
user is interested in. This is a closed question since it
provides all available choices of manufacturers.

In the second branch of the Sequence relation (right
in the figure), another Joint relation combines two more
closed questions about the voice recognition and mp3 func-
tions. This second Joint clusters multimedia questions. The
question about choosing voice recognition is additionally
related with another Adjacency Pair that has an Informing
as opening Communicative Act (here, no closing Commu-
nicative Act is needed). Background is an RST relation
that optionally informs the human user on additional details
about the subject matter, e.g., more information on voice
recognition. Moreover, with the procedural construct Condi-
tion we define a condition that has to be fulfilled at runtime
to have this branch considered. In the running example,
the question about the mp3 function is only asked if the
user has selected voice recognition. So, in this context of
recommendation processes, such a Condition implements a
rule for determining whether a certain question will be asked
by the Product Advisor, i.e., whether it will be displayed in
its GUIL

Of course, several more questions and answers would be
included here in a real recommendation process. For the
purpose of this running example, however, let us assume
that this is the whole sequence.

The Joint at the top of the sequence has a procedural con-
struct IfUntil with an Informing about all products that match
the preference elicitations, if any. Whenever an answer is
selected in any question of this recommendation process, the
updated list of matching products (the results) is presented
to the user. However, the discourse model does not contain
the rules for matching of products at runtime. They have to
be contained in the application logic of the dialogue-based
Product Advisor. Still, it should be clear that subsequently
selecting a product to buy, and paying it can also be modeled
according to our approach.
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Figure 2. Discourse model representing a recommendation process for a navigation device.

In addition, Communicative Acts specify their proposi- Device.price)). The Product Advisor requests the user
tional content, that refers to concepts in the domain of to set the minPrice and maxPrice attributes of the
discourse. In Figure 2, these references are given in a short- instance named resultSetOfNavigationDevices of the
hand notation, e.g., “select priceRange”. These references class ResultSetOfNavigationDevices.
link to model elements in the domain-of-discourse model in « select manufacturer: select many manufacturer from
our approach. all Manufacturer. The dialogue-based Product Advisor

presents a set of all available Manufacturers to the user,
V. DOMAIN-OF-DISCOURSE MODELS who selects one or more of them to specify the list of
FOR RECOMMENDATION PROCESSES manufacturers of interest. The Product Advisor sets the

A domain-of-discourse model may have been informed attribute manufacturersOfinterest of resultSetOfNaviga-
from a related product ontology. However, for the dialogues tionDevices with this list.
in the course of the recommendation process, not all con- « select voiceRecognition: select voiceRecognition from
cepts from the ontology are relevant. So, the domain-of- MultiMedia. The Product Advisor presents a check box
discourse model may be seen as the subset of an ontology that the user can select to get a navigation device with
that is sufficient to specify the content of the Communicative or without voice recognition. The Product Advisor sets
Acts within the defined discourses. the attribute voiceRecognition to true or false.

Figure 3 shows a UML class diagram for an example « explain voiceRecognition: The Product Advisor presents
of such a domain-of-discourse model from the domain of a background text explaining the feature to support the
navigation devices. Such types are defined more generally, user in her decision if she wants to get a navigation
e.g., in a product ontology. A NavigationDevice in our device with or without voice recognition.
example model has the attribute price, parts like a Display, o select mp3: select mp3 from MultiMedia. The Product
as well as references to other properties and functions, e.g., Advisor presents a check box to the user. Thus, the
Multimedia functions. These other properties and functions user can select to get a navigation device with or
can have their own attributes. without mp3 capability. The Product Advisor then sets

Now let us explain more technically what the references the attribute mp3 to true or false.
from the discourse model to this model mean, through « resultSetOfNavigationDevices.devices:
expanding the short-hands from Figure 2: display ResultSetOfNavigationDevices: :resultSetOfNavi-

o select priceRange: min and max price from Range( gation  Devices.devices. The GUI displays all

Min(all NavigationDevice.price), Max(all Navigation- Devices which are referenced by the resultSetOf
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NavigationDevices. This list contains only the devices
fulfilling the defined constraints.

VI. CONCLUSION

In this paper, we show that and how a discourse model can
represent a high-level interaction design of a recommenda-
tion process. Such discourse models are classes of dialogues
that are possible between a human user and a Product Ad-
visor that implements this recommendation process. Such
a discourse model refers to a domain-of-discourse model in
the sense that the latter specifies the content of the dialogues
of the former.

A domain-of-discourse model may be part of a related
ontology that is directly relevant for the dialogues. We cur-
rently work on support for extracting and deriving domain-
of-discourse models from ontologies.

In our previous work, we have already generated mul-
timodal user interfaces automatically from discourse mod-
els together with related domain-of-discourse models. We
are currently working on feeding automatically generated
structural GUI models into a real dialogue-based Product
Adpvisor, that will generate its usual Web-based GUIs from
them.
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Abstract - With the advent of the Internet and websites, many
people believe that website development is as easy as dragging
an icon here, placing a menu there, and adding a picture.
However, there is more to website design than many people
believe especially if you desire to develop a website that meets
the needs of the user and follows software engineering
principles. While there are many software process models and
human-computer interaction activities that focus on the user,
the integration of these activities is quite difficult, especially as
it relates to website development. This paper presents the
results of an empirical investigation that combined one activity
of human-computer interaction, user-centered design, and one
software engineering method, agile development into a small-
scale development exercise that specifically focused on website
development. The results from the study suggest that using the
hybrid approach for small-scale projects is easy to implement,
but is not without challenges.

Keywords — agile development; human-computer interaction;
software engineering; user-centered design

I.  INTRODUCTION

The use of technology and the Internet is commonplace
in today’s society. In 1990, it was reported that there were
less that 50 million users of the Internet in the U.S.
However, by 2008 the U.S. reported approximately
230,630,000 Internet users [1]. Therefore, it stands to
reason that with more users and more advanced systems, the
user population of today’s technology would be more
technically savvy than those user groups of yesteryear.
However, the average user is now less likely to understand
the systems of today as compared to the users of a decade
ago. Consequently, the designers and developers of these
systems must ensure that the systems are designed with the
three “use” words in mind so that the system is successful.
Hence, the system must be useful, usable, and used [2]. The
last of the “use” terms has not been a major factor until
recently, thereby making the discipline of human-computer
interaction increasingly more important.

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-117-5

Human-computer interaction (HCI) has been described
in various ways. Some definitions suggest that it is
concerned with how people use computers so that they can
meet users’ needs, while other researchers define HCI as a
field that is concerned with researching and designing
computer-based systems for people [3], [4]. Still other
researchers define HCI as a discipline that involves the
design, implementation and evaluation of interactive
computing systems for human use and with the study of
major phenomena surrounding them [5]. However, no
matter what definition is chosen to define HCI, the concept
that all these definitions have in common is the idea of the
technological system interacting with users in a seamless
manner to meet users’ needs. Consequently, system
developers need to further their understanding of the human,
the user, and the interaction.

The aim of this paper is to present the results from an
empirical inquiry that combined one activity of HCI, user-
centered design, and one software engineering method, agile
development, to develop a website for a small-sized
business. The paper also touches on the theme of extreme
programming as the implementation methodology for agile
methods. While there are many different development
strategies specifically for website design and development, a
review by the author revealed that there was little
consistency among the processes and some did not address
user involvement or the user experience. Therefore, a
hybrid approach using agile development and user-centered
design was considered since both focus on the inclusion of
the user throughout the development process.

The paper is divided into the following sections: the
human, the system, and the interaction; traditional software
methodologies; agile methods; user-centered design; a
practical implementation combining the two methods; a
discussion of the empirical investigation; and concluding
thoughts. It is the desire of the author that the readers of the
paper will see how closely related the two methodologies
are and how they can be used together for small software
development projects that yield high levels of user
involvement while creating an enriched user and developer
experience.
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II. THE HUMAN, THE SYSTEM, AND INTERACTION
A. The human user

The human user may be an individual or a group of
users who employ the computer to accomplish a task. The
human user may be a novice, intermediate, or expert who
uses the technological system. Further, the human user may
be a child using the system to complete a homework
assignment or an adult performing a task at work.
Additionally, the human user may be a person who has a
physical or cognitive limitation which impacts his/her use
with the computer-based system. No matter who the human
user is, the goal when interacting with a computer system is
to have a seamless interaction which accomplishes the task.

B. The computer

According to the Random House Unabridged
Dictionary, a computer is defined as an electronic device
designed to accept data, perform prescribed mathematical
and logical operations at high speed, and display the results
of these operations [6]. However, as computers become
more complex, users expect more than just a display of the
results of their operations. The term computer system is
used to represent technology and technological systems.
Consequently, technology or technological systems
encompass many different aspects of computing. Users now
require their systems to be able to provide answers to
questions, to store various forms of information such as
music, pictures, and videos, to create a virtual experience
that physically may be unattainable, and to understand
verbal, visual, audio, and tactile feedback, all with the click
of a button. As the human user becomes to depend on these
technological systems more, the interaction between the
user and the system becomes more complex.

C. The interaction

Interaction is the communication between the user and
the computer system.  For computer systems to continue
their wide spread popularity and to be used effectively, the
computer system must be well designed. According to
Sharp, Rogers, and Preece, a central concern of interaction
design is to develop an interactive system that is usable [4].
More specifically, the computer system must be easy to use,
easy to learn, thereby creating a user experience that is
pleasing to the user. Consequently, when exploring the
definition of interaction, four major components are present
which include:

e The end user

e The person who has to perform a particular task

e The context in which the interaction takes place

e The technological systems that is being used

Each of these components has its own qualities and
should be considered in the interaction between the
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computer system and the user. In his bestselling book, The
Design of Everyday Things, Donald Norman writes about
these components and how each must interact with the
other, suggesting that the common design principles of
visibility and affordance help to improve interaction [7].
The principle of visibility emphasizes the idea that the
features of the system in which the user interacts should be
clearly visible and accessible to human sense organs, which
improves the interaction between the action and the actual
operation [7]. The principle of affordance as suggested by
Jef Raskin, should accommodate visibility such that the
method of interacting with the system should be apparent,
just by looking at it [8].

Therefore, in order to create an effective user
experience, a designer of an interactive computer system
must understand the user for which the system is being
created, the technological system that is being developed
and the interaction that will take place between the user and
the computer system. However, traditional plan-driven
software engineering methodologies often make integrating
the user into the development process to achieve an
effective user experience difficult.

I1l.  TRADITIONAL SOFTWARE METHODOLOGIES

Software engineering is defined as “being concerned
with all aspects of the development and evolution of
complex systems where software plays a major role. It is
therefore concerned with hardware development, policy and
process design and system deployment as well as software
engineering [9].”

The term software engineering was first proposed at the
1968 NATO Software Engineering Conference held in
Garmisch, Germany. The conference discussed the
impending software crisis that was a result of the
introduction of new computer hardware based on integrated
circuits [9]. It was noted that with the introduction of this
new hardware, computer systems were becoming more
complex which dictated the need for more complex software
systems. However, there was no formalized process to build
these systems which put the computer industry at jeopardy
because systems were often unreliable, difficult to maintain,
costly, and inefficient [9]. Consequently, software
engineering surfaced to combat the looming software crisis.

Since its inception, there have been many methodologies
that have emerged that lead to the production of a software
product. The most fundamental activities that are common
among all software processes include [9]:

e Software specification — the functionality of the

system and constraints imposed on system
operations are identified and detailed
e Software design and implementation —  the

software is the

specifications

produced according to

17



ACHI 2011 : The Fourth International Conference on Advances in Computer-Human Interactions

e Software validation — the software is checked to
ensure that it meets its specifications and provides
the level of functionality as required by the user

e Software evolution — the software changes to meet
the changing needs of the customer

The activities that formulate this view of software

engineering came from a community that was responsible
for developing large software systems that had a long life
span. Moreover, the teams that used this methodology were
typically large teams with members sometimes
geographically separated and working on software projects
for long periods of time [9]. Therefore, software
development methodologies that resulted from this view of
software engineering were often termed as “heavyweight”
processes because they were plan-driven and involved
overhead that dominated the software process [9].
However, great difficulty occurs when these methodologies
are applied to smaller-sized businesses and their systems,
because these methods lack the agility needed to meet the
changing needs of the user. The next section presents an
overview of an alternative to heavyweight processes, agile
development.

IV. AGILE METHODS

In an effort to address the dissatisfaction that the
heavyweight approaches to software engineering brought to
small and medium-sized businesses and their system
development, in the 1990s a new approach was introduced
termed, “agile methods.” Agile processes are stated to be a
family of software development methodologies in which
software is produced in short releases and iterations,
allowing for greater change to occur during the design [10].
A typical iteration or sprint is anywhere from two to four
weeks, but can vary. The agile methods allow for software
development teams to focus on the software rather than the
design and documentation [9]. The following list is stated
to depict agile methods [9], [10]:

e Short releases and iterations - allow the work to be
divided, thereby releasing the software to the
customer as soon as possible and as often as
possible

e Incremental design — the design is not completed
initially, but is improved upon when more
knowledge is acquired throughout the process

e User involvement — there is a high level of
involvement with the user who provides
continuous feedback

e Minimal documentation — source code is well
documented and well-structured

e Informal communication — communication is
maintained but not through formal documents
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e Change — presume that the system will evolve and
find a way to work with changing requirements and
environments

More specifically, the agile manifesto states:

“We are uncovering better ways of developing software

by doing it and helping others to do it.

Through this work we have come to value:

Individuals and interaction over processes and tools

Working software over comprehensive documentation

Customer collaboration over contract negotiation

Responding to change over following a plan

That is, while there is value in the items on the right, we

value the items on the left more.”

While agile methods are considered as lightweight
processes as compared to their predecessors, it has been
stated that it sometimes difficult especially after software
delivery to keep the customer involved in the process [9].
Moreover, for extremely small software projects, the
customer and the user may be one in the same, further
complicating the development process. Therefore it is of
interest to consider HCI, particularly user-centered design
and the benefits it may have if combined with agile methods
for software development. The next section introduces the
concept of user-centered design.

V. THE USER-CENTERED DESIGN PROCESS

A central theme in HCI is to make the focus of design
activity, ‘user-centered’. According to human centered
design processes for interactive systems, 1SO 13407,
“Human-centered design is an approach to interactive
system development that focuses specifically on making
systems usable. It is a “multi-disciplinary activity” [11].
User-centered design (UCD) tends to lead to fewer errors
during development and lower maintenance costs over the
lifetime of the computer software [12].

In contrast to the traditional methods of software
development, user-centered design aims at understanding
the user and designing the user interaction through an
iterative process. At the center of user-centered design is
the user with requirements emerging from user interaction
with the system. Since the user-centered design process is
an interactive one which allows users to interact with system
designers to design a system, ultimately the needs of the
user are met.

There are four basic components which help to define
interaction [13]. Those components include:

e Theend user

e  The person who has to perform a particular task

e The context in which the interaction takes place

e The technological systems that is being used

Each of these components has its own qualities and
should be considered in the design of the system. The UCD
process allows for the exploration of each of these
components. As with most methodologies, the UCD
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process can be broken down into four steps. These steps are
analysis, design, implementation and deployment, and are
shown in figure 1.

User

Deployment Design

Implementation

Figure 1. User-centered design model

VI. APRACTICAL IMPLEMENTATION OF THE AGILE
METHOD AND UCD

A. The project

The purpose of the project was to combine the principles
found in user-centered design with the agile manifesto to
develop a website for a customer who was also part of the
user group.

B. The stakeholders

The stakeholders consisted of two groups: the customer
who commissioned the project and the user group who
consisted of selected parents and students. The customer
was a program manager for a grant obtained to fund a
Research Experience for Undergraduates (REU) in an
integrative biosciences program at a mid-sized university.
The customer has some technical expertise and expressed a
desire to be involved in the entire development process.
Therefore, to ensure that the customer who was also part of
the user group was at the center of the process, bi-weekly
meetings were established where updates were provided and
prototypes were presented.

C. The development team
The development team consisted of two programmers

who have expertise in website development and the
principles of UCD.
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D. The implementation

Extreme programming (XP) is probably one of the best
known and most widely used agile methods [14], [15]. It
was originally designed to address the needs of software
development by small teams who faced changing
requirements and system environments. XP was used in this
empirical inquiry because it reflected the four following
principles:

e Incremental development is supported through

small, frequent releases

e Customer involvement is integral and supported

throughout the process

e People are the main focus of the process not the

development process

e Change is embraced as prototypes were constantly

released to the user

e  The design for the website was simple

XP was also used because it incorporates the concept of
collaborative working. The most extensively investigated
practice of XP is perhaps pair programming.

The basic premise of pair programming is that a pair of
developers, work together during the development process.
The developers sit as the same computer and develop the
software. There have been several studies that have
confirmed that pair programming is effective and can lead to
better quality software [9]. However, some studies suggest
that with more experienced programmers there is a loss of
productivity [16]. Further in a study of nearly 500 students
it was found that the stronger of the pair did most of the
work, while the weaker of the pair did not improve in
programming skill [17].

Yet, it was decided that pair programming would be
used because it fosters communication between the team
members working on the website and it supports the idea of
collective ownership and responsibility. Moreover because
the team consisted of only two members with similar
programming backgrounds, pair programming proved to be
a natural fit.

The first step in the project was to design user stories.
User stories are requirements which can be implemented
into a series of tasks [9]. User stories are often thought of as
high-level requirement artifacts. There are several things to
consider when developing user stories which include [18]:

e  Stakeholder/customers write the user stories

e Simple tools like index cards to capture
thoughts should be used

e The stories can be used to describe a variety of
requirements

e Time for the pair programmers to implement
the story should be considered

e Priority regarding implementation should be
considered

In order to develop the user stories, the team met with
the user group who supplied the information and the content
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for the website. An example of a user story that was created
for the website is found in figure 2.

Submitting the application

A student has decided to apply for the REU program.
The application is an editable .pdf file that the student
should be able to edit, complete, and submit online.

The student may choose to print the application and
mail the application to the program manager.

The system should allow for online submissions as well
as printing the hard copy for mailing.

Figure 2. Story card

After the user stories were developed, the story cards
were broken into tasks and the user group was asked to
organize the tasks according to priority of what should be
implemented first. The objective of this step was to
determine the resources needed for implementation. At the
completion of this planning process, there were
approximately twenty story cards with varying requirements
which were organized according to priority.

In the next phase of the project, the development team
began implementing the stories according to priority. It was
imperative to the customer that the application for the
program be the first item implemented. Once this was
implemented, the prototype was delivered to the user group.
The following is a timeline for the releases provided to the
users. The project began September 2009.

TABLE 1. RELEASE TIMELINE
DELIVERY WEEK

RELEASE

Application

Homepage

Revised homepage

Sample project page
Revised sample project page

[(o] Ko ) N KOV] § O}

Pictorial from previous REU | 12
program
Resources/contact page 14

Delivery of completed website 16

VII. DISCUSSION

In this instance, the hybrid approach using the agile
method and user-centered design for this small project was
easy to implement. This section discusses the results from
the study.
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An exit interview with the user group revealed that they:

e Enjoyed being involved in the process

e  Felt that their needs were being met

e Liked the idea of incremental releases

However, it was also noted that:

e The process was time consuming

e  While there was some level of satisfaction with the
progress of the project as the incremental releases
were being delivered and the prototype was being
used, after many weeks of meeting and seeing only
a release, it was stated that it would be good “just
to see the finished product”

e Confusion was also expressed with many technical
aspects of the implementation

An exit interview with the development team revealed
the following:

e Development was easier as they
immediate feedback from the user group

e Liked the interaction with the user group

e Appreciated the concept of pair programming

However, the team also stated:

e It was difficult to schedule meetings with the
customer because of busy and conflicting
schedules

e The users did not always communicate their ideas
correctly which required rework of the prototype

e It was time consuming to meet for the pair
programming experience due to busy and
conflicting schedules as the website project was not
the only project on which the individuals were
working

received

VIIl.  CONCLUSION

The aim of this paper was to present the results from an
empirical inquiry that focused on answering the question of
how the concepts of agile methods and user-centered design
could be combined to heighten user involvement in a small-
scale software development project (i.e. website
development). The author acknowledges that while there are
many website development processes, there is inconsistency
concerning the steps of the processes and many do not focus
on a formalized method for actively involving the user.
Consequently, the goal of the paper was to identify the
broad steps involved in both agile methods, especially
extreme programming, and in user-centered design and to
explain how these steps could be used to create a valuable
user and developer experience.

Results from the study revealed that using the agile
method and user-centered design for small-scaled projects is
easy to implement; however, there are certain challenges.
While the user group enjoyed being a part of the process,
they were overwhelmed by the involvement and certain
technical aspects of development activities. Additionally,
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the hybrid approach proved to be time consuming for both
the user group and the development team.

Future work from this study includes adapting the hybrid
approach to other small-scale software projects to ascertain
if the type of software being developed determines the
outcome of the project. Furthermore, the author intends to
develop a case study specific to implementing XP and UCD.

The impact from this empirical inquiry is far reaching.
It expands the dialogue that already exists among HCI
researchers on how to effectively involve the user in
development activities so that it is an enriched experienced.
Furthermore, the study provides a foundation for future
work on how light-weight software development
methodologies and HCI activities can be combined for use
in small-scale projects. In conclusion, as systems become
more complex and user skill level decreases, it is important
that designers of technology find more ways to create
unique development experiences that meet both the needs of
the user and the development team.
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Abstract—The purpose of this study was to estimate
personality and mental health through behavior data
measured by acceleration and voice intensity sensors. Results
showed significant correlations between behavior and all
personality and mental health traits studied except for
openness. This methodology ascertained an effortless
assessment of personality and mental health, which respects
employee’s privacy, and keeps up-to-date companies’
workforce information.

Keywords- human behavior; sensory technology; mental
health; personality

l. INTRODUCTION

The wide study of personality theory and mental health
has opened research directions to better understand
personnel psychology. Companies are increasingly aiming
to develop their human workforce by studying their
employees’ individual characteristics. Robbins [1] identified
four individual-level  variables, i.e.  biographical
characteristics, ability, personality, and learning, which have
effects on employee performance and satisfaction.

However, since the use of questionnaire-based objective
tests for both personality and mental health has been widely
established [2], the time required for employers and
employees to carry out such questionnaires is increasingly
becoming wasteful and troublesome. On the other hand,
recent technology enables to visualize office workers’
interactions  [3], identify human behavior within
organizational situations and obtain associated tacit
knowledge [4][5] without privacy intrusion or major burden.

The purpose of this study was to propose a sensor-based
methodology to estimate behavior and to further
demonstrate existing correlations between employee’s
behavior and, mental health and personality traits. Building
on the aforementioned findings, this study provides
conclusions involving personality traits and mental health in
the working setting with a minimum required burden from
both employers and employees.

This paper is organized as follows. Section Il contains an
overview of related personality and mental health studies in
the workplace. In Section Ill, it is proposed a methodology
to estimate behavior based on sensory data, which was used
in Section IV to analyze the relationship with personality
and mental health. Section V includes a summary of the
paper and presents future work.
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Il.  RESEARCH ON PERSONALITY AND MENTAL HEALTH

Personality has been defined as the characteristic manner
in which one thinks, feels, behaves, and relates to others [6].
Robbins [1] claimed that all our behavior is at some extent
explained by our personalities and experiences. Traits in
personality psychology have been used to describe
consistent inter-correlated behavior patterns [7]. The study
of personality traits has increased the understanding of the
differences between people’s behavior in order to explain
how certain personality traits better adapt for certain job
types [1][8], how personality relates to the effective
performance of teams [8][9][10], and how personality is a
component of motivation [11].

With similar attention, mental health in the workplace
has also been studied. A study has concluded that adverse
psychosocial work conditions are predictors of depression
worsening [12]. This result was independent from
personality traits analyses, and demonstrated the importance
of the study of mental health alone.

A. Personality traits in this study

The Five Factor Model (FFM) is a taxonomy, or
descriptive model, of personality traits organized at the
broadest level of abstraction in five factors or dimensions
named: extraversion or  surgency, agreeableness,
conscientiousness, emotional stability versus neuroticism,
and intellect or openness [7]. These traits became eventually
known as the Big Five [13]. Extraversion describes traits
relating energy, dominance, sociability, and positive
emotions. Agreeableness includes traits such as altruism,
tender-mindness, trust and modesty, defining a prosocial
orientation towards others. Conscientiousness summarizes
traits which facilitate goal-directed behavior. Neuroticism
describes anxiety, sadness or irritability, contrasting
emotional stability. Finally, openness describes the depth of
an individual’s mental and experiential life [14].

Locus of Causality traits are related to the motivation
factor of an individual and it examines the source of the
motivation when engaging on an activity. Locus of
Causality’s intrinsic motivation refers to doing something
because it is inherently interesting, fun, or enjoyable. On the
other hand, extrinsic motivation refers to doing something
because it leads to a separable outcome, or because it
responds to external demands. Each motivation trait has two
secondary scales. Secondary scales for intrinsic motivation
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are enjoyment and challenge. Challenge orientation is
related to problem-solving, while enjoyment orientation is
related to writing and art involvement. Secondary scales for
extrinsic motivation are outward and compensation scales.
Outward motivation entails personal endorsement and a
feeling of choice. Compensation, on the other hand,
involves mere compliance with an external control [15][16].

General Causality Orientation is referred as the
individual differences that can be characterized in terms of
people’s understanding of the nature of causation of
behavior [17]. In other words, these traits characterize the
degree to which human behaviors are volitional or self-
determined. There are three causality orientations, namely,
autonomy, control, and impersonal orientation. Autonomy
orientation trait involves a high degree of experienced
choice related to the initiation and regulation of one’s own
behavior. Control orientation trait involves people’s
behavior following controls either in the environment or
inside themselves. Impersonal orientation trait involves
people’s experiencing their behavior as being beyond their
intentional control [17].

Self-monitoring people are described as showing
considerable adaptability and behavior flexibility to external
factors, being capable of behave differently in different
situations [1].

Type A personality is the trait describing people which is
aggressively involved to achieve more in less time. Highly
rated Type A people are highly competitive, cannot cope
with leisure time, and are continuously measuring their
success [1].

B. Mental health in this study

The mental health statuses considered for this study were
depression and happiness. The viewpoint from which these
traits were analyzed was to relate depression, and stress,
against job satisfaction characterized by happiness in the
workplace.

1. STUDY 1: ESTIMATION OF BEHAVIOR BASED ON
SENSORY DATA

This first study proposed a methodology to estimate
human behavior at the workplace based on objective data
measured by sensors. An experiment was done in order to
investigate the possibility of identifying human behavior.

A. Participants

Two male participants volunteered for this experiment.
They were aged 25 and 44, and were all in sound health
condition.

B. Apparatus

Business Microscope (BM) [5] developed by Hitachi
Corporation was used in this experiment. Users wore BM
like a neck-hanging name-tag, and BM records data from its
acceleration, face-to-face (IR), temperature, and voice
intensity sensors.
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C. Procedure

Each participant wore a BM device and acted out
behavior categories for 2 hours as if they were engaging in
daily office working activities. The characterized behavior
categories were walking, talking, desk working, and not-
working related behaviors like sleeping, eating/drinking, or
simply being unoccupied. These last were grouped, and
hereafter referred as idle category.

D. Measurements

For the purposes of this study, this experiment only used
acceleration and voice intensity sensory raw data with a
sampling frequency of 50 Hz. Due to privacy concerns and
to a limitation of energy consumption, each datum was
observed for 2s long and was acquired once every 10s. The
data captured by the device was wirelessly transferred to a
server where it was stored.

While wearing a BM device, participants acted out
behaviors, switching them from one to another. Every time
they switched behaviors, participants marked the time, the
location, the posture, and the behavior being acted.

E. Results

Sensor data chosen from each behavior category was
plotted for analysis to reveal distinctive characteristics
representing each acted behavior. Such information was
used to build a method to estimate behavior. Such behavior
was compared with the actual behavior characterized by
participants to find out hit and false alarm rates. A hit was
defined by corresponding predicted and actual behaviors.
False alarm on the contrary was defined by a mismatch
between them.

A graphic method, the Receiver Operating Characteristic
(ROC), was used to evaluate and compare the performances
of signal-noise discrimination [18]. ROC was used to
portray the optimal criteria to detect behaviors and to select
the most effective prediction thresholds.

1) Behavior detection criteria

In the walking category plot the amplitude and the
frequency of the oscillations of acceleration data were
calculated. The amplitude of the curve was calculated with
the subtraction of the curve’s minimum data value from the
maximum data value. As for the number of oscillations of
the curve, it was used the zero crossing method. The zero
cross line was determined as the data’s average line. The
number of times the curve crossed the zero-crossing line
were added up to obtain the curve’s frequency.

Sound intensity curve was represented by temporal
changes of sound volume. The data’s mean and the standard
deviation was calculated and used to obtain thresholds for
data characterized by sound representing a talking behavior.

For desk working behavior plot, back and forth
acceleration data was investigated. It was found that the
mean of acceleration data at time t, and the mean of
acceleration data at time t-10s, tended to be comparable. As
differences in mean values of these succeeding two time
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points were limited in range, it was assumed that such
behavior corresponded to small posture changes as those
displayed by desk working behavior. Upper and lower limits
of this range were calculated. Data found within this range
was regarded as desk working behavior data.

As for the idle behavior category, the acceleration data’s
frequency of vibration was analyzed. The most suitable data
for analysis was found along the acceleration’s vertical
direction; therefore the zero crossing number was used to
calculate this behavior’s data frequency.

2) Sequential detection method

The ROC curves for each behavior category are shown
in Figure 1. The variance of dots in each graph represents
the performance of criteria using various threshold
combinations. The results showed that the best detection
performance (represented by a red dot) was found in the
following order: walking behavior category, talking, desk
working, and idle behavior. For this reason it was adopted a
sequential detection order which set the sensitivity [18] of
each detection method as the detection order priority. Thus,
walking behavior was the first category to be detected from
the entire sensor data set. From the remaining data, talking
behavior was detected, then desk working, and finally idle
behavior category.

IV. STUDY 2: STUDY OF PERSONALITY AND MENTAL
HEALTH BASED ON BEHAVIOR DATA

The purpose of this study was to analyze the
relationships among personality and mental health, and
behavior estimated by the method proposed in Section IlI.
An experiment was conducted, and a correlation analysis
was done in order to validate that sensory data can be used
to assess personality and mental health.

A. Participants

Ninety two Japanese participants, 77 males and 15
females, ranging between 21 and 61 years old (M = 35.93,
SD = 8.50), who worked as software developers at a certain
company volunteered for the experiment. They were all
capable of moving freely and perform routine office
activities.

B. Apparatus
The apparatus for this study were the same as those used
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in study one. Refer to Section I11.B.

C. Procedure

Participants wore individual BM devices every working
day for 71 days, time in which they engaged in normal daily
working activities. Participants’ behavior was detected
according to the procedure explained in Section Ill. Also
participants conducted 8 sets of questionnaires, 5 relating
personality, and 3 more relating mental health.

D. Measurements

To assess the big five personality, the Big Five Inventory
[14], which consisted of 44 items, was used. The Work
Preference Inventory (WPI) which consists of 30 items was
used to assess Locus of Causality [16]. The 12-item General
Causality Orientation Scale Questionnaire (GCOS) was
used to assess General Causality Orientation [17]. It was
also used the Self Monitoring trait questionnaire developed
by Lennox and Wolfe [19], and the Type A questionnaire
developed by Bortner [20].

As for mental health, two scales for depression and one
for happiness were used. Although these states could be
related to a general happiness scale, in this study the term
mental health was used to describe them. The Center for
Epidemiology Studies Depression Scale (CES-D) was
developed by Radloff [21], and consisted of 20 items. Also
the Beck Depression Inventory Second Edition (BDI-I1) was
used and consisted of 21 items. It is a self-administered
questionnaire assessing the severity of depression in adults
and adolescents [22]. The last mental health trait studied
was satisfaction. The Oxford Happiness Questionnaire
(OHQ) was used to assess this trait [23].

E. Results

This study considered unitary behavior samples and
behavior events as measurement units. A behavior sample
was defined as each datum in a set of data corresponding to
an estimated behavior category (one sample per 10s). A
behavior event was defined as the sequential group of 2 or
more samples under the same behavior category. A
chronological summary showing the time series of estimated
behavior samples and events was prepared for each
participant. This summary indicated what type of behavior
category a participant engaged in and for how long.
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ROC curve for (a) walking detection, (b) talking detection, (c) desk working detection, (d) idle detection.
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1) Detected behavior

After analyzing the number of behavior samples of the 92
participants, three outlier participants were excluded as they
provided significantly less number of samples (< M — 2 x
SD) due to their absence in the experimentation settings. The
results hereafter report data from the remaining 89
participant, 74 males and 15 females (M = 36.07, SD =
8.56). From the total number of detected samples, 28% were
detected as walking, 15% as talking, 30% as desk working,
and 21% were detected as idle behavior. There were a 5% of
samples which could not be detected as any of the proposed
behaviors.

2) Behavior characteristic variables

Characteristic variables were obtained for the behavior
samples and events of individual participants. The behavior
characteristic variables (BCVs) were represented by letters
triplets. The first letter of each triplet represented the
behavior categories. This is W, T, D, and | represented
walking, talking, desk working, and idle behaviors,
respectively. The second letters in a triplet were A, T, E, and
D, and represented time instances. A as a triplet’s second
letter represented the entire time span. T as a triplet’s second
letter represented the time ratio per day. This ratio was
obtained by dividing a given behavior total time over the
total time in a day. The letter E as a triplet’s second letter
represented the number of events per day. The letter D as
the second letter in a triplet represented the behavior events
duration. If the second letter of the triplet was A, the third
letters of a triplet were T or E. In this case T represented the
time ratio, and E represented an event. However if the
second letter of the triplet was T, E, or D, then the third
letter of a triplet were A, D, or M, which stood for average,
standard deviation, and median.

Personalities like intrinsic or extrinsic motivation are
estimated to be related to the variation of behavior. In order
to assess this variation, the percentage of behavior-engaged
time over all the experiment’s time span and the number of
events per day was calculated. It was also calculated the
average, standard deviation and median of behavior-
engaged time (time ratio T and number of events E) per day.

The concept of absorption is important for some
personality traits and it is considered to be strongly related
with uninterrupted behavior engagement. Therefore the
average, standard deviation and median of the time
continuance of each behavior were also calculated (triplets
with “D” as the second letter).

3) Correlation among personality traits, mental health,
and BCVs

Big Five personality scores and BCVs combinations
whose correlations were significant are shown in Table I.
Extraversion showed positive correlation with walking
behavior variables. It was also found negatively correlated
with talking events (TEA, TEM) and desk working related
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TABLE I. PEARSON’S CORRELATION BETWEEN BIG FIVE

PERSONALITY SCORES AND BCVs

E A C N O
WAT 0.212* 0.082 -0.142 0.006 0.076
WED 0.235* 0.089 -0.109 0.118 0.147
WTA 0216 * 0.091 -0.141 0.009 0.078
WTD 0.255* 0.221* 0.015 -0.010 0.181
WTM  0.239* 0.096 -0.130 0.010 0.081
WDA  0.238* 0.120 -0.081 -0.102 0.059
WDM  0.226 * 0.128 -0.089 -0.039 0.104
TEA -0.216 * -0.164 0.032 0.129 0.018
TEM -0.213* -0.140 0.043 0.110 0.027
TDD  -0.131 0.064 0.209* -0.041 -0.071
DAE  -0.298** -0.029 -0.111 0.184 -0.002
DAT  -0.285** 0.000 -0.039 0.058 -0.142
DEA -0.210* 0.048 -0.132 0.216* 0.077
DEM  -0.204 0.099 -0.118 0.233* 0.078
DTA  -0.284** -0.008 -0.036 0.059 -0.158
DTM  -0.273** -0.007 -0.039 0.056 -0.154

n=89; **p<.01; *p<.05
E: extraversion, A: agreeableness, C: conscientiousness,
N: neuroticism, O: openness

variables (DAE, DAT, DEA, DTA, DTM). These results
suggested that people who often walk, and often spent their
time away from their desks were likely to be extraverted.

Intrinsic Locus of Causality personality scores and
BCVs combinations whose correlations were significant are
shown in Table Il. Talking related variables were negatively
correlated with intrinsic locus of causality, and both of its
subscales, enjoyment and challenge. It can be argued that
intrinsically motivated people have a strong preference for
working individually without talking or interacting with
people around. However, as it is shown in Table II, idle
behavior variables were found positively correlated with
challenge subscale alone. It might be argued that the nature
of intrinsic locus of causality and challenge orientation,
motivate these people to find time to think and reflect about
their own initiatives.

Other results showed that extrinsic motivated people did
not tend to stay in their desks or focus on their work for
long periods as desk working related variable (DAT, DTA,
DTM, DDM) were all negatively correlated with extrinsic
locus of causality and compensation subscale.

TABLE II. PEARSON’S CORRELATION BETWEEN INTRINSIC LOCUS OF
CAUSALITY AND SUBSCALES PERSONALITY SCORES AND BCVs

Intrinsic Enjoyment Challenge

WTD 0.203 0.126 0.209*

TEA -0.254* -0.216* -0.230*

TEM -0.220* -0.174 -0.214*

TTA -0.211* -0.210* -0.173

TT™ -0.212* -0.222* -0.166

TDM -0.226* -0.231* -0.174

DEA -0.217* -0.048 -0.283**

DEM -0.168 0.005 -0.246*

IAT 0.280** 0.157 0.298**

ITA 0.285** 0.169 0.298**

ITD 0.209* 0.136 0.225*

IT™ 0.264* 0.151 0.272*

IDA 0.239* 0.119 0.277**

n=89; **p<.01; *p<.05
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General Causality Orientation personality scores and
BCVs combinations whose correlations were significant are
shown in Table Ill. Talking related variables correlated
negatively with the autonomy trait. On the other hand,
impersonal trait correlated positively with desk working and
idle behavior related variables. It can be argued that people
who do not actively engage or face external circumstances
tend to spend their time at their desks.

These results implied that people with high impersonal
score, whose behavior is marked by decisions beyond their
control, tend to follow directions as they are told. In other
words, these people might not leave their desks or stop
working. These findings are comparable to idle behavior
variables being positively correlated with impersonal trait. It
can be argued that as these people did not leave their desks,
they might have time to loosen up, even in front of their
desks.

Self monitoring trait was positively correlated with
walking related variables (WAT, WTA, WTM, WDA,
WDM). This suggested that people with high sociability
skills, or those rating high in self monitoring, engage for
longer periods in walking behavior. High self-monitoring
rated people are able to show striking contradictions
between their public persona and their private self [1]. Thus,
by the fact that self monitoring correlated negatively with
talking related variables (TEA, TEM) it can be argued that
even though these people regulate their behavior by walking
or interacting with others, they might be reluctant to show
their opinions by an apprehension of social disapproval.

Type A trait correlated positively with the number of
walking events per day (WEM). This suggested that people
who tended to walk more often are likely to be competitive
or involved in achieving more in less time. It might be
argued that these people are often walking around, looking
for self-improving opportunities.

Mental health scores and BCVs combinations whose
correlations were significant are shown in Table V. Both

TABLE II1. PEARSON’S CORRELATION BETWEEN GENERAL
CAUSALITY ORIENTATION PERSONALITY SCORES AND BCV's
Autonomy Control Impersonal
WED 0.163 0.233* 0.085
WTD 0.231* 0.133 -0.041
WDA 0.175 -0.120 -0.240*
WDD 0.148 -0.244* -0.182
TAE -0.238* 0.000 0.101
TAT -0.273** -0.016 0.065
TTA -0.278** -0.029 0.060
TTD -0.305** -0.034 0.054
TT™ -0.254* -0.032 0.051
TDA -0.216* -0.029 0.009
TDM -0.292** -0.096 0.034
DAE -0.016 0.059 0.304**
DEA 0.041 0.054 0.331**
DEM 0.083 0.087 0.323**
IEA 0.077 0.117 0.296**
IED 0.148 0.222* 0.165
IEM 0.100 0.147 0.301**

n=89; **p<.01; *p<.05
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depression scales utilized in this study presented similar
results which highlighted positive correlation with talking,
desk working, and idle behavior related variables (TEA,
TEM, DAE, DEA, DEM, IEA). These results suggested that
people who more often engaged in talking, desk working,
and idle behaviors present higher depression or stress
scores. By the fact that BDI-11 depression scale positively
correlated with walking idle events related variables (WEA,
IEM) it can be argued that both, unoccupied

behavior people or persistently walking people, might
display high work depression or stress.

The OHQ results showed that high talking, and desk
working behavior people often showed frustration or
discontent (TAE, TAT, TEA, TEM, TTA, TTM, TDM,
DAE, DEA, DEM). It can be argued that people who talked
for longer periods, would be able to cope with
dissatisfaction.

V. CONCLUSION AND FUTURE WORK

The present study proposed a methodology to estimate
personality from sensory data information. However studies
pertaining personality with emphasis to the workplace are
numerous, the established measuring method used by those
studies were questionnaire tests. This study built up a clear
methodology through which personality is estimated
unobtrusively and without the need of questionnaires,
through the use of acceleration and voice sensory
information.

In Study One it was effectively detected walking,
talking, desk working, and idle behaviors, with hit and false
alarm rates of 0.78 and 0.12, 0.82 and 0.19, 0.69 and 0.48,
and 0.59 and 0.28, respectively. In Study two, the
correlation analysis showed significant correlations between
behavior and all personality and mental health traits studied
except for openness. Personality variables that showed
significant correlations with greater extent of behavior
variables were extraversion, intrinsic motivation, challenge,
and happiness.

Also, the behavior category which showed significant
correlation with the greater number of personality variables

TABLE IV. PEARSON’S CORRELATION BETWEEN MENTAL HEALTH
SCORES AND BCVs

CES-D BDI-I1 OHQ
WEA 0.103 0.221* -0.083
WDA -0.174 -0.139 0.237*
TAE 0.204 0.144 -0.215*
TAT 0.191 0.166 -0.235*
TEA 0.282** 0.267* -0.287**
TEM 0.250* 0.271* -0.267*
TTA 0.188 0.158 -0.228*
TT™ 0.176 0.151 -0.211*
TDM 0.072 0.152 -0.270*
DAE 0.239* 0.254* -0.255*
DEA 0.283** 0.371**  -0.283**
DEM 0.211* 0.355**  -0.255*
IEA 0.223* 0.264* -0.156
IEM 0.173 0.246* -0.119

n=89; **p<.01; *p<.05
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was desk working behavior category revealing 31
significant correlations; while the behavior category which
showed significant correlation with the least number of
personality variables was idle category with only 18
significant correlations.

The results in this study suggest that it is possible to
effortlessly assess personality and mental health, respecting
the privacy of employees, and without the need of
questionnaires. What has been argued as a benefit of the use
of questionnaires (greater choice) is a major weakness; the
use of questionnaires allows for questionnaire items'
omission or misrepresentation, thus affecting the overall
effectiveness and goals of the assessment. This limitation
affects the informant himself who is the ultimate beneficiary
of the research efforts. Furthermore, personality is
continuously shaped by experiences, and thus questionnaires
are limited to cope with personality’s changing nature. As
the methodology presented in this study is set by
continuously loading data, the personality and mental health
information obtained will always provide up-to-date
information. In addition, saving employers’ and employees’
time, is yet another benefit proposed by this study, which
opens a new behavior estimation research direction, and
thus its continuation is essential. Future studies should
deepen this study’s findings: it should consider additional
working settings; the improvement of the behavior detection
method including participants from both genders, and a
larger set of behavior categories.
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Abstract—Paradigm shifts can be noted to have taken
place in several areas of user-technology research. The
most obvious have been in terms of including users
within the design process, either in terms of usability
studies or user experience design. There have also
been shifts towards viewing human-technology
interaction as not only an optical experience, but also
an embodied one. When exploring these factors it is
easy to prioritize the physical over the psychological.
User interactions with systems are more easily
measured in terms of concrete outcomes rather than
by subjective feelings and perceptions of interaction.
Through the conference theme: user modeling and
user focus, this study’s purpose has been to uncover
mental contents present during the moments of
human-system interaction. The study has employed a
range of design stimuli for users to encounter and
evaluate, giving a holistic idea of the psychological
components involved in the interactions. The article
describes a conceptual model which has derived from
a study of mobile phone icons in the context of their
graphical user interfaces. This study shows that users
draw on multiple dimensions of mental information
contents when experiencing technology, these include:
cognitive, practical, aesthetic and emotional. Although
the dimensions somewhat overlap, shifts can be seen
between the dominance of the dimensions when the
experience is positive or negative.

Keywords- user experience; mental contents; user

psychology; conceptual model

1. INTRODUCTION

User interfaces (Uls) are the meeting point between
technological products and users. Users, or humans, are
complex organic systems in their own right. They come
with varied physical, emotional and cognitive needs.
Numerous factors impact the make-up of these users
physically and mentally, and in order to get the
connection between the user and technology ‘just right’,
designers must consider and address these factors. As Uls
become more advanced, user-centered matters are grow
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increasingly important. Thus, through ‘user modeling and
user focus’, we aim to show that it is not just the physical
and cognitive challenges of UI design that are important,
but so too is a more encompassing view on psychological
factors embedded within the user and their perception and
interaction with the design.

This paper concentrates on the mental contents of user
experience (UX). The term ‘mental contents,” refers to
information representations, which exist within an
individual’s mind. These representations, while constantly
adapting and evolving, shape the way in which people
experience phenomena [31][32][34][36]. These mental
contents are shaped by a number of factors, none the least,
by lived experience. Other factors include: cultural
(national, gender, sexuality, religious, sub-cultural and
people with disabilities), social, psychological, linguistic
and geographical to name a few. The present study
addresses two of these factors — national cultural and
linguistic. Empirical material was collected in Australia
and Finland in 2009 as a part of the Theseus [37] and
ITEA2 Easy Interactions [38] projects examining the user
psychology of user-system interactions.

We have been surprised to discover that astoundingly
little, if anything, has really been done to understand what
we consider to be the most important component of UX —
mental contents. The study of mental contents is an
important component of user psychology. In the next sub-
section, user psychology and its application in the fields
of human-technology interaction (HTI) is introduced in
relation to UX. Section II details the method by
explaining the picture technique and its rationale and
detailing components such as the participants, measures
and procedure. Section III illustrates the results and
Section IV outlines a conceptual model of experiential
contents. The paper is concluded in Section V, which
summarizes and reflects on the findings of this study,
posing further questions for future investigation.

A.  User psychology in the exploration of user
experience

In order to understand the mental processes that occur
when users interact with technology, we must first
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understand the psychological pre-conditions of this
interaction. This is what user psychology seeks to explain
[1][2][3]. Scholars within the discipline of user
psychology examine and construct psychologically
justified explanatory models to influence design decisions
[3]. With progress being made in the fields of Ul
development, it is hardly surprising that the area of UX
design emerged. Emotional usability pioneer, Don
Norman [4] articulates that designers and engineers know
what works and users at least generally can learn how to
use the products. But what lies at the heart of
distinguishing two perfectly functioning products from
one another, still remains somewhat of a mystery.

UX expands upon traditional usability studies, and is
quite closely related to the Japanese Kansei engineering
and North American emotional usability [4][S][6][7][8].
By now, the field of UX includes an abundance of
conceptual models [7][9][10][11][12][13]. Inclusive in the
models are dimensions such as user HTI perceptions, in
addition to understandings of cultural and symbolic
human-to-human interaction  which impact HTI
[14][15][16][17][18]. Important in the UX research
paradigm is the quality improvement of HTI. Norman [4]
stresses the affective and emotional aspects of interaction.
Other scholars such as McCarthy and Wright [19]
emphasize the role of culture as a meaning making tool in
the process of UX. Battarbee [9] emphasizes the social
nature of UX by demonstrating that it is not simply
isolated within one individual, rather it can be and/or is a
shared experience between multiple persons and
communities. The major components of UX articulated by
Viidndnen-Vainio-Mattila et al. [20] encompass:
interactional flow; pleasurable and hedonic aspects of
product usage; and multisensory interaction.

The above examples represent studies undertaken in
disciplines of cognitive science and task-related
experimental analysis, phenomenology and qualitative
analysis. They emphasize the role of feelings and
emotions, perceptions and behavior in HTI [21]. Another
key trait of the above mentioned models is that they
broaden the perspective from human-computer-interaction
(HCI), to other design products or interactive
technologies. Thus, they concentrate on incorporating
users’ lived experience and natural interaction in the
design process [19][22][23][24]. Despite this, attention is
still lacking in regards to what we consider the most
essential property of experience — information contents.
Apart from phenomenology [25][26][27], and some
aspects of cognitive models [28][29], information
contents of mental representations have rarely been
discussed in relation to UX [30]. Experience is the
conscious part of human mental representations.

Previous work by Saariluoma [31][32][33][34][35]
[36] and Leikas and Saariluoma [24] is continued in this
study, whereby a content-based approach has been taken
towards the investigation of life based thought-related
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processes. Content-based thinking enables the formulation
of new questions. Problems lie within explaining the
mental contents of users. Contents are in a constant state of
flux from one phase to the next, leading to a core question
within our investigation: Given its ever-changing nature,
how is conscious experience effectively operationalized, in
order to provide a detailed understanding of UX from a
psychological perspective?

In light of a study into user evaluations of mobile
phone icons, the key aim of this paper is to lay the
foundations of a conceptual model based on categorical
dimensions of mental contents. The idea is not to provide a
finished map of all the dimensions and categories, but to
illustrate the formational stages of the framework, starting
from a skeletal version of what has been achieved though
the examination of user response to graphical user
interface icons. The further these studies go into other
design elements, bridging newer UI designs and
prototypes, the more detailed and thorough the framework
becomes.

II. METHOD

For this study, the picture sorts technique [46][47][48]
49] was employed to investigate the ways in which users
prioritized and constructed explanations of why specific
designs were preferred over others. In addition to carrying
on the tradition of investigations which explore user
emotional responses to designs, the picture sort technique
focuses on collecting explanatory frameworks provided
by users. As mentioned above, the challenge for us has
been to gain an understanding of how participants see and
mentally construct design products using the information
content available to them.

The picture sorts method, developed during the 1950s
[45], is an empirical technique used to explore Personal
Construct Theory (PCT). Scholars of PCT advocate that
people mentally register phenomena through constructs
that they themselves create by means of mental
information content. This information content includes
and is shaped by social, environmental, cultural and
psychological factors etc. In other words, via interaction
with design, environments and other people we are
constantly constructing and reformulating mental images
of the phenomena we encounter. In fact, our sense of
reality is based on these constructs. More and more within
the field of HTI, the significance of methods such as the
picture sort is being recognized [46][47][48][49][50].

A. Participants

In total, 35 subjects participated in this study. Fourteen
people participated in Australia and 21 participated in
Finland. Australian participants were aged from 26 to 61:
2 were 26-29; 3 were 32-35; 3 were 40-44; 4 were 50-54;
2 were 58-61. The mean age of the participants in
Australia was 44.2 years old. The gender distribution of
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the participants in Australia was 8 females and 7 males.
Ages of the Finnish participants ranged from 21 to 54: 9
were 21-29; 7 were 30-38; 3 were 43-46; and 2 were 51-
54. The mean age of the Finnish participants was 33.1
years old. The gender distribution of the Finnish
participants was 14 females and 7 males.

B. Measures

Twenty-two screen shots of icon menus were
presented on a pack of picture cards. The icon menus
were chosen from competing mobile phone brands,
models and generations. The idea was to have a sample
representing the most commonly used brands on the
Australian and Finnish markets. Once these had been
selected they were then printed on 200 gsm matt card. A
USB recording device was used to record the
experiments.

The participants were required to sort the cards into
three piles: least attractive; attractive; most attractive.
This was not a time based exercise, participants could
undertake the experiment at their own pace to ensure that
they carefully looked at the icons. We emphasized that it
was their personal subjective preferences that we were
interested in, and that the experiment was not an
examination. Once the participant had finished sorting the
cards into piles, they were asked to think of descriptive
titles (words or phrases) and then reasons for these titles.
The titles and the reasoning were first written down on an
open answer questionnaire, and then the participants were
asked to verbally elicit their responses. This was in case
they were more likely to favor one of the explanatory
forms over the other.

C. Procedure

Before conducting the experiments, a Statement of
Ethics was applied for and obtained from the University
of Jyviskyld, Finland, and the Edith Cowan University,
Western Australia. The experiments were conducted in
quiet, controlled environments in Finland and Australia.
Generally, they took place one per time, but on several
occasions there were two participants at different sides of
the room. The researcher’s role in the experiments was to
distribute and explain the experiment components and
answer questions. In Finland, a native speaking Finnish
research assistant was used to conduct and explain the
experiments.

When entering the experiment setting, participants
were given an information handout to read about the
procedure. Participants were asked to sign a ‘Notice of
Consent’ agreeing to the use of the material obtained
during the experiments. Participants completed a personal
details form asking: age, gender, cultural ethnicity,
highest education level, profession, mobile phone user
skills (expert; advanced; intermediate; beginner) and
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model of mobile phone. The steps of the experiment were
explained to the participants. In return for participating in
the experiments participants were awarded with one free
movie ticket.

III. RESULTS

In an attempt to understand the relationship between
particular qualities and positive and negative user
experiences, the titles and explanations given by the
participants were divided into categories. Through content
analysis eight categories arose in the Australian data and
nine from the Finnish data. The categories were: aesthetic
appeal; clarity; icons, colors and layout; intuitiveness;
amounts of icons on screen; understandability; labels;
size; and the category of shapes emerged from the Finnish
data. The positive and negative descriptions were treated
separately when counting and grouping adjectives and
phrases.

In the positive descriptions, clarity was the most common
category (31%) used by the Australians. Intuitiveness was
the next most frequent category (19%). Descriptions
relating to intuitiveness included “the need to think” and
“informative”. Later on in the Finnish results this was
mostly linked to the characteristic of familiarity.
However, considering this study was supposed to focus on
aesthetic attraction, it only featured in 18% of the
Australian explanations. Examples of this can be seen in
statements such as “good looking”, “aesthetically
interesting”, “aesthetically appealing”, “funky” etc.
Comments referring directly to the icons themselves, their
colors and layout, featured 11% of the time in the
Australian  results, which was the same as
understandability (e.g., easy to understand, more
understandable). On the practical side, even though the
focus was on the icons, labels were mentioned in 5% of
the Australians' positive comments. Interestingly, the
practical dimensions (labels, size and amount-
arrangement) were mentioned by participants of 50 years
of age and over. Their descriptions related more to
usability and physical limitations than to aesthetic appeal.
In the Finnish participants' positive evaluations, aesthetic
appeal was mentioned 27% of the time. Clarity was the
next most frequent category, featuring in 19% of the
descriptions. The icons, their colors and layout were the
next most frequently used (18%). Intuitiveness, as well as
amounts of icons on screen and arrangement were both
present in 10% of the comments.

There are some differences between the negative
descriptions of icons, colors and layout (Australians 4%
and Finns 18%) and negative descriptions regarding size
(Australians 12% and Finns 3%). However, one
substantial finding is connected to the way that practical
usability (clarity) took preference over aesthetic appeal
when Australians were positively evaluating icons. In
order to see these relationships more clearly, figs. 1 and 2

30



ACHI 2011 : The Fourth International Conference on Advances in Computer-Human Interactions

below illustrate the comparisons between the distribution
of adjectives used for positive and negative descriptions,
in relation to each national group. This is achieved by
showing the percentage of comments (descriptions) which
were allocated to each of the adjective categories.

Percentage of adjectives for positive descriptions
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Figure 1. Percentage of adjectives for positive descriptions
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Figure 2. Percentage of adjectives for positive descriptions

The distributions show that content recognized as
clarity was present particularly when Australian
participants positively experienced icon designs. When
negatively experiencing the icons, content associated with
aesthetic appeal played an extremely active role amongst
participants in both national groups. When considering
the dominance of the dimension in positive descriptions,
clarity (perceived simplicity and ease-of-use) is a main
desired quality for positive UX, even more so than an
abstract more subjective conception of aesthetic appeal.
This affirms models such as TAM (technology acceptance
model) [51][52][53] and their advocacy of the importance
of perceived ease-of-use.

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-117-5

IV. CONCEPTUAL MODEL OF EXPERIENTIAL CONTENTS

A means by which we may express the mental
contents involved in UX is to examine the categorical
groups which people generate to justify evaluations.
Individual remarks differ from one participant to the
other. However, on a higher categorical level, clear
dimensions of contents may be extracted from this
qualitative data. The information content available
enables insight into the formation and design of UX on
the basis of it is described by the users themselves.

A. A User Psychology Model of the Categorical
Dimensions of UX

In order to make sense of these results, and to create a
framework by which future wuser psychology
investigations of this nature may be guided, a model of
categorical dimensions of UX has been plotted. This is
not a polished product, but the basis upon which a larger
framework for psychologically understanding UX may be
developed.

From the results, slight tendencies may be observed
within the categories which highlight the elements
participants focused on during positive or negative
interaction. In order to approach the results from a deeper
perspective, the categories were divided into adjective
dimensions which describe the products’ physical
attributes, and categories which describe the participants’
internal/emotional attributes allocated to the icon designs.
The division can be seen in the diagram below.

Fig. 3 below shows the basis of this user psychology
model of the categorical dimensions of UX. It is a
simplified mind map of the categories extracted from the
data, and organized into 4 main dimensions: cognitive,
emotional, practical, and aesthetic. Furthermore, the
diagram has been divided vertically into the dimensions
which can be seen from the point-of-view of the user (top)
and the point-of-view of the product or design (bottom).
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Figure 3. Categorical dimensions of UX

31



ACHI 2011 : The Fourth International Conference on Advances in Computer-Human Interactions

The featured categories noted in the results section
were used as a basis to form themes featured in the
diagram above. The resulting themes informed our
understanding of the categorical dimensions. These
dimensions summarize the users’ explanatory constructs
in terms of designs’ practical and aesthetic properties, and
the user’s cognitive and emotional properties. Theme
allocation within these specific dimensions is not a
straight forward task. Themes such as motivation and
format-physicality, may be applied to multiple dimensions
— i.e., motivation, through adjectives such as
“invigorating”, “stimulating” and “interesting”, was
allocated to the emotional dimension, but can be
attributed the theme of learnability.

Through analysis of positive, semi-positive and
negative comments it was observed that positive
comments mostly concentrated on the technical and
aesthetic dimensions. Participants focused more on how
the icon designs worked within themselves, than on how
they as users were emotionally affected by the designs.
The positive technical comments focused on formatting —
such as labels, size, amount of icons. The positive
aesthetic comments focused on aesthetic values-qualities
and physicality. Fig. 4 below demonstrates this
relationship.
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Figure 4. Adjective distribution — positive, semi-positive and negative

The semi-positive comments used to describe the
attractive pile seem to emphasize the technical, cognitive
and aesthetic dimensions. Thirty-three different semi-
positive terms were used within the aesthetic dimension,
in comparison to 30 positive and 35 negative comments.
The themes emphasized in the semi-positive comments
included: emotional — attention, motivation, identification
and comfort; technical — usage and format; cognitive —
abstraction, motivation and logic; aesthetic —
values/quality, time and physicality. Notably, more
metaphors were used to describe semi-positive traits than
were used in the cases of positive or negative traits. These
metaphors included: “basic mass” and “Linux GDM
window”, describing banality in the icon designs.
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As with the positive comments, the negative
comments concentrated on the technical dimension. Yet,
the emotional dimension played a greater role in the
negative (and semi-positive) comments than in the
positive comments — i.e., attentional and motivational
(“dull”, “boring”, “annoying”). Moreover, the negative
comments emphasized the aesthetic dimension (values
and physicality themes).

V. CONCLUSION

Based on the results of this experiment some interesting
observations may be made regarding emotional usability.
The findings of this experiment show that less emphasis
was placed on the user’s own emotional responses when
positively evaluating icon designs. Emotions came to the
fore when designs were experienced as negative.
Interpreting design via aesthetic categories was common
throughout the process of evaluation. However, the
technical dimension was more important in the positive
evaluations than the negative evaluations. This may be
due to the fact that participants found ease in articulating
technical qualities when explaining why they positively
experienced certain designs.

A principal theoretical issue has been opened here.
This pertains to the way that we can investigate how users
encode technical devices; and how we may examine this
encoding process. When allowing participants to generate
reasoning behind their choices, we are able to glimpse the
mental contents involved in the way they emotionally
appraise products. These findings articulate: critical UX
design characteristics; why they are critical; the
complexity and multidimensionality of mental contents;
and possibilities for benefiting from the development of
design based on our knowledge of mental contents.

We believe that these empirical findings should be
considered in terms of content-based psychological
thinking [31][33][44]. Speech output reflects conscious
experience, behind which are systems of subconscious
mental contents. Thus, according to this UX means the
conscious experience of encoding objects. People are
guided by their mental representations. If information
content is understood, then cognitive and emotional
responses can be used to explain behavior. Thus, we pose
that knowledge of mental contents will improve the
analysis of human technology interaction.

We are no longer primarily interested in computations
(as seen in Newell and Simon [28] or Fodor [41]).
Instead, we investigate mental contents in the late
Wittgenstein [54] sense as systems of languages,
meanings and thoughts [33][55]. Percepts, concepts,
beliefs, mental models, schemas and other forms of
representations such as images or emotions have their
contents. Therefore, theoretical and explanatory concepts
are often the contents and not the format in which
contents have been constructed [55][36].
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This was a small-scale study designed to develop
methods and theoretical frames to measure attractiveness
in terms of user psychology. However, as a result of this
small sample, questions have emerged regarding the
nature of emotional usability in everyday design — should
more emphasis be placed on inducing positive emotions,
or on reducing negative ones? We also question the
relationship between thought and language in such a
study, as language never precisely produces the sensations
experienced by the user. The results show the complexity
of conscious and verbal experience, and moreover, that
four major categories give a broad idea about how people
classify icons. The key purpose of the underlying
conceptual model is to shed light on what people actually
experience. This form of information allows for mental
representations and life to be connected [23][24]. UX is
not an abstract model, but rather, refers to multiple factors
in the make-up of a person. This means that mental
content always plays a role.
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Query Cluster: A Method for Web Search Behavior
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Abstract— There have been intensive research on user web
search behavior since the late 1990s. Previous researchers
collected data from search engines and analyzed explicit data
(queries) to understand the characteristics of the user’s search
process, while other researchers analyzed the data of recruited
subjects under experimental settings to understand the
behavioral patterns in web usage. Although these researches
provided an understanding of what users are searching for and
how they are searching, both approaches did not provide rich
user contexts that capture the reason why users are motivated
to search, how long users’ tasks (session) last, and other factors
affecting user’s search behavior. In this paper, we propose
‘Clustered Query’ as the unit of analysis in web search
behavior studies. We found that users make their own
Clustered-queries that yield better overview on their web
search pattern, yet detailed individual web traces intact. The
methodology consists of three phases and Log Catcher, Query
Cluster, Monitoring tool, and Retrospective Interview
technique are used in each phase. At the end of this paper, we
also illustrate the process of the pilot and main study where the
methodology is modified and validated.

Keywords-Web search behavior; Methodology; User Intent;
User Context

. INTRODUCTION

As stated in the 2005 Pew Internet Report, ‘Web has
become the new normal’ in the way of modern life [1]. Web
and information retrieval has become the dominant issue in
the field of information studies ever since. With the
development of web and mobile, there also have been
changes of human information behavior. The strategic
redesigning of web search services such as Google [2] and
NAVER [3] has brought major changes from the way we
recognize the needs of information to the way we engage
information seeking behavior. Search assistance features
such as ‘real-time issues’ and ‘related keywords
recommendation” have opened up new ways of searching by
generating user’s needs or by providing shortcuts to reach
the information a user wants. The Web serves users’ daily
information behavior, and the mobile platform is
accelerating this phenomenon. Users no longer seek for
information just for their jobs, tasks, or expertise but also
for everyday curiosity and fun. Even more, they do not need
to seek for information as the information comes to the
users.
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However, previous researchers have focused on the
framework that illustrates user’s information behavior and
the task-related information needs and process. Although
these studies have contributed to the information behavior
studies, several constraints are also perceived such as a lack
of empirical studies supporting the framework and a lack of
user data in natural settings. The studies mostly relied on the
qualitative research methodology such as in-depth-
interviews to acquire wuser data. Other researches
concentrated on the analysis of users’ daily web usage and
search patterns using quantitative data collected through
search engine logs or customized tools. These researches are
restricted to understand user’s context as they collected and
analyzed a ‘series of queries’ that random users typed.

In this paper, we describe a methodology to capture the
user’s usual web search behavior and the context of the web
search behavior. The methodology allows researchers to
collect data from users’ web activity logs in natural settings
and accumulations of context to affect the web user’s search
behavior. The rest of the paper is organized as follows: In
Section 2, we reviewed the previous studies of web search
log. The method, Query Cluster, and the refinement of
method are introduced in Section 3 and Section 4,
respectively. We concluded Section 5 with the discussions
and future steps of the study.

Il.  RELATED WORKS

Web log data allowed researchers to track back user’s
information behavior rather than to assume with user’s
recollection or diary data. According to Jansen and Spink
[4], web-searching studies can be categorized into three
methodologies: (1)  transaction-log  analysis, (2)
experimental setting analysis, and (3) issues related to web
searching. In this paper, we focus studies on the transaction-
log analysis and on the experimental setting analysis.

Transaction-log analysis web-searching studies are one
of the major streams that analyze data acquired from search
engines to understand the characteristics of web searching
behavior. These researches are meaningful as most web
users gather to search the engine/portal looking for new
information. Researchers extracted the characteristics of
web searching by investigating the frequency of query
occurrence, the average length of query, the typical query
session, or the relevance among queries to improve current
web search engine [4][5].
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One approach of transaction-log studies is to investigate
tactics or strategies in user’s web searching. Silverstein et al.
and Jansen examined query characteristics and correlation
of query logs from the Alta-Vista search transaction- logs
[5][6]. Different approaches have been applied to cluster
and classify search queries. Ross and Wolfram analyzed the
co-occurrence of query terms among the Excite search
engine queries [7]. They presented a hierarchical cluster
analysis comprising the topics. Shi and Yang also developed
a method to identify related queries by extracting and
segmenting query sessions and mining association rules
from a Taiwanese search engine [8]. While these studies
mostly focused on extracting topics of query terms, Rose
and Levinson were concerned with understanding the users’
intrinsic goals of user searches [9]. They characterized the
user search goals — Navigational, Informational, and
Resource — that are derived from Broder’s ‘Taxonomy of
Web Search’, and manually classified the searching queries
of the three goals [10].

Transaction-log studies have strength as they deal with a
large number of data of random users, and less likely to be
affected by trends [5]. However, it is hard to observe the
behavioral pattern of a user and to understand the user
context with anonymously collected data. Researchers have
to rely on the log data that shows when users search and
what they search for, and cannot report in a user-centered
manner because of the lack of contextual information [11].
It also has limitation that the analysis may reflect the
characteristics of the search engine.

Experimental setting studies, on the other hand, are to
analyze data acquired from the customized tools installed on
the participant’s computer or using the web browser.
Participants are recruited for the experiment and their web
search pattern is analyzed while the transaction-log studies
mainly focus on the analysis of obtained data. These
researches cover topics from the characteristics of
interaction during information seeking to the context of
information seeking.

Choo et al. observed the web seeking behavior of 34
knowledge workers to find out their information needs and
information seeking preferences [12]. They extracted the
significant episodes during web usage through in-depth-
interviews. A customized tool, WebTracker, collected
participants’ web log data of URL calls/requests, browser
menu selections (i.e., reload, back, and forward) and the
collected data was used as the background information for
the interview. They identified 61 significant episodes of
information seeking and categorized them into 4
complementary modes of information seeking.

Sellen et al. studied how and why knowledge workers
use the web with a methodology that combined diaries and
interviews. They interviewed 24 workers about their web
search history with web history references written on the
worker’s personal computer. Participants were asked to tell
a story of their searching activities and to rate their web
activities with respect to the success/failure, significance of
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the activity, and time spent on the activity [13].

Kelly proposed a method for collecting the user data
about information seeking contexts and behaviors in natural
environments [14]. Seven PhD students used laptops
equipped with a client-side logger. The students reported 5
variables — endurance, frequency, stage, persistence, and
familiarity- related to the tasks and topics of their web
seeking behavior, and usefulness ratings and confidence of
the document. More details were obtained through the exit
interview at the end of the research.

Kellar et al. also examined how users interact with their
web browsers during information-seeking tasks [15]. 21
students installed a custom-built web browser that collected
visited websites and browser menu logs. Students reported
their own browsing histories in task types -fact finding,
information gathering, just browsing, transactions, and
others- and task descriptions through electronic diaries or
real-time reports. Experimental setting analysis usually uses
a combined methodology to obtain qualitative data and
quantitative log. A small group of participants is recruited
for the research and the customized tool collects user’s web
log and interview follows. Although the experimental
setting analysis provides qualitative data of user context, it
still has restrictions of small data sets. Also participants
sometimes forgot about the past research behavior as
interviews or clustering assignment are delayed [14] and
researchers missed the details of user context as they
focused on the browser controlling behavior [15].

The purpose of this study is to develop a method to
overcome limitations of prior studies. We used ‘Clustered
Query’ as the unit of analysis that is grouped by users,
instead of ‘session’ that are mainly used in the transaction-
log studies. Clustered Query is a meaningful unit that shows
the duration of attention toward a topic and the steps of
search. Log Catcher installed in the participants’ personal
computers and collect logs of the natural web searching
behavior. The log data provides quantitative information to
the researchers such as duration, a number of ‘Clustered
Query’ and a number of queries in each ‘Clustered Query’
on a day. It also helps participants answer the questionnaire
and helps researchers obtain qualitative information.

Ill. METHODOLOGY': QUERY CLUSTER

In this section, we describe the methodology, query
cluster, to collect user contexts in order to understand the
user’s intentions in web searching. The first part of this
section presents the three phases of the research model and
the terms frequently used in this paper. Each phase contains
a description of tools that we have developed for the
research. For the next part, the pilot and main study that we
carried out to validate the methodology is introduced.

Our research model consists of three phases: (1) the Set-
up Phase, (2) Experiment Phase, and (3) Revision Phase.
For each phase, we developed tools to acquire user contexts
and intents of web searching behavior (see Figure 1). We
borrowed the theories of Marchionini and Jones and Brown
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Figure 1. Research Model: 3 Phases

and categorized user contexts into 6 factors, which are
information seeker, setting/physical context, task, search
system, domain knowledge, and outcomes [16][17]. User
data of 6 factors are mainly collected in the experiment
phase, and other phases support to fill in the missing
information.

For the Set-up phase, participants are given a package
consisting of a questionnaire, a log catcher software, and
research guidance video. After 1-2 days of stabilizing and
learning period, the experiment phase starts. Participants are
expected to use their computer daily as usual for two weeks
and to access the research website for the assignments,
which are clustering the queries of the previous day and
answering questions. Researchers monitor participants’
daily assignments and note the clustered queries to ask the
context. In the revision phase, researchers carry out in-
depth-interviews of participants about the clustered-queries
and obtain rich user context.

Frequently used terms are defined as follows:

Queries are the keywords that were typed by the user
during the process of web portal search activities. In this
paper, we collected queries from 7 popular search engines
(Google, Yahoo, Naver, Daum, Nate, Paran, and YouTube)
in Korea. We focused on the queries rather than the general
web activity logs because a series of queries represent user’s

TABLE I. FACTORS AFFECTING INFORMATION SEEKING

Marchionini (1997)
/Jones & Brown

Research Model

(2004) Set-up Experiment Revision
Information Seeker - Motivation
Setting/Physical Search Trigger Physical-
Context assistance (Physical-context) | context
Task - Clustered-queries
Search System Information | Search engine

Source Search assistance

Domain knowledge - - Interview

Outcomes - Satisfaction
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information problems and reflect user’s wide-ranging
information needs [18].

General web activity logs are the website logs that users
visited except for the search engine queries.

Cluster is the action of grouping a number of queries that
are made under the same objective or intent.

Clustered-queries are the cluster that participants made
with their queries collected on the previous day. Each
cluster has one or more queries and is titled with subject-
representative words. Kelly and Kellar et al. applied similar
methods to make participants categorize their own web logs
one by one [14][15].

Assignment consists of Cluster-ing and answering to the
questionnaire about the Clustered-queries. A participant is
supposed to complete a daily assignment about previous
day’s web activities log.

A. Set-up Phase

During the set-up phase, researchers understand the basic
information about users’ web behavior, and participants
install the provided tool to their computing environments and
learn the tasks for the experiment. An experiment package is
provided to the participants, which consists of a guidance
video on the tasks and the flows of the experiment, the log
catcher tool, and the entry questionnaire. Researchers
communicate with participants to inform whether the log
data are collected well and to train them how to cluster.

1) Entry Questionnaire

Participants are expected to fill out entry questionnaires
at the start of the research. The questionnaire contains 10
items relating to demographic, Internet usage, information
ground on the web, and web searching behavior. The
questionnaire result provides an understanding of the web
search behavior of participants, and some items such as
computer type, the period of web usage, the objectives of
web search can be used to screen participants.

2) Log Catcher Installation

A client-side log-collecting tool, Log Catcher (Log
Catcher was written in C# and used windows process
hooking mechanism), is published via the research website
in a packaged wizard format. As the objective of this
research is to understand users’ web activities in natural
settings, participants are encouraged to install Log Catcher
on their personal computer. Log Catcher is designed to
collect web activity logs and the condition of collecting web
activity logs is informed during the installation process. The
following information is collected through Log Catcher:

e Access Time: the time that the participant visited the
web site
e Page Title: head title of web page
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TABLE II. INFORMATION COLLECTED BY LOG CATCHER
Access Time Page Title URL Query Search Engine Sear_ch Browser ID \Web

service Browser
2010-07-22 . . Internet
12:03:27 Sports Today http://stoo.asiae.co.kr 1114682 Explorer
2010-07-22 ™ . Internet
12:04°55 Web Hard http://www.webhard.co.kr 66218 Explorer
2010-07-22 . Internet
12:06:09 Naver Search http://search.naver.com Sports News Naver Web Search 131428 Explorer
2010-07-22 . Internet
12:06:44 Naver http://www.naver.com 131428 Explorer
20,10',07'22 Naver Search http://search.naver.com Free Hi-Pass Naver Web Search 131428 Internet
12:06:45 Explorer

URL: URL of visited web page
Query: typed keywords on the search engine
Search Engine: search engine that the participants
accessed to query

e Search Service: specific search service provided by
the search engine (e.g., web search, image search,
news search)
IP address: participant’s IP address
Web Browser: Web browser’s process ID to
distinguish the different web browser windows and
tabs

e Web Browser Name: Web browser name that the
participant is using (e.g., Microsoft Internet Explorer,
Mozilla Firefox, Google Chrome)

Participants should input their activation code provided
with the installation package to finish the installation
process. The activation code enables researchers to track
the participant’s status such as whether the participant was
successful in installing the Log Catcher and whether the log
data was sent to the server. After installing, Log Catcher is
launched automatically when the participant turns on his/her
computer and the data collected are sent to the research
database every 5 minutes.

Log Catcher stores the participant’s log data until the
data is sent to the database to prevent data loss in cases of
network failures or unexpected system shutdowns.

B. Experiment Phase

When Log Catcher is stabilized on the participants’
computer, the Experiment Phase follows. Participants are
guided to explore the web daily in the same way as they did
previously. The daily web activities are collected in the
database, and the participant visits the research website to
do their assignment. The assignment is consisted of two
parts: Cluster and Questionnaires for the Clustered-queries.
Participants view their own web activity logs on the
research website and cluster the queries in groups according
to the rules that they learned. After the clustering finishes,
the participant answers to the questionnaire corresponded to
the clustered-queries.
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1) Definition of ‘day’

We defined that a ‘day in web usage’ is between 5:00
a.m. and 5:00 a.m. the next day. Due to the number of
participants surfing the web until dawn just before they go
to work or school, 12:00 am to 12:00 am collection may
bring problems for participants in clustering their queries. r
their own queries.

2) Query Cluster

Participants are instructed to access the research website
and to cluster their own queries that were collected on the
previous day. For this, we built a specialized web-log
clustering and reporting tool, Query Cluster, to help
participants to cluster and answer the questionnaire easily.
As the design of the Query Cluster is similar to the web
card-sorting tool, participants reported that they have no
difficulties in using the tool and the tool helped them
understand how to cluster their own queries.

When logging in to the Query Cluster with his/her
activation code, a participant can view the experiment date
page and click the previous date for the assignment. The
date is activated if a participant missed the assignment and
deactivated if he/she completed the assignment or no logs
have yet been collected.

(@) My web activity logs: The web activity logs of the
selected date are shown on the left column. It contains
the logs of all websites visited and shows the page title,
query texts that user typed, search service, search
engines and domains. The web activity logs are listed
chronically, and we intentionally left time blanks for
any web activity logs that are not collected for an hour.
Time blanks and general web activity logs other than
the search engine queries are provided for the
participants to help them to recollect the reasons why
they typed the queries and to cluster the queries. Query
logs are lightly shadowed to distinguish from general
web activity logs, and the search engine logo is
displayed with query logs.
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b) Figure 2.

Query Delete button: Participants can remove their
own queries from the list in case they do not want to
cluster the queries. We added this function after the
pilot study as it was observed that several queries were
too private to share with researchers or sometimes
misspelled. For every deleted query, the reason why it
needs to be deleted was specified in order to prevent
abusive usage.

Title of Clustered-queries: The Clustered-queries is
titled with  subject-representative ~ words  that
participants typed. (e) represents the titles of Clustered-
queries that a participant made.

Clustered-queries: Participants drag and drop the
queries from the left column to the right column to
make a cluster. Queries that are moved to the right
column are disabled on the left column.

Titles of Clustered-queries: Participants can make a
new cluster by clicking ‘+* button. A blank title bar
and box for clustering appears.

Questionnaire: Each cluster has a questionnaire and
participants should fill out the questionnaires to finish
the daily assignment. The details are explained in the
‘contextual questionnaire’ section.

3) Contextial Questionnaire

When participants click the Next button after finishing

the Cluster-ing, the contextual questionnaire is displayed.
We used five variables to obtain the user data of factors
affecting the information seeking:

Copyright (c) IARIA, 2011.

e Motivation is the goal that participants want to
reach by resolving the recognized information gap.
The multiple choices consists of 5 items that are
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Interface of Query Cluster

derived from the past information behavior studies,
which are sense making/reducing uncertainty,
decision making, problem solving, fact knowing for
personal reason and others. A text area appears when
a participant selects an answer for the details of
motivation.

e Trigger is the internal or external cue for a
participant to conduct the type of query. 6 multiple
choices are provided for selection, which are during
web surfing, communicating with others, working,
media consuming, personal affairs, and others. We
also asked participants when their motivation arised
for the first time.

e Physical Context is the user’s environmental
context which includes where, with whom, doing
what. Although we asked participants to answer the
question about physical contexts, we dropped the
question as the other questions or interviews could
provide the physical contexts.

e Search assistance features are the additional
functions that a participant uses during the process of
search. Choices include auto-completion, related
keywords, real-time issues, spell-check, and nothing.

e Satisfaction consists of three components: how
much the participant gets satisfied, whether a
participant reaches the goal through search behavior,
and whether he/she would try additional searches
later.

C. Revision Phase

In the revision phase, researchers review the collected

data and conduct in-depth-interviews to fill the missing
clues for the user context.
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Figure 3. Interface of Monitoring Tool

1) Monitoring Tool

We developed a monitoring tool for researchers. The
monitoring tool enables researchers to check the status of
research, to extract unusual queries/answers at a glance and
to interview with well-formatted data. The interface of this
tool is shown in Figure 3.

(@) Calendar: Researchers can select the date to check.

(b) List of participants: Participants whose data were
collected on the selected date are listed. The list
contains id, demographic information, and background
information of participants. (e.g., name, age, gender,
phone number, search engine preference).

(c) Titles of Clustered-queries

(d) Clustered-queries: Clustered-queries are listed when a
researcher selects a title of clustered-queries. The
information contains query text, search engine,
searched domain, and access date and time. Researchers
can create or modify clusters if the participant asks to
change.

(e) Deleted queries: The deleted queries and reasons appear
if the participant removes the query from the logs.

(f) Questionnaire answers about the cluster

(99 Memo box: Researchers can leave notes about the
findings during the interview.

(h) Web activities log: Contains both queries and general
web activity logs.

2) Exit Interview
A retrospective interview technique is applied for the
exit interview. Although the technique is not considered to
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be appropriate to collect accurate and objective data, it is
useful to build a history of event or exploratory experience
by making participants recall their aspects of past
experiences [19].

Researchers carry out the exit interview via telephone
once a week and twice during the 2-week research period.
Before the interview, researchers reviewed the Clustered-
queries and Contextual Questionnaire of users. Participants
are asked to tell a story about the situation and motivation of
Clustered-queries and the relations among the queries in a
cluster.

Participants’ domain knowledge about the clustered-
queries also can be asked through the exit interview:
whether a participant is accustomed to the topic, which
information grounds he/she relies on for seeking
information about the topic, or how frequently a participant
searches for the related topic.

IV. RESEARCH PROCESS

The entire research process is designed to modify
problems and to prove the validity of the methodology.
Several changes have been made through the pilot study,
and tools and survey questions were reviewed. After
refining the methodology, we carried out the main study
with a large number of participants and found concerning
points when applying the methodology.

A. Pilot Study

Among 8 participants recruited for the pilot study, 4
were females and 4 were males and all participants were
between the ages of 20-40. We considered the participants’
job, where 4 were undergraduates and 4 were paid workers.
During the 6-day pilot study, most participants set up the
log catcher tool in their personal computer because of the
security issues in collecting logs at their workplace
computers. The participants had selectively sent their web
search logs by turning on and off the log catcher tool.
Participants clustered their log histories on the web, and
answered survey questions about each log clusters on a daily
basis. At the end of the pilot study, the researcher
interviewed the participants via mobile phone for 30
minutes or more to acquire user contexts in web searching
activities.

B. Problems

We found several problems through the pilot study and
modified the research process and details to enhance the
participants’ engagement and to acquire valid user data from
the study.

1) Selective Report of Log Histories
In the pilot study, participants selectively reported their
log histories by clicking the on-off button provided. We
asked participants to turn on the log catcher tool at least two
hours a day to acquire equivalent amount of data from all
subjects and to respect their privacy. However, some
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participants got confused when turning the log catcher on
and failed to report their search histories. Other participants
intentionally hid their search histories and invented data for
the report. The log catcher tool was modified to collect the
whole log histories during web use. In the main study, we
recruited participants who accepted this condition and added
a function to delete queries on the tool.

2) Erros in Clustering

Throughout the pilot study, we noticed that participants
made mistakes when clustering their own queries at times.
Some participants, for example, classified queries into
different clusters although the queries were made with the
same motivation. Other examples are inappropriate titles,
for example, a participant titled clustered-queries as ‘day 1°.
We trained those participants to cluster queries based on a
motivation, and to title clustered-queries to represent the
subject of the cluster.

Most errors were found in the early stages of the
experiment, as participants are not accustomed to the
experiment and the clustering rule at first. Therefore, the
data of first 1~2 days should be reviewed carefully and
researchers should communicate with participants to
understand how to cluster and title. However several cases
were reported during the interviews and it was also required
to provide a cluster-modification function on the
administration tool. In the main study, researchers combine
or separate queries during the interview.

3) Surveys about Clustered-queries

The initial version of the contextual questionnaire
contains several open-ended questions to ask participants to
answer the physical contexts or search reasons. However,
we found that the participants were not willingly answering
the open-ended question of each clustered queries. We
decided to drop the burdensome questions as the exit
interview study and other questions can cover them. We
also found that our participants usually search at home, the
physical contexts are not considered as crucial feature in this
study.

C. Main Study

After revising the methodology, we carried out the main
study with a large number of participants. 100 participants
were recruited for the main study and the demographic ratio
of participants were similar to the Korean demographic data
except for the geographic; 25 male undergraduates and 25
female undergraduates in their 20’s, and 25 male paid
workers and 15 female paid workers-10 housewives in their
30’s.

For 14 days of the main study, most participants
installed the log catcher tool on their personal computer.
Entire log histories of the participants were collected on the
server and participants were asked to cluster queries and to
answer the surveys to each clustered queries of the previous
day. During the main study, participants were interviewed
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twice about the context of the clustered queries or
correlation between the clustered queries found on another
day.

V. CONCLUSION

This paper presents a methodology to understand the
user context in web search behavior with Clustered Query as
a research unit. The methodology consists of three phases -
set-up, experiment, and revision phase-, and the
methodology is refined and validated through the pilot and
main study. User context is defined as 6 factors and tools
are introduced that are developed to obtain user data in each
phase.

The contributions of the proposed methodology are
usability and user-oriented approach. Participants highly
engage in the experiment phase by clustering their own
queries, and provide meaningful clusters that cannot be
captured through previous log analysis studies. Our
methodology improved the previous quantitative and
qualitative approaches by collecting quantitative data of
users’ web activities logs and qualitative data of
questionnaires and interviews. The self clustered-queries
deliver valuable data to understand the user intents and the
task session.

For the next step, we will analyze the data obtained
through the pilot and main study focusing on the
categorization of user intent and its effect on search behavior.
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Abstract—The vision system is one of the major sensory
systems in the process of human-machine interaction. To
improve the quality of interaction it is necessary to evaluate
optimal parameters for the speed of perception and volume of
visual information. New methods of evaluating the time of
visual perception as well as the time of recovery and lability of
the vision system are elaborated determining the inertia of the
vision system and its ability to perceive visual information.
New data on the temporal parameters of visual information
processing are obtained through experimental research. The
inertia of visual perception is ascertained to depend on the
operator’s fatigue in the working process.

Keywords-human-machine interaction; visual perception;
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l. INTRODUCTION

The problem of providing human-machine interaction is
considered to be relevant and important. The human factor is
responsible for more than 70% of all industrial and traffic
accidents [1]. The reason for this is the fact that a human’s
professional activity is becoming more and more complex.
As a result, the load on the perceiving, identifying and
decision making systems of a person is becoming
increasingly heavy.

A mismatch between the information load and the
capacities of human perception results in early fatigue of a
human operator and errors in his/her work.

Human errors are caused by many factors, poor human-
computer interface (HCI), amount of operator’s workload,
his/her experience, shift-fatigue, etc. being among them [2,
3].

The most badly influenced is vision system providing
perception of 80% of all the information actively involved in
professional activity.

Temporal parameters of the vision system stipulate the
requirements for HCI organization: the speed of information
presentation, color, shape and size of objects and their
complexity [4, 5].

The fatigue of an operator, the number of errors and labor
productivity depend on the parameters of an HCI [6].

The development of HCIs adaptively configured to user,
depending on the degree of his/her fatigue and difficulty of
the tasks performed is of current interest.
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All this requires knowledge on the mechanisms of visual
information processing, the temporal dynamics of visual
perception indicators.

Thus, the study of information interaction between a
human operator and a technical system, aiming at
determining the optimal modes of their operation, is of
paramount importance.

The objective of the current work is to obtain new data
on the processes of perceiving and processing visual
information.

In this paper, a new method of recovery time
determining, method of visual perception time evaluation
and method of the vision system lability evaluation are
developed. The results of modeling and new data on the
temporal parameters of visual information processing are
obtained.

II.  APPROACHES TO RELIABILITY CONTROL

According to the analysis carried out, enhancing
reliability of man-machine systems requires taking two basic
approaches:

e Adapting the structure of information flow and

interface parameters to the needs of an individual
human operator [7].

e  Adapting the user to a computerized system [8].

There is a progress in the achievement of certain quality
indicators in both approaches.

Adaptive interfaces are aimed at changing and optimizing
themselves automatically, depending on the workload of the
operator and dynamically changing characteristics of the
medium [9].

It is known that using intellectual adaptive interfaces
allows considerably reducing the time expenses of the
operator and the volume of his/her work, helping to make
correct decisions [10].

Adaptation of the interface parameters is carried out
through the automatic correction of the user errors [11],
changes in the level of complexity of the interface [12],
adaptation to the intensity of information exchange between
the user and the system, customization of the technical
system to the aims and intentions of the user [13-15], etc.

Simplification of information blocks is one of perspective
methods of the organization of modern user interfaces [16].

The methods and means of adapting a user to the system
are mainly based on the user study and training. To organize
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adaptation of the user to the system it is necessary to take
into account his/her physiological characteristics, behavior
and physical state, for which testing (diagnosis) of the user to
form his/her psycho-dynamic portrait is implemented [17].

It should be noted that both methods are based on the
data about the processes of information perception and
processing by a human.

There is a large number of methods for studying the
processes of information perception such as the critical
flicker frequency (CFF) [18], the time of visual identification
[19, 20], the visual sensation [21] and etc. obtained by
numerous experimental data on the temporal aspects of
processing.

At the same time, the data obtained by different
researchers are not systematic by nature and sometimes
contradictory.

This brings about the development of new highly
accurate and reliable methods and systematization of
methodological base.

I1l.  RESEARCH METHODS

The information used by the operator strongly differs by
complexity, the form of representation and information
content.

To determine potential ability of perception it is
necessary to use the information being the simplest for
perception. This provides the maximum speed of information
processing.

Such condition is satisfied by light pulses of rectangular
shape of the "yes-no" type.

Besides, this method of evaluation of the critical flicker
frequency is well known in the studying of the processes of
visual perception [18].

Critical flicker frequency is the frequency of light
flashings per second at which the subjective flicker fusion
takes place.

The disadvantage of this method is its low accuracy, low
reliability of measurement results.

The research results of the CFF are achieved at
successive masking caused by a rhythmic sequence of light
pulses, which hinders visual information processing.

A number of new research methods into the visual
perception time aspects based on the CFF method has been
worked out.

A. The method of recovery time determining

Recovery time (RT) of the visual system is the time
during which the vision system is not able to accept a new
flow of information. It is the time interval between the first
and the second light pulses during which the impulses are
perceived separately.

To determine the recovery time a human is supposed to
be exposed to a sequence of pairs of light pulses of fixed
duration Tim, (Fig. 1).
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The pause between light pulses tp; is reduced to critical
value t, at which the fusion of light pulses in a pair is
observed (Fig. 2).

'y |
: PI : : T 4 Timp

Figure 1. The time diagram of sequence of pair light impulses

tpr

T,Ts Ty Ts Te Ty

Figure 2. Changing the length of the pause diagram.

The pause at this point is taken equal to the recovery time
of the vision system.

To shorten the measurement time at intervals To — T, the
change of the pause length occurs continuously at different
speeds. To enhance the accuracy at the final stage (interval
Ts — T) the change of the pause length occurs discretely
with a step of 0.1 ms.

It is known that at light pulse duration of 40-50 ms the
processes of neurons receptive fields restructuring in the
vision system terminate. Therefore, the duration of light
pulses Timp is chosen to be 50 ms not to disrupt the process of
visual perception.

It is also known that a consistent visual masking is
observed at time intervals less than 800 ms. Therefore, the
time interval between pairs of light pulses T is equal to 1 sec.

As the operator works with visual information of various
colors, it is meaningful to carry out research of vision system
restoration time on several colors.

The measurement technique will be modified as follows
(Fig. 3).

After determining the recovery time on one of the colors
te 1 (T7), the pause between the paired light pulses is
increased by a random value. Then the color of the light
pulses is changed, and the process of evaluating the recovery
time is repeated. The duration of the pause varies discretely
with a step of 0.1 ms.
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Figure 3. Changing the length of the pause with different colors diagram.

When using light pulses of different colors the process of
measuring on the interval T; — Ty, is repeated as many times
as necessary.

B. The method of visual perception time evaluation

Time of visual perception (TVP) is an integral parameter
of visual perception inertia. TVP is the period from the start
of a short exposure test stimulus to the inclusion of a
masking stimulus, when the latter cannot interfere with the
test stimulus comprehension.

The time for visual information processing is known to
depend on the exposure time of test stimulus.

The advantage of the method for determining TVP
consists in the fact that it takes into account the duration of
the light stimulus exposure.

To define TVP it is offered to use the method of visual
system restoration time evaluation. Similarly, a human is
exposed to a sequence of paired light pulses, and the duration
of a pause at which light pulses in a pair fuse is evaluated.

TVP is accepted equal to the sum of the pulse tjm, and the
pause t., duration at the time of light pulses fusion.

The method of determining TVP technique is similar to
the recovery time evaluation method described above.

C. The method of the vision system lability evaluation

The lability of the vision system is an integral value of
the lability of the central nervous system and changes in
functional status of a human as a whole.

Lability characterizes the ability of the nervous system to
react to excitation in exact conformity with the rhythm of
stimulation.

The determination of lability is also suggested to be
carried out, basing on the method of visual perception time
evaluation.

To define the lability of a vision system the examinee is
exposed to paired light pulses of fixed duration. In each
series of experiments the duration of light pulses is different
and equals 110, 90, 70, 50, 30, 10, 5and 1 ms.

At each duration of light pulses a pause between light
pulses in a pair at which impulses fuse is evaluated.

The method of a pause evaluation is shown in Fig. 4.

For each duration of light pulses TVP is calculated and a
graph of TVP is built based on the duration of the light pulse,
evaluating the minimum functions.
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The lability of a human vision system is taken equal to
the value of the repetition frequency of light pulses at the
minimum point of Hz function:

F=1/( Timp+tcr)
Timp — duration of the light pulse in seconds; t, — pause

length between the light pulses during which the light pulses
fuse.

tpr

1
1
1
i
To T T, T3 T4y Ts Ts T;

Figure 4. Changing the length of the pause diagram.

IV. MODEL OF THE VISION SYSTEM

As the analysis of literature shows, there is a great
number of vision system and its subsystems models.

Our task was to develop a model that can be used for the
methods elaborated and can explain the differences in
temporal dynamics at the perception of light stimuli of
different colors. The structural model based on the data about
the vision system structure is presented in Fig. 5.

retina

-—)‘ PC T BC ‘ GC F LGN 1~
l:
otEalte

IN roas

ON- channel
e
—
]
)
e
OFF-channel

e

Figure 5. Scheme of the visual system, PC - photoreceptor
cell, BC - bipolar cells, HC - horizontal cells, AC - amacrine cells,
GC - ganglion cells, LGN - lateral geniculate nucleus, VVC - visual
cortex, VS — visual system.
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This model considers division on rods and cones paths of
perception and on-, off-channels.

This agrees with the data obtained by T. Gollisch & M.
Meister, 2008 [22], that for adequate simulation of the vision
system it is necessary to consider the parallel ON- OFF
channels.

For mathematical modeling the well-known transfer
functions of neurons and retinal neurons were used.

The results of modeling the perception of paired light
pulses of 10 ms are shown in Fig. 6.

The dependence of visual perception on the pulse
duration is shown in Fig. 7.

Here the point on the graph with duration of 10 ms
corresponds to the lability of the visual system.
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Figure 6. Results of modeling the perception of paired light
pulses of 10 ms; a) timing diagram of the two input pulses of 10 ms,
separated by a pause of 40 ms; b) timing diagram of the output pulses
model presented in Fig. 6 a; c) timing diagram of the two input pulses
of 10 ms, separated by a pause of 35 ms; d) timing diagram of the
output model to pulses presented in Fig. 6 c.
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Figure 7. Dependence of visual perception on the pulse duration diagram.
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V. EXPERIMENTAL RESULTS

Experimental research was conducted in a group of 30
operators. The time of vision system restoration, the time of
visual perception and lability were evaluated, basing on the
methods mentioned above. The source of light pulses was
LED of yellow color.

The experimental results are presented in the table below.

TABLE I.
Estimates of the temporal parameters
Ne — -
* Value of time parameter Individual Median for
values the group
1 | Recovery time 12,7 ...37,9 ms 22,9 mMc
2 | Time of visual perception 62,7 ... 87,9 ms. 72,9 mc
3 | Lability of the visual system 11,1 ...24,6 Hz. 19,4 '

The data concerning the time of restoration and the time
of visual perception as a whole correlate with the data from
other researchers. The accuracy of the methods developed
above is 18-25% higher in comparison with the methods
known.

The data on lability of visual system coincide with the
data received by means of electrophysiological methods and
do not coincide with the data received by means of the CFF
method.

In the method described above we eliminate masking
effect obtained during the perception of paired light pulses.
This explains the difference in the data obtained from those
obtained by the CFF method.

The accuracy of the method described above is 17-38 %
higher than of the CFF method.

The main advantage of the methods developed is their
simplicity; they provide an opportunity to evaluate visual
exhaustion.

VI. CONCLUSION

Thus, we have developed new methods of studying
temporal aspects of human-computer interaction in the
perception of visual information.

All the methods developed are protected by Russian
patents for inventions.

We developed the model of visual perception; established
the dependence of time of visual perception on the duration
of impulses.

Separation on rod and cone paths allows simulating the
change of light and the spectrum of light pulses. This is
determined by the fact that the rods are most sensitive to blue
color and the cones are most sensitive to yellow one. In this
RGB triplet and theme map of the ganglion cell were
ignored.

We obtained new data about the time of restoration, the
time of visual perception and lability of a vision system.

The data are consistent with the simulation data, which
confirms the adequacy of the model.
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The results obtained can be used to develop human-
focused communication devices, displays as well. They will
allow to choose characteristics of video terminal devices so
that the maximum consistency of a video display device and
a vision system be achieved.

It will also be possible to raise the exchange intensity in
the "display-person” system, to increase the reliability of data
communication, and to reduce the negative influence of a
video terminal on a vision system.

The results of the work can be used to develop human
centered HCls, as well as adaptive HCls taking into account
the peculiarities of visual perception and their change at
shift-fatigue of an operator.
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Abstract—This paper presents a new method for capturing
user needs in product design. The method links user needs to
product design by combining user involvement techniques
together with Quality Function Deployment (QFD). The
methodology is applicable for product development as well as
the design of novel products that cannot base its design on
incremental improvements of existing products. The
methodology is illustrated through application to the design of
a novel intelligent service system that aims to create channels
for communication and interaction between people with some
kind of special need and their environment.

Keywords-intelligent  service  system  design;  user
involvement;  quality function deployment; accessibility;
inclusion.

I. INTRODUCTION

The information and knowledge society provides scant
attention to users with special needs, despite the increase in
number and needs [1], [2]. The information and knowledge
society should not only cover mainstream user’s demand,
but also individuals needs through software services. It is of
great importance to develop new methodologies that take
users with special needs into consideration from the early
steps of product design.

A widely adopted product design methodology is Quality
Function Deployment (QFD). QFD is spread across different
fields, including software development [3][4]. This
methodology translates the voice of the customer into design
requirements and product specifications through the House
of Quality Matrix, see Fig. 1. However, QFD tool can find
difficulties to capture [5], understand and organize user
needs [6] as well as connecting technical requirements and
setting targets according to quality of service [7]. Moreover,
QFD can not be used in multiple product design [8] and
innovative interactive systems [9].

To improve QFD and exploit its flexibility [10], QFD is
combined with other methodologies such as Kano Model,
FMEA, KC and TRIZ [10][11][12][13]. However,
modifications to QFD lack from an active user involvement
that is of special relevance for social applications [14].
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For these reasons, INREDIS (RElationship INterfaces
between the environment and DISabled people) project [15]
developed a design methodology that on one side researches
user needs, including user with special needs, in connection
with the information and knowledge society and, on the
other, current and emerging technological solutions that can
meet user needs through tailored software services.

The design methodology was used to design an
intelligent service system that creates channels for
communication and interaction accessible to all users.
INREDIS on-going work is to develop the intelligent
service system that will enable the creation of channels for
communication and interaction among people with special
needs and the information and knowledge society according
to the design methodology results. The intelligent service
system goal is to deliver accessible software services that
meet a wider range of needs than current technological
solutions and is capable of evolving in relation to the needs
of the users and the environment. As a result, in this paper
INREDIS design methodology is illustrated in connection
with the design of INREDIS intelligent service system
design. Thus, in connection with the design of INREDIS
intelligent service, Section II describes the design
methodology, Section III presents the design methodology
results and Section IV the conclusions and future work.

II.  DESIGN METHODOLOGY

INREDIS design methodology consists of four major
steps as outlined in Fig. 1. These steps represent a
comprehensive analysis of technological solutions and users,
including those with special needs. This methodology
overcomes traditional QFD difficulties in capturing [5]
understanding and organizing user needs [6] by
complementing traditional methods used in QFD [5] with
user involvement. Furthermore, by relying on user
involvement, it is possible to develop novel products [9]
[16].

The first step of the intelligent system design is to
research the relationship between users, including those with
special needs, and technology, in particular with
technologies that are characteristic of the information and
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knowledge society. This analysis seeks to identify the main
barriers that users with and without functional diversity
encounter in using technology.

For this, user tests [17][18], heuristic analysis [19],
surveys [20], interviews [14][21] and the people led
innovation methodology [16] were carried out in order to
understand the real-world problems in interaction between
users, devices and technologies in the environment and
pinpoint interoperability issues among devices and systems
in different contexts. This step yields a list of user

requirements as well as importance values of each
requirement.
Step IT
1&2 Solutions
« |
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Arquitectura INREDIS .
TRs correlations

T TR T
e Technical requirements
-l (TRs

Importancia Relativa
Arq. Event Driven SOA
Arq. Basada en Agent

House of Quality Matrix
— Relationship matrix

aouepodwi

User requirements
(URs)
syN pue
Xijew Buiuue|d

Trayectoria de mejora]
Arg. Event Driven SOA]
Arg. Basada en Agentes|

Dificultad Técnical

Relevancia Técnica] -

TRs priorities, competitive []
benchmarks and technical [
targets =

Figure 1. INREDIS intelligent service system design methodology outline.

The contexts of study are: telecare, domestic, urban,
banking, buy/sell, educational and work. Furthermore, six
types of user profiles with specific special needs are
evaluated, visual, hearing, mobility, handling, cognitive and
elderly. These contexts and profiles are considered across all
the design steps.

The second step is to analyze the current technological
environment, taking into account different emerging
technologies that may contribute to the development of the
technological environment and to further the state of the art
of these technologies. Thus, this step investigates the
phenomenon of converging technologies in the information
and knowledge society and relevant to users with special
needs, while it takes into account other usage social
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considerations. This step yields a list of technical
requirements as well as their correlations.

Hence, the results from step one and two are analyzed in
step three to select the most relevant issues for the design
and development of an intelligent service system for users
with special needs. This analysis yields the values to include
in the QFD, which are, on one side, the technical
requirements, priorities, targets and competitive benchmarks
with other solutions, and, on the other, the planning matrix.
The selection of these is done through different group
sessions that include experts from INREDIS project with
user and technical backgrounds. The resulting issues form
the starting point for the next and final step.

Drawing from the information gathered to this point, the
fourth step ensures relating user and technical perspectives
through a QFD [3][22]. The House of Quality function
deployment matrix provides a cornerstone to engage
technical and user experts in a discussion on the relative
importance and relationship among technical characteristics
and customer attributes when designing and developing an
intelligent system for users with special needs. Furthermore,
this will enable to prioritize technical solutions requirements
relevant to the information and knowledge society and in line
with users with special needs. This is done by weighting the
importance of the user input together with the technical
requirements and their relation.

III. DESIGN METHODOLOGY RESULTS

The described design methodology surfaced accessibility
and usability barriers as well as preferences with
interconnected with technical characteristics. These shows
the way to develop novel solutions or implementations that
break down barriers with the information and knowledge
society to provide more efficiently and effectively software
services. The design yielded that the most relevant technical
characteristics when designing an intelligent service system
to create accessible channels for communication and
interaction are:

1. Openness: must be based on standards and/or free
and open source technologies to ease adoption.

2. Interoperability: the intelligent service system has
to interoperate with the widest range of software
services and technological solutions.

3. Portability: the intelligent system must be able to
operate on different devices with different platform
solutions.

4. Implementation cost: the intelligent service system
must be easy to access/install and use as well as to
update.

5. IT architecture compatibility: the intelligent service
system must be compatible with other IT

architectures and paradigms such as service
oriented, event driven and intelligent agent
architectures.

Interestingly, these technical characteristics can be
summarised, leaving implementation costs aside, as a surge
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towards an intelligent service system that interoperates with
current or upcoming solutions whether open, private or
standardised. Furthermore, as to integrate its usage and
functionality in the daily life of the user and the contexts
under study, it shall also be available everywhere. For these
reasons, the main focus shall be placed on creating an
intelligent service system that is accessible, interoperable
and ubiquitous to users with special needs, and, thus, to
everyone, see Figure 2.

Information Knowledge Society

) 4 die 103 @ )

Telecare  Education Buy/Sell Urban  Smart Work  Bank

/2%

Accesible, Interoperable and Ubiquitous
Intelligent Service System

People with individual
needs and wishes

Figure 2. Outline of intelligent service system design.

Only by implementing an intelligent service system
focused on accessible, interoperable and ubiquitous
technical characteristics users will adopt it to impact daily
life. Ultimately, users with special needs can communicate
and interact with the information and knowledge society in
virtually all contexts.

A.  Current software services market

Despite the growing needs and number of users with
special needs, according to the design studies in step 1 and
step 2, the current market scenario does not offer accessible
software services that fulfil all needs. So far, the trend has
been to incorporate technological advances as adaptations to
existing software services that make them accessible and
usable by e.g. elderly and people with disabilities. However,
the studies show that, often, adapted software services do
not even entirely cover targeted user needs. Since these
services were planned from inception to mainstream users,
adaptations to cover other needs are at best, troublesome
and costly and at worse, unattainable. Fig. 3 shows the
current market situation, software services depicted in a
fading colour indicate needs not fully covered.
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Figure 3. Market software services situation according to the number of
users and needs.

For instance, despite banking software services may
increase the fonts to enable its use for people with visual
impairments; the user may require plain language to fully
understand what is shown. Even more, adaptations often
involve heterogeneous modifications that hinder the
development of standardized technologies that can operate
with any type of device [23]. This creates a fragmented and
non-structured market jeopardising user involvement in the
information and knowledge society.

B.  Future software market

For these reasons, the future market of software services
should address fully the user needs and overcome software
service adaptation deficiencies [24]. Hence, according to the
design methodology an intelligent service system has to
create channels for communication and interaction which
provide tailored services to fulfil user's special needs
comprehensively through accessible, interoperable and
ubiquitous software services. In doing so, the services may
need to be, not only aggregated with others but
complemented with assistive technologies. Fig. 4, illustrates
the composition of tailored software services.

Service

Figure 4. Example of tailored software service composition.

Interestingly, tailored software services are not only of
use for people with special needs. A common example is the
difficulties everyone experiences when looking rich-colour
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interfaces under direct sunlight. It would be of help to all
users if the interface changed automatically to a high-
contrast. Fig. 5 shows how tailored software services
generated through an accessible, interoperable and
ubiquitous intelligent service system can fullfil users’ needs
demand through service aggregation.

A Mainstream services

ored

ice 1 /
Tailored
Service 3

Tail
sem
Figure 5. Market scenario according to the number of users and needs.

Users

Adapted mainstream services

Tailored
Service n

Needs

Service 1 Adapted
Service 2 Adapted,
Service 3 Adapt] Tailored

Service 2

Service n Adapted

Thus, rather than developing or modifying software
services an accessible, interoperable and ubiquitous
intelligent service system builds on existing software
services and creates, in line with user needs, channels for
communication and interaction with the information
knowledge society [25]. Furthermore, this design leaves the
door open to all software service providers to interoperate
with the intelligent service system and, thus, improves user
satisfaction, while co-existing with current mainstream
(adapted) software services.

IV. CONCLUSION AND FUTURE WORK

The application of user involvement together with the
Quality of House function deployment presented in this
paper enables building an intelligent service system to meet
comprehensively user needs for software services. This
approach points out the importance to create tailored
software services that meet not only mainstream users but
also users with special needs. These tailored software
services can be created through the design of an intelligent
service system that implements the characteristics of
accessibility, interoperability and ubiquity and takes into
account the user preferences. In this way, current software
services can be accessed and use anywhere together with
others to provide tailored services that match with the user
needs and wishes.

In line with the presented design, the next step is to
develop INREDIS intelligent service system to build
tailored software services that meet both mainstream users
and users with special needs. Later on, INREDIS intelligent
service system will be validated in real life tests within the
considered project scenarios; mobility, electronic media,
telecare, domestic, urban, banking, shopping, educational
and work.
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Abstract — Usability evaluation for applications based on
emerging information technology brings new challenges. Grid
Computing is a relatively new, distributed computing
technology, based on sharing different types of computational
resources, located in various geographic locations. Technical
knowledge of grid users is expected to decrease in the future;
that is why the usability of Grid Computing applications will
become a main issue. There is a need for new usability
evaluation methods or at least for the use of traditional
evaluations in novel ways. A set of heuristics is proposed and
validated, in order to help the heuristic evaluations of Grid
Computing applications.

Keywords — usability; usability heuristics; grid computing
applications

L. INTRODUCTION

Grid computing is a relatively new, distributed
computing technology, which relies on the coordinated use
of different types of computing resources of an unspecified
number of devices, which are not necessarily at the same
geographical location. The process is transparent for users,
allowing the use of resources as a single supercomputer.

There are many projects worldwide making use of grid
infrastructure, most of them for scientific purposes. Current
research usually focuses on Grid Computing based
application development from a technical point of view,
rather than a user—centered approach. There is a necessity to
establish methodologies that could lead to applications with a
high level of usability. Such methodologies have to include
accurate usability evaluations.

The usability evaluation of a software system is one of
the most important stages in the user centered design
approach. It allows obtaining the usability characteristics of a
software system and the extent to which the usability
attributes, usability paradigms and usability principles are
being implemented [1].

Usability evaluation for applications based on emerging
information technology brings new challenges. Is it the
classical concept of usability still valid? Which are the
dimensions of the (new) usability? How can it be measured?
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How should we develop for (better) usability? There is a
need for new evaluation methods or at least for the use of
traditional evaluations in novel ways [2].

The paper focuses on usability evaluation of Grid
Computing applications by heuristic evaluations. A set of 12
specific usability heuristics is proposed and validated.
Section 2 highlights the basic features of Grid Computing
applications and the challenge of their usability evaluation.
Section 3 presents a proposal of usability heuristics, which
validation is described in section 4. Conclusions are
presented in section 5.

II.  USABILITY IN GRID COMPUTING APPLICATIONS

Grid Computing applications aim to solve problems that
usually require a large number of processing cycles, storage
and access of large amounts of data, sometimes distantly
located or administered by various organizations, access to
specialized equipment, and inter-organizational collaboration
of users.

Grid Computing is defined by a set of basic features:
abstraction, resource sharing, flexibility, decentralized
management and control, scalability, high performance,
security, generalization, personalization, heterogeneity. The
use of Grid Computing technology has significant
advantages: allows independent administrative domains,
offers a good cost/performance ratio, enables the sharing of
multiple types of resources, allows the integration of
heterogeneous systems and resources, offers great fault
adaptability and the capacity of easily adding new resources
or replacing old ones, to provide new features [3] [4].

Grid Computing cover a wide range of application fields,
and it is particularly useful in science, where experiments,
simulations, or other research need a power that cannot be
offered by standalone supercomputers or clusters of isolated
organizations. Some Grid Computing applications are
processor-intensive; others may require massive storage.

Depending on the type of resources that are mainly used,
the main types of grid are:

e  Computing Grid: designed to provide as much

computing power as possible.
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®  Data Grid: allows the management and sharing of
huge amounts of distributed data.

e Service Grid: provides services that cannot be
provided by a single computer.

e Equipment Grid: provides access to special type of
equipment, not easily available, either because of
their high cost, geographic localization, or other
difficulties.

The use of Grid Computing applications includes:

e Job Submission: Users specify the definition of tasks
to execute and data to use.

®  Monitoring: A monitoring interface allows users to
check the status of the processing.

e Visualization: When jobs processing has finished, a
visualization interface shows the results.

o Web Portals: Nowadays many Grid Computing
based projects offer access to their services through
Web applications, by Web portals.

Grid Computing users, their knowledge and specific
tasks may be categorized as follows [5]:

e Service end-user: low technical knowledge; data
input and grid services user.

e Service end-user  execute:
knowledge; job submission.

e  Power user agnostic of grid resource nodes: high
technical knowledge; application development.

®  Power user requiring specific grid resource nodes:
high technical knowledge; application development,
aware of specific grid resources nodes.

e Power user developing a service: high technical
knowledge; services development.

e Service provider: high technical knowledge; identity
and authorization management.

e Infrastructure system administrator: high security
and infrastructure knowledge; grid nodes system
administration.

some technical

The current use of Grid Computing is at the hand of
experts and researchers with extensive (specific and
technical) knowledge. Most of the Grid Computing
applications users have nowadays similar knowledge and
similar background, but we may infer that such similarities
will be no longer the rule.

It is expected that in the future the technical knowledge
of grid users will decrease. The number of users belonging to
the first and the second of the above mentioned categories is
growing fast. That is why we think the usability of Grid
Computing applications will become a main issue.

The ISO/IEC 9241 standard defines the usability as the
extent to which a product can be used by specified users to
achieve specified goals with effectiveness, efficiency and
satisfaction in a specified context of use [6].

Usability is not a one-dimensional property of the
interface; it is a combination of factors. Effectiveness refers
to the accuracy level that the user achieves goals. Efficiency
refers to the resources employed by the user to accomplish
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these goals. Finally, the satisfaction is related to the comfort
of the user during the interaction with the software system.

Usability evaluation methods are commonly divided into
inspection and testing methods. Inspection methods find
usability problems based on the expertise of usability
professionals. Testing methods find usability problems
through the observation of the users while they use (and
comment on) a system interface [7].

Heuristic evaluation is a widely used inspection method.
A group of evaluators inspect the interface design based on
the usability principles (heuristics). Heuristic evaluation is
easy to perform, cheap and able to find many usability
problems (both major and minor problems). However, it may
miss domain specific problems. That is why the use of
appropriate heuristics is highly significant.

Grid Computing has evolved from scripts to portals and
Web interfaces, therefore usability heuristics for Grid
Computing should be developed from this new perspective

[8] [9] [10].
III. DEFINING GRID COMPUTING USABILITY HEURISTICS

In order to develop specific usability heuristics for Grid
Computing applications the following steps were followed

[11]:

e  An exploratory stage, to collect bibliography related
with the main topics of the research: Grid
Computing applications, usability evaluation, and
usability heuristics.

e A descriptive stage, to highlight the most important
characteristics of the previously collected
information, in order to formalize the main concepts
associated with the research.

e A correlational stage, to identify the characteristics
that the usability heuristics for Grid Computing
applications should have, based on traditional
heuristics and case studies analysis.

e An explicative stage, to formally specify the set of
the proposed heuristics, using a standard template.

e A validation (experimental) stage, to check the new
heuristic ~ against  traditional  heuristics by
experiments,  through  heuristic =~ evaluations
performed on selected case studies, complemented
by user tests.

* A refinement stage, based on the feedback from the
validation stage.

Based on the well known and widely used Nielsen’s 10
heuristics and extensively analyzing several Grid Computing
applications, especially GreenView [12], a set of 12 new
usability heuristics was developed for heuristic evaluations
of Grid Computing applications.

Grid Computing heuristics were specified using the
following template:

e D, Name and Definition: Heuristic’s identifier,

name and definition.

e  FExplanation: Heuristic’s detailed explanation,

including references to usability principles, typical
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usability problems, and related usability heuristics
proposed by other authors.

e Examples: Examples of heuristic’s violation and
compliance.

®  Benefits: Expected usability benefits, when the
heuristic is accomplished.

e  Problems: Anticipated problems of heuristic
misunderstanding, when performing heuristic
evaluations.

The 12 proposed heuristics were grouped in three
categories: (1) Design and Aesthetics, (2) Navigation and (3)
Errors and Help. A summary of the proposed heuristics is
presented below, including heuristics’ ID, name and
definition.

Design and Aesthetics Heuristics:

(H1) Clarity: A Grid Computing application interface
should be easy to understand, using clear graphic elements,
text and language.

(H2) Metaphors: A Grid Computing application should
use appropriate metaphors, making the possible actions easy
to understand, through images and familiar objects.

(H3) Simplicity: A Grid Computing application should
provide the necessary information in order to complete a task
in a concise (yet clear) manner.

(H4) Feedback: A Grid Computing application should
keep users informed on the jobs’ progress, indicating both
the global and the detailed state of the system. The
application should deliver appropriate feedback on users’
actions.

(HS) Consistency: A Grid Computing application should
be consistent in using language and concepts. The forms of
data entry and visualization of results should be consistent.

Navigation Heuristics:

(H6) Shortcuts: A Grid Computing application should
provide shortcuts, abbreviations, accessibility keys or
command lines for expert users.

(H7) Low memory load: A Grid Computing application
should maintain the main commands always available. It
should offer easy to find elements, functions and options.

(H8) Explorability: A Grid Computing application should
minimize navigation and should provide easy, clear, and
natural ways to perform tasks.

(H9) Control over actions: A Grid Computing
application should offer ways to cancel a running task or
process. It should allow undo and/or changes of actions.

Errors and Help Heuristics:

(H10) Error prevention: A Grid Computing application
should prevent users from performing actions that could lead
to errors, and should avoid confusions that could lead to
mistakes.
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(H11) Recovering from errors: A Grid Computing
application should provide clear messages, hopefully
indicating causes and solutions of errors.

(H12) Help and documentation: A Grid Computing
application should provide an easy to find, easy to
understand, and complete online documentation. It should
provide contextual help and glossary of terms for novice
users.

Table 1 presents the mapping between Grid Computing
12 heuristics and Nielsen’s 10 heuristics [13].

TABLE L MAPPING BETWEEN GRID COMPUTING HEURISTICS AND
NIELSEN’S HEURISTICS
Grid Corpputmg Nielsen’s Heuristics
Heuristics
ID Definition ID Definition
HI Clarity N2 Match between system and the
H2 Metaphors real world
H3 Simplicity N8 Aesthetic and minimalist design
H4 Feedback N1 Visibility of system status
H5 Consistency N4 Consistency and standards
Ho6 Shortcuts N7 Flexibility and efficiency of use
H7 {:)(:g memory N6 Recognition rather than recall
H8 Explorability
o Control over N3 User control and freedom
actions
H10 Error . N5 Error prevention
prevention
Recovering Help users recognize, diagnose,
H11 N9
from errors and recover from errors
HI12 Help and . N10 Help and documentation
documentation

Heuristics H1 and H2 particularize Nielsen’s N2
heuristic. Heuristics H8 and H9 denote Nielsen’s N3
heuristic. Both N2 and N3 heuristics where detailed and
particularized based on the characteristics of the Grid
Computing applications, their evolution from scripts to Web
interfaces, and the new (heterogeneous) type of users they
have.

Heuristic H3 particularizes Nielsen’s N8 heuristic,
emphasizing the complex tasks that Grid Computing users
have to deal with. Heuristic H4 particularizes Nielsen’s N1
heuristic into the context of Grid Computing applications,
detailing specific feedback requirements. As there are not yet
widely recognized standards for Grid Computing
applications, heuristic H5 particularize Nielsen’s N4
heuristic, stressing the dominance of the consistency over
standards. Heuristic H6 provides more specific means than
Nielsen’s N7 heuristic, and heuristic H7 specifies more
precisely Nielsen’s N6 heuristic, based on the characteristics
of the Grid Computing applications.

Finally, heuristics H10, H11 and H12 put Nielsen’s
heuristics N5, N9 and N10 (respectively) into the context of
Grid Computing applications.
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IV. VALIDATING GRID COMPUTING USABILITY
HEURISTICS

The 12 proposed Grid Computing usability heuristic were
checked against Nielsen’s 10 heuristics, using GreenView
and GreenLand as case studies. The potential of the Grid
Computing heuristics was also checked in usability
evaluations of Grid Computing applications as intercultural
collaboration platforms.

A. Case Study: GreenView

GreenView is an environmental application that uses
high-resolution satellite measurements in climate related
studies, modeling the pollution and the impact that urban
spaces have on vegetation (Fig. 1). As GreenView authors
acknowledge, the development of environmental
applications based on Grid infrastructures and dedicated to
non-technical experts is a challenging task [14].

GreenView v3.1 was examined by two groups of 4
evaluators each. All 8 evaluators had similar (medium)
experience in heuristic evaluations (with Nielsen’s
heuristics), but no experience in usability evaluation of Grid
Computing applications. They all had comparable (low, if
some) experience in using Grid Computing applications.

The first group performed a heuristic evaluation of
GreenView, using only the 12 new (Grid Computing)
heuristics (based on the full heuristics’ specification). The
second group performed a similar heuristic evaluation, but
using only the Nielsen’s 10 heuristics. Table 2 shows the
number of usability problems identify by each group of
evaluators.

TABLE IL NUMBER OF USABILITY PROBLEMS IDENTIFIED IN

GREENVIEW, BY HEURISTICS

Group 1: Using Grid Group 2: Using Nielsen’s
Computing Heuristics Heuristics
ID Number of problems ID Number of problems
H1 3
N2 1
H2 1
H3 0 N8 3
H4 2 N1 2
H5 1 N4 1
Hé6 1 N7 0
H7 0 N6 0
H8 1
N3 1
H9 1
H10 3 NS 2
H11 2 N9 1
H12 2 NI10 1
Total: 17 Total: 12

When using Grid Computing heuristics, more usability
problems were captured than using Nielsen’s heuristics.
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Analyzing the total of 29 problems identified by the 8
evaluators, we found that:

e 11 problems (38%) were identified by both groups
of evaluators,

e 12 problems (41%) were identified only by the
group that used Grid Computing heuristics,

e 6 problems (21%) were identified only by the group
that used Nielsen’s heuristics.

The results seem to prove that Grid Computing heuristics
work better than Nielsen’s heuristics. However, the question
that arises is: why 6 usability problems were not identified
using Grid Computing heuristics? There are two possible
reasons:

€)) Grid Computing heuristics were not able to identify
these problems, either because there are no
appropriate heuristics, or because the heuristics are
not properly specified.

) Evaluators wusing Grid Computing heuristics

subjectively ignored the problems.

The problems identified only by Nielsen’s heuristics
were associated to heuristics N8 - Aesthetic and minimalist
design (3 problems), N1 — Visibility of system status (1
problem), N5 — Error prevention (1 problem), and N10 —
Help and documentation (1 problem). The set of Grid
Computing heuristics provides the tools that can potentially
identify all these problems: H3 - Simplicity, H4 - Feedback,
H10 - Error prevention, and H12 - Help and documentation,
respectively. So, the first hypothesis is unlikely to be the
true.

All 6 problems identified only by Nielsen’s heuristics
were qualified with relatively low severity scores (an average
of 2.5 or less, on a five point scale). The second hypothesis
seems to be the correct one.

In order to validate the second hypothesis, a usability test
was designed and performed, with 5 users. The test was
focused on the 6 usability problems identified only by
Nielsen’s heuristics. All these problems were not in fact
perceived as real problems by users, so the second
hypothesis was validated.

Analyzing the 12 problems identified only by Grid
Computing heuristics, most of them were qualified as sever:
8 of 12 problems had an average severity of 2.5 or superior,
on a five point scale. Moreover, 3 of 12 problems had (very
high) average severity (3.25).

B. Case Study: GreenLand

GreenLand 1is an environmental application that
processes high-resolution Landsat satellite images in order to
obtain thematic maps of specific elements, such as land,
water, air, and vegetation (Fig. 2).

GreenLand vI.2 was examined by two groups of 3
evaluators each. All 6 evaluators had similar (medium)
experience in heuristic evaluations (with Nielsen’s
heuristics), but no experience in usability evaluation of Grid

56



ACHI 2011 : The Fourth International Conference on Advances in Computer-Human Interactions

Computing applications. They all had comparable (low, if
some) experience in using Grid Computing applications.

As in the previous case study, the first group performed a
heuristic evaluation using only the 12 new (Grid Computing)
heuristic (based on the full heuristics’ specification). The
second group performed a similar heuristic evaluation, but
using only Nielsen’s 10 heuristics. Table 3 shows the
number of usability problems identify by each group of
evaluators.

TABLE III. NUMBER OF USABILITY PROBLEMS IDENTIFIED IN

GREENVIEW, BY HEURISTICS

Group 1: Using Grid Group 2: Using Nielsen’s
Computing Heuristics Heuristics
1D Number of problems ID Number of problems
Hl 4
N2 6
H2 2
H3 2 N8 4
H4 5 N1 2
H5 5 N4 5
Hé6 0 N7 1
H7 0 N6 0
H8 2
N3 2
H9 3
H10 0 N5 0
H11 1 N9 1
H12 2 N10 1
Total: 26 Total: 22

As in the previous case study, more usability problems
were captured using Grid Computing heuristics than using
Nielsen’s heuristics. Analyzing the total of 48 problems
identified by the 6 evaluators, we found that:

e 14 problems (29%) were identified by both groups
of evaluators,

e 22 problems (46%) were identified only by the
group which used Grid Computing heuristics,

e 12 problems (25%) were identified only by the
group which used Nielsen’s heuristics.

The results proved once again that Grid Computing
heuristics work better than Nielsen’s heuristics. Problems
identified only by Nielsen’s heuristics were in fact qualified
as minor: only 2 of 12 problems had an average severity over
2, in a five points scale. Most of them were also discharged
by a usability test, performed with 4 users.

As in the previous case study, most of the 22 problems
identified only by Grid Computing heuristics were qualified
as sever. Most of them had an average severity of 2.5 or
superior, on a five point scale. Moreover, 1 problem had an
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average severity of 4, and 3 problems had average severities
of 3.67!

C. Grid Computing Applications as Intercultural
Collaboration Platform

Grid Computing applications are usually intercultural
collaboration platforms, and heuristic evaluations of both
GreenView and GreenLand were cross-cultural challenges.
Two European projects were evaluated using the 12 Grid
Computing heuristics proposed by a Latin American
(Chilean) team. Heuristic evaluators were also Chileans.
There were both cultural (Latin American vs. European) and
language (English vs. Spanish) barriers.

No significant culture-related problems  where
highlighted during the heuristic evaluations performed on
both GreenView and GreenLand. The 12 usability heuristics
proved to be effective tools when evaluating Grid
Computing applications as intercultural collaboration
platforms [15].

V. CONCLUSIONS

Grid Computing has nowadays a wide range of
applications. Even if the current use of Grid Computing is at
the hand of experts and researchers with extensive
knowledge, it is expected that in the future the technical
knowledge of grid users will decrease. That is why we think
the usability of Grid Computing applications will soon
become a main issue.

Research usually focuses on Grid Computing based
application development from a technical point of view;
there is a need for new evaluation methods or at least
usability evaluations should be particularized for Grid
Computing environments.

A set of 12 specific usability heuristics for Grid
Computing applications was proposed. The new heuristics
were validated through two case studies. Their potential was
also checked in usability evaluations of Grid Computing
applications as intercultural collaboration platforms.
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Abstract — Usability evaluation for applications based on
emerging information technology brings new challenges. Is it
the classical concept of usability still valid? Which are the
dimensions of the (new) usability? How can it be measured?
How should we develop for (better) usability? A methodology
to develop usability heuristics for emerging applications is
proposed. The methodology was fully checked in the case of
Grid Computing applications, and partially applied in the case
of Interactive Digital Television and Virtual Worlds.

Keywords - wusability; usability evaluations; usability
heuristics; grid computing; interactive digital television; virtual
worlds.

L. INTRODUCTION

Usability evaluation for applications based on emerging
information technology brings new challenges. Is it the
classical concept of usability still valid? Which are the
dimensions of the (new) usability, into the context of new
interaction paradigms? How can it be measured? How
should we develop for (better) usability? The traditional
usability engineering concepts and evaluation methods
should be re-examined. There is a need for new evaluation
methods or at least for the use of traditional evaluations in
novel ways [1]. Frameworks of wusability evaluation,
including appropriate methods or combination of methods
should be established, in order to get more effective and
efficient evaluations on new interaction paradigms.

The paper proposes a methodology to establish new
usability heuristics. Section 2 highlights the necessity of new
heuristics for applications based on emerging information
technology, and describes the proposed methodology.
Section 3 shows preliminary results of applying the
methodology: wusability heuristics for Grid Computing,
Interactive Television, and Virtual Worlds. Section 4
presents preliminary conclusions and future works.

II.  DEFINING NEW USABILITY HEURISTICS

The ISO/IEC 9241 standard defines the usability as the
extent to which a product can be used by specified users to
achieve specified goals with effectiveness, efficiency and
satisfaction in a specified context of use [2]. Usability
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evaluation methods are commonly divided into inspection
and testing methods. Inspection methods find usability
problems based on the expertise of usability professionals.
Testing methods find usability problems through the
observation of the users while they use (and comment on) a
system interface [3].

Heuristic evaluation is a widely used inspection method.
A group of evaluators inspect the interface design based on a
set of usability heuristics [4] [5]. Heuristic evaluation is easy
to perform, cheap and able to find many usability problems
(both major and minor problems). However, it may miss
domain specific problems. That is why the use of appropriate
heuristics is highly significant.

Usability inspections, including heuristic evaluation, are
well documented and many publications describe the usage
of the methods. Literature usually focuses on describing the
advantages and disadvantages of usability evaluation
methods but not on how to develop new methods and/or
usability heuristics.

Over the last couple of years there is an increasing
interest on usability of applications based on emerging
information technology [6]. Measuring the usability of such
applications was a challenging task. Traditional usability
evaluation methods, especially usability heuristics became
short.

A methodology to establish new usability heuristics, for

specific ~ applications, was gradually defined. The
methodology includes 6 stages:
e STEP 1: An exploratory stage, to collect

bibliography related with the main topics of the
research: specific applications, their characteristics,
general and/or related (if there are some) usability
heuristics.

e STEP 2: A descriptive stage, to highlight the most
important characteristics of the previously collected
information, in order to formalize the main concepts
associated with the research.

e STEP 3: A correlational stage, to identify the
characteristics that the usability heuristics for
specific applications should have, based on
traditional heuristics and case studies analysis.
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e STEP 4: An explicative stage, to formally specify the
set of the proposed heuristics, using a standard
template.

e STEP 5: A validation (experimental) stage, to check
new heuristics against traditional heuristics by
experiments,  through  heuristic  evaluations
performed on selected case studies, complemented
by user tests.

e STEP 6: A refinement stage, based on the feedback
from the validation stage.

STEP 1 explores the specific applications that require

new usability heuristic.

STEP 2 re-examines the very meaning of usability and its

characteristics, in the context of the examined applications.

If literature provides no specific and/or related usability

heuristics, Nielsen’s 10 well known and extensively used
heuristics are used as a basis at STEP 3.

The standard template used at STEP 4 is the following:

e D, Name and Definition: Heuristic’s identifier,
name and definition.

e  Explanation: Heuristic’s detailed explanation,
including references to usability principles, typical
usability problems, and related usability heuristics
proposed by other authors.

e  Examples: Examples of heuristic’s violation and
compliance.

®  Benefits: Expected usability benefits, when the
heuristic is accomplished.

e  Problems: Anticipated problems of heuristic
misunderstanding, when performing heuristic
evaluations.

STEP 5 evaluates the set of heuristics defined at STEP 4
against Nielsen’s heuristics, in specific case studies. The
application is evaluated by two separate groups of
evaluators, of similar experience, in equal conditions. One
group uses only the set of heuristics defined at STEP 4, while
the second group uses only Nielsen’s heuristics. Usability
problems founded by the two groups are then compared.
Three categories of problems are expected:

e (P1) Problems identified by both groups of

evaluators,

e (P2) Problems identified only by the group that used

the set of heuristics defined at STEP 4,
e (P3) Problems identified only by the group that used
Nielsen’s heuristics.

New heuristics works well when (P1) and/or (P2) include
the highest percentage of problems. Question arises with
problems (P3). Why these problems are not identified when
using the new set of heuristics? There are basically two
possible reasons:

(1) New heuristics are not able to identify these
problems, either because there are no appropriate
heuristics, or because the heuristics are not properly
specified.

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-117-5

2

Evaluators using new heuristics subjectively ignored
the problems.

Hypotheses (1) and (2) may be validated or rejected by
complementary evaluations and/or user tests.

STEP 6 refines the set of heuristics defined at STEP 4.
Stages 1 to 6 may be applied iteratively. Specific usability
checklist may also be developed, detailing usability
heuristics and helping heuristic evaluations practice.

III.  APPLYING THE METHODOLOGY IN PRACTICE

A.  Usability Heuristics for Grid Computing Applications

Grid computing is a relatively new, distributed
computing technology, which relies on the coordinated use
of different types of computing resources of an unspecified
number of devices, which are not necessarily at the same
geographical location. The process is transparent for users,
allowing the use of resources as a single supercomputer.

Nowadays many Grid Computing based projects offer
access to their services through Web applications, by Web
portals. It is expected that in the future the technical
knowledge of grid users will decrease. That is why usability
Grid Computing applications’ usability will become a main
issue.

The methodology described in the previous section was
applied in order to establish specific usability heuristics for
Grid Computing Applications. A set of 12 new heuristics
was developed, grouped in three categories: (1) Design and
Aesthetics, (2) Navigation, and (3) Errors and Help. A
summary of the proposed heuristics is presented below,
including heuristics’ ID, name and definition.

Design and Aesthetics Heuristics:

(CGH1) Clarity: A Grid Computing application interface
should be easy to understand, using clear graphic elements,
text and language.

(CGH2) Metaphors: A Grid Computing application
should use appropriate metaphors, making the possible
actions easy to understand, through images and familiar
objects.

(CGH3) Simplicity: A Grid Computing application
should provide the necessary information in order to
complete a task in a concise (yet clear) manner.

(CGHA4) Feedback: A Grid Computing application should
keep users informed on the jobs’ progress, indicating both
the global and the detailed state of the system. The
application should deliver appropriate feedback on users’
actions.

(CGHS5) Consistency: A Grid Computing application
should be consistent in using language and concepts. The
forms of data entry and visualization of results should be
consistent.

Navigation Heuristics:

(CGHO6) Shortcuts: A Grid Computing application should
provide shortcuts, abbreviations, accessibility keys or
command lines for expert users.
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(CGH7) Low memory load: A Grid Computing
application should maintain the main commands always
available. It should offer easy to find elements, functions and
options.

(CGHB8) Explorability: A Grid Computing application
should minimize navigation and should provide easy, clear,
and natural ways to perform tasks.

(CGH9) Control over actions: A Grid Computing
application should offer ways to cancel a running task or
process. It should allow undo and/or changes of actions.

Errors and Help Heuristics:

(CGH10) Error prevention: A Grid Computing
application should prevent users from performing actions
that could lead to errors, and should avoid confusions that
could lead to mistakes.

(CGH11) Recovering from errors: A Grid Computing
application should provide clear messages, hopefully
indicating causes and solutions of errors.

(CGH12) Help and documentation: A Grid Computing
application should provide an easy to find, easy to
understand, and complete online documentation. It should
provide contextual help and glossary of terms for novice
users.

Following the proposed methodology, the set of Grid
Computing usability heuristics was specified, validated and
refined in a three-cycle iterative process [7] [8]. New
heuristics proved to work better than Nielsen’s heuristics in
two case studies. Problems (P1) and (P2) were dominant in
both cases. Problems (P2) scored 41% in the first case study,
and 46% in the second one.

B.  Usability Heuristics for Interactive Television

Interactive Digital Television (iTV) exceeds the analog
TV in several aspects: capacity, better use of the spectrum,
greater immunity to noise and interference, better sound and
picture quality, potential for transmission of data
simultaneously, saving power transmission. However, the
main iTV advantage is that the user may interact with the
application. Interactivity allows the user to be an active part
of the programming, providing the ability to access or extend
the information presented, combining multimedia content
(audio, video, text), to participate in forums and to control
the sequence of information presented [9].

Stages 1 to 4 of the proposed methodology were
performed for iTV applications [10]. A set of 14 specific
usability heuristics were developed. Stages 5 and 6 are still
to be performed. Heuristics were grouped in three categories:
(1) Design and Aesthetics, (2) Flexibility and Navigation,
and (3) Errors and Help. A summary of the proposed
heuristics is presented below, including heuristics’ ID, name
and definition.

Design and Aesthetics Heuristics:

(ITVH1) Match between the system and the real world:
iTV should use words, phrases and concepts familiar to the
user; the sequence of activities should follow user's mental
processes; information should be presented in a simple,
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natural and logical order; metaphors should be easy to
understand; important controls should be represented on
screen; there should be an intuitive mapping between them
and the real controls.

(ITVH2) Aesthetic and minimalist design: iTV should
have simple, intuitive, easy to learn and pleasing design; the
system should be free from irrelevant, unnecessary and
distracting information; icons should be clear and buttons
should be labeled; the use of graphic controls should be
intuitive; the need for scroll should be minimized; navigation
facilities should be present at the bottom of the screen.

(ITVH3) Consistency and standards: iTV should use
terminology, controls, graphics and menus consistent
throughout the system; there should be a consistent look and
feel for the system interface; iTV should be consistent with
the related standard TV programs, and colors should be
consistent between the two systems.

(ITVH4) Visibility of the system status: Feedback on
system status should be continuously provided.

(ITVHS) Physical constraints: Screen should be visible
at a range of distances and in various types of lighting; the
distance between targets (e.g. icons) and the size of targets
should be appropriate; size should be proportional to
distance.

(ITVH6) Extraordinary users: iTV  should wuse
appropriately color restricted; it should be suitable for color-
blind users.

Flexibility and Navigation Heuristics:

(ITVH7) Structure of information: iTV should have a
hierarchical organization of information, from general to
specific; related pieces of information should be clustered
together; the length of text should be appropriate to the
display size and interaction device; the amount of
information should be minimized; page titles and headlines
should be straightforward, short and descriptive; textual
content should be kept to a maximum of two columns.

(ITVHS8) Navigation: iTV should provide navigational
feedback (e.g. showing a user's current and initial states,
where they have been, and what options they have for where
to go) and navigational aids (e.g. find facilities).

(ITVHY) Recognition rather than recall: Help and
instructions should be visible or easily accessible when
needed; relationship between controls and their actions
should be obvious; input formats and units of values should
be indicated.

(ITVH10) Flexibility and efficiency of use: iTV should
allow for a wide range of user expertise; it should also
appropriately guide novice users.

(ITVHI11) User control and freedom: iTV should provide
"undo" (or "cancel") and "redo" options; exits should be
clearly marked (when users find themselves somewhere
unexpected); facilities to return to the top level should be
provided, at all stages.

Errors and Help Heuristics:

(ITVH12) Error prevention: iTV should offer a selection
method provided (e.g. from a list) as an alternative to the
direct entry of information; user confirmation should be
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required before carrying out a potentially “dangerous” action
(e.g. deleting something).

(ITVH13) Help users to recover from errors: Error
messages should adequately describe problems; they should
assist in diagnosis and suggest ways of recovery in a
constructive way; error messages should be written in a non-
derisory tone and refrain from attributing blame to the user.

(ITVH14) Help and documentation: iTV should offer
clear, direct and simply help, expressed in user’s idiom, free
from jargon and buzzwords; help should be easy to search,
understand and apply.

C. Usability Heuristics for Virtual Worlds

A virtual world is a computer-based simulated persistent
spatial  environment  that  supports synchronous
communication among users who are represented by avatars
[11]. There is interaction between avatars and between avatar
and environment. Each virtual world has its own rules.

Stages 1 to 3 of the proposed methodology were applied
to some Virtual Worlds case studies. Stage 4 is currently
undergoing. To the date, a set of 16 usability heuristics were
established. A brief summary, including only heuristics’ ID
and name, is presented below.

(VWH1) Clarity.

(VWH2) Simplicity.

(VWH3) Feedback.

(VWH4) Consistency.

(VWHS) Low memory load.

(VWHO6) Flexibility and efficiency of use.
(VWHY7) Orientation and navigation.
(VWHS) Camera control.

(VWHD9) Visualization.

(VWHI10) Avatar’s customization.
(VWHI11) World interaction.

(VWHI12) Law of physics.

(VWHI13) Communication.

(VWHI14) Error prevention.

(VWHL15) Help users to recover from errors.
(VWHI16) Help and documentation.

IV. CONCLUSION AND FUTURE WORKS

Heuristic evaluation is a well known and widely used
usability inspection method. As it may miss domain specific
problems, the use of appropriate heuristics is highly
significant.

A methodology to establish new usability heuristics is
proposed. The methodology facilitates the development of
both usability heuristics and associated usability checklists.
The methodology was applied and wvalidated for Grid
Computing applications. It is being currently applied for
Interactive Digital Television applications and for Virtual
Worlds. Future works should include more experiments and
validation.

A right balance between specificity and generality
should be follow. If heuristics are too specific, they will
probably become hard to understand and hard to apply.
General heuristics, complemented by specific usability
checklists, will probably work better, most of the time.
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However, there is a need for new usability heuristics
especially for applications based on emerging information
technology brings new challenges.

As most of the studies recommend, heuristic evaluations
should always be complemented by other usability
evaluations, especially usability tests.
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Abstract— The present work discusses an exploratory study
aimed at understanding how users’ cognitive abilities influence
performance and method during a series of address
verification tasks. College students were given a paper map
and asked to verify seven residential addresses scattered
throughout a neighborhood. This approach, as opposed to
using a mobile device as the verification medium, allotted
participants more freedom with respect to address verification
style and map interaction. The study methodology and results
are discussed. The key contribution of the work described in
the paper has been the identification of map usage behaviors
that are sensitive to visualization and perspective taking.

Keywords-human-computer; interaction, individual
differences; location-based; usability component.

. INTRODUCTION

Individual differences research in computing focuses on
the physical, cognitive, psychological, social, and cultural
distinctions of wusers in various settings. Individual
differences have been shown to influence behavior and
performance in desktop computing scenarios
[4,6,10,11,12,27]. Similar findings have been presented for
field studies using mobile devices, e.g., Nusser and Murphy

[25] and Nusser [26] suggest that a user’s spatial-
visualization ability is especially pertinent to task
performance.

A pilot study was conducted to look at the role that
cognitive ability plays on paper map usage with respect to a
series of address verification tasks [34]. These tasks were
modeled around those typically performed by U.S. Census
Bureau employees. The results of the pilot study implied that
task performance was sufficiently related to participants’
spatial-visualization and perspective-taking ability. Some
interesting participant behaviors were also observed that
seemed applicable to location-based software design. The
favorable outcome of the pilot encouraged us to refine the
methodology in terms of sample size, protocol, and setting.
The study discussed in this paper is a culmination of these
refinements.

The goals of this study were: (1) to demonstrate that user
performance during address verification is sensitive to
cognitive abilities for which participants can be tested; (2) to
collect data on address wverification and map usage
behaviors—some of which might be tied to these cognitive
abilities; and (3) to identify behaviors that might be

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-117-5

Kathleen T. Ashenfelter

U.S. Census Bureau
Washington, D.C., USA
kathleen.t.ashenfelter@census.gov

incorporated into the design of a mobile, map-based
prototype—to be evaluated in a subsequent study. These
findings could be relevant to a variety of applications where
users must orient themselves with respect to their geographic
position in order to complete a task.

1.  BACKGROUND

Several investigators have examined strategies to
improve the usability of map-based software. Cox [9] looked
at very low-level user actions to identify strategies when
working with Geographic Information Systems (GIS).
Malczewski and Rinner [24] evaluated decision making
based on GIS usage. Haklay and Zafiri [15] utilized GIS
usage snapshots. In a recent study on a web-GIS system,
Ingensand and Golay [18] found several different strategies
and pointed out “users performed differently depending on
their strategy”. Fern et al. [14] used data mining techniques
to extract strategies from data logged during software usage.

Individual differences have been recognized as an
important aspect of human performance. Benyon et al. [4]
note that individual differences help explain the variation in
strategies among computer operators. Spatial ability has been
found to be the most important of the individual differences
with  regard to predicting computer performance
[10,11,12,33]. Spatial ability is seen as being composed of
five subcomponents by Carroll [7] and Lohman [22]:
visualization, speeded rotation, closure speed, closure
flexibility, and perceptual speed. Visualization is the most
often cited spatial ability related to computer performance
[6,29,30,31,32,33,35]. Pak et al. [27] note that the
importance of spatial ability depends on the task difficulty
while Ackerman [1] suggests that task type is more critical.

Carroll [8] suggested that spatial visualization involves
manipulation of spatial configuration in visual short-term
memory. Baddeley [2,3] has modeled working memory to
include verbal (phonological loop) and visual (sketchpad)
components. Luck [23] shows that visual memory is limited
and that performance drops systematically when individuals
have more than three or four items to remember. Spatial
orientation has been distinguished from spatial visualization
[20] and shown to influence the way that the user visualizes
self within the geographic space defined by a map. Klatzky
[19] discusses the distinctions between allocentric and
egocentric spatial representations. Burgess [5], Lafon et al.
[21], andlgloi et al. [17] suggest that these two spatial
representations are acquired and exist in parallel, a position
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recently corroborated by electroencephalographic evidence
in Plank et al. [28].

Il. METHODOLOGY

A. Screening

Three cognitive tests were administered during the
screening phase: spatial visualization (VZ-2) [13], visual
memory (MV-2) [13], and perspective-taking (PT) [20].
Twenty-seven college students were selected to participate
from a tested pool of over 100. The intent was to create a
sample consisting of students with high combined scores and
students with low combined scores. We expected this
partitioning to allow us to observe greater differentiation
among participants.

B. Materials

Topologically Integrated Geographic Encoding and
Referencing System (TIGER\Line) Shapefiles were
combined using ESRI’s ArcGIS Desktop®© to create the map.
This map contained two layers of information: (1) a street
layer that provided all of the streets and their respective
labels and (2) an address layer that depicted each residential
address as a small dot accompanied by an address number.
The decision to provide such sparse map to the participants
was motivated by two issues. First, our goal was to use
maps similar to those used by Census Bureau staff. Second,
the bare and abstract presentation of the map encouraged
participants to enrich the map with detail that supported their
actions. Address numbering and placement errors were
deliberately added to the map to make the verification tasks
more challenging.

Each participant was given a clipboard with the paper
map attached to the front side in landscape orientation and a
randomized list of the seven target addresses attached to the
back. A multi-colored pen was provided so that participants
could edit the map and list with the appropriate level of
detail. Participants were outfitted with an audio device that
was used throughout the exercise to record think-aloud
comments and to capture responses to an exit questionnaire.
The questionnaire probed participants on the effects of
setting, map design, planning, task difficulty, and previous
knowledge/experience. Observers used coding sheets
throughout the exercise to capture supplementary data. The
map, list, audio recording, and coding sheets were collected
for later analysis. Additionally, these materials were used to
reconstruct participant routes. These routes were input into
Google® Earth so that the individual travel distances could
be estimated.

C. Residential Area: Grid vs. Non-Grid

The field exercise took place in the cross section of the
residential area depicted in Figure 1. The western half is
designated the grid section. It is made up of streets that are
homogeneous and closely aligned with the cardinal
directions. The three-way intersections of this area are
exclusively comprised of T-junctions; the 4-way
intersections are similarly perpendicular. These features give
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Figure 1. Field exercise map given to participants (right-side
up).

this area an orthogonal, uniform structure. The resulting
blocks are approximately rectangular in appearance.

The eastern half of the area contains non-uniform streets
that seldom run parallel with the cardinal directions. The
three-way intersections formed by these streets are Y-
junctions, rather than T-junctions. The four-way intersections
occur at varying angles. The large triangular medians are
another notable feature—they are formed when three Y-
junctions interconnect. This area is not orthogonal in nature
and is designated the non-grid section.

It is thought that these contrasting halves would add
variation to the verification scenarios encountered by
participants.

D. Field Exercise

The participants selected for the field exercise were
taken, one at a time, to the residential neighborhood. Each
session contained one participant and one observer. The
exercise began at a uniform starting location, where the
observer explained the task flow, the think-aloud protocol,
and the possible outcomes of verification. Each participant
was instructed to verbalize his or her cognitive processes and
thoughts related to the exercise. The participant was then
asked to complete three training scenarios on a simplified
map containing only two streets. At the end of the training
session, the participant was given an answer key and
received feedback from the observer on verbalization. The
participant and observer then returned to the starting
location, where the participant received the exercise map and
the list containing seven addresses to be verified.
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The participant was told that each of the seven target
addresses required one of these basic address-verification
actions: (1) add-to-map, (2) move-on-map, (3) delete-from-
map, and (4) confirm-on-map. The grid and non-grid
sections of the map each contained three addresses that
required address-verification actions 1, 2, and 3 (no replace);
the major street that divided these sections contained a single
address requiring address-verification action 4. Participants
were told to edit the map at their discretion; the only
requirement was that they clearly convey the address-
verification actions chosen. After answering any final
questions, the observer would no longer communicate with
the participant, other than to encourage a person who had
fallen silent or to request more detail with regard to a
participant’s response.

E. Method of Analysis and Variables Used

The performance variables, total time, distance traveled,
and the number of errors made, were tested against the
cognitive test scores using pair-wise correlations.
Participants’ behaviors were categorized via the analysis of
qualitative data found in the observer coding sheets, the
coded think-aloud transcripts, participant annotations on the
provided maps and target address lists, and participants’
responses to the field exercise questionnaire. Behavioral
variables (excluding questionnaire data) that could be
quantified across participants were tested against the
cognitive test scores and the performance variables. Pair-
wise correlations and a two-tailed Welch’s t test were used
when appropriate. The available records did not allow for
coding of some measures, so the number of observations per
variable can be fewer than 26. The significant coded
variables are described below.

1) Variables Found in Transcriptions.

e Address error pre-detection — The number of times a
participant recognized address errors at the start of the
exercise; they had not yet seen the actual address.

e Nearest address selection — The number of times a
participant chose their next target address based on its
proximity to the one previously verified.

e Cardinal heading usage — The number of times a
participant described their heading in terms of cardinal
direction (north-south-east-west). This was interpreted as a
proxy for an allocentric frame of reference.

2) Variables Found in Maps/Lists.

e  Target streets highlighted on map — True if the participant
highlighted the street labels associated with the target
addresses.

e Map verification annotations — True if the participant
annotated target addresses on the map in excess of what
was required to indicate a solution.

e List verification annotations — True if the participant
annotated target addresses on the list in excess of what was
required to indicate a solution.

e  Route sequence on list — True if the participant enumerated
each target address to indicate the route sequence.
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IV. RESULTS

A. Correlation Among Cognitive Test Scores

Table | contains the pair-wise correlation coefficients of
the 26 participants’ three cognitive test scores, along with the
p-value of a test determining whether the true correlation is
zero. The results offer moderately strong evidence of a
correlation between spatial visualization and the two other
cognitive tests. There is suggestive evidence that visual
memory and perspective-taking scores may also correlate.

TABLE I. COGNITIVE TEST SCORE CORRELATION.
Cognitive Test Cognitive Test n r p
Spatial Visualization Visual Memory 26 0.54 0.00
Spatial Visualization | Perspective-taking | 26 0.44 0.02
Perspective-taking Visual Memory 26 0.36 0.07

B. Correlation of Cognitive Test Scores with Performance
Variables

Participants took from 30 to 66 minutes to complete the
field exercise and traveled between 1.77 and 3.02 km (1.10
and 1.88 mi). Total time was negatively correlated with
scores on spatial visualization (r = -0.44, p = 0.02) and
perspective-taking (r = -0.51, p = 0.01). This indicates that
participants with higher spatial visualization or perspective-
taking ability tended to finish the exercise faster. Distance
traveled was negatively correlated with spatial visualization
test scores (n =21, r = -0.65, p = 0.00). Visual memory test
scores showed no significant correlation to the performance
variables.

Clearly, there are other participant characteristics that
could influence time, e.g., walking speed. We didn’t
investigate the connection between physical characteristics
and cognition scores. However, the fact that the total
distance traveled by the participants was negatively
correlated with spatial visualization leads us to believe that
the relationship between time and cognitive abilities is more
likely influenced by the fact that lower ability participants
walked farther than by any physical characteristics.

C. Cognitive Test Scores & Coded Variables

Spatial visualization test scores are positively correlated
with address error pre-detection (n = 21, r = 0.44, p = 0.05)
and nearest address selection (n = 21, r = 0.45, p = 0.04).
This indicates that participants with high spatial visualization
ability (1) identified more map errors at the onset of the
exercise and (2) consistently chose their next target address
based on its proximity to the one previously verified.
Perspective-taking test scores are positively correlated with
address error pre-detection (n = 25, r = 0.49, p = 0.01) and
cardinal heading usage (n = 23, r = 0.51, p = 0.01). This
suggests that participants with higher perspective-taking
ability (1) identified more map errors at the onset of the
exercise and (2) were more likely to describe their heading
from a cardinal, allocentric frame of reference (north-south-
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east-west) rather than an egocentric one (forward-backward-
right-left).

A two-tailed Welch’s t test was used to test for
associations between the cognitive test scores and the
variables found in the collected maps and lists (Table II).
Spatial visualization test scores were negatively associated
with map verification annotations, suggesting that
participants with lower spatial visualization ability added
more supporting detail to the map. Participants with lower
perspective-taking ability exhibited similar behavior with
regard to the target address list—as shown by the negative
association between perspective-taking test scores and list
verification annotations. Additionally, perspective-taking
test scores showed negative association with target streets
highlighted on map, indicating that participants with lower
perspective-taking ability tended to identify the streets that
the target addresses were on; they then highlighted the street
labels on the map. Visual memory test scores showed a
positive association with route sequence on list, implying
that participants with higher visual memory tended to
enumerate a sequential route order on their target list of
addresses.

TABLE II. ASSOCIATION OF COGNITIVE TEST SCORES WITH MAP AND
LISTS VARIABLES (WELCH’S T TEST)
Behavior CO_?_Z;'W Yi Yo" SE(Y31-Yo)" p
Target streets Spatial
highlighted on map | Visualization 425 1.54 0.01
Map ve_rlflcatlon Perspgctlve- 445 152 0.02
annotations taking
List ver_lflcatlon Perspe_ctlve- 431 1.90 005
annotations taking
Route sequence on Visual
list Memory 3.29 111 0.01

*Yis the mean of cognitive test scores for all who exhibited the behavior and Y is
the mean of cognitive test scores for all who did not exhibit the behavior.

D. Additional Behaviors Observed

Behaviors that were sporadic and difficult to capture
could not be adequately linked to cognitive test scores,
however, they may be worthy of consideration in the follow-
up study.

e  Participants preferred either a north-up or track-up map
orientation and some north-up users seemed to temporarily
switch orientations in confusing areas of the neighborhood.

e  Participants covered addresses and map elements that were
unrelated to their current target address.

e  Participants used color on the maps and lists to indicate
and differentiate their various actions and decisions.

e  Participants inferred detailed relationships between
cardinal directions and street numbering patterns, e.g.,
“even-numbered addresses are on the north on east-west
streets and on the west on north-south streets”.

V. DISCUSSION

A. Relation of Participant Performance to Cognitive Test
Scores

Our findings support the hypothesis that cognitive test
scores are related to participant performance on a map
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survey task. Spatial visualization scores were a strong prior
indicator of performance, being significant against distance
traveled, total time and nearest address selection.
Perspective-taking ability was also correlated with total time,
nearest address selection, and address error pre-detection.
Conversely, we did not find visual memory to be linked to
performance metrics. Errors were not statistically relevant.

Predictably, distance traveled and total time are
significantly correlated; however, nearest address selection
was not correlated with distance traveled. This could result
from two or more participants traveling different distances
despite their similar nearest address selection scores.
Another explanation may be that, in some cases, a tendency
to choose the next target address based on distance is
inadequate when a given route will cover multiple
addresses—a holistic approach should be taken in this case.

Address error pre-detection was positively correlated
with perspective-taking scores. One explanation is that in
order to excel on the perspective-taking test, one must assess
the relative placement of a target to its surroundings. This
same ability might be applied to target addresses with respect
to the map, allowing these participants to hone in on
discrepancies. Furthermore, this finding, when taken together
with the fact that perspective-taking scores are correlated
with cardinal heading usage, suggests that people with
higher perspective-taking ability are capable map users.

These results provide evidence that the address
verification task was sensitive to cognitive abilities. The
literature further indicates that spatial visualization scores
predict computer performance [6,29,30,31,32,33,35].
Tailoring interfaces for cognitive differences appears to be a
desirable direction in map survey software design.

B. Behaviors Linked to Test Scores and Software Design

Behaviors associated with the cognitive test scores
provided some evidence that address verification software
can benefit from features sensitive to the respective abilities
of a user.

Participants who detected target address errors on the
map (missing addresses, for example) without physically
examining the target location typically did so at the
beginning of the field exercise. This practice might be
emphasized in software through an initial planning step.
Participants with higher perspective-taking ability tended to
prefer describing their movement in cardinal (north-south-
east-west) terms. This finding seems to suggest that a
software presentation that facilitates or even emphasizes the
cardinal directions would be appropriate for users with high
perspective-taking ability. A compass rose, for example,
helps to fill this void.

Modifications that were made to the provided map and
list should also be considered. Participants that added
additional address verification annotations to the map had a
lower overall spatial visualization ability; thus, textual cues
may have served to alleviate deficiency in this ability. A
software feature that allows custom tagging of map elements
may benefit these users. Analogously, participants who
added extra address verification annotations on the target list
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had a lower overall level of perspective-taking ability. This
group may be assisted through embedded note-taking
features or some sort of checklist. Participants who
highlighted target streets had a lower overall level of
perspective-taking ability than participants who did not. This
group may also appreciate the ability to tag map elements via
a highlighting tool. Finally, some participants added the
order in which they verified addresses to their target list.
They had a higher overall level of visual memory than the
rest of the sample. Their bookkeeping can be automated in
software, or alternatively, they may benefit from a planning
tool that links map areas to a sequence of target addresses.

C. Observed Behaviors and Software Design

The behavioral variables found on the maps and lists and
cardinal direction were not statistically related to
performance metrics but suggested enhancements to the
software design space. Some participants would use a pen or
their hands to obscure addresses that they had verified. This
preference might be accommodated by presenting dissimilar
levels of detail for different areas of the map; one example
would be a “fish-eye” map viewport. Pan and zoom
functions could be extended to allow for more freedom, also
addressing user dispositions with regard to map detail.
Additionally, pan and zoom “bookmarks” could enable the
retention of serendipitous map views. Color-coding can be
employed not only to differentiate among survey actions (as
used by participants), but also to highlight the odd or even-
numbered sides of streets and to convey relationships
between these streets and the cardinal directions.

VI. CONCLUSTION

Our study presents evidence that an address verification
task, driven by a paper map, is sensitive to the cognitive
abilities of the verifier—especially their spatial visualization
and perspective-taking abilities. Performance and some
behaviors were significantly associated with psychometric
test scores, thereby improving the plausibility of a software
design that incorporates enhancements sensitive to users’
cognitive abilities. The behaviors that were observed also
suggest a number of software design considerations. While
our tests were specific to address verification, we believe that
several of the lessons learned in this study will be applicable
to other areas of map-based surveys. In particular we have
seen that spatial ability played a role in initial planning (pre-
planning), how the participants used the map during way
finding and how they used the map in the area around the
target address. Most map-based applications will involve
one or more of these activities.

Our future work in this area will include the
development of a software interface that incorporates the
enhancements previously discussed. This software will be
the focus of a study that will evaluate the efficacy of these
enhancements with respect to the cognitive abilities of the
participants. We will also use the data collected during this
study to develop decision models as a means of providing a
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clearer picture of how spatial abilities

participant’s work.
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Abstract — Recently, mobile phones have become an important
tool to carry out financial transactions besides the normal
communication. They are increasingly being used to make
payments, access bank accounts and facilitate other
commercial transactions. In view of their increased importance
there is a compelling need to establish ways to authenticate
people on the mobile phones. The current method for
authentication uses alphanumeric username and password.
The textual password scheme is convenient but suffers from
various drawbacks. Alphanumeric passwords are most of the
times easy to guess, vulnerable to brute force attacks and are
easily forgotten. With financial transactions at stake, the need
of the hour is a collection of robust schemes for authentication.
Graphical passwords are one of such schemes which offer a
plethora of options and combinations. We are proposing a
scheme which is simple, secure and robust. The proposed
graphical password scheme will provide a large password
space and at the same time will facilitate memorability. It is
suitable to implement on all touch sensitive mobile phones.

Keywords- User authentication; graphical password; mobile
phone security; usability.

I. INTRODUCTION

Mobile phones have made their presence felt in
different walks of human life. Today's technically advanced
mobile phones are capable of not only receiving and making
phone calls, but can very conveniently store data, take
pictures and connect to the internet. They have also become
a powerful tool to conduct commercial and financial
transactions. They are increasingly being used to make
payments, such as at retail shops, public transport, paid
parking areas and also to access the bank accounts via
internet. In view of this the security and safety of mobile
phones have become paramount to prevent unauthorized
persons from conducting any unwarranted transactions
through the phones. Conventional method of authentication
remains mainly text based as it has been around for several
decades and also because of ease of implementation.
However, text based passwords suffer from various
drawbacks such as they are easy to crack through dictionary
attacks, brute force, shoulder surfing, social engineering etc.
The “small dictionary” attack is so successful that in Klein’s
case study [1], about 25% of 14,000 passwords were
cracked by a dictionary with only 3 million entries.
Following the same method used by Van Oorschot and
Thorpe [12], such a dictionary can be exhausted by a 3.2
GHz Pentium™4 machine in only 0.22 second. Graphical
passwords, which require a user to remember and repeat
visual information, have been proposed to offer better
resistance to dictionary attack. Psychological studies
support the hypothesis that humans have a better capability
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to recognize and to recall visual images than alphanumeric
strings [3], [4] and [5]. If users are able to remember more
complex graphical passwords (i.e., from a larger password
space), an attacker has to build a bigger dictionary, thus
spend more time or deploy more computational power to
achieve the same success as for textual passwords. In this
paper, we will demonstrate a graphical grid-based password
scheme which will aim at providing a huge password space
along with ease of use. We will also analyze its strength by
examining the success of brute force technique. In this
scheme we will try to make it easy for the user to remember
and more complex for the attacker.

Il. RELATED WORK

Many papers have been published in recent years with a
vision to have a graphical technique for user authentication.
Primarily there are two methods, having recall and
recognition-based approach respectively. Traditionally both
the methods have been realized through the textual
password space, which makes it easy to implement and at
the same time easy to crack.

The study shows that there are 90% recognition rates for
few seconds for 2560 pictures [2]. Clearly the human mind
is best suited to respond to a visual image. A recall-based
password approach is VisKey [6], which is designed for
PDA:s. In this scheme, users have to tap spot in sequence to
make a password. As PDAs have a smaller screen, it is
difficult to point exact location of spot. Theoretically, it
provides a large password space but not enough to face a
brute force attack if number of spots is less than seven [7].

@ D < B |~

Figure 1: VisKey SFR

A scheme like Passfaces in which user chooses the
different relevant pictures that describes a story [8] is an
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image recognition-based password scheme. Recent study of
graphical password [9], says that people are more
comfortable with graphical password which is easier to
remember. In Recall-based password, user has to remember
the password.
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011011101011100101000010101
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(d) Interface to database (e Re-entry of (incorrect) secret ([} Authorization failed

Figure 2: DAS scheme.

Jermyn et al. [10], proposed a technique, called “Draw-
a-secret (DAS)”, which allows the user to draw their unique
password (Figure 2). In the DAS scheme, stylus strokes of
the user-defined drawing are recorded and the users have to
draw the same to authenticate themselves. DAS scheme also
allows for the dots as well as shown in one of the examples
in Figure 2.

Figure 3: Example of a password in DAS has only dots.

But research shows that people optimally recall only 6
to 8 points in pattern [11], and also successful number of
recalls decreases drastically after 3 or 4 dots [12]. Our main
motivation will be to increase password space. The user can
choose the geometrical shape of their choice for the device
like PDA having graphical user interface that will also
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optimize that password storage space. In our scheme, we
will allow users to draw some geometrical shape with some
fixed end points and by putting dots at different location but
it will give some filed triangle in such a way that chances of
remembering those positions will be better.

I1l. DRAWING GEOMETRY

Drawing geometry is a graphical password scheme in
which the user draws some geometrical object on the screen.
Through this scheme we are targeting devices like mobile
phones, notebook computers and hand-held devices such as
Personal Digital Assistants (PDAs) which have graphical
user interface. Since these devices are graphical input
enabled we can draw some interesting geometries using
stylus.

In this scheme there will be mxn grids and each grid is
further divide into four parts by diagonal lines as shown in
Figure 4. We have considered 4x5 grid keeping in mind the
typical screen size of the PDAs these days and its width
height ratio. Depending on the screen size it can be changed
with justifiable number of rows and columns.

X XX
A A
N
a

h 4

Figure 4: Grid provided to user and some simple geometrical shape drawn
by user.

On taking the size (4x5) we have total of 5x4 = 20
blocks and each block has four triangles so total number of
possible triangles is: (20 blocks) x (4 triangle/block) = 80
triangles. Similarly each block has 4 small diagonal lines so
total lines in that way (20 blocks) x (4 lines/block) = 80
lines. Also we do have some lines which are a result of
joining adjacent points horizontally and vertically. That will
give 4x6=24 (horizontal) and 5x5=25 vertical lines which
makes a total of 24+25 = 49 (horizontal and vertical) lines.
In that way we will have total of

p (5,4) => 80 + 80 + 49 = 209 1)

These 209 objects can be used to choose password by
drawing some of these objects in an easy and efficient
manner. A password is considered to be the selection of
certain lines and triangles. When a triangle is selected it is
filled with some color and when a line is selected the color
of that line changes (gets highlighted). Any combination of
the selection of lines and triangles will form a password as
shown in Figure 5. In this way, highlighted lines and filled
triangle will provide us larger password space. Filling

70



ACHI 2011 : The Fourth International Conference on Advances in Computer-Human Interactions

triangle and highlighting work can be done by using stylus
of PDAs either by putting dot in triangle or by dragging the

stylus crossing that line. As research shows that if the /\
number of dots increases to difficult to remember those it is ’B L @
also increases. In this scheme we fill the triangle highlighted f\ | |

lines makes geometric shape which is to be recalled not the
dots. More over we give another option which converts all
highlighted lines to un-highlighted and vice-versa and the =)
same for filling triangle by single click a button “Invert” a

button which at least double the password space within

practical limit of password length. A line which is not

inclined at an angle of 45° or 0° or 90° i.e. the line which is /4

not parallel to diagonal, horizontal as well as vertical lines.
(Let’s call them non-parallel lines) These non-parallel lines
can also be drawn by joining two points after enabling those
drawing by clicking the button given labeled line “Line”
which enables user to draw non-parallel lines. As we can Figure 6: Drawing lines
see that crossing the same lines again cancels the effect of
highlighting, Figure 6, in general we can say that crossing
even number of times the same line will cancel the
highlighting effect. The users don’t need to recall the
strokes but the resulting geometry. By using inversion
operation as shown in Figure 7 the user can deselect all

stylus movement(drawing.) Highlighted lines(rasult from drawing.)

currently highlighted lines and triangles and select all the h 4 4
unselected lines and triangles. ” i
| v N
: =) e || Filing | iovert ][ 0K | | Line |[ Filing |[invent |[ oK |

‘ } Figure 7: Inversion of drawn geometry
L L ] H

[ ]
. L ] '
va |'.-D
The dots to fill traigle. filled triangle by putting dots. : i
i i Mon-parallel lines
Figure 5: Drawing solid triangle Bt bl Lt
| I
] i
Note that the inversion does not take place for non-parallel .
lines. Figure 8 shows a password made by using parallel and N ---------773=== parallel lines

I\ 3

non-parallel lines. To draw that we have button stylus able !
to draw those lines by dragging stylus from one point to :
another. The start point and end point of such line will be ; |
decided by actually where stylus touches the screen and |

where it leaves it. As illustrated in Figure 8 if stylus touches - |~ | ol sl ha
the screen at any location say coordinate (x,y) where two | -t
vertical line va and vb (nearest vertical lines from point P at
a distance half cell width) such that va _x <vb and ha_y <
hb the nearest point of region P will be considered. Same
strategy will be adopted for end point where stylus release . -
screen. If lines drawn by user are parallel but procedure password using paralel and non-parallel lines.
adopted by user to draw is as of nonparallel, in that case the

scheme will automatically detect that and even if parallel

lines are drawn by non-parallel method of drawing it will be Figure 8: Example of non-parallel lines
considered as parallel lines.

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-117-5 71



Copyright (c) IARIA, 2011.

The grid shown on screen is for the user’s convenience.
Password drawn on invisible grids is shown in Figure 7 also
illustrates the inversion.

IV. TEXT SIMULATION

The above mentioned technique can also be used to
write any textual password in graphical manner. In the
example shown the word “IMAGINE” is written vertically
to accommodate more letters on the screen, still letter E is
missing (purposely) as shown in Figure 9. If the password
contains more words then multiple screens (say frames) can
be used to accommodate them.

2
Z:|>

Line IFiHing |Irwerl || OK

Figure 9: Example of textual password

This can allow users to use textual passwords in
graphical way. This letter(s) can be drawn in any direction
and at any letter can be entered at any position on screen as
per the user’s convenience.

V. EXTENSION FOR POSITION INDEPENDENCE
AND MULTISTAGE

As of now we have considered that the shapes as well as
its location constitute the password, together. If the user has
written letter ‘A’ but fails to recall the position of the ‘A’
even then the password will be incorrect. This scheme can
be extended to accommodate such cases. The location of the
figure can be ignored if the shape is correct (as illustrated in
Figure 10). The same shape pattern at two different location
circled should be treated as same. Obviously doing so the
password space decreases but by increasing number of grid
this can be compensated. As we have seen that text can be
drawn but size of the PDAs limits the grid size. We can
have multiple stages for drawing shapes i.e. one shape in
first frame followed by next frame and so on.

The user can select the more button provided (not
shown any where) to go into next fresh blank frame on
which more letters or shape can be drawn. As we could not
write full word IMAGINE but by doing so (multistage) we
can write first few letters say IMA in first frame and rest
GINE in second frame. Multistage increases the time
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required to enter the password but also it gives us huge
password space like my password word GRAPH is
simulated in geometry the way it can be entered or chosen
by user increased like GR and APH or GRA and PH etc for
two stage, though stages will be less normally but by not
fixing the number of stage we get advantage of high

password space.
Ling [ Filing ” Invert " 0K ‘ Line l Filling “ Invert ” 0K ‘

Figure 10: Example of position independence

V1. STORAGE OF PASSWORD

Since there is no need to store any image therefore only
password need to be stored as we have seen in case of grid
size (4x5) there are 209 possible objects if non-parallel lines
are not considered, if we numbered every object from
number 0, 1, 2,... , 208 then 209 bits are sufficient to store
such password. An extra bit should be kept for inversion
whether the password is inverted or not to avoid more
calculation while entering the password. For including non-
parallel lines, each non-parallel line can be stored by storing
the coordinates of two points (start point and end point).
The first fix number of bits will represent how many such
lines are there and then the coordinates of end points of each
line (10 bits for each). So if number of non-parallel lines is
np then total password length by taking 10 bits for
representing each non-parallel line is gi