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ACHI 2018

Forward

The eleventh edition of The International Conference on Advances in Computer-Human
Interactions (ACHI 2018) conference was held in Rome, Italy, March 25 - 29, 2018.

The conference on Advances in Computer-Human Interaction, ACHI 2018, was a result of a
paradigm shift in the most recent achievements and future trends in human interactions with
increasingly complex systems. Adaptive and knowledge-based user interfaces, universal
accessibility, human-robot interaction, agent-driven human computer interaction, and sharable
mobile devices are a few of these trends. ACHI 2018 brought also a suite of specific domain
applications, such as gaming, social, medicine, education and engineering.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it is attracting excellent
contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

The accepted papers covered a wide range of human-computer interaction related topics such
as graphical user interfaces, input methods, training, recognition, and applications.
We believe that the ACHI 2018 contributions offered a large panel of solutions to key problems
in all areas of human-computer interaction.

We take here the opportunity to warmly thank all the members of the ACHI 2018 technical
program committee as well as the numerous reviewers. The creation of such a broad and high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and efforts to contribute to the
ACHI 2018. We truly believe that thanks to all these efforts, the final conference program
consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. In addition, we also gratefully thank the members of the ACHI 2018
organizing committee for their help in handling the logistics and for their work that is making
this professional meeting a success.

We hope the ACHI 2018 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the human-
computer interaction field.
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We also hope that Rome provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city.
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Abstract—One of the primary characteristics of robots is the 

ability to move autonomously in the same space as humans. In 

what ways does movement influence the interaction between 

humans and robot? In this paper, we examine how work is 

changed by the deployment of service robots. Through a mul-

tiple case study, the phenomenon is investigated, both in an 

industrial and domestic context. Through analyzing our data, 

we propose a framework for understanding the change of tasks 

named the Robot Facilitation Framework. 

Keywords-robots; facilitating; tasks; work; domestic; human-

robot interaction 

I.  INTRODUCTION 

Robots have been used in factories, offices, and hospitals 
for several decades. They have been cleaning floors, trans-
porting materials, keeping watch, and operating in dangerous 
environments to reduce general labor and costs [1][2]. The 
typical aim of introducing robots into workplaces is to in-
crease productivity by automating work, which will decrease 
costs by reducing the amount of manual work [3]. But often 
the result is not so much a reduction of manual work as a 
redistribution of manual work. As robots are introduced into 
work environments, the way work is performed in that envi-
ronment changes. For instance, Argote et al. [1] reported that 
the work of the operators in their study shifted from primari-
ly manual lifting activities to cognitive monitoring activities. 
Recently, the addition of robots in Amazon warehouses 
changed the workers’ days from being centered around lift-
ing to keeping an eye on the robots [4]. 

Robots in the form of machines autonomously moving 
around in space started making their way into homes in the 
beginning of the 2000s with vacuum cleaning robots [5]. 
Household robots are qualitatively different from traditional 
household appliances. Tools for home maintenance and 
cleaning are often kept at specific locations in the home from 
where they cannot move by themselves. An inherent quality 
of something stationary is that you decide where it goes, and 
it stays where you place it. Conversely, the mobile nature of 
a domestic service robot as it autonomously navigates the 
home gives the robot an element of ubiquity and sharing a 
domestic space with them is not without problems [6]. 

Historically, the way humans perform work has always 
evolved, from the very first technological advances such as 
knives and spears, through wash buckets and steam engines, 

to present day laptops and kitchen appliances. However, one 
common factor with technological advances is certain tasks 
become easier, but work never really disappears [7]. The 
work itself only changes forms as new technologies are 
introduced into our lives. A new tool requires maintenance to 
keep working and creates room for other tasks by allowing 
higher speed and precision. A vacuum cleaning robot does 
not create a void of work where you once had the traditional 
vacuum cleaner; the work associated with keeping a clean 
house merely changes form—just as it did when the tradi-
tional vacuum cleaner replaced the wash bucket and mop. 

Because the human-robot relationship is different from 
other human-computer relationships [8], we must develop a 
different understanding of other technologies. As a technolo-
gy for keeping a clean house, the ubiquitous nature of the 
technological space of domestic robots overlaps with the 
entire physical and social space of the home. Much research 
has been done on understanding how we accept robots as a 
part of the household [8]–[11]. However, there is not much 
research that examines how space is shared; what are the 
changes in practices that will eventually lead to acceptance 
or rejection of the robot. In this paper, we introduce a 
framework for understanding how tasks and task distribu-
tions (practices) change as robots are introduced into an en-
vironment.  

This paper’s contribution is to introduce the Robot Facili-
tation Framework to classify stages of facilitation of robots. 
We introduce the framework and its components: pre-, peri-, 
and post-facilitation that are the result of our analysis of our 
case studies. We start by looking at related work (Section II). 
Then, we present our method and three case studies that 
helped form our framework (Section III). In Section IV, we 
present our framework and its components. In Section V, we 
apply the framework to the cases of robots being introduced 
into homes from the studies in Section II. We find that the 
Robot Facilitation Framework does not replace other frame-
works in human-robot interaction, but provides a new way to 
understand use of robots. We also discuss the relationship 
between the different types of facilitation. In Section VI, we 
provide our conclusion and opportunities for future work. 

II. RELATED WORK 

There are a few long-term studies of service robots in 
domestic settings. These focus on how and why people ac-

1Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-616-3
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cept robots into their homes over time and use different 
frameworks for doing so. 

Forlizzi and DiSalvo [8] use an ecological approach for 
determining how mobile, autonomous robots might fit into 
the domestic space, and how they differ from traditional vac-
uum cleaners. “The difference of physicality, autonomy, and 
mobility calls for a re-thinking of the experience of technol-
ogies in the domestic environment” [9]. They emphasize that 
robots and household members should be able to adapt to 
each other.  

Looking at the social experience people deveplop around 
the use of a product (product ecology), Forlizzi [12] shows 
how robots, like other technologies, become social products 
as they are accepted into the home. In a product ecology, the 
environment affects how the product is used, and in turn, the 
use of the product itself changes the users and the context as 
a result. The products in the ecology simultaneously shape 
roles, social norms, human behavior, and how other products 
are used. There are five dimensions to understand how a 
product influences the product ecology: functionality, aes-
thetics, symbolism, sociality, and emotionality. These can in 
combination or individually start a process of sense-making, 
linking the familiar to the unfamiliar [12]. 

Forlizzi’s study [12] compared the adoption of a tradi-
tional vacuum cleaner and a robotic one and found that the 
robotic vacuum cleaner caused a change in the product ecol-
ogies in the household while the traditional did not. The 
Roomba had a substantial and lasting impact on people, ac-
tivities, and the use of other cleaning products within the 
product ecology.  

Inspired by Forlizzi’s use of the product ecology, Sung, 
Guo, Grinter, and Christensen [8] developed the Domestic 
Robot Ecology (DRE). This framework provides a holistic 
view on long-term interactions with robots and thus people’s 
long-term acceptance of them. It looks at how people’s atti-
tudes and interactions towards robots change over time, es-
pecially as the novelty of the robot wears off (the novelty 
effect [13]).  

The DRE has several dimensions. First, there are four 
temporal steps householders experience during their robot 
acceptance: (1) pre-adoption, (2) adoption, (3) adaption, and 
(4) use and retention. Second, there are three roles for the 
robots during this time: (1) a tool to complete tasks, (2) a 
mediator to incur changes in the environments, and (3) an 
actor to elicit social responses. Sung et al. combined these 
and presented three key aspects for how robots interact 
within all the four temporal steps, taking on one of the three 
roles. These aspects are: (1) physical and social space, the 
platform where the interactions can take place; (2) social 
actors, the living members of the home, such as 
householders, guests, and pets; and (3) tasks, the activity the 
robot is designed to serve. Thus, five types of relationships 
can occur, where the robot can be a tool to perform tasks, an 
agent directly impacting the surrounding environment, a 
mediator that motivates people to make changes to the envi-
ronment, a mediator that enhances the social relationships, or 
an agent that engages with people in social events. With all 
these dimensions, the DRE provides a holistic view of the 

relationships that robots shape in the home and how these 
change over time.  

Fink, Bauwens, Kaplan, and Dillenbourg [10] used the 
DRE to understand long-term adoption and acceptance of 
Roomba robots in the home. 

III. METHOD 

The study is based on multiple case studies [14]. We used 
a set of qualitative inquiry sessions in the investigation of 
robot facilitation. Each case consists of observations or mul-
tiple interviews. Case 1 is the Automated Ground Vehicles 
(AGV) at the hospital (Section III.A). In this case, we inter-
viewed an operating manager on two separate occasions. 
Case 2 is the investigation of lawnmower robots (Sec-
tion III.B). For this case, we interviewed two different own-
ers. Case 3 is an ongoing study with older adults who borrow 
vacuum cleaning robots (Section III.C). This case is based on 
observations. The interview questions were open-ended and 
different in each case. But the questions between the partici-
pants in a case are the same. The interviews and observations 
was analyzed by coding interview transcriptions described in 
detail in Søyseth and Søyland [15]. As this was qualitative 
data, so statistics are unavailable. 

A. AGV at a Hospital 

There are numerous examples of robots within industry 
and organizations, but they are often found in separate and 
enclosed areas where only authorized personnel have access 
[16]. However, our informant told us that multiple hospitals 
have employed AGVs for several years to do most of the 
heavy-lifting transport tasks and thus decrease the need for 
human porters. These robots operate in the same areas as the 
hospital staff and thereby create an arena for observing spa-
tial encounters between robots and humans. 

Since 2008, a major Norwegian hospital has used an 
AGV system consisting of 22 robots. The robots have been 
in service for nearly ten years. This allows us to disregard the 
possibility of a novelty effect commonly caused by robots; 
the staff would regard them as commonplace. 

The AGV robots require building structure and infra-
structure to accommodate them. They follow magnetic 
markers embedded in the floor throughout their operating 
areas and use strategically placed charging stations. These 
infrastructure requirements were part of the planning and 
building process of the hospital. The robots operate mostly in 
the hospital basement where there are no unattended patients. 
A patient can only encounter a robot when it takes an eleva-
tor up to one of the hospital departments. Even then, the ro-
bots venture only a few meters into the departments to deliv-
er their goods at a dedicated delivery nook. 

According to our informant, the hospital administration 
initially assumed that the robots could operate almost entire-
ly without supervision, needing only occasional checks by an 
operator. However, the hospital staff soon realized this was a 
flawed assumption. “If you leave the screen for 10 to 20 
minutes, there is a standstill somewhere,” said our informant.  

Furthermore, he explained how a single standstill quickly 
would result in cascading failure. This would eventually lead 
to a total stop of the system since the AGVs cannot pass each 
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Figure 2: (Left) the tree stub being chopped up and removed, and 

(right) the robot going down the hill 

 
Figure 1: (Left and center) makeshift signs to tell people to leave the robot’s nooks alone; (right) a more refined sign. 

other. This highlights the importance of facilitating for seam-
less operation during the robot’s working time.  

Standstills can occur due to technical problems in the 
AGV themselves, but often it is “human error.” Our inform-
ant described how the medical staff would leave all kinds of 
objects in the magnetic path or the delivery nooks of the ro-
bot. As the AGV has no way to make its way around obsta-
cles, all obstacles are insurmountable. In these situations, the 
only solution is for an operator to find and remove the obsta-
cle. To reduce the frequency of these standstills, signs had 
been put up throughout the hospital to inform people that the 
robots need a clear path to operate, reminding them not to 
leave anything in the hallways. Some of these signs look 
very professional and refined (Figure 1, right), while others 
have more of a makeshift look (Figure 1, left and center). 

The maintenance and ongoing facilitation for the AGVs 
require three full-time employees. The employees’ main task 
is ensuring the robots do not come to a standstill, working in 
shifts to always be present for robot monitoring. As men-
tioned above, the hospital had not expected the level of robot 
supervision required. The constant monitoring now carried 
out was not in the initial plan of the deployment strategy. 
Though the AGVs require a substantial amount of facilita-
tion, their deployments give a net positive amount of work; 
they provide the same work as 15-25 full-time employees, 
based on between 400-500 assignments every day. 

During the first two to three years of using the AGV 
within the hospital, three technicians from the AGV’s manu-
facturer worked full-time on the implementation and config-
uration of the system, after which they considered the system 
stable enough for them to leave.  

B. Robotic Lawnmower 

In the case of the lawnmower robots, we interviewed two 
different individuals owning a lawnmower robot. Both robots 
were of the same brand and had the same functionality.  

When the informants had set up the robot for their garden 
environments, the amount of setup work required help from 
family members. The preliminarily work of setting up the 
perimeter fence and programming amounted to between two 
to three days for each of the informants. This workload was 
expected by the users: They were informed in advance about 
what was needed to be done to set up the robots correctly. 

However, both informants reported they needed to watch 
the robot during its working hours to make sure that it was 
not stuck somewhere. Moreover, they told us how they now 

kept their gardens clear of foreign objects, such as gardening 
tools, flowerpots and other decorations. 

One informant had a diverse garden with steep hills, 
some steps making up a tiny stair, a sandpit from when her 
children were younger, some berry bushes, a flowerbed, an 
apple tree, and a large tree stump. Most of these obstacles 
created more work in facilitating the robot’s work than she 
and her husband had anticipated. For instance, during late 
summer and early fall, apples fall from their apple tree, the 
fallen apples often caused the robot to stop altogether. Our 
informant reported picking apples off the lawn every morn-
ing to help the robot complete its job. 

Furthermore, it was difficult for the robot to access all 
parts of the garden. In most of the accessible places, it would 
often get stuck. Our informant described an issue revolving 
around her robot’s ability to get up the steep hill and the 
placement of the tree stump. The stump sat just at the top of 
the hill, right where the ground flattens out. To climb the hill, 
the robot needs momentum. The robot cannot see, and it can 
only detect obstacles by bumping into them. So, it can never 
plan its trajectory with these obstacles in consideration and 
simply moves in a randomized pattern. Thus, whenever it hit 
the tree stump, it would lose momentum and get stuck. This 
happened nearly every day and occurred more frequently on 
rainy days. 

Since the robot getting stuck and disabling it from carry-
ing out its task was inconvenient, the informant and her hus-
band decided to remove the tree stump (Figure 2). She was 
uncertain whether she and her husband would have removed 
the stump if they did not have the robot: She found the stump 
charming, and had imagined placing flowerpots on it. 

She had also contemplated removing the apple tree, but 
so far, she has not taken this measure as she has some regrets 
over removing the tree stump. Removing the apple tree, like 
removing the stump, is an irreversible action. 
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C. Robotic Vacuum Cleaner 

Setting up a robotic vacuum cleaner is a smaller job than 
setting up a robot lawnmower. Its navigational technology 
does not require a perimeter fence to move within the do-
mestic environment. The process varies between brands and 
is a little more complicated if the user decides to use the 
smartphone application, but the only required set up by the 
user is placing the robot’s docking station. 

In our study, we provided a robotic vacuum cleaner to 
five older adult participants living independently in their own 
apartments. Most participants did not have wireless internet 
or a smartphone, and could thus not use the smartphone app, 
making set-up in their apartments easy. 

While robotic vacuum cleaners can run without the 
supervision of human operators, most participants did not 
trust the robot to run while they were not home. They pre-
ferred to keep an eye on the robot during its operation time to 
prevent it from getting stuck or accessing unwanted areas. 

IV. FINDINGS 

We have seen how all the robots we have investigated al-
tered existing tasks and added new ones for them to operate 
properly. Further, we saw that the tasks varied widely; from 
small alterations in the operational environment, through 
continuous tidying tasks, to substantial infrastructure modifi-
cations. We call all such tasks facilitation. After examining 
the tasks, we saw that the tasks begin to coalesce in some 
categories: pre-facilitation, tasks done before the robot can 
operate; peri-facilitation, tasks done while the robot is oper-
ating; and post-facilitation, larger tasks done after the robot 
has been deployed a while that reduce peri-facilitating tasks.  

A. The Robot Facilitation Framework 

The Robot Facilitation Framework helps designers un-
derstand how work changes. Its central idea is understanding 
how the introduction of robots change tasks and task distri-
bution. The framework describes how we share space with a 
robot, rather than describing how we accept robots into our 
space. The framework has three components. 

1) Pre-facilitation 
The first kind of facilitation in our framework takes place 

right before the deployment of the robot. We call this pre-
facilitation. The user makes the changes both necessary for 
the robot to start, as well as alterations they think will merit 
the robot’s operations. Often, facilitation is required for start-
ing the robot, such as the placement of a docking station and 
fence cable. Other changes to the environment are made be-
cause the user assumes the facilitation will accommodate the 
robot, for example, removing power cords to avoid tangling.  

2) Peri-facilitation 
However, the changes made in pre-facilitation are rarely 

sufficient. The technologies in today’s robots require an un-
cluttered operating area, which is rarely found in domestic 
settings [17]. Consequently, to facilitate a smooth operation 
period for the robots, humans need to continuously tidy. We 
have discovered some required tasks might come as a sur-
prise to the user and are not easy to anticipate such as pick-
ing up apples. As robots today cannot take care of and repair 

themselves, users also need to perform maintenance on the 
robot. Maintenance activities include changing the blade on 
the robotic lawnmower and changing the brushes of the robot 
vacuum cleaner, as well as larger maintenance tasks as done 
by technicians from the manufacturer that delivers robots in 
systems such as AGV found in the hospital. 

We call this peri-facilitation because the tasks are re-
quired continuously during the robot’s operational time. The 
bulk of time one used to spend doing the tasks now per-
formed by the robot is replaced with smaller tasks requiring a 
few minutes every day. The tasks are performed by the user 
to make sure the robot operations run smoothly, such as re-
moving clutter to prevent it from getting stuck, assisting it 
should it get stuck in or under something, and all time spent 
on robot maintenance. In other words, peri-facilitating tasks 
are a form of everyday maintenance.  

3) Post-facilitation 
As the users find recurring patterns for facilitation re-

quired during the robot’s operations, they can decide to make 
bigger changes to their environment—such as removing a 
tree stump—as a way of reducing the need for peri-
facilitation. We call this post-facilitation. A thorough under-
standing of how the robot operates in the specific domestic 
settings is required to make post-facilitation changes. 

V. DISCUSSION 

In Section II, we briefly presented a few long-term stud-
ies of service robots in domestic settings. These studies fo-
cused mainly on how and why people accept these robots 
into their homes over time. The product ecology and the 
Domestic Robot Ecology have their focus on acceptance of 
robot technology. Our framework is a supplement to other 
frameworks on understanding use of robots. 

In this section, we compare the Robot Facilitation 
Framework to the Domestic Robot Ecology and product 
ecology. The Robot Facilitation Framework looks at how 
work changes with the introduction of a robot. The Domestic 
Robot Ecology and product ecology look at adoption and 
acceptance, but both possess elements that fit within the Ro-
bot Facilitation Framework. Finally, we discuss the interrela-
tionship between the three categories of robot facilitation. 

A. Robot Facilitation Framework in Other Cases 

Sung et al. [8] describe robot acceptance as happening in 
four temporal phases. In the pre-adoption phase, the users 
form their expectation of the robot. Because the Roomba 
requires nothing but placing the docking station before it can 
start, users with high expectations of the robot perform little 
to no pre-facilitation. When little pre-facilitation has taken 
place, the robots could cause accidents. Whenever the 
Roomba caused accidents, the participants in their study 
made changes to the environment necessary to prevent the 
same accident from reoccurring: “Some of the actions in-
cluded casual and temporary changes that they needed to 
repeat in each operation. Other changes were more perma-
nent” [8] The more temporary changes were things like fold-
ing area rugs, blocking Roomba with objects, and picking up 
clutter. The changes considered more permanent included 
things like placing books under lamps to prevent Roomba 
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Figure 3: Interrelationship between the three facilitation categories 

from climbing it, or removing rug fringe to prevent it from 
getting stuck. These are good examples of both peri- and 
post-facilitation. 

Forlizzi and DiSalvo [9] point out that the Roomba’s 
need of a clutter-free environment caused some participants 
to engage in what they refer to as “pre-cleaning activities.” 
By doing some pre-cleaning, the home environment was 
ready for Roomba to do the cleaning without supervision. 
They describe this as an “unusual dynamic between the 
product, the physical environment, and the participant” [9] 
where the participants must decide when they should inter-
vene during the Roombas operational activities. Though 
there are few concrete examples described here, the problem 
area as described where the functionalities of the Roomba 
lead users to accommodate the robot’s operations is the basis 
for peri-facilitation and key to understanding the processes 
around this type of facilitation. 

Fink et al. [10] observed that their participants made 
changes to the environment that was encouraged by the ro-
bot. They also describe how participants spent different 
amounts of time on adjusting the space before turning 
Roomba on, and that some households had to solve further 
issues such as moving away delicate objects. In their study, 
participants expressed not wanting to let the Roomba work 
by itself at home while they were out, illustrating the need to 
be there and peri-facilitate should Roomba crash, get stuck, 
or other unforeseen peri-facilitating tasks. They further de-
scribe how participants, children especially, would assist the 
robot by collecting crumbs and placing them directly in front 
of the robot, or build walls out of obstacles.  

Cesta, Cortellessa, Orlandini, and Tiberio [11] examined 
a telepresence robot in the home of an elderly couple over a 
year. The study had both pre-facilitation to prepare for the 
robot’s arrival and peri-facilitation as the robot was in use. 
Since the study had a known end, there was no post-
facilitation, but the suggestions from the couple about where 
the robot should be placed when charging indicate that post-
facilitation would be needed for the robot to be used after the 
study. 

B. Interrelationship between the types of facilitation 

Setting boundaries for categories based on qualitative da-
ta is rarely clear-cut. When analyzing human-robot observa-
tions through the Robot Facilitation Framework, we find that 
some actions of facilitation are hard to place completely 
within one of the three categories. Should the three catego-
ries be considered as types of facilitation, stages of facilita-
tion, or phases of facilitation? 

In the following, we discuss the relationship between 
these categories, as illustrated in Figure 3. The solid arrows 
represent how the process of facilitating for a robot evolves. 
A pre-facilitation task would be finding a spot for the dock-
ing station, and setting it up. As the robot works, emptying 
out the robot’s dust bin would be a peri-facilitating task. Up-
grading the infrastructure to increase the usefulness of the 
robot is a post-facilitation task, which leads back to peri-
facilitation as the robot works in the new environment.  

However, some relations are more uncertain than others. 
These are marked by dashed arrows and question marks. 

These uncertain relations raise questions such as “can one 
move from peri- and post-facilitation to pre-facilitation, or 
does pre-facilitation only happen once during the deploy-
ment of the service robot?” We need to decide what actions 
should be considered pre-facilitation. For instance, can pre-
cleaning activities, as described by Forlizzi and DiSalvo [8] 
take place after the deployment of the robot, but not during 
its operational time? In the view of the Robot Facilitation 
Framework, should activities performed during the deploy-
ment period of the robot, but not when it is currently active 
be considered a pre- or a peri-facilitating task? 

As we saw in the example of AGV, the infrastructure of 
the hospital tied to the deployment of the robots was planned 
during the construction of the hospital itself. Ozkil et al. [18] 
examined what was needed to implement service robots in a 
Danish hospital, a process which can be understood as pre-
facilitation of robots.  

This shows that pre-facilitation can be a huge process, 
starting already when planning a building, or it can be next to 
nothing should the user not feel the need to change anything 
in their domestic environment before they start the robot. 
Indeed, it seems that the extent of the pre-facilitation can 
vary greatly, and to some degree depend on the complexity 
of the environment it will be operating in, as well as its infra-
structure. From our analysis, pre-facilitation sets the founda-
tion for which new tasks arise as part of peri-facilitation 
when the robot is operationally active. Next, depending on 
how cumbersome the peri-facilitating tasks are, as well as 
their persistence and recurrence, will determine what 
measures will be taken to avoid these in the future. When 
changes are done to avoid certain peri-facilitating tasks, the 
users have post-facilitated their robot. What is unclear when 
it comes to the relationship between the stages, is whether 
the user after such a change finds themselves doing pre-
facilitation again, or if they find themselves right back doing 
peri-facilitation. 

Finally, how big is as post-facilitation change? Are only 
irreversible changes eligible post-facilitating actions, or can 
smaller one-time actions that could easily be reversed fit into 
this category? Irreversible changes include hiring full-time 
workers to look after the robot, removing a tree stump so the 
lawnmower can get up the hill, or replacing a floor lamp with 
a wall-mounted lamp so that vacuuming is easier. A reversi-
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ble change would be placing a book under a lamp to prevent 
the robot from climbing it. 

Tying all these questions together, we see that the answer 
to one of them will have consequences for the others. If plac-
ing books underneath a lamp is not post-facilitation because 
it is not irreversible, it must be either pre- or peri-facilitation. 
If peri-facilitation can only take place while the robot is run-
ning (except whenever the user is doing maintenance on the 
robot), then it must be pre-facilitation. However, if we define 
pre-facilitation as something that only takes place before the 
deployment, then it must be either post- or peri-facilitation 
after all. Is it important for the framework that post-
facilitation actions are recognized as something big and irre-
versible? Similarly, is it important for the framework to rec-
ognize pre-facilitation actions as only taking place before the 
deployment of the robot?  

VI. CONCLUSION AND FUTURE WORK 

Our study consisted of multiple case studies, considering 
human-robot interactions at a Norwegian hospital, in the 
gardens of two robotic lawnmower owners, and observations 
of elderly deploying robotic vacuum cleaner for one month. 
We found that work did not disappear, but that tasks were 
redistributed. We presented the Robot Facilitation Frame-
work that divides facilitation into pre-, peri-, and post-
facilitation. Using this framework, data collected from other 
studies can be understood in a different light, focusing on 
how work changes when robots are deployed. The categori-
zation simplifies targeting challenges in the interaction be-
tween humans and robotic technologies. Moreover, it may 
also indicate specific design implications for what tasks 
should be put in which category. It also helps us to under-
stand the amount of work that is included in introducing and 
keeping a robot in a location. This can help people to deter-
mine how best to introduce and use robots in new areas. 

There is more that can be done with this framework. 
There is no precise answer to which activities belong to 
which categories. To make our categories and the relations 
between them more precise, we will carry out more studies 
of robots in use and analyze them. As a part of this, we will 
explore how facilitation relates to maintenance, performativi-
ty, and mediation, and how robot users experience to share 
their space with robots. This should make it easier for others 
to apply the framework in future scenarios where robots are 
introduced at work and at home. 
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Abstract— The paper illustrates an exploratory case study on 

the use of a toy robot at school to support storytelling in 

children with cognitive disabilities. Play is a key factor in 

children’s development, yet disabled children are often 

prevented from playing because of their physical or cognitive 

impairments. Robot toys might represent a suitable means of 

favouring learning through play in inclusive activities at 

school. The robot used in this study is designed to support 

play scenarios addressing different educational goals for 

children with specific needs. This paper describes a 

storytelling scenario and the experiment conducted with the 

robot in a primary school over four weeks. The activity 

involved a group of students with typical development and a 

child with a learning delay due to a mild cognitive disability. 

The results of the study show that the performance of the 

child with learning delay improved in terms of memorization 

of the story elements, ability to focus attention and reduction 

of exuberant motility when she played with the robot. The 

results are supported by qualitative and quantitative 

evidence, as well as by the comments of the teacher who 

participated in the study. 

Keywords-Children; Robot; Play; Learning; Disability; 

Storytelling; Primary school. 

I. INTRODUCTION 
 

Play has a crucial role in a child’s development. The 
International Classification of Functioning and Disabilities, 
version for Children and Youth (ICF-CY) [1] published by 
the World Health Organisation defines play as one of the 
most important aspects of a child’s life to be considered 
when assessing children’s quality of life. Through play, 
children experiment and learn about themselves and the 
environment around them. In childhood, skills related to 
moving, exchanging, experimenting and learning mainly 
develop through play [2].  

Several studies demonstrated that the absence of play is 
detrimental to the development of a healthy child, leading 
to impairment in their learning potential. This causes 
isolation and a compromises social life [3]. 

Disabled children are often prevented from playing due 
to their cognitive or physical impairment.  

In recent years, an increasing number of research 
studies have revealed the benefit of using robots as a 
playmate to support the development of different skills in 
children with special needs. Robots support engaging and 
rich interactions while exhibiting a repetitive and 
controllable behaviour. This stimulates the child with a 

disability to try out the activity several times without 
feeling unable or impaired.  

However, in order to effectively use the robot and 
achieve educational objectives, it is important to design 
play scenarios suitable for the child with special needs. 

In what follows, we first provide a literature review on 
robot-assisted play based on storytelling activities, later we 
present the robot and the experiment conducted at a 
primary school with a child with mild cognitive 
impairment and her peers. The case study provides a 
detailed description on how to use the robot to engage 
children with different abilities in playful activities based 
on storytelling. Furthermore, it provides the results 
obtained in terms of learning and understanding of the 
dynamics of a story, and the social interactions enabled by 
the robot.  

The paper is structured as follows. In Section II we 
report a literature review on storytelling robots; in Section 
III we present IROMEC (Interactive RObotic Social 
MEdiator as Companions), the robotic platform used in the 
present study, in Sections V and IV we illustrate the 
methodology and the experimental study carried out with 
IROMEC in a primary school with a child with mild 
cognitive disability and her classmates, in Sections VI and 
VII we report and discuss the results of the study. We 
conclude this work in Section VIII. 

 
II. STORYTELLING  ROBOTS 

 

Developing a narrative competence is for children the 
privileged and primary way to begin to be part of the 
culture [4]. Narrative is also a fundamental aspect of 
meaning construction, which is a negotiation activity that 
develops from early childhood through the whole human 
life [4].  

Narrative has three main functions [5]:  
- Cognitive: as a way to learn.  
- Social: stories allow us to identify ourselves with 

a social and cultural group. 
- Emotional: as a therapy.  

Storytelling is key of children’s development. Through 
it children learn to express themselves and make sense of 
the external world. They develop logical thinking, 
imagination and creativity, but also social skills.  

Remembering and understanding a story, or using a 
proper language are all competences that develop more 
slowly in children with a cognitive disability [6][7]. 
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However, researches in schools revealed that if properly 
stimulated, children with a cognitive disability may 
improve in understanding and remembering a story, as well 
as in meaning construction and communication [6].  

Recently, robots and virtual agents have been designed 
to promote interaction and communication through 
storytelling in children’s development [8]. Lizeberg et al. 
[9] found that students have better learning performances if 
the interaction takes place with a physical agent rather than 
with a virtual agent. 

A recent survey conducted by Chen et al. [8] classified 
storytelling robots in three categories based on who is the 
user of the robot, what is the focus of the study, and what is 
the outcome of the study: 

- Users: children with typical development [10] and 
children with disabilities [11];  

- Focus of the study: robots used in the educational 
context as learning companions, educational 
material, and teaching assistants; 

- Outcome of the study: prototype, learning 
environment, authoring environment, and 
pedagogy experience. 

In the context of disability, the robots are used with 
different goals. Plaisant et al. [11] used a storytelling robot 
to stimulate children in carrying out the rehabilitation 
therapy. Probo robot was used to provide assistance during 
the therapy with autistic children [12]. NAO robot was 
used as story reader with expressive verbal and nonverbal 
behaviours [13]. 

Storytelling robots are also used with children with 
normal development. Fridin [14] designed Kindergarten 
Social Assistive Robotics (KindSAR) a social assistive 
technology for kindergarten educational staff which 
provides assistance to the staff by engaging the children in 
educational games.  

 
III. ROBOT PLATFORM 

 

IROMEC  is a robotic platform that addresses play as a 
medium for disabled children’s learning, development and 
enjoyment [15].  

The body displays graphic interface elements related to 
different play scenarios on a 13 inch digital touchscreen. 
For example, the body screen can represent the features of 
an imaginary cartoon-like character, displaying digital fur 
that moves according to the direction of the platform’s 
movement. When the robot stops, fur clumps appear that 
extend when it moves again. The head consists of an 8 inch 
digital screen that displays the robot’s facial expressions.  

 The platform is composed of passive and interactive 
hardware modules and configurable interfaces to enable the 
creation of play scenarios adapted to fit the needs of 
children with different kinds of disabilities [16]. 
Furthermore, the platform permits creation of new games 
that can be implemented through the “play script”. 

 “Play scripts” allow implementation of Graphical User 
Interfaces (GUIs) for different play scenarios, so that the 
robot can turn from an imaginary animal covered with fur 
into a creeping snake, an agile tiger or a quiet turtle (Figure 

1). The robot can show facial expressions incorporating the 
mouth, nose, eyes and eyebrows, as well as different levels 
of expressiveness and emotional states. Smooth transitions 
are used to create a life-like impression.  

 

 
 
 

 
 
 
 
 
 
 

Figure 1. IROMEC imaginary animal-like character (left), IROMEC Tiger 
(centre), IROMEC Tortoise (right) 

 

The interfaces are enriched by original sounds to 
structure and articulate the play experience. They have 
been designed in collaboration with experts, therapists and 
teachers to give the impression of a living entity without 
any specific human or animal connotations.  

 
IV. CASE STUDY IN A PRIMARY SCHOOL 

 

The study was conducted for about one month at 
“Giovanni Pascoli” elementary school in Siena, Italy.  

The primary target of the study was an 8 year-old girl 
with a generalized cognitive delay associated with 
compromised ability to memorize, with limited verbal and 
communicative skills and motoric hyperactivity.   

Her disorder was linked with difficulties in her life 
following removal from her family of origin at the age of 4. 
The early years of her life had been characterized by the 
presence of an environment providing little cognitive or 
affective stimulation.  

The child’s poor verbal skills had a negative impact on 
her ability to communicate and interact with the rest of the 
class. She was aware of this problem and felt frustrated by 
it. Her teacher considered integration into the class a 
priority goal.  

The child had been included in the same curricular 
program as her classmates, with the addition of 
individualized activities with the support of a small group 
so that she would not be isolated.  

In agreement with the special needs teacher, we 
decided to conduct the experimental sessions in a group, 
using the teaching model normally used in class, with three 
classmates involved in the study. The classmates’ role was 
to facilitate the activity, promoting interaction, inclusion 
and the dynamics of play and learning. 

The key goals of the study were: 

 to improve the attention; 

 to improve spontaneous verbalization and 
appropriate use of language; 

 to improve narrative skills; 

 to improve body awareness and coordination. 
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V. METHODOLOGY CASE STUDY IN A PRIMARY SCHOOL 
 

The study was broken down into three sequential 
phases with the primary goal of ensuring understanding, 
learning and recall of the story “The tortoise and the hare” 
(Table 1).  

 
TABLE I.      EXPERIMENTAL PROCEDURE 

PHASE I 
Reading the story 

"The tortoise and the hare" in the classroom 

PHASE II 

First 

sub 

session: 
learning 
and 

recalling 

of the 
story 

through 

use of 
images 

Second sub 

session: 
learning 

and 
recalling 

the story 

with use of 
the robot 

Third sub 
session: 
learning 
and 
recalling 
the story 
with the use 
of the robot 
 

Forth sub 
session: 
learning 
and 
recalling 
the story 
through 
use of 
images 

PHASE III 
                             Follow up 
assessment of the acquired knowledge (learning, 
understanding and recalling) through a questionnaire 

 
The maximum duration of Phase II was about 20 

minutes, as suggested by the teacher in view of the girl’s 
difficulty focusing her attention for a longer period of time. 
The sessions using IROMEC had an average duration of 
about 18 minutes, while the sessions in which images were 
used as an aid lasted no longer than 12 minutes. The length 
of individual sessions depended on the child’s behaviour 
and response. If she appeared bored or refused to 
participate in the game, she was not forced to do so; the 
session was interrupted.  

A. Experimental phases 

Phase I: Reading the story “The tortoise and the hare” 
in class 

The teacher brings up the story of “The tortoise and the 
hare” and reads it in class.  

 

“Once upon a time there was a hare who, boasting how 
he could run faster than anyone else, was forever teasing 
tortoise for its slowness. Then one day, the irate tortoise 
answered back: “Who do you think you are? even you can 
be beaten!.. Beaten in a race? By whom? Not you, surely! I 
bet, there’s nobody in the world that can win against me, 
I’m so speedy. Now, why don’t you try?....” The hare is so 
confident that it will win that it takes a nap midway 
through the course. But when the hare awakes, he finds 
that his competitor, crawling slowly but steadily, has 
arrived before him.” 

After the reading, the children are asked to tell the story 
together. The teacher pays special attention to the little girl 
in question in order to assess her comprehension and her 
ability to recall the story.    

Phase II: Learning the story with the reinforcement of 
images and with the IROMEC  

The second phase was divided into four sub-sessions 
characterized by use of pictures (in the first and fourth 
sessions) and introduction of the IROMEC (in the second 

and third sessions), each focusing on comprehension, 
learning and recall of the story.  

The sessions were conducted twice a week over a two-
week time span. 

- First session: analysis, comprehension and recall 
of the story. 

Images were used to aid comprehension of the story in 
this activity. The teacher used the pictures to guide the 
session and analyse the key character: the tortoise. 

At the beginning of the session the teacher asked the 
little girl a series of questions to judge her ability to recall 
the story read in class. If she had difficulty, her classmates 
were asked to help. Then the teacher asked a series of 
questions about the tortoise that helped the children recall 
specific elements: Where does it live? What does it eat? 
How does it move? When does it hibernate?. The girl could 
answer the questions while looking at the pictures (Figure 
2). 

 

 
 
 

 

Figure 2. Images used to guide the session 
 

- Second session: learning the story with the robot. 
The interfaces used during the activity transformed the 

robot in the “tortoise” of the story (see  Figure 1). 
In this specific configuration, the robot was intended to 

look and behave like a tortoise. The robot’s mobile 
configuration was used so that it could move about the 
classroom alone or with remote control. The robot’s 
movement simulated that of the tortoise, with rather slow 
movements in follow-me mode. This is a coordination 
game that consists of playing with the robot, which follows 
the child. The other children can compete to attract the 
attention of the robot in order to be followed. The primary 
educational objectives of this scenario are related to energy 
and drive functions and to improve motivation to act and to 
feel in control. The scenario aims to develop the 
understanding of cause and effect connections, and to 
improve attention to mobility.  

The teacher asked the girl the same series of questions 
as in the previous session conducted with the use of 
images: Where does the tortoise live? What does it eat? 
How does it move? When does it hibernate?   

In this session the teacher asked the girl and her 
classmates to answer the questions while paying attention 
to the robot’s behaviour and imitating it. In this session the 
children acted out the story in a way, playing the roles of 
the two characters and mimicking their behaviour.  

- Third session: learning and recalling the story 
with the robot 

The third session was identical to the second.  
- Fourth session: recalling the story with the use of 

images  
The fourth session was identical to the first. 
Phase III: Follow-up 
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Follow-up was performed a week later. Questionnaires 
were given to assess the skills (learning, comprehension 
and recall) acquired by the girl in relation to the story.  

During follow-up the teacher asked the child to recall 
what had been done during the other sessions, both in 
sessions with images and in sessions with IROMEC, in 
order to assess how described below:  
 

 Cognitive area 
Attention: the child’s ability to pay attention to visual 

and spatial stimuli connected with the play activity, 
expressed in terms of time. This indicator is continuous. 

Recall of verbal and visual content: the child’s ability 
to recall verbal and visual content previously presented and 
use it to help answer questions. Recall also refers to 
content presented in previous sessions. This indicator is 
intended to assess the child’s ability to retain long-term 
memory. It is a spot indicator. 

 

 Motorial area 
Exuberant motility unrelated to the activity: excessive 

motorial activity of the entire body unrelated to the game 
being played. This is a continuous indicator.  

 

 Communication area 
Spot naming of an object or action: the child’s ability to 

verbally identify an object or action using precise, 
appropriate language. The indicator refers to spontaneous 
mentions, not repetition or completion of words 
pronounced by the teacher or by classmates. This is a spot 
indicator.  

Spontaneous verbalization: the child’s ability to clearly 
and comprehensibly spontaneously verbalize statements on 
the activity underway. The indicator does not include cases 
in which the statement is solicited by the teacher’s 
questions or cases in which the spontaneous verbalization 
is unrelated to the context of the activity underway. It is a 
continuous indicator. 

A written questionnaire was given to the children 
during the follow-up phase, and included multiple choice 
questions about the story and the character of the tortoise. 

 
VI. RESULTS 

 

A. Phase I: Reading the story “The tortoise and the 
hare” in class 

Observation of Phase I in class session revealed that the 
child had difficulty paying attention to multiple stimuli, 
associated with difficulty in recalling concepts presented 
not long ago.  

For example, when the teacher asked “Do you know the 
story of the tortoise and the hare?”, the child answered 
“No”, but at the end of the reading she picked up the book 
and said, “I know this story, because I have the cartoon at 
home”. The girl spontaneously began telling the story in 
very simple words:  

“In the cartoon, there’s a tortoise and… the other 
one… I don’t remember… what it’s called… and then they 
have a race and … the other one… I can’t remember what 
the other one’s called.....” and when the teacher prompted 
“the hare”, she seemed not to hear her but continued her 
story: “Yes there was a hare and it ran very fast”. 

In response to the teacher’s question, “Who won the 
race, the hare or the tortoise?” the child replied “the 
hare” without hesitation. Though the teacher pointed out 
that her answer was wrong, she continued to claim, “In my 
cartoon it’s the hare that wins”.  

The teacher had to remind her to pay attention 
repeatedly while reading the story. The girl gave the 
impression she was “hearing” and “seeing” what was 
happening around her, but not intentionally “listening” and 
“watching”.  Her attention seemed to be attracted primarily 
by the pictures in the book shown by the teacher, not by the 
story. She could not answer the questions asked of her 
without the teacher’s help and the images. For example, in 
response to the teacher’s question “Is the hare fast or 
slow?” the child hesitated and the teacher had to show her 
a picture of the two animals to elicit an answer.  

The vocabulary she used was simple and very limited. 
The answers she gave often repeated the teacher’s words.  

During the reading, the child sat in a listening position 
with her arms crossed and resting on her desk, but did not 
seem to be at ease, and repeatedly moved her legs. She 
often picked up objects on the table during the reading, 
distracting herself.  

B. Phase II: Learning the story “The tortoise and the 
hare” with the aid of images and with the IROMEC  

 The information obtained from video analysis of the 
sessions with the aid of images and with the IROMEC 
reveal the child’s growing ability to pay attention visually 
(cognitive dimension) to the visual and spatial stimuli 
connected with the activity.  

Visual attention was constant and prolonged in the 
sessions with the IROMEC, lasting almost the entire 
session, 18 minutes and 90 seconds out of 19 minutes and 
10 seconds in the first session with the IROMEC and 18 
minutes out of 18 minutes and 20 seconds in the second 
session. In both sessions, the child was only distracted 
from the activity underway for about 20 seconds during the 
first phase. In the sessions involving use of images, the 
duration of her visual attention in relation to the total 
duration of the session was significantly lower. The child 
was distracted from the game for extended periods of time, 
3 minutes and 44 seconds in the first session and 4 minutes 
and 73 seconds in the last session. As noted above, the 
sessions involving use of images did not last as long as 
those involving use of the IROMEC, for the duration of the 
sessions was strictly dependent on the child’s behaviour. 
The total duration of sessions involving use of images was 
11 minutes and 20 seconds for the first session and 13 
minutes and 40 seconds for the second. The Figure 3 shows 
the value in relation to total time, expressed in minutes and 
seconds, of the child's ability to pay visual attention to the 
visual and spatial stimuli presented.  

These results are correlated with the results of 
exuberant movement indicator (motorial dimension), which 
tends to decrease during sessions conducted with the 
IROMEC and increase in sessions using images.  

During sessions conducted with images, this indicator 
has a value of 3 minutes and 2 seconds, as compared to a 
total of 11 minutes and 20 seconds in the first session, and 
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7 minutes compared to a total of 13 minutes and 40 
seconds in the second session. In sessions conducted with 
the IROMEC, her motorial activity was reduced to 0.67 
minutes out of a total of 19 minutes and 10 seconds in the 
first session and 0.38 minutes out of a total duration of 18 
minutes and 20 seconds in the second session. 

 
 
 
 
 

 
 
 
 
 
 
 
 

 
 

Figure 3. Results of: visual attention, exuberant motility and 
spontaneous verbalization 

 

Her exuberant motility, which the teacher repeatedly 
had to contain in order to continue with the activity, 
translated into inappropriate behaviour, such as pretending 
to fall, rolling around, repeatedly tying her shoes or leaving 
the scene of the activity (Figure 4).  

 
 

 
 
 

 
 
 
 
 
 
 
 

 
 

Figure 4. Session with the use of image 

 
Spontaneous verbalization, as opposed to statements 

solicited by the teacher’s questions but pertinent to the 
activity underway, did not exceed one minute in any of the 
sessions, as shown on the graph in Figure 3. 

Spontaneous verbalization was lower in sessions 
involving use of images, in which the child participated 
verbally only when asked to do so by the teacher. In these 
sessions she made statements primarily linked with 
personal events and aspects unrelated to the activity 
underway, which distracted her from what was at hand. 
This form of communication is typical of her pathology 
and her experience, as noted by the teacher, who explained 
that the child used this technique in class to avoid tasks 
which were difficult for her to perform. 

In the sessions involving use of the IROMEC, 
spontaneous verbalization was higher, though only by a 
few seconds; the child used precise terminology consistent 
with the context, interacted more frequently with the group 

and participated in the discussion, asking questions about 
the IROMEC and pertinent to the activity underway. 

Her ability to recall verbal and visual content presented 
previously (cognitive dimension) improved significantly, 
from 12 items of content recalled after the first session with 
images to 21 items of content recalled in the first session 
with the IROMEC a figure which remained constant in the 
last session. 

In sessions involving use of the IROMEC, the child 
demonstrated a greater ability to use different verbal 
content from that pronounced previously; she was, for 
instance, capable of using synonyms. This did not occur in 
the sessions conducted with images, where the teacher had 
to repeatedly prompt verbal content to complete an 
enunciation.  

In the area of communication, the figures reveal that the 
child acquired a growing ability to name objects and 
actions narrated in the story with precision (Figure 5).  

 
 
 
 
 
 
 
 
 

 
Figure 5. Results of: recall of verbal and visual content, precise 

naming of an object/action. 

  
The figure reveals a progressive increase from 7 items 

of content named with precision in the first session to 17 
items of content in the last session.   

 

C. Phase III: Follow-up 
A week after the end of the sessions, the child was 

asked to answer two different sets of questions, about the 
story and the characteristics of the tortoise.   

The questionnaires were constructed according to 
instructions provided by the teacher, who regularly uses 
this type of test to assess acquisition of knowledge, 
normally after two lessons on a specific topic. As the 
teacher pointed out, in this kind of tests the child under 
observation almost always demonstrated difficulty filling 
in the questionnaire independently and needed help 
choosing the right answer. 

In this study, the girl was able to fill in the 
questionnaires alone and answer the questions correctly 
without any help.   

After the questionnaires had been filled in the teacher 
asked the children some questions about what they had 
done. The discussion revealed that the child had less 
difficulty recalling the content of sessions conducted with 
the IROMEC than sessions conducted with images. The 
girl specifically recalled activities involving motorial 
activities, such as imitating the slow movement of the robot 
representing the tortoise, and particularly the feedback on 
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whether or not an activity had been performed correctly. 
This was made explicit in the child’s words. 

Teacher: Now can you tell me what you liked most 
about all these things we did with the pictures and the little 
robot?  

Girl: That the tortoise laughed that I was slow. 
 

VII. DISCUSSION  
 

The data obtained from video analysis reveal that the 
sessions conducted with the IROMEC favoured the child’s 
ability to pay attention and her learning and memorization 
of the story, decreasing the amount of behaviour 
inappropriate to the activity.  

The results were discussed with the teacher, who 
expressed considerable satisfaction, particularly with the 
child’s ability to remember the content between the two 
sessions conducted with the robot, as compared to the 
sessions with images. The teacher emphasised that 
involvement of the motorial sphere in addition to the 
cognitive sphere made a significant contribution to learning 
and memorization of the story.  

The results of the study reveal that the child’s ability to 
concentrate changed depending on the type of aid used 
(images/IROMEC). In sessions conducted with the 
IROMEC she was able to focus her attention constantly for 
a long time, focusing on the robot and on the feedback the 
IROMEC sent, while in the sessions with images her 
attention was attracted to her surroundings rather than 
focused on the activity underway.  

An interesting aspect which emerged in sessions with 
the IROMEC as compared to sessions with images was the 
climate in the group, which was inclusive and social, 
revealing greater interest in the story.   

   
VIII. CONCLUSIONS 

 

The paper reports the outcomes of an exploratory study 
on the use of a toy robot at school to support storytelling in 
a girl with a mild cognitive disability. Results show that the 
robot promoted active participation and involvement on the 
part of the girl, reducing the inappropriate behaviour and 
exuberant motility which was normally present when doing 
schoolwork. Active involvement of the motorial sphere in 
the learning process facilitated learning of abstract 
concepts which are difficult to understand. The possibility 
of mimicking the behaviour of the characters of the story 
like the slowness of the tortoise and the speed of the hare 
with her body allowed the child to understand concepts 
which would otherwise have been difficult for her to learn.  

IROMEC’s presence promoted spontaneous 
verbalization and communication among the disabled 
child, the teacher and the other children. The child 
repeatedly asked the teacher questions about the robot’s 
behaviour, such as “What is it doing? Why is it turning 
around?” referring to the robot turning around to face the 
children. 

This interaction with the teacher had not occurred in the 
sessions conducted with images, where, to the contrary, 

there was practically no communication unless solicited by 
the teacher’s questions.  
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Abstract —Identity today has become a complex issue. An
average user of the Internet has accounts for a number of
services, and several traces of use are gathered by large
companies. However, the same companies are using Artificial
Intelligence in their services. This paper presents possible
impacts the new wave of Artificial intelligence will have on
users’ understanding of their own identity if they approach
services where this technology is active. Moreover, the effects
of having an Artificial Intelligence-based service as a coach or
advisor will be highlighted. A pragmatic stand will be applied
to address the importance of the context in which the Artificial
Intelligence will be used to understand the effects it may have
on users’ identity. As a case study, the paper presents the
result of two design workshops where the goal was to prototype
possible solutions and scenarios to support university students
entering the academic life when Artificial Intelligence-based
services are used.

Keywords- Artificial intelligence; pragmatism; education;
Design Thinking; service design.

I. INTRODUCTION

In the 21st century, the identity of humans has become an
issue. Not only is it highly contextualized when technology
is involved, but the way identity is used by technological
platforms is becoming a problem for some users.

In the first place, identity is difficult to define, as it has
many facets; it is highly sensible to many factors. For
instance, for a person, the social context is important and is
part of the task of defining their own identity [1]. Gender,
age, music preferences, or religion are some of the various
social categories persons may belong to, and are part of the
act of defining themselves. A good example of modern
social “tribe” offering an alternative identity to those
otherwise defined by social norms, are skaters [2]. Another
way for persons to define their own identity is the internal
process of self-verification [3]. The two stands (context and
internal processes) naturally influence each other [3].
Humans do search for ways of defining their own identity in
several ways; some have a nomadic identity, and they easily
adapt to different context, others have hidden identities that
can emerge in specific contexts. Nevertheless, when a person
interacts with a context, a continuous renegotiation and
definition of the latter does occur [4]. This situated activity
“is conceived as an ongoing process of establishing,
affirming, modifying, and sometimes destroying situated

identities.” [5] One such example is the indigenous cultures
where, in many countries, their context is under constant
redefinition and their identity under pressure.

Another significant aspect of the human identity is when
technology has an active role in different contexts [4]. New
technologies, like Augmented Reality (AR) or Virtual
Reality (VR) act directly on the context, while the use of
smartphones, iPads, smart-clocks and computer discloses all
forms of activity and users’ habits on the Internet.

In the 21st century, the identity of a person is under
unprecedented scrutiny. Companies like Facebook, Google,
Amazon, and Netflix use the data that users produce by
gathering Big Data and then analyzing every aspect, so they
can use it later to come with possible future use of their
services. One can say they offer to us our own social
navigation [6]. Examples are Amazon and Netflix, as they
have recommendations for users to buy books or to see
movies based on prior use. The user’s voice in this context
has been not well accepted, and is often overwhelmed by
agreements with large companies which are very difficult to
understand in the first place. An answer to this issue is the
new European General Data Protection Regulation (GDPR)
giving the user rights to decide how their own data is used by
those companies [7]. One of the positive changes represents
a quantum change for users, since “It must be as easy to
withdraw consent as it is to give it.” [7] However, during the
last two years, an increased interest has been shown
regarding Artificial Intelligence (AI). Some of the same
companies not only are gathering Big Data on users, but they
are also at the frontline of innovation in the field of AI. The
dual role the AI can acquire is interesting as well. Firstly, it
has access to a huge amount of data about its users and
secondly, at the same time, it is able to understand the user in
a unique way. This dual role needs further analysis. This
paper presents possible effects and impacts the new wave of
AI will have on users’ understanding of their own identity
when they approach services where this technology is active.
Finally, the paper will look into how AI can abuse the
necessary trust the user gives to a service.

The paper is organized as follows: Section one is the
introduction; Section two is about the third wave in AI
research; Section three presents Identity, Artificial
Intelligence and pragmatism. The fourth section is a case
study aiming to dismantle the interaction between AI and
users in the context of student’s academic life on campus.
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The fifth section is a discussion. Finally, the sixth section
presents the conclusion, which also includes future works.

II. THE THIRD WAVE OF ARTIFICIAL INTELLIGENCE

AI is not a new idea, as the approach used is to try to
mimic human cognition [8]. Until now, three waves have
occurred. The first during the 50s and 60s (cybernetics)
originated from the seminal paper written by Alan Turing [9]
and the famous Turing test; while the second wave can be
pointed out to be in the 80s where the main discussion was
around cyborgs, a hybrid of machine and organism, a
creature of social reality, also used in fiction [10]. The third
wave is now, as one of the elaborative advantages AI has is
the access to more or less open large quantities of user’s data
(termed Big Data). In addition, as mentioned before, during
the last few years this new wave of AI has been supported by
large companies like Google, Amazon, Tesla, and IBM,
where some of them are sharing the necessary technologies,
like the TensorFlow open-source software library [11], to be
used for programming AI. Machine learning, deep learning
and neural network, define some of the approaches used, all
aimed at knowledge architectures to perform analysis and
predict possible outcome, and tasks, allowing AI to learn and
therefore increase the possibility of a correct output. The
results so far have the capability to overcome what humans
can perform. For instance, IBM Watson [12] is able to read
millions of medical journals in oncology and give doctors
additional information about what and when to prescribe
cures and medicaments. In Norway, companies and
organizations are testing and implanting services offshore to
predict service maintenance on oil platforms. In Sweden, a
company has developed a small device that can monitor
small variations in domestic power supply and tell users
what is in use at home and how much energy each item uses
[13]. The car manufacturer Tesla is already selling cars with
ready-to-use self-driving hardware [14]. However, research
on the effects that this new wave of AI may have on users
when services are so clever, is still in its infancy. For
instance, issues with ethics, norms and lack of regulation
may have unpredicted effects on our society. For instance,
Google’s AI AlphaZero had to play in an aggressive way to
win chess games against a common chess computer
(Stockfish) [15]. The effects on a user when meeting an
aggressive AI-based service are still being uncovered.

Another relevant change in this new wave of AI is the
possibility to perform tests in vivo with functioning systems,
and not only theorizing about this type of interaction
between human and machine. For instance, during a series of
matches of the game GO between a variant of the AlphaZero
AI (AlphaGo) and a human [16], some strange forms of
behaviors from both sides were observable. In the award-
winning documentary about this series of matches [17] one
can get a first glimpse of this new landscape of interaction.
Among interesting observations to be made is the way
programmers defined the behavior of AlphaGo on some
occasions was “completely delusional”. It is also remarkable
how AlphaGo adapted and reacted to the way the human
opponent played, defined by the programmers as creative.
Finally, the sad reaction of the public and the press after the

first game, when the human player lost, turned out to be
surprising and unpredicted.

Therefore, several questions are timely to ask: Is it okay
for an AI based service to become angry? Which identity has
an intelligent AI? What are the factors provoking bias in an
AI? And what is the right pedagogy to teach an AI? Who is
programming the algorithm and how the system is trained
may also produce bias. For instance, if the user data gathered
is only from a specific context, the support given by the
service can be erroneous.

For the user, a new endeavor is on the horizon, as AI
based services are using all the gathered data users
produces, and by analyzing every aspect they will present,
in the near future, services tailored for them. Moreover the
effects are unclear when the context is also under the
influence of AI and therefore can be adapted accordingly.
Next, we consider how services based on AI may influence
the users. The paper will look into how pragmatism can be
used to understand how the context, identity and AI
influence one another.

III. IDENTITY, ARTIFICIAL INTELLIGENCE AND

PRAGMATISM

The paper presents pragmatism [18] as a framework to
make sense of the context a user may find himself in when
using a service based on AI. To start with, the notion of
“inquiry” in pragmatism is a way to approach a not-defined
situation (for example when approaching an AI-based
identity) and try to change it in such a way that it is
“thinkable”. “Inquiry is the controlled or directed
transformation of an indeterminate situation into one that is
so determinate in its constituents distinctions and relations as
to convert the elements of the original situation into a unified
whole” [18, p. 108]. This passage is interesting, as it shows
how a user may try to “redefine” an AI-based service by own
parameters so it makes sense to him, i.e., make it thinkable.
What fuels an inquiry for a human is then the necessity to
react and perform thinking in a situation that is uncommon,
out of place or difficult to understand (in our case making
sense of the identity of an AI). However, pragmatism
emphasizes the difference between thought and thinking.
Thinking of sugar when looking at the snow falling in
Norway is creative, however only a thought. Thinking
consecutive thoughts like: snow, then snow on the road, then
problems with traveling, then coming late to work, is a series
of activity ending in an educated guess. Dewey writes about
this line of thinking since humans “consider the possibility
and nature of the connection between the object seen and the
object suggested” [18]. A side effect of those subsequent
thoughts is a learning effect, grounded in a reflective act.
This learning activity is also relevant when making sense of
a situation a person is involved in, for instance, in our case,
when interacting with a brand new AI-based service. As
pointed by [19], one’s way of understanding a situation is
based on prior experiences. However, since there are very
few real situations where this can be tested, one can deduce a
difficulty for users to acquire experience of interaction with
an AI-based service, who may therefore be unprepared to
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tackle issues emerging from the interaction. A consequence
for the user of this insecurity is an emerging relevance of the
context where the activity is performed. In pragmatism the
“situatedness” is a way to explain that persons, objects and
phenomena are very contextually bounded, as they can only
exist in a given situation. An effect of this is a quid pro quo
between the context and its inhabitants: the situation cannot
exist without the others, and vice versa.

Dewey presents an indeterminate situation as one not so
stable and difficult to understand, in which the subjects, and
the surroundings do not play together [18]. They are not
aligned properly. An indeterminate situation, as described
above, fits well to explain a possible situation a user could
experience when approaching an AI-based service. This
indeterminate situation is also under the effects of the
continuous renegotiation and definition of the context done
by the user [4]. Simultaneously this activity has an impact on
the situated identity of the user. This process can support,
modify or even destroy an identity [5], since context and
internal processes of self-verification naturally influence
each other [3].

A possible scenario could describe a user encountering
an AI-based service so well informed about the user’s needs
and habits, able to exploit the user’s weakness so the user
cannot resist being pleased by the offer from the AI-
supported service.

Pragmatism helps understand the construction of this
specific context and why a person’s identity is under
pressure when approaching an AI-based service. The paper
will now present the results of two workshops where the goal
was to dismantle, using design methods, the interaction
between an AI-based service and the users, in the context of
students’ academic life on campus.

IV. THE CASE

A. A design process informed by Design Thinking and
Service Design

The University of Oslo Library received a grant from the
Norwegian National Library early in 2017, to find out
possible effects the use of Artificial Intelligence could have
on services the library provided and how the user will accept
using and interacting with this new type of services. Analysis
has found out that AI-based technology will be relevant in
academia and academic libraries over four to five years from
now [20].

Opting for using an academic library constrained the type
of users (e.g. students and researchers), and controlled the
context. One of the goals of the project was to inform the
process of developing and understanding AI-based services
using a user-centered perspective and not the technology
alone.

The theoretical foundation of the project stands on
Design Thinking [21]. The goal of this approach is to support
innovation where the output has the connotation of
desirability, viability, feasibility. Each of these takes care of
the user perspective, technical and business possibility. As
design method for the two workshops presented in this
paper, we opted for the use of Service Design [22], where the

goal is to map out the whole journey of the user from the
very start of using an AI-based service to the end and beyond
(aftereffects). Each time a user is in contact with a service
provider, it is possible to design, re-design or remove the
contact points (touch-points). This design approach fits well
with AI-based services, giving the opportunity to look into
each touch-point.

The goal of the two workshops was to map out a user
journey for a university student when approaching on
campus an AI-based service for the first time. In the context
of a university library, possible services to be worked with in
the workshops could include, among others, help to find a
spot to read peacefully, get help to find relevant literature or
library courses, or to find out about other possibilities and
services the university library could give the student.

The set-up of the workshop was one previously used by
the author on several occasions [23]. The participants of the
two workshops had different backgrounds, like researcher,
IT-staff, directors of the library, and librarians, however all
were from academia.

Figure 1. The photo shows the user journey for an AI-based service
developed during the workshop. On top the actual user journey is mapped
out. The second row describes the competence needed in the organization to
complete each touch-points. The last row shows the activity needed to
achieve the goal of the touch-point.

The first workshop, was a daylong activity, and used a
design approach to sort out all aspects of AI in the context of
a student’s academic life on campus. Using Giga-mapping
[24], as many perspectives as possible were addressed. The
second phase of the workshop was rapid prototyping, where
the outcome was several ideas of future services using AI.
As mentioned, during this first workshop we used Service
Design to describe how a journey for a student could be, and
several of the ideas from the rapid prototyping act were used.
The second workshop, a half day long, was used to enrich
even more the user journey developed in the first workshop.
The participants added new perspectives and issues, allowing
for a redefinition of some of the touchpoints. For both
workshops, the design act provoked several unexpected
issues. Particularly interesting was the problem: the
participants had to envision a future use of an AI-based
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service. Additionally, the lack of arenas where it could be
possible to test and achieve more competence reinforced the
effect. The final result of the two workshops was a user
journey representing how a student approaching the service
for the first time, acted. Each touch point (see Fig. 1 and
redesigned excerpt Fig. 2) represented an interaction between
the user and the AI-based service. The user journey
highlights the need of in-depth analysis of each interaction.
For instance, already at the very start of the journey,
finalizing an agreement of data exchange is an obstacle for
both. From one side, the service provider needs to gather
relevant data, on the other side the user needs to decide to
which degree it is necessary to accommodate the request to
ensure the coaching is relevant. In the next phase, the AI-
based service will ask for some type of identification, like
ID-cards, or if allowed, to scan the face to recognize the
identity of the person. The user journey (see Fig. 1 and
redesigned excerpt Fig. 2) showed the possibility and
necessity which the AI-based service has to gather as much
as possible information about the context and the user, to be
able to deliver the service. The context gives information
about the place on campus, and possible services the user
could get access to. In addition, there is a need to update the
gathered data the AI-based services has, in case there are
recent changes.

Figure 2. Redesigned excerpt of the user journey where the goal is to use an
AI-based service. Privacy and stigmatization are critical points.

For instance, in the library it could be new books or, on
campus, relevant information about upcoming presentations
or seminars. After all, the main goal should be to
communicate information as correctly as possible. However,
to really help the users, the AI-service needs to gather
information about them. Information about university
courses the user is taking, and the curriculum needed, are all
valuable information. In addition, information of possible
disabilities, like dyslexia, is needed to avoid stigmatization,
and to reconfigure the service to match the user’s needs.
Nevertheless, to really tune in the right type of help,
additional user data should be monitored and saved for future
use during the interaction. Examples of the latter are for
instance, type of questions put and answers given, recording
of interaction and video of activity performed in the physical
space. Finally, the AI-based service should gather a lot of
information online to construct a profile, so the service is
tailored as well as possible.

The outcome of the workshops was a better
understanding of the implications of the invasiveness that the
user will be subject to, and the resulting effects. The user

journey pointed out the exchange of data and communication
as a Critical Point (see the touch point identification in
Figure 2) since it is necessary for the service provider to
have routines reflecting the local legislation (Privacy) and
ensuring how the data will be used (for instance to avoid
stigmatization). This information needs to be part of the
agreement made at the beginning of the interaction. In
conclusion, after the workshops it was possible to observe
that the majority of the problems happened at the very start
of the constructed user journey. Prevalent was the need to
have empathy for user needs, tacit and otherwise, to avoid
giving the user less priority.

B. Issues with business-driven developing processes for
Artifical Intelligence-based services

The approach used in the presented case was a direct
reaction from the overwhelming activity in business
companies in Norway [25] aimed at reducing costs and
increasing earnings using Artificial Intelligence, while the
user perspectives in many cases seem to be absent. The
author has participated in several conferences and workshops
regarding the use of AI, and during a presentation in a major
consultant company in Norway the user perspective was
completely omitted from the development process. Using the
Waterfall method to develop a service, they presented the
following chain of activities:

Project plan for an AI-based service:
 Understand the business problem area
 Analytical approach to the problem area
 Gather large silo of curated data
 Use algorithms and modelling
 Evaluation of the algorithm
 Evaluation
 Real use
 Feedback

The user perspectives and his possibilities to inform the
process are clearly very few.

V. DISCUSSION

A. Identity and Artificial Intelligence

The identity of the user is under even greater pressure
when approaching and using AI-based services. The results
of the two presented workshops, and the observations from
the documentary, support this view and raise questions as
how users may react to this new type of technology. A
method to discuss the necessary reflectivity a human needs
to perform, named reflective thought, as a means to help
define his identity, is pragmatism. As mentioned, one of the
effects of the reflective act is learning. The problem is, as
mentioned, what happens when the self-learning mechanism
in the AI technology make its own predictions, supported by
accessing Big Data, contextualized information, and
simultaneously acts as a coach, in this case, a helping hand
for students in an academic setting during studies?

16Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-616-3

ACHI 2018 : The Eleventh International Conference on Advances in Computer-Human Interactions

                           26 / 248



This advantage may give unpredicted outcomes. What
happens when the user starts learning from an AI-based
service made to mimic humans? What if it is difficult to see
the difference between a real interaction and one with an AI-
based service? It may sound simplistic; however, one should
remember special moments or occasions occurring during
school. Some special events had a huge impact on how we
perceive the context (school) and the willingness to learn
later on. Therefore, when an AI-based service fits so
perfectly with the user, when it is so well informed of the
user’s needs and habits and at the same time is able to exploit
the user’s weakness in a way the user cannot resist, the
question to ask is: what kind of human identity will be the
outcome of an interaction over a long period of time. The
two workshops showed that the AI can perform this activity
and the information required is not so difficult to gather,
sometimes the users even give away that type of information
regardless of privacy issues. The user’s identity, especially in
the context of education, needs to be protected when
Artificial Intelligence is the driving force behind support
systems. Young students, in the beginning of their academic
life are eager for knowledge, and the faculty and other
university staff need to advise prudence.

As earlier described, AI-based services can be aggressive
in the way they try to solve problems [15], therefore
unforeseen issues may arise when they can be critical and
develop an opinion on their own. As the workshop showed,
there is a potential to help students with their academic life
by supporting research and study. AI-based services will
probably be a game changer as new forms of interaction will
develop new types of “hybrid selves” based on different
aspects the persons interacting with the service have.

B. Context and Artifical Intellingence

With fresh and unexpected insights, an AI-based service
may tune its identity and gain acceptance and legitimacy to
interact with users. However, the context has also a role in
defining the identity of the user. Section III explains how
pragmatism helps understand the construction of a context
since the “situatedness” explains why all the users, AI, and
the context are contextually bounded, as they can only exist
in a given situation. In addition, the “situatedness” is not
stable and requires a continuous renegotiation by the user,
which also affects his identity. In the documentary AlphaGo,
this was present as both the player and the public were
clearly sad about losing the game when the opponent was a
non-human, and therefore required a redefinition of their
own identity.

As pointed out by Dourish [4], so far there is some
difficulty in designing well-functioning systems that take the
context into account. Contextualized information, as
mentioned, gives opportunities to gain an advantage. Context
is also easy for an AI-based service to exploit, since users
leave many traces when they are using search engines, email,
and so on. For instance, the GPS, 4G and the Wi-Fi of the
mobile phone monitors all the user’s movement when
moving from place to place, with added time stamps.

One of the results of the workshop has pointed out
several touch-points relevant for the AI-based services to

gather and adapt to the context, and in doing so support the
user. For instance, to help users with disabilities, one needs
to take into account physical issues when moving inside the
library, and at the same time try to avoid any forms of
stigmatization.

C. This is not you!

Finally the title, “This is not you!” has its own anecdotal
story and deserves to be mentioned in this paper. As the
author of this paper was in a University meeting in Spain, the
story to be told unfolds at the airport while heading back to
Norway. Unfortunately, the author had grown a large
mustache and had gained some weight. Therefore, during
check-in at the airport the author was denied a boarding card.
The lady from the flight company at the counter desk,
definitely did not believe the person in front of her was the
right owner of the passport; “This is not you!” The reaction
of the author was foremost surprise, since his identity is
available everywhere, from the biometrics information in the
passport, all the different physical cards, to all the accounts
he has online in so many platforms and services. How could
it be possible that his identity is so entangled?—Be so
present and invisible at the same time? Showing other
identity cards to the airline company did not help. After
several checks by supervisors from the flight company and
discussions, the author was finally allowed to travel. Being
the first person of the entourage from the University
participating at the meeting in Spain, it was a quite seldom
experience, one difficult to forget. The critical point in this
story was how the author experienced being mistaken for
another person, and in addition one not desiderated.
Considering this experience with an AI service the, outcome
could be worse. If the system does not show judicial
assessment, the only possibility the author had to react, was
to reshape and redefine the identity.

VI. CONCLUSION

The paper presents indications about how to proceed
when Artificial Intelligence, in the near future, will become
a standard supporting system. The user’s identity has
shown, in the context of academic life, a need to be cared
for when AI is the driving forces behind support systems.
Young students, in the beginning of their academic life are
eager for knowledge, and the faculty and other university
staff need to advise wisely. The design process aiming to
prepare users when encountering AI-based services may
result in a tension about the embodiment of knowledge as it
is able to gain opinions on its own using the user’s data The
offering of coaching and support will have an impact on the
user’s identity.

Unfortunately, several signs in the market show that new
services are developed by ignoring the user’s perspective, as
the main goal is to maximize company profit. The paper has
presented how difficult it is to be reflective and think in a
“correct” way when approaching Artificial Intelligence-
based systems and services. There are many companies
outside academia who are interested in or are developing
this type of platform, however, there is a lack of arena
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where this type of interaction and the effects can be
monitored over a longer period of time. The paper supports
an emerging necessity to make new legislations and new
regulations to defend the users, while the creativity and the
innovation emerging when using this new technology
should not be constrained.
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Abstract—This paper proposes methods to recognize and
translate dynamic gestures of the German Sign Language
(Deutsche Gebärdensprache, DGS) into text using Microsoft
Kinect for Windows v2. Two approaches were used for the
gesture recognition process: sequence matching using Dynamic
Time Warping algorithm and a combination of Visual Gesture
Builder along with Dynamic Time Warping. For
benchmarking purposes, eleven DGS gestures, which were
provided by an expert user from Germany, were taken as a
sample dataset. The proposed methods were compared on the
basis of computation cost and accuracy of these gestures. The
computation time for Dynamic Time Warping increased
steadily with increasing number of gestures in the dataset
whereas in case of Visual Gesture Builder with Dynamic Time
Warping, the computation time remained almost constant.
However, the accuracy of Visual Gesture Builder with
Dynamic Time Warping was only 20.42% whereas the
accuracy of Dynamic Time Warping was 65.45%. On the basis
of the results, we recommend Dynamic Time Warping
algorithm for small datasets and Visual Gesture Builder with
Dynamic Time Warping for large datasets.

Keywords-Sign Language; Deutsche Gebärdensprache;
DGS; German Sign Language; Dynamic Time Warping; Visual
Gesture Builder.

I. INTRODUCTION

Sign language is a visual language [27] used by the deaf
people around the world. According to the World Federation
of the Deaf, there are about 70 million deaf people in the
world who use sign language as their mother tongue [1]. It is
often compared to spoken languages in terms of “modality
difference” [19]. A spoken language is perceived auditorily
whereas a sign language is perceived visually [19]. However,
sign languages are not based upon the spoken languages [8].
Instead, it has its own grammar, syntax, semantics, and
morphology [14][20], which makes it a highly structured
language [17]. It is not a universal language [8] and it differs
according to the deaf communities across the world. But,
most of the sign languages are named after a country, for
instance: in the USA – American Sign Language (ASL), in
Germany – German Sign Language or Deutsche
Gebärdensprache (DGS), in the UK – BSL (British Sign
Language), in Poland – Polish Sign Language (PSL), etc. It
involves the process of a gestural interaction where gestures
consist of signs, which differ from each other by minor

changes [3]. These changes include a change in handshape,
motion, location, non-manual cues like facial expressions
[3], lip movements, and head movements, which complicates
the recognition process.

According to the Stokoe’s notation, a sign in a sign
language comprises of three different features, which are:
place where it is made, the distinctive configuration of the
hand or hands making it, the action of the hand or hands
[28]. In terms of gestures, motion and configuration can be
classified according to their positions, which may be static or
dynamic. Harling classified the hand gestures into four
categories, as follows [11]:
Static Hand Posture, Static Hand Location – SPSL:

1) SPSL includes the most of fingerspelling and numbers
of a sign language, which does not involve hand motions.
For instance, spelling ‘A’ in ASL (see Figure 1).

Figure 1. “A” fingerspelling in ASL [29]

2) Dynamic Hand Posture, Static Hand Location – DPSL:
DPSL includes sign gestures, which do not have real
meaning of a word. It can also be an acronym. For instance,
spelling “OK” in ASL. To spell “OK” first “O” is spelled
and then “K” (see Figure 2).

Figure 2. “OK” fingerspelling in ASL [29]

3) Static Hand Posture, Dynamic Hand Location –
SPDL: SPDL includes gestures like “Thank you” in ASL
(see Figure 3) where a hand posture is almost flat and
location changes from touching the chin to in-front of and
slightly below the chin.
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Figure 3. “Thank you” gesture in ASL [21]

4) Dynamic Hand Posture, Dynamic Hand Location –
DPDL: it includes gestures like “Hello” in ASL where the
hand posture (like the position of thumb in “Hello”) changes
along with the location (See Figure 4).

Figure 4. “Hello” gesture in ASL [21]

Signing words of sign language using fingerspelling is a
tedious task, and generally, deaf people do not prefer to use
it as the main form of communication [24]. Also, most sign
languages do not include fingerspelling but include gestures,
which represent whole words [26].

This paper is based on the whole word representation of
the German Sign Language (DGS) gestures, which are
dynamic in nature, i.e., it involves some hand motions.
Hence, SPDL and DPDL types of gestures were used for
recognition using Microsoft Kinect for Windows v2 [6].
These gestures are used as input to the sign language
translator application, which was built for this research.
Gesture recognition is done on the basis of two approaches:
using Dynamic Time Warping (DTW) algorithm (see
Section 4.5) and Visual Gesture Builder (VGB) along with
DTW (see Section 4.7). After a gesture is recognized, it is
translated into text.

The rest of this paper is structured as follows: Section 2
describes related work done in the field of recognizing sign
language. Section 3 describes the methodology used for the
project. Section 4 explains the implementation of the
approach in detail. Section 5 presents the performance
benchmarks and evaluations of both variations of the
application in terms of a central processing unit (CPU) cost

and accuracy. The deductions made from the benchmarks
and results, as well as further work, are discussed in Section
6.

II. RELATED WORK

A lot of research has been done in the field of sign
language recognition using various approaches. Oszust and
Wysocki recognized isolated words of PSL on the basis of
“features which include Kinect’s skeletal image” and
“features describing hands as skin colored regions” [18].
Cooper recognized sign language on the basis of linguistic
subunits using Markov Models and Sequential Pattern
Boosting based on openNI frameworks [3]. For learning
appearance based on subunits (location, motion, hand
arrangements), hand segmentation and the position of the
face required a user needs to wear data gloves [3].]

Starner recognized ASL sentences using single camera
based on Hidden Markov Model (HMM) with word accuracy
of 99.2% without modeling the fingers [26]. In his method, a
user needs to wear distinct hand gloves [26]. Videos were
captured at 5 frames per second with a 320x243 pixel
resolution [26]. Fang and Gao proposed Transition
Movement Model (TMM) for large vocabulary continuous
sign language recognition [9]. The devices used for
experimentation were Cybergloves and Pohelmus 3SPACE-
position trackers [9]. Zhang, Zhou, and Li recognized
sentences on the basis of Discrete HMM and DTW [30].
DTW was used for determining the end point of each sign
[30].

Another widely used approach to gesture recognition is
gesture classification with a help of machine learning
techniques. Neural networks [23], support vector machine
[25] or nearest neighbor [5] are often used for such purposes.
Although, these methods show high accuracy level, they
require not only determining the signing motion, but also
design, fine-tuning and training of algorithmic model for
classification.

In contrast to these approaches for sign language
recognition, the methods used in this paper do not use hand
segmentation approaches, and they do not use data gloves.
Since our methods do not consider hand posture and focus
on isolated words, only DTW algorithm was used for
determining the signing motions performed by a user. The
only constraint in DTW based approach is that a user has to
stay in standstill positions to make a gesture, whereas VGB
with DTW has no such constraints. The body joints tracking
feature provided by Microsoft Kinect SDK 2.0 was used for
sign language recognition, which does not require further
color segmentation. Furthermore, we use VGB, which was
released with Microsoft Kinect SDK 2.0 to recognize the
start and end positions. Our training sets for start and end
positions of a sign language is done by VGB application,
which provides more custom features for our datasets. For
instance: ignoring hands, ignoring lower body joints. Also,
the VGB datasets can be experimented prior to recognition
using VGB view to determine if the dataset is appropriate for
sign language recognition. Finally, this paper also
investigates the potential of DTW algorithm and VGB with
DTW to recognize sign language gestures.
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III. METHODOLOGY

To provide gesture recognition for DGS and its
translation into the text, by means of DTW and VGB-with-
DTW-based Translators, both learning machines have to be
trained to perform this task. For these purposes, the system
should be developed which cover data collection, which
includes collecting data from the user, specifically filming
videos with DGS gestures; data preprocessing, that has to
transform video files into gesture dataset in a format
acceptable for the translators; and translators training.

For the sample dataset, 11 DSG gestures were selected
for recording. Video recording was decided to make with
Microsoft Kinect for Windows v2 with SDK 2.0. It was
chosen for this project because it can detect full body
movements [6] using raw color frames and depth images.
The sensors of Kinect include a color camera, a depth sensor,
and IR (Infra-Red) emitter. The depth sensor and IR emitter
of Kinect has a resolution of 512x424 pixels, and the camera
has 1080p resolution [6]. It can capture frames at the rate of
30 FPS [6].

In this research Kinect ability for capturing body joints
based on its depth images is used. The 2D body coordinates
above the hip region are chosen because most sign language
gestures include hand motions. For simplicity, hand postures
and non–manual cues were not used for recognition.

Figure 5 shows the overall architecture of the sign
language translator system.

Figure 5. Overall System Architecture

An expert user is allowed to sign DGS gestures in front
of the Microsoft Kinect for Windows v2. The Kinect
captures the data streams from the user, and these data
streams are recorded using Kinect Studio. The video files
from the Kinect Studio (.xef files) are used for training
datasets in VGB. These .xef files are processed using
Gesture Converter, which returns DTW dataset (.txt files)
after normalization (see Section 4.3). On the other hand,

VGB datasets are created using the Visual Gesture Builder.
After training VGB datasets, the generated .gbd files are
used as a dataset in VGB-with-DTW-based Translator.

The .txt files from the DTW datasets are used in DTW-
based Translator (see Section 4.5) as well as VGB-with-
DTW-based Translator (see Section 4.7).

When a normal user signs a sign language gesture, the
data streams are captured by sign language translator
application (see Sections 4.5 and 4.7) and are translated into
text (see Section 4.6).

IV. IMPLEMENTATION

4.1 Input Data

As mentioned before, input data for the system is data
streams, which represents videos of gestures, filmed by
Kinect Studio.

Kinect Studio is a recording tool, which can record 2D
and 3D data captured by Kinect, along with the orientation of
the body. Kinect studio records the data in a .xef file format.
These files contain audio, video, depth information recorded
by a user.

Recording clips with Kinect Studio was done by starting
the Kinect service and user performing the gestures in front
of Kinect. The Kinect records the videos in .xef format.
These .xef files are used in VGB for training datasets.

4.2 Visual Gesture Builder

VGB is a tool, which was developed to recognize
custom gestures using Kinect. VGB uses a data-driven
solution for gesture recognition [8]. Gesture detection
through VGB is done by training the gestures provided by
users (content creation) rather than code writing [8]. The
processes in VGB are described below in detail.

At first, VGB was used to tag the start and end positions
of sign language gestures. A gesture in VGB is a posture in
our context. A gesture in VGB was created with its custom
features, which include “Body Side”, “Gesture Type” and
“Training Settings”. A body side in VGB is differentiated
into three categories, “Left”, “Right” and “Any”. “Any”-
body side was chosen for training gestures. Discrete gesture
type allows VGB to train gestures using AdaBoost, which is
a machine learning meta-algorithm to improve performance
[10]. “Ignore Lower Body” was chosen to train all the start
and end positions of the gestures, and lower body was
considered for training “Standstill” position.

After creating a gesture using VGB, start and end
positions of sign language gestures were tagged separately
(see Figure 6). The blue frames in Figure 6 represent a
positive training set of data, whereas, all other frames,
which are untagged, are referred to as negative training data.
These frames are weak classifiers for AdaBoost. For tagging
data, VGB provides custom input parameters. The custom
input parameters chosen for the start and end positions of
gestures are shown in Figure 6. Building gestures in VGB
result in .gbd files. These .gbd files are used in application
to detect gestures.
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Figure 6. Clips tagged for “Abend_start” gesture

VGB view can be used to find out whether the start and
end gestures of a sign language has been recognized
correctly. It consists of all the gestures, which were tagged
in VGB. When Microsoft Kinect SDK 2.0 captures the
input, VGB view shows the confidence of gestures based on
the input. A higher level of confidence shows more
accuracy of the gestures performed by the user. Figure 7 is
an example of a gesture performed using VGB view.

Figure 7. Custom parameters for abend_start gesture

In Figure 8, the “dick” (in English: thick) gesture in
DGS is performed. At first, a start position is detected
followed by the end position. A spike shows the confidence
of the start and end positions of the gesture.

Figure 8. An example of viewing .gbd file using VGB view

The VGB view allows developers to verify if the
training is good enough to be used in an application. After
the .gbd file was viewed using VGB view, it was added in
our application to detect the start and end positions of
gestures.

4.3 Normalization of coordinates

Microsoft Kinect for Windows v2 SDK 2.0 can track 25
body joints using its depth images. To determine the hand
gesture motion, the following body joints in 2D –
HandRight, HandLeft, ElbowRight, ElbowLeft, WristRight,
WristLeft, ShoulderRight and ShoulderLeft were chosen as
the joints of interest because they contribute to identifying
hand gestures [2] in a sign language.

In this case, normalization is carried out by shifting the
origin from the Kinect to the user body position. It is done
to eliminate the variations in the joined coordinates due to
the height of a person or his position in the camera’s field of
view [2]. The distance between joints “ShoulderLeft” and
“ShoulderRight” are taken for the variations due to a
person’s size [2]. Thus, the joint “SpineShoulder” is
selected as the origin of the user body position.
Normalization is done by subtracting the shoulder elements
from joints coordinates when a user is not in the center of
depth image [2]. While normalizing, every frame is
separated by the delimiter “@” and consists of twelve X and
Y coordinates of joints of interest except “ShoulderRight”
and “ShoulderLeft”. While performing hand gestures,
“SpineShoulder” is considered as origin, which is
approximately the midpoint of “ShoulderRight” and
“ShoulderLeft”. These normalized coordinates are used as
sequence X in sequence matching using DTW (see Sections
4.5 and 4.7).

4.4 Gesture Dataset

4.4.1 DTW Dataset

DTW dataset consists of .txt files, which are resulted
from the Gesture Converter after Normalization of
coordinates (see Section 4.3). The .txt files consist of X and
Y coordinates of body joints for a gesture.

4.4.2 VGB Dataset

The VGB dataset consists of clips from Kinect Studio
recordings where start position and end position of each sign
language gesture were tagged separately and considered as
separate postures. While creating a gesture project, start or
end keyword was added as a suffix of the gesture. For
example: “gs_Abend_start”. The “Gesture Type” was chosen
as Discrete (AdaBoostTrigger). It allows VGB to train
gestures using AdaBoost machine learning technique. In
Figure 5, “Angestellter-false” in “Abend_start” gesture
consists of “Angestellter” gesture, which was tagged as a
negative dataset. Unlike tagging start and end positions,
negative tagging includes tagging of motion of a gesture. For
every gesture, negative training of the gestures should be
done to reduce false positives. Figure 5 shows tagging of
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“Abend_start” gesture for training. Multiple portions of the
same gesture are tagged to improve accuracy.

4.5 DTW-based Translator

The body joints provided by Kinect can be used for
sequence matching using the Dynamic Time Warping
(DTW) algorithm.

DTW is a technique to find an optimal alignment
between two given sequences under certain restrictions [16].
A distance measurement between time series can be used to
find similarity between them [22]. It is used to cope up with
time deformation and different speeds of time-dependent
data [16]. The time and space complexity
of DTW is O(nm) [13], which means every point in a series
compares every other point in a time series.

For a given two sequences Q = (q1, q2, ..., qi, ..., qn) of
length n and C = (c1, c2, ..., cj, ..., cm) of length m, a cost

matrix is constructed where the (i
th

, j
th

) element of the
matrix contains the distance d(qi, cj) between two points qi

and cj, i.e., d(qi, cj) = (qi - cj)
2 [13].

Each matrix element (i, j) corresponds to alignment
between the points qi and cj [13]. A warping path W is a set
of matrix elements, which defines the mapping between Q
and C [13]. The kth element of element W is defined as wk(i,
j), where W = (w1, w2, ..., wk, ..., wK) and where max(m, n)
≤ K <m+n-1  [13]. K is the length of warp path [13][22]. 
The minimum distance of a warp path is called an optimal
warp path [22]. Its distance can be calculated using [22]: if

wk=(i, j), wk+1 is equal (i´,j´), where i ≤ i´≤ i+1, and  j ≤ 

j´≤ j+1, then

K

∑  Dist(W) = Dist(wki, wkj ). (1)
K=1

In (1) Dist(W) is the Euclidean distance of the warp path W
and Dist(wki,wkj) is the distance between two data points
[22]. The value of a cell in a cost matrix is given by [22]:

D(i, j)=Dist(i, j)+min[D(i −1, j),D(i, j −1),D(i −1, j −1)] (2) 

The warp path to D(i, j) must pass through one of those
three grid cells, and the least distance among the three
neighboring cells are added to the Euclidean distance
between the two points [22]. While filling the matrix, it is
filled one column at a time from the bottom up, from left to
right [22].

By using this approach, the cost matrix was plotted for
two-time series. The normalized input from Kinect was
captured in between standstill positions (sequence X in
Figure 9) versus gesture from the DTW dataset (sequence Y)
one at a time. The shortest distance (minimum cost) was
calculated from the top row of the cost matrix. It was divided
by the length of the gesture dataset sequence, with which it
was compared against [4].

This resulted value was compared with a threshold value
(t=2), which is defined manually. If the resulted value is less
than or equal to t, the gesture is recognized.

4.6 Translation into Text

Since the gesture from Kinect (sequence X in Figure 9) is
compared against multiple gestures in DTW dataset, only
those gestures were chosen, which satisfies constraint (t less
or equals to 2). DTW-based Translator returns a list of
possible matches from the dataset for gesture input. Based
upon the DTW principle, less cost results in more similarity
in time series. Hence, the gesture, which has least cost was
chosen to be a recognized gesture. After a gesture is
recognized, the application gets the filename of the matched
gesture, which is printed as the recognized gesture.

4.7 VGB with DTW-based Translator

DTW-based Translator utilizes high CPU and a
significant amount of memory to compare the multiple
gestures. Also, the application has to compute any gesture
between standstill position even if they were not sign
language gestures. The concept behind VGB with DTW
approach is to avoid comparing every gesture in the DTW
dataset for gesture recognition. It can be done by identifying
the start position of the sign language gesture. If a start
position is detected, it is highly probable that a user has
signed a correct sign language gesture.

Figure 9. VGB-with-DTW-based Translator

In Figure 9, when the user body frame arrives as a Kinect
input, each of these frames are processed by using the VGB
API. It uses AdaBoost machine technique to recognize the
start or end position of the sign language gestures.
AdaBoost is a supervised machine learning algorithm [15],
which generates a strong classifier out of the set of weak
classifiers [10][12]. While training gesture datasets in VGB
using AdaBoost, weak classifiers, i.e., angles using inferred
joints, speed rejecting inferred joints, etc., are used to
generate the strong classifier along with a confidence level.
When a frame from Kinect is recognized as a gesture, VGB
API returns the gesture name. When the start position of a
gesture is detected, the application collects the body frames
unless the end position of the same gesture is found. In the
meantime, if it detects other gestures, the stored frames are
cleared, and the collection of frames begins as soon as start
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position is detected again. After the frames are collected
between start and end positions of the same gesture, they are
normalized and passed for sequence matching using DTW.
In this case, the application knows the gesture name and, by
using this gesture name as a reference, it compares with
only one gesture from DTW dataset, which matches the
gesture. It was done to find if the motion of the sign
language gestures were performed correctly. Using this
technique, false positives, which were observed using the
DTW-based Translator, can be significantly reduced.

V. RESULTS

The eleven gestures of DGS used in Germany: Abend,
Angestellter, Bayern, Danke, Dick, Gebärdensprache,
Information, München, Schlank, Un- möglich and Vater
were used to compute the cost of computation and accuracy.
These gestures, which were used as datasets for DTW and
VGB were provided by an expert user. To compute the cost
of computation and accuracy, “Abend”-gesture was chosen
against the varying number of gestures in the dataset. For
DTW–based Translator DTW threshold was chosen as 2,
whereas for VGB-with-DTW based translator DTW
threshold was chosen as 2.5.

In VGB-with-DTW based translator time taken to
compute a single gesture in dataset includes the sum of time
taken to compute start and end position of gesture from VGB
along with time taken to compute the gesture in DTW
dataset. Figure 10 shows time taken to compute the
“Abend”-gesture using both approaches.

Figure 10. Time calculation for “Abend”-gesture using both approaches

5.1 Accuracy of DTW-based Translator

To compute the accuracy for DTW-based Translator,
every gesture was performed 10 times by a novice user.
Before performing the gestures, they were studied from the
recordings of an expert user. Table 1 shows the number of
detected, not detected, and false positives for the gestures
using DTW-based Translator. The accuracy column shows
accuracy in percentage for detected gestures. “Schlank” had
90% accuracy whereas “Unmöglich” had 40% accuracy.

TABLE I. ACCURACY OF DTW-BASED TRANSLATOR

Table 2 shows the gestures, which were recognized as
false positives for DTW- based Translator.

TABLE II. GESTURES WITH FALSE-POSITIVE RECOGNITION

Figure 11 is based on Table 1. For “Abend”-gesture, 6
gestures were detected, where one was false positive. The
highest number of false positives were observed in
“Unmöglich”-gesture, whereas the lowest number of false
positives were observed in “Angesteller”, “Bayern”,
“Gebärdensprache”, “München” and “Schlank”. The least
detected gesture was “Unmöglich” whereas the most detected
gesture was “Schlank”.

Figure 11. Calculation of Accuracy for DTW-based Translator

5.2 Accuracy of VGB-with-DTW-based Translator

Table 3 was calculated by performing a gesture several
times by a novice user. “Abend” gesture was performed 15
times, but it was recognized only 4 times with no false
positives. Some gestures like “Information” and “Vater”
were not detected at all. The best-detected gesture was
“Bayern”, “Dick”, and “München”.
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TABLE III. ACCURACY OF VGB-WITH-DTW-BASED TRANSLATOR

Figure 12 shows the number of detected, not detected,
and false positives for the gestures for VGB-with-DTW-
based Translator recognized gesture.

Figure 12. Calculation of accuracy for VGB-with-DTW-based Translator

5.3 Overall AccuraciesVGB with DTW-based Translator

DTW-based translator detected 65.45% of gestures with
10.91% false positives whereas VGB-with-DTW-based
Translator detected 20.42% of gestures with 1.57% of false
positives. More detections but also more false positives were
observed in DTW-based Translator.

VI. DISCUSSION AND FUTURE WORK

In Figure 10, the time, which was taken to compute
“Abend”-gesture using DTW–based translator, increased
with increasing number of gestures in the dataset whereas
VGB-with-DTW based translator almost remained same.
This behavior was expected because DTW-based translator
has to compare with more numbers of gestures on increasing
the gestures in the dataset whereas VGB-with-DTW based
translator has to compare with only one designated gesture.
The constant outcome was expected for the VGB-with-DTW
based translator, but some irregularities were observed in
Figure 10. One of the possible reasons might be VGB not
being able to detect the same frame as a start or end position
of gestures in each observation. The accuracy of detected
gestures of DTW–based Translator (see Table 1) was better
than VGB-with-DTW based translator (see Table 3),
although, some false positives were observed in DTW–based
translator. From the false positive recognition (see Table 2) it
can be inferred that:

 Usually, single-handed gestures have single-handed
gestures as false positives. Similarly, two-handed gestures

have two-handed gestures as false positives (Exception:
“Dick”).

 Most of the false positives were caused by
“Bayern”-gesture. It was false positive for “Danke”,
“Unmöglich” and “Vater”. If we observe the right-hand
movement of “Bayern”-gesture, coordinates of right hand
differ slightly because it is signed by forming small circles
around the chest. The small variation in its coordinates might
have resulted in false positive gesture for many cases.

From the accuracy of DTW-based Translator, it can be
inferred that:

 Accuracy highly depended upon how user
performed the gesture.

 Gestures involving long motions were difficult to
recognize. For example, “Gebärdensprache”, “Unmöglich”.

 Short Gestures that included variation in
coordinates were easier to recognize. For example: “Danke”.

 However, lengthy gestures involving a greater
variation of coordinates were difficult to recognize
(“Abend”, “Unmöglich”).

 Long gestures affected Natural User Interaction of
the user. It was observed that, while performing a long
gesture like “Gebärdensprache”, the gesture displayed in the
application did not synchronize with the user body
movement.

 When gestures were performed accurately, i.e., in
accordance with the expert user, it was easier to recognize.

 The accuracy of VGB-with-DTW based translator
was lower than DTW–based Translator. Some factors that
may have affected its accuracy are:

 Detected gestures from VGB, i.e., start and end
positions have very low confidence (<50%).

 The translator was not able to detect start and end
points precisely. One reason might be due to a number of
frames tagged in VGB. Several frames were considered for
tagging standstill position, but only a small portion of frames
was used for tagging start and end positions of gestures.

 “Angestellter_start” was not detected precisely,
compared to “Angestellter_end”. For example: the start
position of “München”, as well as the end position of
“Unmöglich”, were difficult to be detected. The reason
might be that the start and end positions of a gesture closely
resemble with other gestures.

 A single gesture “Bayern” was detected twice,
because of multiple start and end points in the gesture. In
such cases, the accuracy of this translator was even lower,
because the partially completed gesture is not considered as a
single gesture.

Nevertheless, this application is a proof of concept that
VGB and DTW can be used for sign language recognition.

VII. CONCLUSION

In this paper, two different methods – DTW and VGB
along with DTW were proposed to recognize dynamic sign
language gestures.

To reduce complexity in application development,
several constraints were taken into account, i.e., ignoring
non-manual cues, the configuration of hands and considering
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only the signs that involve some motion. Using DTW–based
translator-approach the input gesture was compared against
all available gestures in dataset whereas in VGB–with–
DTW–based translator, the concept of determining the start
position and end position of a sign language were used to
guess the correct gesture, which was then verified by DTW
computation. The DTW-based translator had some false
positive detections and the time computation increased with
the increasing number of the gestures in the dataset. Usually,
similar gestures were the false positives. Some latency was
observed using this approach, but the accuracy was
comparatively better than translator based on VGB–with–
DTW–based translator. The key factor for the increase in
accuracy was a small dataset, and the boundary condition
(standstill) for the gestures were easily recognized. However,
DTW–based translator is unrealistic for large numbers of the
dataset. In VGB-with-DTW-based translator, false positive
detections were significantly lower compared to that of
DTW-based translator. But, the accuracy decreased
significantly. The lower accuracy was mostly because of not
being able to precisely detect start and end points of similar
sign language gestures. This approach had less computation
time because of less noise in the gesture. However, the
accuracy also reduced significantly because of the low
detection rate of start and end gestures.

From benchmarks of the translator applications, it can be
concluded that the DTW-based Translator has higher
accuracy (65.45%) than that of VGB-with-DTW-based
Translator (20.42%). But, the VGB-with-DTW-based
Translator performed better regarding CPU consumption
than the DTW-based Translator.
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Abstract—Recently, in developed countries, especially in Japan, 
the population of elderly people has grown. The care load for 
elderly people has been steadily growing. Most important for 
such care is to provide support for elderly people in walking. 
There are many reports on analyses of Human Walking, but 
there are few commercially available products that are able to 
provide support for Human Walking. The utilization rate of 
such support is 8.7% in Japan. Therefore, it is bionic, and the 
development of expensive walk apparatus for such applications 
is necessary. The purpose of this study is to propose a new 
analysis method for biological signals to evaluate in human 
walking. Concretely, in this experiment, a new measurement 
system was developed for human walk movement analysis with 
an embedded system including a microcomputer chip and a 
motion tracking device. Using this measurement system, 
electrical muscular potential and the acceleration of toe or 
instep of foot. In our results, this measurement system was 
found to clearly discriminate the difference in walking 
movements when wearing a pair of sandal or not. We think 
that these data are useful to design guidelines for a new 
accessibility system for human walking. 
 

Keywords-Human walking; Surface myoelectric potential; 
Walk assisting apparatus; Analysis method; Biological signal. 

I. INTRODUCTION 
Recently, in developed countries, especially in Japan, the 

population of elderly people has grown. There is a high risk 
of falling among elderly people, with about a 28 to 35% 

chance of falls in those over 65 years old [1]. In severe cases, 
it may be a serious problem because their physical strength 
may be lowered due to bed rest and being bedridden may 
result. Especially preservation therapy is performed in 90% 
of such cases as a cure for degenerative joint disease and 
arthrogryposis. It is a serious problem in that chances of 
healing and recovery to a self-reliant life are less than 50% 
[2]. Methods for increasing functional base of support 
(FBOS), such as a cane for walk assistance and stabilization 
are effective for posture maintenance, but their rate of 
dissemination is poor [3]. As a result, rehabilitation stations 
are being expanded more frequently, and there seems to be a 
demand for lower limb orthotic conservative therapy. 
However, according to the research on age care payment 
costs, it was 8.7% in 2017 and, considering the present 
conditions of the diffusion rate of a walk aid being covered 
by nursing care insurance, cannot be said to be spreading [4]. 
Accordingly, our laboratory, aimed for the development of a 
walk aid which has a high bionic application level. In 
addition, we developed a new measurement system and, for 
walk movement analysis, introduced it and performed a 
surface electromyography (EMG) of the group of muscles 
being used in conjunction with the walk movement and 
simultaneous measurement of the acceleration of the foot 
part. Thus, the experiment extracts a quantitative index for 
the development of the walk aid and could in this way 
perform an analysis of the physical load and evaluation of 
the lower limb orthotic in a walking motion. Therefore, we 
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tested footwear in which the load of the foot bottom was 
differentiated to be examined and reported [5]. 

The structure of this paper is Section 5. In Section 1, we 
describe the background, necessity and purpose of this 
research. In Section 2, we introduce a simple measurement 
system and experiment method. In Section 3, we explain 
using a figure how little foot subduction is taken. In Section 
4, we will examine the results. Section 5 describes the 
usefulness of this experiment and future tasks. 
 

II. EXPERIMENTAL METHOD 
In this study, we tried to measure transformation of the 

arch of foot. The transformation of minute joint was ignored 
in the current measurement device such as force plate and 
the Three-dimensional motion capture system. Therefore, 
there are few examples that the transformation of the joints 
is considered in the development of welfare device. In order 
to measure the very small deviation of the foot during 
walking, we developed measuring system by using 
accelerometer and measured the walking movement. 

1. Subjects 
The subjects were five healthy men who had no history 

of orthopedic disease or neurological disease. Age, heights, 
weights, the average and standard deviation of age, height 
and weight was 23.8±0.9, 168.8±3.6cm, 66.5±9.9kg 
respectively. 

 

2. Informed consent 
We carried out this experiment with sufficient informed 

consent of the subjects after the approval of the Tokyo Univ. 
of Science, Suwa Ethical Review Board. 

 

3. Measurement system 
The use apparatus used Raspberry Pi 3 and MPU6050. 

The MPU6050 is a device that measures acceleration. 
Specifications of the MPU-6050: 
l Digital-output triple-axis accelerometer with a 

programmable full scale range of ±2g, ±4g, ±8g and 
±16g (Table 1). 

l The MPU-6050 then communicates with a system 
processor as a slave through an I2C serial interface. 

l Chip built-in 16 bit AD converter, and 16 bits data 
output. 

l A sampling rate that is programmable from 4 to 
1,000Hz. 

l Two I2C addresses. 
The measurement system connected two MPU6050 to 

Raspberry Pi 3 and communicated using I2C. The program 
used python and executed things with Raspberry Pi 3. The 
range of measurement confirmed that ±16g was not 
necessary in a preliminary experiment. Therefore, the range 
of measurement was set to ±8g and had better precision. The 

sampling rate was measured at 1,000Hz. The data obtained 
from the sensor was corrected to the physical value by the 
following formula. 

Acceleration = 16 bit value of sensor / LSB sensitivity 
[6]. 

The measurement data were saved to a PC through 
wireless communication of RaspberryPi3. 

4. Method 
A. Arrangement of accelerometer on the instep 

Acceleration measurement of the instep was made by 
placing an accelerometer on the navicular bone to accord 
with Acceleration measurement of the arch. The x axis, the 
y axis and the z axis are of adduction direction, advancing 
direction, and the height direction to plus respectively. 
 
B. Measurement of accelerometer on the instep 

An accelerometer is put under the navicular bone to 
accord with the Acceleration measurement of the instep. 
The x axis, the y axis and the z axis are each of adduction 
direction, advancing direction, and the height direction to 
plus respectively. 
 
C. Measurement by accelerometer on the instep 

Acceleration at the time when hallux was stepping 
was measured. The accelerometer was adjusted to be placed 

 
 

Figure 1. Surface EMG adhesion position  

Table 1. The accelerometers sensitivity per LBS 
 

Full Scale Range LSB Sensitivity 

±2g 16384 LSB/g 

±4g 8192 LSB/g 

±8g 4096 LSB/g 

±16g 2048 LSB/g 
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under the rough surface of the first metatarsal bone. The x 
axis, the y axis and the z axis are of adduction direction, 
advancing direction, the height direction to plus 
respectively. 
D. Placement of surface electromyogram 

The surface electromyogram (EMG) measured a 
muscular group (Tibialis anterior muscle, Gastrocnemius 
muscle) concerning the walk movement (Figure 1). In the 
experiment, a sufficient amount of fat and keratin was 
removed, and electrodes (Advance; LecTrode) were affixed.  
 
E. The experiment method 

The subjects attached two accelerometer and surface 
EMG meters to the lower limbs, and walked straight for 
approximately 10m indoors. During that time, we measured 
each eight times walking bare foot and wearing sandals. 

A) The subject stands by in the standing position, 
starts measurement, and then starts to walk on 
the measurement person's signal. 

B) The subject walks about 10 m. 
C) The subject stops walking on the signal of the 

experimenter and waits in the standing position. 
D) The subject keeps standing till there is a sign 

that the experiment has ended. 
 In addition, subjects were asked to press the switch at 

the time of heel contact and used as an indication of the 
start of the walk cycle. The accelerometer was connected 
with a microcomputer and saved acceleration data to the 
personal computer with a wireless connection.  

EMG derived data with a multi telemeter (Nihon 
Kohden Tomioka Corp; Multi-telemeter), performed A / D 
conversion (ADinstrulmental; PowerLab), and saved EMG 
data to the personal computer (SONY; PCG-5M5N). The 
trigger input used an LED circuit of 5V output to 
synchronize with other data. While walking, the trigger was 
given to the examinee and was pressed when the toes left 
the ground and the heel made contact [7]. Furthermore, 
rectification, Root Mean Square analysis and examination 
was performed on the EMG data. 

 
F. Analysis method 

We thought of my legs as a simple model (Figure 2). 
From the motion picture at walking time, the angle from the 
center of gravity to the foot which was measured in 
advance from the front / side of the subject was 
mathematically examined. Compare the extension and 
deformation of the foot with the accelerometer and the 
extension / deformation at the resting standing position. 
Regarding the walking motion from terminal stance to 
loading, the position change due to acceleration was 
obtained by the following equation by integration. X is the 
variable distance, a is the acceleration obtained from the 
accelerometer, and g is the gravitational acceleration.  
 

III.  EXPERIMETAL RESULTS 

A. Measurment  
As for experimental results, the acceleration of instep, 

arch and hallux was measured and a correspondence between 
the Tibialis anterior muscle and Gastrocnemius muscle could 
be confirmed.  

Figure 3 shows the waveform of one subject 
accelerometer as a representative example. It represents one 
cycle from heel contact to heel contact. The vertical axis is 
the gravitational acceleration applied in each direction, the 
horizontal axis is time, x, y, z are the direction orthogonal to 
the traveling direction, the traveling direction and the height 
direction. 
l Figure 3-a shows the results when placing acceleration 

on the instep and arch of the foot while walking with 
bare feet. 

l Figure 3-b shows the results when placing acceleration 
on the instep and arch of the foot while walking with 
sandals. 

l Figure 3-c shows the results when placing acceleration 
on the instep and the first toe while walking with bare 
feet. 

l Figure 3-d shows the results when placing acceleration 
on the instep and the first toe while walking with 
sandals. 

Figure 3 also shows the movement distance by one subject 
from the loading to the terminal stance as a representative 
example. 

 
B. Analysis method 

From the equation (1), we compare the changes in the 
long axis direction and the short axis direction of the foot 
with the micro displacement distance between the stationary 
state and the dynamic state. At that time, the area and norm 
were examined using the micro displacement distance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Figure 2. Simple skeleton model: Load response to feet as viewed from 

the side 

𝑥 = # 	
%

&'(

{T(i) − T(i − 1)}1×𝑎×𝑔 

 

(1) 
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This seems to be related to foot changes due to 
accelerometer load. In addition to not extending the 
elongation of the foot in one direction, it tends to elongate in 
the long axis direction due to individual differences and it 
tends to stretch in the minor axis direction, so compare the 
major axis direction, minor axis direction, area and norm. 

IV. DISCUSSION 

A. Measurement  
In this research, we focused on the deformation of the 

arch during walking by using an accelerometer at walking in 
a force plate and a three - dimensional motion analyzer, and 
measured a minute displacement of the biological motion 
difficult to measure. We simulate a human body model that 

 
 

Figure 3-d. Walking with sandals 
 

 
 

Figure 3-c. Walking with barefoot 
 

 
 

Figure 3-a. Walking with barefoot 
 

 
 

Figure 3-b. Walking with sandals 
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approximates a rigid body using a force plate and a 
three-dimensional motion analysis device used for the 
current gait analysis, and in many cases do not consider 
joints of the forefoot part. Therefore, at this time, there are 
no useful goods and welfare equipment. Thus, in order to 
measure minute displacement of walking feet, walking 
analysis was carried out using an accelerometer, and 
advanced bioengineering application was developed. We will 
explain experimental considerations on acceleration data, 
addition average, standard deviation, simple skeleton model, 
measurement deviation distance. Especially, consider area 
and norm. Regarding the arch change in the direction of 
travel and transverse direction by walking, norm and inner 
product value are obtained, and as a result of comparing the 
load change, the norm of the foot has a higher proportional 
relationship, the arch variable has the norm, I Found a 
possibility to be an indicator of the load evaluation on the 
foot. 

This experiment yields the results that the hallux 
becomes the main axis from the moving distance of the 
instep, plantar arch, and hallux of the foot, and the 
possibility of center of gravity movement is considered. 

According to Kanabe et al., "The hallux has supportive 
action at the position in front of the center of gravity". We 
think that the hallux also supports the center of gravity while 
walking. We consider that it is important not only to support 
the vertical direction but also to support the hallux, which is 
thought to have the support function of the center of gravity 
with respect to the horizontal force. The amount of change of  
 

Table 2. Comparison with area 

subjects Total load 
(𝒎𝒎𝟐) 

Barefoot change 
due to 

acceleration 
(𝒎𝒎𝟐) 

Acceleration of 
sandals and 

change during use 
(𝒎𝒎𝟐) 

A 32.0 1.85 1.23 

B 130.0 3.4*1089 0.09 

C 16.0 1.8*1089 0.04 

D 20.0 0.81 0.17 

E 18.0 0.13 1.38 

F 18.0 18.44 1.16 

 
Table 3. Comparison with norm 

subjects Total load 
(mm) 

Barefoot change 
due to 

acceleration 
(mm) 

Acceleration of 
sandals and 

change during use 
(mm) 

A 90.0 2.77 7.25 

B 25.0 0.43 0.73 

C 17.0 0.03 0.16 

D 19.0 1.93 0.93 

E 18.0 0.76 2.72 

F 13.0 3.69 2.63 

the foot bottom is different from a bare foot in conjunction 
with having an insole or not. 

In conclusion, this study proposed a new gait analysis 
method to measure microtremors of muscles and bones. In 
order to develop the insole which enables easy posture 
maintenance, we measured the parameters used as the index 
of the insole. The deformation of the arch that is difficult to 
measure with the method frequently used for biometric 
measurement was able to be grasped as the area and norm 
from the deviation distance. From this result, shock 
absorption of walking can be seen, and it is possible to 
quantitatively measure the change of the arch considering the 
bow of the foot which is greatly involved in the walking 
function. However, it is still inadequate to develop insole, 
which is the object of this research, and it is necessary to 
further improve the system, experiment and inspection, but it 
is necessary to further improve system, experiment and 
inspection by a simple and simple method suggesting the 
possibility. 

 

V. CONCLUSION AND FUTURE WORK 
In this experiment, the subduction of the foot during 

walking was measured using an accelerometer. I think that it 
is the first step of a system which can analyze walking 
anywhere, rather than using expensive equipment such as 
force plates or 3-dimensional motion analysis equipment. It 
can be used in limited space and is relatively inexpensive. 
Moreover, it is possible to observe the subduction of the foot 
and to estimate the subduction with the footwear. This study 
is relatively simple and can capture minute fluctuations of 
the foot. At the present stage, attention was focused on the 
vertical component at the time of grounding, aiming for new 
obstacles to the assistive devices by confirming minute 
fluctuations of the feet, but also comparing and examining 
the free legs and the horizontal component and further 
concrete Try to become an indicator. For that purpose, we  

will do further data analysis, discussion and proceed 
with development of sole for practical use.  
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Abstract—Currently, Near Infra-red Spectroscopy (NIRS) is
used as a diagnostic aid for mental illness in hospitals [1]. In
our previous study, we have already reported the relationship
between human brain activity change and turning the corner
while driving a car or carrying out human living motions,
using NIRS [2][3]. In that research, it was very difficult to
discriminate noise from measurement signals not only by using
NIRS but also by using Magnetoencephalography (MEG),
Electroencephalogram (EEG), and so on. In Particular, for a
study to measure the brain activity related to tasks of memory
or intention, the effects of the ratio of signal to noise are very
important. Our experimental results show that our model
removes the noise of the heartbeat and breathing motion from
the brain activity data of NIRS.

Keywords-Near Infra-Red Spectroscopy (NIRS); Auto
Regressive (AR) model; signal to noise ratio.

I. INTRODUCTION

The study of brain science is being carried out on a
global scale now. In the future, brain science research is
expected to be applied to various fields, such as medical care
and Brain-Machine Interface (BMI). Near Infra-red
Spectroscopy (NIRS) is a device that can easily measure the
limited functions of the brain. Currently, NIRS is used in
hospitals as a diagnostic support device for depressive illness
and epilepsy [1]. In general, psychiatric disorders are
diagnosed by a doctor based on clinical symptoms and
medical history. However, multiple cases have been reported
in which it is extremely difficult for a doctor to make a
diagnosis. NIRS is a device for measuring hemoglobin
concentration contained in blood by using infra-red light.
The areas in the cerebrum related to specific psychological
phenomena and psychiatric disorders can be identified using
a NIRS system based on the theory of brain function
localization. We have been studying the quantitative
evaluation method of brain activity using NIRS. We

confirmed a statistically significant difference in specific
areas of the brain related to movement. The following is an
overview of our previous study.

1) Basic Study for New Assistive Technology Based on
Brain Activity during Car Driving

In our previous study, we measured road sign recognition
while driving and brain activities during left and right turns.
In this experiment, we studied the cognitive mechanism of
human spatial cognition and road signs. As a result, it was
confirmed by statistical testing that brain activation signals
were activated at different areas at the time of right turns and
left turns [2].

2) Fundamental Study pn New Evaluation Method
Based on Physical and Psychological Load in Care

In our previous study, "Standing-up movement" and
"Sitting movement" which are essential for human life in
rehabilitation and nursing care workplaces were performed
multiple times, and changes in brain activity accompanying
exercise were evaluated by statistical verification method. As
a result, when the physical exercise load on the human body
increased, a change in activity was confirmed at a specific
brain area [3].

The above results are considered to have been
experiments on sufficient ratio of signal to noise. NIRS is
able to measure human brain activity under low physical
restriction without being restricted by posture, vocalization,
exercise, etc. NIRS has many advantages such as higher
temporal resolution than functional Magnetic Resonance
Imaging (fMRI). NIRS is suitable for the research on brain
activities associated with mental tasks and behaviors.
However, problems such as an accumulation of evidence and
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inadequate elucidation of mechanisms have been pointed
out. In addition, NIRS includes heartbeat, breathing motion,
and body movements as noise and is measured. This also
applies to other brain activity measuring devices such as
fMRI, MEG and, EEG. The problem influences studies
measuring the brain activity related to the task of memory or
intention.

In this study, the purpose of this paper, we attempt to
reduce the artifacts generated by the heartbeat and breathing
motion from the data of NIRS using the Auto Regressive
(AR) model [4].

In Section I, the necessity of this paper is explained. In
Section II, we report the method of this experiment and the
calculation formula of the AR model used in this study.
Section III reports the results obtained by applying the AR
model to the NIRS data and ECG data obtained in this
experiment. In Section IV, an FFT analysis was conducted to
examine the validity of the results compared with the
existing information. Section V summarizes the conclusion
of this research and then summarizes future research
subjects.

II. EXPERIMENTAL METHOD

In this study, we composed two experiments. In the first
experiment, we measured the brain activity data and
electrocardiogram (ECG) of the resting subjects using NIRS
and Multi-Telemeter. These data included artefacts of
heartbeat and breathing. In the second experiment, signal
components for NIRS data were analyzed based on the ECG.
Using the analysis results, we derived heartbeat artefact
components from the NIRS data. Therefore, we could reduce
the artefacts due to the heartbeats from NIRS data when we
used a heartbeat artefact component. Finally, the breathing
artefact components, presumed to be from the NIRS data,
made a reduction in the number of artefacts caused the by
breathing motion frequency.

1) Near Infra-Red Spectroscopy (NIRS)

NIRS is a device for measuring the density change of
hemoglobin in cerebral neocortical blood flow at a depth of
about 20 to 30 mm from the scalp using near infrared light.
From the theory of localization of brain function, related
brain areas are activated by human thought. At this time, the
hemoglobin carries oxygen necessary for metabolism then,
and the oxygen density throughout the bloodstream of the
activated domain rises. The human body has characteristics
that make it is easy for near infrared light to pass through,
but the hemoglobin contained in the blood has the property
of absorbing near infrared light. NIRS can estimate brain
activity by measuring the difference between incident probe
and detection probe [1].

2) Auto Regressive (AR) model

The AR model is a method to estimate future data from
past data in time series data. To predict future data in the

time series η(t),t=1,…,S it is necessary to construct a 
prediction model using information obtained from past data.

When only the most recent past data is used, we have:

When using the past two data

The above formula is quoted as an example. Generalizing
this as a linear combination of past -point data yields the
following model

Here, is the prediction error (noise according to the
normal distribution), is the dimension of the model, and

is the AR coefficient. The relationship between the AR
coefficient, the frequency f of the stationary vibration and the
sampling frequency Fs can be obtained by the following
equation.

Here, is a constant which corresponds to the attenuation
factor. When using actual time series data, AR coefficients
can be optimized by the least squares method or Yule-
Walker method, and the dimension of the model can be
determined by Akaike's information criterion [4] [5].

3) Filtering using the AR model

From (3), the AR model can be deformed as follows.

From (5) is a filter that inputs time series data and
outputs prediction error. This prediction error is called
innovation. When the frequency to be removed is
predetermined, the AR coefficient is determined from (4) [4]
[5]. The procedure for filtering using the AR model is shown
below. Figure 1 shows the filtering method using the AR
model.

1. Estimate the AR coefficient in the time series data of
a certain section.

2. Estimate the AR model from the AR coefficient.
3. Calculate prediction error using the AR model.
4. Filter time series data using prediction error.
5. Measure unpredictable signal

(1)

(4)

(2)

(3)

(5)
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A. Measurement of rest state by NIRS

In our previous study, we confirmed that NIRS data
includes at least the effects of the heartbeat and breathing
motion as noise [2] [3]. In this experiment, we measured
brain activity and ECG of resting subjects with NIRS
(Shimadzu Corporation FOIRE-3000) and Multi-Telemeter
(NIHON KOHDEN CORPORATION WEB-5000). At this
time, we assumed that the brain activity change of the
subject was very small, and that NIRS data contained many
artefacts due to heart rate and breathing exercise. At this
time, we considered that the brain activity change of the
subject was very small, and that NIRS data contained many
artifacts due to heartbeat and breathing motion. The subjects
were 10 adult men aged 22-24 years, sitting in a chair 60 cm
away from the wall and gazing at the markers at eye height
for 1 minute. At this time, the sampling frequency of NIRS
was 20 Hz, and the sampling frequency of the ECG was 100
Hz. In addition, we did not give any special instructions to
the subjects other than gaze the markers. Figure 2 shows the
state of this experiment and NIRS.

B. Artefact reduction of NIRS data using the AR method

We filtered the measured NIRS data with the AR model
[4]. At this time, the AR coefficient was obtained from NIRS
data and ECG data. We analyzed the frequency of the ECG
data and constructed a low pass filter. We reduced the
frequency component of the heartbeat from NIRS data using
a low pass filter. We extracted the artefact considered to be
an influence on heartbeat from processed NIRS data using
the AR model. We were later able to confirm the artefact
occurred under the influence of respiratory movement. In
order to remove this artefact, an AR model was created from
the formula (4) using the frequency considered as respiratory
motion from the FFT result of the NIRS data, and filtering
was performed.

We carried out this experiment with sufficient informed
consent of the subjects following the approval of the Tokyo
Univ. of Science, Suwa Ethical Review Board.

III. EXPERIMETAL RESULTS

A. Measurement of rest state by NIRS

Heartbeat and breathing are deeply related to oxygen
supply. In this experiment, we focused on the change of
oxygenated hemoglobin in the NIRS data. Figure 3 and 4
show the NIRS data and ECG data of a subject. Figure 5
shows the FFT analysis results of the ECG data and NIRS
data. In the ECG, a general waveform can be confirmed, and
a waveform called an R wave when the ventricle contracts is
recorded. From Figures 3 - 5, we confirmed the
correspondence between the R wave and oxygen
concentration change in NIRS data.

B. Artifact reduction of NIRS data using the AR method

For each data measured in Experiment A, the AR
coefficient is calculated using the Yule-Walker method, and

the data estimated from the AR model is compared with the
measurement data. Figures 6 and 7 compare the AR model
and measurement data for NIRS data and ECG data for 10
seconds to 20 seconds. Figures 8 and 9 show the prediction
errors of the AR model and measurement data. Figure 10
shows the result of reducing the frequency component of the
heartbeat from the NIRS data using the low-pass filter
constructed from the result of the FFT analysis of experiment
A. Figure 11 shows the result of extracting data considered
as the influence of heartbeat from the NIRS data using the
AR coefficient of the electrocardiogram data and the filtered
NIRS data. We calculated AR coefficients from formula (4)
using the frequency (0.2Hz) of the breathing motion of the
average man. We estimated the AR model of respiratory
motion using AR coefficient and filtered NIRS data. Figure
12 shows the AR model of breathing motion. In addition,
Figure 13 shows the NIRS data from which the AR model of
breathing motion and heart beat have been removed.

We were able to confirm the above results from the data
of all subjects. Figures 15 to 25 show the results of other
subjects.

Figure 1. Conceptual diagram of noise removal by AR model
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Figure 2. Experimental landscape and NIRS

Figure 3. NIRS data measured by experiment
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Figure 4. ECG data measured by experiment

Figure 5. FFT analysis results of ECG data and NIRS data

Figure 6. Comparison of NIRS data and AR model

Figure 7. Comparison of ECG data and AR model

Figure 8. Prediction error of NIRS data and AR model

Figure 9. Prediction error of ECG data and AR model

Figure 10. NIRS data calculated from the low pass filter

Figure 11. Data considered to be effects of heartbeat

Figure 12. AR model by breathing motion
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IV. DISCUSSION

A. Measurement of rest state by NIRS

From the experimental results, we confirmed that the
peaks of NIRS data and ECG data were nearly identical. In
particular, we confirmed a characteristic peak near 1.1 Hz,
which is considered as the period of the R wave in the ECG
data. Furthermore, we confirmed that the amplitude
component of the NIRS data is attenuated by the low pass
filter produced based on 1.1 Hz. The above results were
consistent with the frequency (0.85~1.5Hz [50~100 BPM])
of normal heartbeat of an average male in his twenties.
However, the low-pass filter attenuated frequencies of 1.1 Hz
or higher and had drawbacks such as not being able to
remove breathing motion. Therefore, in Experiment B,
filtering using the AR model was examined.

B. Artefact reduction of NIRS data using the AR method

Figure 14 shows the results of the FFT analysis of
Figures 11 and 12. From Figure 14, the artefact due to
breathing motion and the artefact due to a decrease in
heartbeat from about 0.3 Hz as the difference in frequency
components increases. We thought that the above results
were related to the breathing frequency (0.2~0.3Hz
[12~18BPM]) of adult males. As a result, Figure 12 has a
very high possibility of being an artefact due to breathing
motion. Also, Figures 5, 14 and 11 show a very high
possibility of artefacts due to heartbeat. From the above
results, Figure 13 considers that respiratory motion and
heartbeat artefact could be removed from NIRS data. In this
study, we succeeded in removing artifacts due to respiratory
motion and heartbeat which could not be eliminated by a
low pass filter using a method based on the AR model.

Figures 15 to 25 show the results of applying the AR
method to NIRS data of other subjects. We confirmed the
removal of the noise ingredient by a heartbeat and
breathing motion from the NIRS data of all subjects. We
measured brain activity of resting subjects. This study
assumes that there is little change in brain activity. As a
result, by removing the noise component from the NIRS
data, the change of the NIRS signal was reduced.

V. CONCLUSION AND FUTURE WORK

In this experiment, we measured the brain activity of the
resting subjects. In other words, we supposed that a lot of
noise ingredients were included in the NIRS data than a brain
activity signal. We estimated the heartbeat artefacts and
breathing motion artefacts included in noise using the AR
model. We were able to estimate AR coefficients with high
precision from ECG data. In addition, we were able to
estimate the AR coefficient from the frequency that we set
optionally. In this study, we succeeded in removing specific
frequency components using the AR model estimated from

AR coefficients. From these results, it is considered that high
accuracy filter processing is possible using this study method.
In the future, we will also consider ways to eliminate other
noise factors (such as movement of the body). Moreover, by
applying the proposed method to conventional studies, we
aim to improve brain region identification and statistical
accuracy which could not be clarified by conventional
experimental methods.
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Figure 13. Filtered NIRS data

Figure 14. FFT analysis results of Fig. 11 and 12
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 Subject B

 Subject C

 Subject D

 Subject E

 Subject F

Figure 15. NIRS data of subject B

Figure 19. NIRS data of subject D

Figure 21. NIRS data of subject E

Figure 17. NIRS data of subject C

Figure 23. NIRS data of subject F

Figure 16. Filtered NIRS data of subject B

Figure 24. Filtered NIRS data of subject F

Figure 22. Filtered NIRS data of subject E

Figure 20. Filtered NIRS data of subject D

Figure 18. Filtered NIRS data of subject C
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Abstract—This paper describes the design, development and
evaluation of BrainSnake, a cooperative multi-brain closely-
coupled brain-computer interface (BCI) game based on alpha
activity. BrainSnake uses communication to address common
shortcomings of BCI as an interaction modality. A within-subject
study was performed to understand the value of communication
in a BCI setting by putting players in both a “co-present”
and “remote” condition. Results draw a complex picture of
player experience but indicate that participants attributed
more control over the snake character and less frustration to
the co-present condition. Moreover, there was a preference
for balancing communication and BCI input while playing
the game. Recommendations for future design of cooperative
multi-brain BCI games are derived.

Keywords—brain computer interface; game design; multimodal
interaction; user experience; communication.

I. INTRODUCTION

In recent years, Brain-Computer Interfaces (BCIs) have
been investigated as an input modality for user interfaces in
recreational human-computer interaction (HCI), such as art [1]
and games [2] [3]. At present, multi-brain BCI games enable
multiple users to work towards the completion of cooperative
or competitive tasks [4] [5]. However, BCI as an input
modality still comes with a number of issues preventing it from
becoming mainstream, such as delays in inputs, bad signal
recognition, long training time, and cumbersome hardware
[4]. Nevertheless, research on User Experience (UX) in games
provides cumulative evidence that the use of (multi-brain) BCI
as an interaction modality has considerable potential for the
gaming community [3]–[6].
Research suggests that multi-player game setups may be

preferred over single player mode with regard to fun and
motivation [5]. However, to the best of our knowledge,
no attention has been devoted to how people experience
communication in multi-brain BCI games and how in-game
communication should be implemented. This is due to the
fact that Electroencephalography (EEG) recordings are easily
disturbed by facial expressions, speech and bodily movements
[4], limiting the scope of efficient modes of communication.
This poses a challenge to BCI game designers.
We invite BCI researchers and game designers to view

shortcomings of BCI in a new light. [6] makes a case for con-
sidering shortcomings of BCI in traditional BCI applications
as in-game tasks and challenges from a game design point of

view [6] [7]. One way to overcome these shortcomings is by
using BCI as a complementary control modality. An example
of such a BCI implementation is AlphaWoW, a variant of
the popular videogame World of Warcraft, which calculates
power in the alpha frequency (8-12 Hz) of the brain to control
the shape-shifting ability of certain playable characters: when
the user experiences stress, such as under in-game battle
conditions, there is little alpha activity, and the character
changes into a powerful bear form. Once the user starts to
relax, alpha activity increases and the character reverts back to
its natural elf shape [6]. However, such an implementation of a
BCI is passive, i.e., the user is not directly controlling the game
with brain activity. One of the easiest ways to control alpha
activity is by closure of the eyes, however this introduces a
counterintuitive control mechanism: alpha activity is increased
when the subject closes their eyes, and by doing so, they
give up visual feedback. Moreover, it takes a few seconds
to induce higher alpha activity and for the system to detect it
[4], preventing BCI players from playing fast-paced games.
Nonetheless, alpha activity is still worth exploring, since

retrieving alpha band frequency is comparably uncomplicated
without (extensive) training and it only requires a few elec-
trodes for signal acquisition. Hence, inspired by Nijholt et
al., we explore alternative ways of using BCI as a game
input modality aimed at overcoming common shortcomings
of alpha activity. For this, we propose “BrainSnake”, a game
with a novel design that uses both verbal player interaction
and eye closure as main gameplay mechanics. Additionally,
we investigate how the presence of direct communication, or
the lack thereof, may affect playability and user experience of
a multi-brain BCI game.
Section II of this article illustrates the design and imple-

mentation of BrainSnake and its novel interaction modality
based on alpha activity. Section III describes the design and
execution of a user study in which players evaluated Brain-
Snake under different inter-player communication conditions.
Results of the user studies are reported and discussed in
Section IV. Finally, in Section V, conclusions are drawn
and recommendations for future designs of (alpha-based) BCI
games are given.

II. GAME DESIGN
BrainSnake is based on the popular game “Snake”, in which

a snake character made up of dots has to collect pieces of
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Figure 1. Screenshots from the final version of BrainSnake.

food on the screen whilst avoiding its own tail. The body of
the snake grows by one dot for each piece of food collected,
gradually increasing the difficulty of the game. Game over
occurs when the snake eats its own tail (or hits one of the
screen borders). BrainSnake adopts a similar gameplay in
which two players have to collect apples by sharing control
over the snake character. Both players control the snake
avatar using their brain activities to turn either left or right.
The complementarity-based control [8] was expected to elicit
cooperative activities typical of closely-coupled games (e.g.,
“working out strategies together”) which may be affected by
the presence of communication (or lack thereof) [9]. Fig. 1
shows the graphical interface of the game, showing the snake
avatar in yellow and collectable apples in red. Moreover, the
current score, high score and the amount of deaths is visible
in the bottom corners of the screen.

A. Gameplay and Interaction
The interaction of BrainSnake is designed to compensate

three main limitations of alpha activity as an input modality.
Firstly, alpha activity is most suitable for being used as a
binary input despite being measured on a continuous scale,
since it is difficult to regulate. Secondly, inducing and detect-
ing alpha activity requires time, which results in a delay of
a few seconds [4]. Thirdly, in order to induce alpha activity
effectively, the subject has to close their eyes.
In the classic Snake game, the player has to choose, real-

time, between “no action”, “turn left” and “turn right” in order
to direct the snake. This type of input combined with the
delay in detecting alpha activity and lack of visual feedback
over the game, would be likely to affect the playability of the
game negatively and make players frustrated. To overcome
this, BrainSnake featured a social component. Two players
played the game together so that, whenever one player closed
their eyes to induce alpha activity, the other player could act
as the feedback provider communicating the state of the game
to their partner. Game controls were designed such that, if
there is no input from either player, the snake will move
forward in its direction. One of the players can take ‘control’
over the snake by increasing their alpha activity. When this
happens, the snake stops moving and goes into a “rotation
mode”. Depending on which player took control, the snake’s

head will rotate either left or right to a 90 degrees angle,
as visualized in Fig. 2, in steps of 0.5 degrees per frame.
When the controlling player opens their eyes - and reduces
their alpha activity - the snake will be “released” and move
forward again. When a player takes control over the snake, the
alpha activity of the other player will be neglected and will
have no influence on the gameplay. Additionally, the game
uses audio assistance as another modality to indicate when the
snake rotates, eats an apple, or when it dies. In contrast to the
classic snake games, when the snake hits one of the borders
of the screen, it bounces back instead of dying, reducing the
overall difficulty of the game.
This interaction mechanism overcomes the earlier men-

tioned limitations of alpha-based BCI as (i) the binary (high
or low) input is split over two players, (ii) the delay in
response can be corrected by the other player (in the form
of feedback) and (iii) there is an additional pair of eyes
for the players to help them keep track of the state of the
game. Additionally, this setup allowed to further stress the
complementarity cooperative game pattern of BrainSnake:
while it is possible to play the game without communication
and rely on acoustic feedback only, even when the player’s
eyes are closed, talking to each other is expected to make the
gaming experience more enjoyable [9].

B. Implementation
The implemented BCI system consisted of three subcompo-

nents for EEG-data acquisition, data pre-processing and game
visualization. For the data acquisition a BioSemi Active 2 [10]
was used to buffer the raw EEG signals of 7 channels [C3,
Cz, C4, P3, P4, O1 and O2] using a 7 to 12 Hz temporal
filter to record the alpha waves. OpenVibe [11] was used to
pre-process the data into a numeric representation of the alpha
activity of the player. Lastly, the binary classification of the
alpha activity (high or low) as well as the game visualization
were done with the Unity game engine [12].
High or low alpha activity is detected by means of the in-

coming data-signal from OpenVibe. The signal was duplicated
and filtered with an infinite impulse response filter to reduce

Figure 2. Players have joint control over the snake, one player rotates the
snake’s head left and the other player rotates it right. Rotation happens in steps
over time (θ1) till a 90 degree angle is reached, after which the snake will
rotate back to its original position. Rotation continues till the player ‘releases’
the snake.
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noise; it was then analysed alongside with the raw samples to
determine high and low alpha activity according to a static,
pre-determined threshold. When the filtered signal reached the
threshold (for a certain amount of samples), the subject was
classified as having high alpha activity, triggering the rotation
mode in the game. By contrast, when the raw signals stayed
below the threshold for a certain amount of time, the alpha
activity was classified as low.

III. METHOD
A. Study Design
A within-subject experimental design was devised to in-

vestigate how players experienced different modes of com-
munication in a BCI setup. This included two experimental
conditions: (i) a “co-present setup”, in which the two players
were located next to each other, allowing them to communicate
face-to-face while playing; and (ii) a “remote” set-up, in which
the players were physically separated from each other by a
wall and prohibited from communication. Fig. 3 illustrates
the experimental setup of both conditions. Each participant
experienced both conditions. The order of completion was
counterbalanced. A within-subject design was chosen to allow
participants to make well-informed comparisons between both
modes of interaction. Player experience was assessed quan-
titatively using the Game Experience Questionnaire (GEQ)
[13] once after each condition. Next to this, a semistructured
interview was conducted at the end of the experiment to
capture player experience qualitatively. Topics discussed in
the interview included the seven core dimensions of the GEQ,
user experiences regarding the different modes of interaction,
difficulties encountered while playing BrainSnake, as well
as user suggestions regarding improvements of inter-player
communication.

B. Participants
A total of 12 participants (ten male, two female) aged 18 to

28 (M = 23.5, SD = 2.939) were recruited to take part in the
experiment. Participants were all students from the University
of Twente recruited through convenience sampling. Six pairs
were formed with the intention of pairing up participants who
did not know each other prior to the experiment. This was
done to prevent relationship bonds from biasing the game
experience of our participants.

C. Procedure
Prior to the experiment, participants were briefly introduced

to their partner and asked to fill in a demographic question-
naire, including questions about their previous experience with
games and BCIs. Moreover, participants were briefed on the
experiment and instructed what was required from them in
order to play the game. The participants were then equipped
with a BioSemi cap and set up for a short individual training
session. During training, the game is played in single-player
with the snake only able to rotate in one direction. Once
both participants reached enough confidence with the BCI, the
multiplayer version of the game was introduced in one of the

two experimental settings. In the remote condition, a partition
wall was placed between the two players and earphones were
used to ensure that no verbal communication would occur
between the two players. Each game session lasted eight
minutes and was followed by an administration of the GEQ.
After both conditions were played, the BCI equipment was
removed from each participant who was then asked to take part
in an individual, audio recorded 20-minute interview aimed at
further investigating dimensions from the GEQ as well as their
personal experiences with the game in each condition.

D. Ethics
All participants were asked to sign an informed ethical

consent form prior to the experiment. Participants were in-
formed that they would be required to wear EEG equipment
and that the data collected would be anonymised and only be
used for research purposes. Moreover, participants were asked
for consent to have their interview sessions audio recorded.
This research was approved by the ethics committee of the
University of Twente. No funding is received for this research.

E. Measurements
The GEQ consists of three modules: a core module which

measures game experience on seven components calculated
from 33 items: Immersion, Flow, Control, Positive and Neg-
ative Affect, Frustration, and Challenge. The remaining two
modules, the social presence module (three components cal-
culated from 17 items: Psychological Involvement - Empathy,
Psychological Involvement - Negative Feelings, Behavioural
Involvement) and the post-game module, assess psychological
and behavioural involvement of the player with other social
entities, and how players felt after they stopped playing,
respectively. The post-game module was not included in this
study because it is targeted at assessing naturalistic, rather than
experimental gaming. All items of the GEQ are measured on a
five-point Likert scale with answers ranging from 0 to 4. The
GEQ was filled in by the participants after each condition. The
interview schedule was partly inspired by the GEQ, covering
six of the seven dimensions of the core module of the question-
naire. The dimension of Immersion was left out intentionally
because immersiveness was not an aim of the developed game.
Moreover, the interview schedule was targeted at exploring the
communication between players and the suitability of either
mode of communication for cooperative or competitive game
settings.

IV. RESULTS & DISCUSSION
Internal consistency reliability was assessed for the relevant

GEQ modules using Cronbach’s alpha, the core module (co-
present condition α = .807, remote condition α = .886) and
the social presence module (co-present condition α = .856,
remote condition α = .919). For the semi-structured interviews,
a coding scheme was developed following a grounded theory
approach to identify patterns, contrasts and similarities in par-
ticipants’ responses [14]. The coding scheme was informed by
the measured constructs of the GEQ. Pattern-based inspection
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(a) (b)

Figure 3. Experimental setup for the co-present (a) and remote (b) condition.

was then performed based on the Cooperative Performance
Metrics (CPMs) proposed by El-Nasr et al. [8]. As BrainSnake
was designed following patterns typical of closely-coupled
games [9], it was expected to raise a need for communication
between the two players, reflected in CPMs such as “helping
one another” and “working out strategies together” [8].
Results suggest that mode of communication did influence

all the investigated aspects of player experience, although the
obtained results draw a complex picture: player experience
was affected, amongst other things, by individual differences
and the level of harmony between players. This is also re-
flected in the high standard deviations of the GEQ core scores
in Fig. 4. Similar results were obtained for the social presence
module, as shown in Fig. 5. In the co-present condition, where
direct verbal communication was allowed, participants tended
to feel more psychologically and behaviourally involved with
their partners. However, the obtained scores for the social pres-
ence components show great individual differences, whereas
the results obtained from the semi-structured interviews give a
more complete picture of how participants experienced playing
BrainSnake and the interaction with their partners. In the
remainder of this section, the results from the interviews are
discussed.

A. Control

Eight participants explicitly indicated that they had a higher
perceived control in the co-presence condition. Only one of
the participants felt more in control in the remote condition,
naming the lack of pressure from having to engage in com-
munication with an unfamiliar person as a potential factor for
this. P5-1: “I was doing my thing, and let him do his thing,
and it kinda worked better”. It should also be noted that three
of the participants felt that their partner was more in control
of the character than they were, and that they were feeling
overpowered by the other’s level of control on the snake. P5-
2: “I felt that’s because she kept turning, I could not turn…
somehow, because she kept doing it, it was overpowering”.
This could be accounted as an instance of the Got in each
other’s way CPM [8] in which one player’s actions slow down
the other’s.

B. Flow
Seven participants stated having experienced more flow in

the co-present condition. Participants attributed the experience
of flow to either i) the presence of their partner in the co-
present condition, ii) being able to focus more on themselves
and their actions in the remote condition, iii) the increasing
skills level in the second game session (regardless of the ex-
perimental condition). The flow of one participant was actually
compromised due to the increasing frustration throughout the
course of the experiment. Despite the fact that the same written
definition of flow was provided during each interview, the
variety of responses suggests that each participant provided
an answer according to their own mental model and personal
concept of flow. As it turns out, the concept of flow is
difficult to understand and might be more suitable for indirect
assessment in subsequent research.

C. Frustration
Nine participants felt more frustrated in the remote con-

dition. Two participants felt frustrated due to the absence of
communication options in the remote condition. P5-2: “I felt
more frustrated because I couldn’t verbally communicate with
the other player”. However, lack of control over the game
character was named as the main source of frustration. P6-
1: “I felt like the system is just not picking up enough of
what I want to do”. This is in line with earlier research on
user frustration due to malfunctioning control systems in HCI.
For instance, Reuderink, Nijholt and Poel (2009) succeeded
in inducing frustration in players of an adapted Pacman game
by manipulating the user input and visual output of the game.
Results obtained from the current study confirm the paramount
importance of well-functioning game controls for minimising
user frustration in HCI in general, and for BCI games in
particular.

D. Challenge
A number of participants perceived both conditions as

equally challenging, albeit for different reasons. Lack of
communication in the remote condition added challenge for
some, as one could not rely on their partner for the timing of
the controls. P3-1: “You can’t work with each other, you can’t
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Figure 4. GEQ core component scores. High standard deviations are visible
due to the individual game experiences of the participants.

talk...”. For others, managing communication while playing
was regarded as more challenging since verbal communication
distracted participants from entering a state of relaxation. P1-
2: “I felt more challenged in the first round because you had
to communicate and actually motivate each other and talk to
each other”. One of the participants mentioned that having
to rely on communication added challenge because their
partner was not “in sync” with them. P5-2: “Because we had
completely different ways of planning, then the communication
made it really hard”. Others pointed out how not being able to
communicate added the challenge of having to rely on intuition
to anticipate the other player’s moves. P1-1: “The challenge
was understanding the other player”.

E. Positive & Negative Affect
Overall, BrainSnake was well-received by the participants.

Eight participants showed enthusiasm towards the BCI con-
trol mechanism, while four stated that they appreciated the
cooperative nature of the game. P1-2: “I liked the way you
could play the game with another player. So you actually
had to work together”. Two participants stated that they
enjoyed the added challenge of having to rely on intuition
to anticipate their partner’s move in the remote condition. P3-
2:“I preferred the one where we were not allowed to talk to
each other ‘cause I think that’s more challenging to get the
feeling of what the other is doing”. When asked what they did
not like about BrainSnake, five participants pointed out the
earlier mentioned delay in detecting alpha activity and three
participants indicated that they did not like having to close
their eyes to perform a game action. P4-2: “(...) that is not
really what a player enjoys generally. You want to be able to
track what you’re controlling.”

F. Effect of communication on alpha based BCI
Ultimately, responses from around half of the participants

suggest that there may have been a trade-off between com-
municating with a partner and being able to regulate levels of
relaxation and focus in order to control the character. These

Figure 5. GEQ social component scores. Similar to the core components,
high standard deviations are visible.

participants stated that either communication made it harder
for them to regulate their alpha activity, or that it would be
preferable to keep communication to a minimum in order
to keep one’s mental state stable. P1-2: “I was a bit more
distracted in the first round, because you have to talk to each
other and you can’t only concentrate on what you’re doing on
the screen”. This could be accounted as another instance of
the Got in each other’s way CPM, although this could likely
be influenced by individual differences. For instance, a few
players seemed concerned about getting a high score and even
the CPM of worked out strategies which involved keeping
communication with their partner to a minimum. P6-1: “We
spoke about strategies, how to achieve the most points in the
game. During the game, we tried to keep the communication to
a minimum. I tried it, to not distract my partner when he had to
go into relaxation”. Another participant, admittedly unfamiliar
with gaming, only enjoyed playing BrainSnake in the co-
present condition thanks to the communication component.

G. Limitations

One noteworthy limitation of the current study is the fact
that participants were exposed to a cooperative game while
being questioned about a hypothetical competitive game set-
ting in the subsequent interview. Similarly, participants were
offered only one form of communication during the game ses-
sions, namely direct verbal communication, but subsequently
they were asked about their preferences for hypothetical
alternative forms of communication. Participants’ statements
regarding their preferences for either mode of communica-
tion for a competitive or cooperative game setting and their
preferences for a specific form of communication have to be
interpreted with caution. The inspection of CPMs was also
performed based on user interviews rather than by analysing
recorded gaming sessions, which made it difficult to identify
metrics such as laughter or excitement together and got in
each others’ way. Future studies should consider investigating
the effect of communication modalities on players’ experience
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with novel BCI mechanisms in more detail, for instance by
analysing recorded gaming sessions.

V. CONCLUSION
The current study exemplifies how game design allows

users to play fast-paced BCI games using alpha activity,
addressing common limitations associated with this input
modality. Evaluation of the communication component of
BrainSnake shows that most participants attributed more con-
trol over the snake character and less frustration to the co-
present condition, albeit for different reasons. Moreover, most
participants found playing in co-presence more enjoyable,
while many felt that the lack of communication in remote
added frustration and/or challenge to the game. Nonetheless,
a few participants reported enjoying the extra challenge of not
being able to communicate in the remote condition. Multiple
participants suggested that there could be in fact a trade-off
between direct communication and alpha based BCI, and play-
ers who self-reportedly worked well with each other worked
out strategies which involved minimal use of communication
in order to maintain focus. After having played BrainSnake,
participants expressed their own ideas on alternative ways
of communication (e.g., in-game visual and auditory cues)
that could be implemented to enhance cooperation while
compromising alpha activity as little as possible. Conceivably,
the counterintuitive control mechanism of eye closure was
received with mixed feelings: despite the fact that a few
participants were intrigued by the interactive potential of this
game mechanism, many regarded it as a main source of
frustration.
Ultimately, BrainSnake was well-received and we suggest

that novel gameplay mechanisms and dynamics departing from
traditional gameplay should continue to draw genuine interest
in the BCI game community. While individual and contextual
differences in the way players experienced BrainSnake make
drawing general conclusions difficult, the development of
BrainSnake and insights from our participants’ responses are
of potential interest to those involved in the design and
development of BCI games. In conclusion, the following
recommendations are made:

• When using alpha waves or other BCI-paradigms as input
modality for games, it is worth to think about creative
compensations for its limitations as this can result in in-
teresting new interaction modalities. For example, future
work should look into assistive game mechanisms, such
as one player having control over the movement of a
character, while another player controls its speed or the
direction of the camera [15]. This may potentially lead to
improved game performance and enhanced immersion.

• Results indicate that closely-coupled cooperative BCI
games based on alpha activity benefit from subtle, less
intrusive ways of communication between players, while
face-to-face verbal communication may disrupt one’s
levels of focus or relaxation causing players to get in
each other’s way more often. Future work should focus
on extending this knowledge into other BCI-paradigms

as well as exploring less intrusive ways of communica-
tion. For example, previous research shows that tactile
feedback can be useful when the visual channel is highly
loaded by a complex task [16] [17]. This may also benefit
communication in BCI games.

• On the contrary, the use of direct verbal communica-
tion could be of potential interest for competitive BCI
games based on alpha activity as, for example, verbal
communication may allow for strategic manipulation of
the opponent. Novel interaction modalities that allow to
interfere with the opponent’s ability to control the game
are conceivable and worth investigating in the future.
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Faculty of Computer & Informatics Engineering

Istanbul Technical University, Turkey
Email: {anbardan16, torkan15, mhaish, gokhan.ince, djduff}@itu.edu.tr

Abstract—In this paper, we present a new approach to real-
time tracking and sonification of 3D object shapes and test the
ability of blindfolded participants to learn to locate and recognize
objects using our system in a controlled physical environment.
In our sonification and sensory substitution system, a depth
camera accesses the 3D structure of objects in the form of point
clouds and objects are presented to users as spatial audio in
real time. We introduce a novel object tracking scheme, which
allows the system to be used in the wild, and a method for
sonification of objects which encodes the internal 3D contour
of objects. We compare the new sonfication method with our
previous object-outline based approach. We use an ABA/BAB
experimental protocol variant to test the effect of learning during
training and testing and to control for order effects with a small
group of participants. Results show that our system allows object
recognition and localization with short learning time and similar
performance between the two sonification methods.

Keywords–sensory substitution; sensory augmentation; point
clouds; depth camera; sonification; object tracking.

I. INTRODUCTION

Sensory substitution systems convert information from one
sensory modality into another. They are potentially of great
help for sense-impaired individuals, for example allowing
individuals to locate and grasp objects [1], to navigate [2] or
to appreciate visual patterns through sound [2][3]. They can
also be used to answer questions about human perception [1].

We present a visual to auditory sensory substitution system,
and we are concerned in particular with navigation, object
recognition and object manipulation tasks. We would like users
to be able to use the system to navigate with environmental
awareness in unstructured environments, interpret novel ob-
jects from a distance, eat meals, and so forth.

The challenge in building such systems is in presenting
sensory data to end users in a comfortable, learnable and un-
derstandable way. Until now, these systems have not reached a
wide enough audience to supplant more basic but non-intrusive
systems like the white cane or guide dog. We attempt to im-
prove on these systems by using time-of-light and structured-
light sensors which shortcut the problem of getting the depth
of objects in a scene, and work by first extracting perceptual
objects and spaces and then and generating meaningful sounds
to allow their localization and recognition.

As a first step, we enabled users to localize single objects
on a table top using simple spatial audio and tones to sonify
direction and distance of objects [4]; next, we investigated
different approaches to sonification of simulated 3D shapes
[5]. An open research question is whether such sonification
methods can be used in the real world; as such, in the current
paper, instead of only sonifying simulated shapes, we test
a new version of our system that enables localization and
recognition of objects on the floor in an empty room. We allow

Figure 1. Left: Our system in use. Right: The data-flow pipeline of our
sensory substitution system. Frames from the depth sensor are received at

approximately 30Hz and are processed into sound.

users to move around freely and interact with objects actively
using our system. The system in use during testing can be seen
on the left of Figure 1.

In order to enable more sophisticated, longer lasting sounds
to allow better discrimination of object parts, we build on
previously developed object/part segmentation and background
noise reduction techniques [4], implementing a scheme for
consistently tracking object parts from frame to frame. We also
realize a proto-object concept based on segmenting, tracking
and sonifying multiple parts of objects separately so that users
can understand the shape of objects as the assembly of their
sonified parts. Finally, we improve the sonification approach
to sonify not just the external contours (outlines) of objects,
as previously done [5], but to completely sonify all internal
contours of the object using a direct encoding of the full visible
3D shape of the object as sound waves. A summary of the
flow of data for each frame in our real-time system can be
seen on the right of Figure 1. We evaluated the performance
of our system as it was being learnt and used, using a variant
of an ABA/BAB test to capture the effect of learning, order
effects, and to compare our different sonification approaches
on a small sample of ten participants.

The rest of the paper is structured as follows. In Section
II, we discuss related work. In Section III, we describe
technical details, then experiments and results for localization
and recognition problems in Sections IV and V, respectively.
Finally, future work is discussed in Section VI.

II. RELATED WORK

A variety of sensory substitution systems exist, including
tactile-tactile, visual-tactile and visual-auditory; our work is a
visual-auditory sensory substitution system. As a system that
can create non-speech sound from data, ours may also be
considered a sonification system.
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The most well-known visual-auditory sensory substitu-
tion/sonification system is the vOICe [1][3] system, which
scans gray-scale image snapshots acquired from video left
to right over time, mapping vertical location and intensity
of pixels to frequency and amplitude of sound waves. It is
possible to use this system to sonify depth images; in contrast,
our system is built around the metric 3D structure of the
scene as embodied in its point cloud, spatial audio, and the
principle of real-time responsiveness. With respect to shape-
focused systems, Yoshida et al. [6] sonify 2D shapes on a
touch screen by allowing users to explore edges in the image
with a finger, producing a sound using the same scheme as
with the vOICe, but local to the finger. When the user loses
the edges, cues help them find their way back. In See ColOr
[2], a depth camera is used, and different instruments (like
piano, flute, trumpet) with different properties and in different
combination are used to represent different hues.

In the augmented reality work of Shelley et al. [7], users
can touch simulated 3D objects and manipulate them with
a visual-haptic interface with sound generated from the 3D
contours of the object. The local curvature and cross-sections
of objects are transmitted as frequency over a carrier wave that
is either sinusoidal, a cello wavetable or modally synthesized,
and with a haptic force feedback component.

Another close work in conception is the real-time navi-
gation aid of Dunai et al. [8], which uses a stereo system
to calculate depth images. After tracking and segmentation,
objects with high importance like cars, humans, buildings,
animals, and also free space 5 to 15 meters in range, are
determined, and the closest object and free space are sonified
with a synthetic instrument. Frequency, binaural cues and other
sound properties represent distance, direction, and speed. The
system is designed primarily as a salient hazard detector.

In our previous work [5], we presented two different
approaches to 3D shape sonification: a method based on object
recognition techniques commonly used in cognitive robotics
applications that first recognizes an object and then chooses
an instrument to sonify it accordingly, and a method in which
sound waves are directly generated based on objects’ outlines
in an image - no attempt is made to account for the internal
shape of objects. Moreover, that system was tested using
artificially generated 3D objects on the problem of object
recognition. In contrast, although using a simple sonification
scheme, mapping object size or distance to frequency, the ear-
lier incarnation of our system [4] was tested in real scenarios,
on the problem of object localization. Conversely, the current
paper proposes a scheme for sonifying the interior shape of
an object, and compares it to the outline contour approach
implemented previously [5]; moreover, here we also introduce
new object tracking capabilities to adapt the approaches to
real physical scenarios on both tasks - object localization and
recognition.

III. TECHNICAL DETAILS

Figure 1 shows the full data-flow of our system, from
acquisition of a point cloud from the depth sensor to its soni-
fication, and reflects at a high level our software architecture.

Our system was conceived as an application of the soni-
fication of shape in the context of sensory substitution, to
make use of depth cameras like the Asus Xtion used in the
current experiments, which can access the 3D structure of most

Figure 2. Example of the best association between segments in two
consecutive frames (A and B). Letters show segment-ID, numbers show

track-ID and black dots show the centroid of the segments. Each matched
segment at frame t gets its track-ID number from its match at time t− 1. If

there is no match, it is given a new track-ID.

indoor environments directly, in the form of depth images and
point clouds. Indeed, advances in stereo vision, structure from
motion, and depth from monocular cues are rapidly making
the use of point clouds cheaper and more accessible.

A. Filtering and Segmentation
Our original aim was to segment the point-cloud scene

acquired by the camera into proto-objects based on structural
edges between relatively smooth surface parts; these proto-
objects we hereafter call segments. Segmenting objects in this
way provides proto-objects that are relatively simple in terms
of the local structure of their surface and as such suitable
for later mapping on to sound primitives. As this is the first
time this problem has been approached in the literature, in the
first instance we adapted a common segmenting trick used in
tabletop robotics [4] - removing the table from the scene and
finding connected segments in the remaining point cloud.

In the current work, we return to the proto-object concept
and segment and sonify multiple proto-objects in real-time
based on sharp changes in the orientation of surfaces in an
object, anticipating that their collective sound should help
identify the object from which they are made. However, we do
continue to filter out large planes, typically constituting walls
and floor, to enable users to focus on object understanding.

B. Segment Tracking
In previous work [4], we were able to sonify an object

by segmenting each new frame and playing a short sound
interpolated from the previous sound. Since frames are re-
ceived approximately every 1

30s, and each frame is treated
independently, we could only play sounds with a structure
lasting 1

30s. Moreover, because we sonified one segment/object
at a time, we did not face problems with segments being
confused with each other. However, in the present work we
use improved kinds of sonification, in which sounds can last
for several seconds, and we sonify multiple segments. We
need to keep track of the identity of correct segments over
multiple frames. Our approach is to keep the segmentation
part of our pipeline but to associate segments over time using
combinatorial optimization.

Figure 2 shows an ideal output of the tracker’s data
association. Due to noise, the sensitivity of camera to some
materials, and the sensitivity of the segmenter to thresholds,
objects might be segmented in different ways over time and
the order in which segments are output from segmenter can
change arbitrary from frame to frame. As can be seen in Figure
2 one segment (e.g., C) can split (into G and H) and two
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Figure 3. The proposed approach to shape sonification including internal
contours. Top: The 3D object face, and selected superimposed internal

contours from top to bottom (A,B,C). Bottom: corresponding waveforms;
combined, an entire waveform can be constructed.

segments (e.g., A and B), can merge (into F). Our tracker
handles merging and splitting by amalgamating close segments
if the amalgamated segment matches a previous segment well.
This is essential because appearing and disappearing segments
lead to ambiguous and confusing sound.

Our data association approach evaluates each set of asso-
ciations based on a cost function, which takes into account the
distance between centroids and the first moments of segments.
These features are simple, fast to compute and sufficient for the
task at hand. After generating possible associations and eval-
uating them, the association with best cost is selected, track-
IDs are allocated and segments are sent to the sonification
subsystem.

C. Sonification
The sonification subsystem takes as input the segments

extracted by the segmentation and their IDs as applied by
the tracking. It keeps track of which segments (IDs) are new,
which have previously been seen, and which have disappeared.
The cleanest sound was produced not by adjusting the sound
over time but instead reproducing the sound associated with
the segment as seen in the frame in which the sound started
playing. Once a sound is finished playing, the segment can
be sonified again. As long as an object is visible, the 3D
location of the sound is updated according to the present
centroid of the object and the initially calculated waveform is
fed incrementally to the sound rendering subsystem in such
a way as to minimize delay and artifacts, by tracking the
expected frame-rate. If an object stops being visible its sound
is faded out over the period of a frame (roughly 1

30s).
We use two approaches to generating the waveforms used

in the sonification: “external” and “internal” contour.
1) External Contour: This approach [5] works on the 2D

organized point cloud extracted from each segment. This is
essentially a calibrated depth image containing a channel for
each of x, y and z coordinates. Point clouds remain organized
in a 2D array even after segmentation and tracking in order to
maintain our high frame-rate. The organized point cloud for
each segment is a cropped window around the segment with
a mask defining the segment shape.

The external contour approach works by tracing the outline
(external contour) of the object in the organized point cloud
to create a carrier wave which is subsequently frequency and
amplitude modulated; the modulation is done by scanning the
object top-to-bottom and using the width of the object at each
vertical location to modulate the carrier [5].

2) Internal Contour: Gholamalizadeh et al. [5] discovered
that the lack of interior shape information (inside the ex-

ternal contour) was one drawback of the direct sonification
method compared to the indirect (recognition-based) method.
We attempt to rectify that by extracting information about
both external and interior contours of the segment/object to
be sonified. The new method is visualized in Figure 3. The
object is scanned top to bottom, and for each row of points
(essentially a row of pixels), the object depth at each point
becomes a sample in a waveform. Interpolation is done to
increase and decrease the frequency/speed of the wave. Thus,
the frequency of the sound will depend on the width of the
object as it is scanned top-bottom and the exact shape of
the waveform produced will depend on the horizontal cross-
sectional shape of the object.

Important caveats are attached to the current instantiation
of this approach. Firstly, it was planned that depths in the
object be produced relative to the average depth of the object.
However, for an object with no significant internal contours,
such as a flat surface facing the camera, this produces no
sound. We could normalize the amplitude of the wave but
this then vastly amplifies noise. So instead of relative depth
of each point, we use the depth from the camera center to the
point. However, the depth to the camera greatly overwhelms
any other value and produces essentially a square wave no
matter the shape of the object. Thus, in order to transmit
internal contours to the user, in addition to the above-described
scheme, we average multiple rows of the object and use the
resulting averaged 1D array to do amplitude modulation of the
object while the relevant part of the object is being sonified.
This results in a consciously discernible oscillation in the wave
that serves to encode cross-sectional shape.

IV. TRAINING AND EXPERIMENTS

We investigated the ability of users to localize and recog-
nize objects in a restricted indoor physical scenario, comparing
internal and external contour shape sonification approaches.
For this purpose, we designed an experiment involving both lo-
calization and recognition tasks, where each of 10 participants
(mean age 25, 9:1 male/female ratio) participated in either an
ABA or BAB experiment. Due to the experimental nature of
the prototype, we only worked with sighted individuals. 50%
of participants had experience with a previous iteration of the
system. Half of participants used the system with internal
contour sonification (A), followed by the external contour
sonification (B), and again the internal contour sonification
(A). The other half of participants used the external (B) then
internal (A) then external contour based sonification (B).

The main idea behind conducting ABA/BAB experiments
is to investigate the order effect of conditions [9]. Since we
have limited time with each participant as well as a limited
number of participants, we wanted to evaluate both conditions
with each participant - moreover, random-sample based ex-
periments require an order of magnitude greater sample size
compared to matched experiments. We also want to analyze
the effect of experience with the system on performance.
Before conducting each of the three tests in the ABA or BAB
sequence, an independent training session was conducted. In
each test, participants are asked to first localize a single object
in their near environment and then recognize it.

For the localization task, blindfolded users were asked to
localize an object placed in one of six possible locations by
walking and pointing. A map of the environment and possible
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Figure 4. Map of the experiment room with six possible object positions.
LN: left near, LF: left fat, CN: center near, CF: center far, RN: right near,

RF: right far, H: Home location of the participant.

locations for objects is in Figure 4. After the localization task,
users were asked to use the system to recognize the object.

Six arbitrary objects with disparate shape, size and com-
plexity were chosen as an initial challenge to the capability of
our sonification method. The objects and output of segmenter
for each object are illustrated in Figures 5 and 6, respectively.

Next, training and test protocols are described.

A. Training sessions
The training protocol was exactly same for both encoding

approaches (internal and external). First, a short verbal expla-
nation of the system, encoding approaches, and the rules for
experiments were given by the experimenter; this took five

Figure 5. Set of objects used in experiments.

Figure 6. Segmented 3D images obtained from the objects in Figure 5.
Top-left: plant, Top-middle: box, Top-right: drawer, Bottom-left: stool,

Bottom-middle: ball, Bottom-right: bucket.

minutes. Then, three objects, namely box, drawer and bucket
were placed in locations LF, CF and RF and participants were
allowed to familiarize themselves with the system with open
eyes, look at the objects from different view points, and listen
to the sounds on the headphones; this took 12 minutes. Then,
five minutes of training were allocated to learning about the
localization task, where users were instructed to stay in the
home location, scan the environment from left to right and
down to up, walk towards objects and localize them. During
all training sessions, users were allowed to move the camera
freely with their hand, which was more comfortable for all
users. They could see the output of the tracker on the computer
display (as with Figure 6) and were suggested to also listen
to the sound with closed eyes. After the first set of objects, a
second set of objects - plant, stool and ball - were provided
in locations LF, CF and RF, respectively. After learning with
both sets of objects, users were allowed to interact freely with
all objects placed at locations that they requested, for up to
six minutes. As such, the maximum allowed training time for
each test was 5 + 12 + 5 + 12 + 5 + 6 = 45 minutes. These
durations were selected considering the trade-off between our
unpaid participants’ time and the need to test our system with
experienced users. The amount of time used to train with the
system in these experiments is low compared to that which
would be expected if the system were to be used day-to-day.

B. Test sessions
In test sessions, one randomly selected object was placed

in a randomly selected location and blindfolded participants
located at the home location were given three minutes to
walk towards the object and localize it by pointing. Here,
six trials with six different objects were conducted with each
participant, plus an extra unrecorded trial with a random object,
conducted to prevent the participant from guessing the object.
Localization performance was evaluated as precise, poor or
failed and participants were informed about the correctness of
their answer. Precise localization meant the participant was
able to point to the center of the object, poor localization
meant the participant could point to the boundary of the object,
and a failed localization meant the participant was unable to
find the object. In the case of poor localization or failure, the
experimenter helped the participant to precisely localize the
object for the recognition phase of the test.

After localization of each object, participants were given
two minutes to move the depth camera around the same object,
listen to its sound and identify it. The experimenter then gave
the correct answer, as participants were invariably curious
considering their limited experience with the system during
the training. The use of our ABA/BAB protocol controlled for
the effect of experience during testing.

V. RESULTS

A. Localization performance
Figure 7 illustrates results of ABA and BAB experiments

on the localization task for all participants. The internal
approach with 73.3% precise localizations, 23.3% poor local-
izations and 3.3% failed localizations showed a similar per-
formance to the external approach with 66.6% precise, 26.6%
poor and 6.6% failed localizations (unpaired T-test, N = 15,
p = 0.31). Localization performance for internal-external-
internal and external-internal-external experiments increased
by 22% and 30%, from the first to third test, respectively.
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Figure 7. Results of ABA and BAB experiments for localization
performance of all participants. Top: internal-external-internal order. Bottom:

external-internal-external order. The black regions specify percentage of
precise localizations and the shaded regions specify poor localizations.

For some objects, like plant, stool and bucket, the system
had difficulty in detecting the objects when in distant locations
like LF, CF or RF and when the user was at H. In these
cases, participants tried to take a step forward and scan the
environment again until they could find something. On the
other hand, our system could detect the ball, drawer and
box from the home position without a problem. For both
approaches, participants reported that they had difficulty in
localizing the drawer, because the large size of drawer created
confusion. Therefore, the average localization time of drawer
in both approaches was more than the average localization time
for other objects. Moreover, among all experiments participants
hit the object three times (1.6% of experiments); in two cases
the object was the drawer and in one case bucket.

The system generated noisy sounds when the camera
pointed at the walls and windows surrounding the test envi-
ronment. In first training and then testing sessions, participants
were confused when the system sonified segments related to
part of the wall or window. Later, in the second and specially
third tests, most participants showed that they can distinguish
those noises, and they tried to change camera view to eliminate
the noises and focus on the object.

B. Recognition performance
Results of ABA and BAB experiments for recognition

performance of all participants can be seen in Figure 8. For the
recognition task, results are independent of the order of condi-
tions, with 4.7% improvement for internal-external-internal ex-
periment and 8.3% deterioration for external-internal-external
experiment, from the first to third test.

The internal contour approach, with an overall accuracy of

Figure 8. Results of ABA and BAB experiments for recognition performance
of all participants (Pn: participant number n). Top: internal-external-internal

order. Bottom: external-internal-external order.

73%, did not show a significantly different performance from
the external approach, with overall accuracy of 77% (unpaired
T-test, N = 15, p = 0.58). Recognition accuracy showed
individual differences. For example, one of the participants,
who was a musician, obtained an accuracy of 100%, 83% and
100% on external, internal and external tests, respectively.

Participants, for both approaches, were encouraged to try to
understand the logic of the encoding of object sounds. One of
the strategies that participants were using for recognition was
rotating the camera or going to other sides of the object to see it
from different view points. These movements lead to different
sounds for some objects due to the orientation-dependent top
to bottom encoding in both approaches. It was observed that
this cue helped users to distinguish between box and bucket in
both approaches, and ball and stool in the external approach.
Additionally, the other cue that was used heavily by users was
the number of played sounds. By viewing some objects from
different views, a different number of sounds could be heard.
For example, by viewing a box from the front, just two sounds
could be heard (one for the top segment and one for the side
segment), whereas by viewing the same box from the side,
three sounds could be heard (one for the top segment and two
for side segments). On the other hand, for the ball and stool,
just one sound could be heard. In the internal approach, some
participants reported occasional interference of sounds of an
object with multiple segments like box and bucket, making it
hard for participants to distinguish number of segments. This
led participants to confuse the stool with box and bucket. We
attribute this effect to the square-wave nature of the internal
contour encoding method we currently use.

For both approaches and for all objects, participants were
able to successfully identify objects most of the time, as can
be seen from the bold numbers in Table I. The two objects
with the best recognition accuracy in both approaches were
plant and ball, with 93% and 100% accuracy, respectively.
The plant is distinctive because of a high number of segments
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TABLE I. CONFUSION MATRICES FOR OBJECT RECOGNITION
EXPERIMENTS. NUMBERS ARE PERCENTAGES (N = 15).

Internal Response
approach plant box drawer stool ball bucket

A
ct

ua
l

plant 93 1
3 6 2

3

box 60 6 2
3 6 2

3 26 2
3

drawer 20 66 2
3 13 1

3

stool 33 1
3 40 13 1

3 13 1
3

ball 100

bucket 6 2
3 6 2

3 86 2
3

External Response
approach plant box drawer stool ball bucket

A
ct

ua
l

plant 93 1
3 6 2

3

box 40 33 1
3 6 2

3 20
drawer 6 2

3 86 2
3 6 2

3

stool 73 1
3 26 2

3

ball 100

bucket 6 2
3 6 2

3 6 2
3 6 2

3 73 1
3

and the ball because of its size and recognizable contour. As
expected, confusion is seen between objects similar in shape
like box, drawer and bucket, the most confusions occurring
between box and bucket, and also drawer and box in both
approaches. Confusion between stool and ball also arises
because of similarity of the contour of the two objects.

C. Learning and testing duration
Although we allocated a maximum of 45 minutes for

training for each test, results shows that learning and using our
system is possible in a shorter time. In both internal-external-
internal and external-internal-external orders, the training time
of participants decreased from the first test to the third test.
In the internal-external-internal sequence (N = 15), the
average training time for the first test was 23.5 minutes, which
decreased by 47% for the third test; similarly, for the external-
internal-external order (N = 15), time in the first test was
18.8 minutes, decreasing by 64% to the third test. Furthermore,
the average time spent localizing and recognizing each object
decreased from 181s by 22% and from 139s by 26%, from
the first to third test. However, an unpaired T-test (N = 15,
p = 0.48) verifies that there is no significant difference
between internal and external contour in training and testing
time.

D. Questionnaire
After the experiment, users were given a three-question

questionnaire asking them to rate on a scale of one to five
the quality of sound in each approach and the usability of
our system. Most participants reported that they found the
generated sound of the external contour approach (average
score of 3.3 out of 5) more pleasant than the sound of the
internal approach (average 2.6 from 5), most likely due to
the fact that the internal approach always generated roughly
a square wave (see the description of the method above),
though participants acknowledged the suitability of the internal
approach for sonifying the curvature of objects like a ball.
With respect to usability, the average score was 3.2 out of
5, along with feedback that users considered that the system
has usefulness in the current simplified scenario but cannot
guess how it might be used with more objects and in more
unstructured scenarios.

VI. CONCLUSION

This is the first time that sensory substitution from 3D
shape has been attempted. An internal contour based encoding
method for sonification of 3D objects was presented. This
method is able to encode depth and curvature of objects, and is
compared with our previous external contour based approach.
A data-association based tracking system was introduced to
enable the use of these sonifications in real interactive physical
scenarios.

An ABA/BAB experiment was performed to evaluate the
ability of blindfolded participants in localization and recogni-
tion of different objects, and to investigate order effects and the
effect of experience. Results show similar performance of users
in localization and recognition of objects in both approaches
and quick mastery of the system. The internal approach was
expected to show a better performance in recognition due to
encoding more information but in its current iteration suffers
from an inability to represent a variety of contours and produce
harmonious sounds at the level of carrier wave.

The next steps in this work are developing the internal
encoding to produce more pleasant and informative sound and
exploring more approaches for dealing with background noises
to make our system work in more general scenarios.
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and 116E167.

REFERENCES
[1] M. Auvray, S. Hanneton, and J. K. O’Regan, “Learning to perceive with

a visuo-auditory substitution system: Localisation and object recognition
with ‘The vOICe’,” Perception, vol. 36, no. 3, 2007, pp. 416 – 430,
ISSN: 1468-4233.

[2] J. D. Gomez Valencia, “A computer-vision based sensory substitution
device for the visually impaired (See ColOr),” Ph.D. dissertation, Uni-
versity of Geneva, 2014.

[3] P. Meijer, “An experimental system for auditory image representations,”
IEEE Transactions on Biomedical Engineering, vol. 39, no. 2, 1992, pp.
112–121, ISSN: 1558-2531.

[4] A. Mhaish, T. Gholamalizadeh, G. İnce, and D.J. Duff, “Assessment of
a Visual-to-Spatial Audio Sensory Substitution System,” in Proc. IEEE
Conf. on Signal Processing and Communications Applications, 2016, pp.
245–248, ISBN: 978-1-5090-1679-2.

[5] T. Gholamalizadeh, H. Pourghaemi, A. Mhaish, G. İnce, and D. J. Duff,
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Abstract—Our work is where the Software Engineering meets the
Human Computer Interaction and the End User Programming
to aim for a major breakthrough by making machines pro-
grammable in ordinary and unrestricted language. In this paper,
we provide a solution on how new algorithms can be recognized
and learned from human descriptions. Our focus is to improve
the interaction between humans and machines and enable the end
user to instruct programmable devices, without having to learn a
programming language. In a test-driven development, we created
a platform that allows users to manipulate spreadsheet data by
using natural language. Therefore, the system (i) enables end
users to give instructions step-by-step, to avoid the complexity
in full descriptions and give directly feedback of success (ii)
creates an abstract meta model for user input during the linguistic
analysis and (iii) independently interprets the meta model to
code sequences that contain loops, conditionals, and statements.
The context then places the recognized program component
in the history. In this way, an algorithm is generated in an
interactive process. One of the result can be the code sequence
for algorithm, like well-known selection sort. We present a
series of ontology structures for matching instructions to declare
variables, loop, make decisions, etc. Furthermore, our system
asks clarification questions when the human user is ambiguous.
During the evaluation, 11 undergraduate students were asked to
solve tasks by using natural language, and describe algorithms
in three classes of complexity. Overall, the system was able to
transform 60% of the user statements into code. Far from perfect,
this research might lead to fundamental changes in computer
use. Rather than merely consuming software, end users of the
ever-increasing variety of digital devices could develop their own
programs, potentially leading to novel, highly personalized, and
plentiful solutions.

Keywords–Natural Language Processing; End User Program-
ming; Natural Language Interfaces; Human Computer Interaction;
Programming In Natural Language; Dialog Systems.

I. INTRODUCTION

Since their invention, digital computers have been pro-
grammed using specialized, artificial notations, called pro-
gramming languages. Programming requires years of training.
However, only a tiny fraction of human computer users can
actually work with those notations. With natural language and
end-user development methods, programming would become
available to everyone and enable end-users to program their
systems or extend them without any knowledge of program-
ming languages. Programming languages assist with repetitive
tasks that involve use of loops and conditionals. This is what
is often challenging for users. Our vision should enable users
to describe algorithms in their natural language and provides

a valid output by the dialog system for a given description,
e.g., selection sort of a set (See Algorithm 1). This vision
forms the basis for our natural language user interface [1].
Already in 1987, Tichy discussed that Artificial Intelligence
(AI) techniques are useful for software engineering, pointing
out the potential of natural language processing [2] and natural-
language help systems [3].

According to Liberman [4], the main question in the End
User Development area of research is, how to allow non-
programming users who have no access to source code, to
program a computer system or extend the functionality of
an existing system. In our prototype, we decided to address
spreadsheets for several reasons:

• a lot of open data available, e.g. Eurostat [5] provides
statistics for European Union that allow comparisons.

• well-known and well-distributed: Microsoft [6] an-
nounced the distribution of Office with 1.2 billion
users worldwide. Furthermore, for humans the data in
a table is easy to understand, complete and manipulate.

In general, spreadsheets have been used for at least 7000
years [7]. Myers [8] and Scaffidi [9] compared the number of
end users and professional programmers in the United States.
Nearly 90 million people use computers at work and 50 million
of them use spreadsheets. In a self-assessment, 12 million
considered themselves as programmers, but only 3 million
people are professional programmers. The created spreadsheets
are not only the traditional tabular representation of relational
data that convey information space efficiently, but also allow a
continuous revision and formula-based data manipulation. It is
estimated that each year hundreds of millions of spreadsheets
are created [10]. Our system consists of two main components:
a user interface that gets natural language expressions from the
user and a linguistic analysis framework. These components
are explained below. This paper is structured as follows.
Section II gives the overview of the current research and
describes our goals. This is followed by the Section III, which
presents the linguistic analysis that generates the meta model
for given descriptions. In Section IV, the interpreter transforms
the meta model to the control flows, conditional and loop
statements. Section V evaluates the prototype and describes
the setup and the results of a user study. Section VI presents
related work in the research areas of programming in natural
language, End User Programming and natural language dialog
systems. Finally, Section VII presents a conclusion of our topic
and future work.
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Figure 1. End user instructions of an algorithm are transformed to the code sequences and executed on a given set of numbers

II. CURRENT WORK AND RESEARCH GOALS

Our work is based on a dialog component implemented
by [11] in 2015. It enables users to interact with our system
and manipulate spreadsheet data via natural language. In
early 2016, the system has been extended with an active
ontology [1][12]. The idea of active ontology was first pre-
sented by Guzzoni [13]. In general, an ontology is a formal
representation of knowledge. By adding a rule evaluation
system, a fact store and sensor nodes to an ontology it
becomes an execution environment rather than just a formal
representation of knowledge. In late 2016, the natural language
dialog system has been extended with a machine learning
component, called Interactive Spreadsheet Processing Module
(ISPM) [14]. It is an active dialog management system that
uses machine learning techniques for context interpretation
within spreadsheets and connects natural language to the data
in the spreadsheets. First, the rows of a spreadsheet are divided
into different classes and the table’s schema is made searchable
for the dialog system. In the case of a user input, it searches
for headers, data values from the table and key phrases for
operations. Implicit cell references like ”people of age 18” are
then resolved to explicit references using the schema. Using the
ISPM, end users are able to search for values in the schema of
the table and to address the data in spreadsheets implicitly, e.g.,
What is the average age of people in group A?. Furthermore,
it enables them to select and sort the spreadsheet data by
using natural language for end user software engineering, to
overcome the present bottleneck of professional developers. In
December 2017, we presented an overview about our current
work in [15]. Therefore, we provided more details for the
achieved design and implementation steps of our prototype.

In our current work, users describe algorithms (cf. [16])
in their natural language and get a valid output by the dialog

system for a given description, e.g., selection sort of a set
(See Figure 1). The functionality is aimed at users with
no programming knowledge, as the system enables simple
routines to be programmed without prior knowledge. This
makes it easier for users to get started with programming.
The system also illustrates the relationship between a natural
statement and its code representation (See Figure 1), so it can
also help to understand and learn a programming language.

Task : To sort a sequence of n numbers (a1, ..., an)

↓
User Input: the result is a vector. Initially it is empty. Find
the minimal element of the set and append it to the vector.
Remove the element form the set. Then, repeatedly find the
minimum of the remaining elements and move them to the
result in order, until there are no more elements in the set.

↓

Algorithm 1 Pseudo code of selection sort.

1: procedure SELECTIONSORT( input as a set of numbers )
2: result← empty set
3: while input IsNotEmpty do
4: n← length (input) - 1
5: tmpMin← 0
6: for i← 0→ n do
7: if input[i] < input[tmpMin] then
8: tmpMin← i

9: Add input[tmpMin] at the end of result.
10: Remove element at index tmpMin from input.

↓
Output : A permutation (b1, b2, ..., bn) with b1 ≤ ... ≤ bn

52Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-616-3

ACHI 2018 : The Eleventh International Conference on Advances in Computer-Human Interactions

                           62 / 248



III. LINGUISTIC ANALYSIS

In early 2017, we have done first steps on loops and
conditionals [1]. In this work, we extend these active on-
tologies [1] that represent knowledge about the structure of
natural language in the context of programming instructions
and implementing a meta model layer, our system recognizes
various programming concepts in user input and converts them
into a meta language. The result of the analysis is a tree
structure consisting of objects, whereby an object represents a
recognized concept. These trees are built during the analysis
from bottom up. The object structure contains three parts:
whileIndicator, loopAction, and condition. The following sec-
tions describe the different steps on how our system creates
shown WhileLoop object. Overall, it identifies the routines of
the supported concepts, like statements, conditionals and loops,
and provides functional overview of the linguistic analysis.

A. Reference Detection
The first step of the analysis is reference resolution. End

users can provide the reference to variable as an individual
pseudonym like the word ”minimum” in use 5 as minimum.
Furthermore, an implicit reference can be used such as initial-
ize it with 5 (See Figure 2). Dotted lines indicate sensor nodes
which react if one of the attached word or word class [17]
was detected in the input. A red mark around a node points
to a key node which occurrence is essential for the parent
node to trigger. The two inner node types: collect and select
nodes, are marked with ”C” and ”S”, respectively. The different
types of nodes have different prerequisites for triggering.
Leaf nodes unleash when a particular word is found in the
input. Collecting nodes trigger when all required child nodes
have been triggered and selection nodes trigger as soon as at
least one child node triggers. When triggered, the recognized
concept is passed on to the parent node as a new object [1].

variableReference (S)

implicitDefinedName

noun, verb, adjectiv

explicitDefinedName (C) implicitReference

{it, its, …}

nameIndicator

{called, named}

name

all words

Figure 2. Ontology structure for variable references.

Detecting references to a quantity builds on the previ-
ous structure. Decisive for the recognition are descriptions
of characteristics (setIndicator) which are linked to a
variable reference. The simplest indicator is the occurrence
of a size reference like the word length. In connection with
a variable reference the presence of a reference to a quantity
can be assumed. Another indicator is the detection of index
referral. It’s based on the identification of the explicit index as
a constant number or reference (See Figure 3).

setReference

setIndicator

indexNameConnector = „of“

variableReference

indexReference

firstElement

firstWord = „first“

valueIndicator = „value“

implicitDefinedName = „input“

Figure 3. Result of ”set the first element of the input to 0”.

B. Statements
Built on the of reference recognition, declarations and

actions are recognized by the linguistic analysis.
1) Declarations: In general, a new variable is defined

explicitly by its name and a type. It is important to know that
the type is not describing the data type, but the type of the
variable, i.e., whether it’s a simple variable or a set. In order
to deal with formulations of the form ”create a new set”, the
specification of a name is optional. If no name is found for
the new variable, the system assigns one.

2) Actions: The current version of the system supports
three types of actions, namely assignments, remove and add
operations. All actions have the commonality that they have a
direction. This is determined by the preposition and the verb
used. On the basis of this information, the analysis can indicate
which reference is the target and which is the parameter of the
action. The set-up is the same for all actions and should be
displayed on the basis of the assignment A possible entry for
an assignment is the following ”take the first value from the
input as minimum”. By the preposition ”as” in combination
with the verb ”take” the analysis assumes that the target of the
allocation is on the right side of the preposition. Therefore, the
tree in Figure 4 is the output of the analysis. The other actions
are also recognized according to this procedure.

allocation

lestAsRightIndicator = „take“

lestToRightDirection = „as“

assignedValue

allocationTarget

variableReference

implicitDefinedName = „minimum“

setReference

indicatorNameConnector = „from“

variableReference

implicitDefinedName = „input“

setIndicator

indexReference

firstElement

firstWord = „first“

valueIndicator = „value“

Figure 4. Result of the node allocation after the analysis of the entry
”take the first value from the input as minimum”.
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C. Conditionals
Control structures such as looping and branching are essen-

tial elements of algorithms. By considering such concepts in
the linguistic analysis, more complex algorithms like selection
sort can be implemented with the system. As some control
structures require the recognition of conditions, the logic used
for this purpose should be briefly presented here. In general,
a condition defies a property of a reference. Depending on
the type of reference, different conditions can be set. In
this work, a condition can be set for a simple value, a
quantity of values and a quantity reference. Figure 5 shows
the classification of the conditions. In a first subdivision,
a distinction is made between conditions which relate to a
single reference (singleValueCondition) and the com-
posite condition (multipleValueCondition) which is
the combination of several conditions by a conjunction such
as ”and” in ”x is less than 3 and y is equal to 5”. Furthermore,
the individual conditions differentiate between statements that
assign a condition to a value (singleCondition) and
those with several premises for a value (conditionChain).
The child nodes of singleCondition represent the three
supported types of a condition. limitedValueCondition
recognizes statements that compare two values. Conditions
which relate to a quantity, e.g., ”If the result is empty” are
identified by setConstrain. setCondition recognizes
the requirements of a property for certain elements of a set,
such as ”if all elements of the result are greater than 4”.

condition (S)

multipleValueCondition (C) singleValueCondition (S)

conditionConnector (S)

singleValueCondition (S) singleCondition (S) conditionChain (C)

setConstrain (C) limitedValueCondition (C)setCondition (C)

Figure 5. Ontology structure for the different conditions.

1) Single Value Condition: Assuming the input is ”check
if the result is less than 5”. It is obvious that the user
wants to check whether the value of the field ”result” is
less than the constant value 5. Analogously, it would also
be conceivable to require equivalence or greater than 5. Of
course, negated expressions such as ”when the result at least
3 is not equal to minimum” must be recognized. For this
purpose, a negative prefix, like ”not”, is searched for in the
input. The constantValueOrReference node is repre-
sented a all previously discussed ways to reference a single
value or a variable. Because of its identical structure, the
containRelation is also part of this type of condition.
The only difference is that a keyword such as ”contain” is
searched instead of the requested comparison operator.

2) Quantifier Condition: With these kind of conditions,
formulations such as ”check if all elements in the input
are greater than 5” or ”if any element of the input is
smaller than 0” are correctly recognized Since the set ref-
erence to be checked is identified by the setCondition
node, only the value has to be found in the subtree of

singleValueConditionWithoutLoop instead of the
value and the reference to be checked for the comparison.
The already known structure of possibleRelation and
valueLimit remains unchanged.

3) Constraint Condition: Entries such as ”if the input
contains any element” are handled by the setConstrain
node. It is thus possible to check whether a quantity reference
contains elements or not.

4) Condition Chain: The condition chain is a special
compound condition, which requires several properties from
a single reference. The decisive factor here is that only the
first requirement has an explicit reference to the field to be
examined. A possible input would be ”if x is less than 5 or
equal to 10”. Instead of whole conditions, operators can also
be linked. An example of this is the input ”if x is smaller or
equal to 4”. In contrast to the linking of several conditions,
only the last operator has an explicit reference to the limit.

D. Loops
In order to repeat an action, the user can link it to a

condition or specify that it should be executed for each element
of a set. Hence the analysis detects both for and while
loops. The result of the ontology for a recognized for loop
can be seen in Figure 6. Similarly, the result for the input
”repeat all steps until the input is empty” will be computed.

forLoop

iteratingField

forLoopIndicator

foreach

prefix = „visit“

eachWord = „all“

explicit

valuesIndicator = „elements“

prefixReferenceConnection = „from“

variableReference = „input“

Figure 6. Result of the node forLoop after the analysis of the entry ”visit
all elements from the input”.

E. Branches
Analogous to the branching in programming, the input is

checked for conditional actions and possible alternatives. In
fact, the system is able to trace and identify such user input
like ”if there is a value less than the minimum in the input use
it as minimum”.

F. Temporal Actions
Temporal actions are actions with an individual desired

location. Both explicit position data and the definition of a
temporal relationship to another action are taken into account
during the analysis. As an explicit position, the start and
end of the description is currently supported such as ”at the
beginning initialize the output with 0”. The assignment of a
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temporal relationship requires, in addition to the action to be
placed (action), the specification of a conjunction (after,
while, before) and an anchor point (anchor). As an action or
anchor point, the analysis allows both action descriptions, as
well as concrete actions or references to earlier instructions.
To identify the described component, the analysis looks for
matching verbs and adds the corresponding section in the input
as a description. It does not matter which action is already
present in the program sequence and which is to be rearranged.
This task is done by the interpreter. A possible entry for a
temporal action would be ”add minimum to the result after
removing it from the input”.

IV. INTERPRETER

In the following, the further processing of the object struc-
ture outputted by the ontology will be presented. The abstract
process is shown in Figure 7. The successive processing steps
are now to be considered in more detail.

Objectstucture from AO

Assign to a service

Resolve references

Create a new object from the type 
of the detected programming action

Insert into program flow

Figure 7. Abstract process in the Interpreter.

A. Interpreter Services
The transformation of the recognized concept was imple-

mented with a micro service architecture. Every recognized
programming concept has its own service, which knows what
information is necessary for the transformation. In Figure 7, the
result of the ontology is passed to the appropriate service on the
basis of the detected action. The purpose of the services is to
transform the existing information into an executable action.
Regardless of the recognized statement, the main task is to
resolve the specified references. After that they have to be
linked to the action. For this purpose, a new object of the type
of the action is generated and the resolved references are used
(Section IV-D).

B. Reference Resolving
Similar to the organization of the detected actions, the

references are also assigned to a service according to the
recognized type. From the description of the linguistic analysis,
three types are possible: constants, quantity references, and
simple variable references. When searching for references,
different information can be provided. Basically, the name of
the reference or the indication that it is an implicit reference
and the allowed field type must be given. Optionally, the
required data type can be transferred. This is determined by
the datatype of the first resolved reference. In the event of a
directed action, this takes the assigned value. In addition to

the data type, information can also be given as to whether
the target is an action. All information is then processed by
the context. This searches all currently available variables in
the program code and returns the most likely reference. The
distance to the current position in the code is taken into account
as an additional quality criterion if the name is not explicitly
mentioned. In these cases, if no existing reference can be
assigned, it creates a new field with the data type of the
assigned value. The procedure of resolving a target reference
is shown in Figure 8.

Field type + Reference word + Data type

Ask context for existing variable

Create new field with provided informations

Return object as the result of the reference 
resolution

No existing object found

Existing object
found

Figure 8. A reference resolution specified as the target of a directed action.

C. Context
The context module is the brain of the system and knows

both the program sequence as well as the current position in
it and offers functions to search for elements in it. Similar
to [18], we solve an ordering problem that arises in natural-
language programming. End users provide expressions involv-
ing ”before”, ”after”, ”while”, ”at the end”, and others. Our
module represents the interface to the current excel document
and thus allows the access to cells or area therein. It also knows
the statement history and has a semantic understanding of the
program code. This means that it knows at which position
something was inserted last and what consequences this has
on the accessible variables. Therefore, assigning an existing
object in the program to a specified reference is an important
task of the context. The procedure for resolving field references
is shown in Figure 9. This function is called by the respective
services as required.

Reference Word + Field Type
Search reachable field 

with given name and type

Search recently used field 
with given type

reference is name

reference is implicit

Search reachable field 
with given type

no hit or not reachable

Return founded object

Figure 9. Sequence for resolving a reference in the context.

D. Data structure
The foundation on which both the context and the service

structure work is a data structure which represents an object-
oriented illustration of a programming language. Program
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sequences, actions, control structures and fields are imple-
mented as classes. Functions are implemented as program
sequences and contain references to the instructions placed
in them. Analogous to this, control structures are constructed,
which, depending on the type, additionally have a condition
(branches or while-loop) or a reference to a quantity
(for-loop). Actions define a processing rule and have appro-
priate references to fields that are necessary for execution. Ac-
cording to this concept, a program sequence can be represented
as an object tree. The advantage of this implementation is
the simple management and expansion of a resulting program
sequence. Finally, in order to display the program code of the
detected algorithm, each of the classes defines a method which
dynamically generates the pseudo code of it. The execution is
implemented in the same way. Each program component can
be executed atomically. As a result of the structure as a tree, the
entire program sequence can be drawn or executed by calling
the respective method of the root object.

V. EVALUATION

In order to be able to make a statement about the quality
of the system, the user study should be considered in addition
to the unit tests carried out during the implementation.

A. Unit Tests
Due to the high complexity and complex dependencies,

the active ontology was implemented with the process of test-
driven development. The identification of individual concepts
is ensured by a total of 132 defined entries. This results in a
test coverage of 86%. The tests check whether the ontology
delivers the expected output to an input. 57 test cases verify
easy to recognize instructions, such as definitions, actions
and unconditioned loops. 39 tests check the identification of
various conditions. 36 defined inputs test the ontology for the
detection of more complex instructions such as linking an
action to a loop or condition.

In addition to the assurance of the functionality of individ-
ual concepts, complete algorithm descriptions are also tested
by unit test. The following description of the switching sort
algorithm shown in Algorithm 2 is tested.

Algorithm 2 Pseudo code of switching sort.

1: procedure SWITCHINGSORT(input)
2: n← length(input)− 1
3: for i← 0→ n do
4: for j ← 0→ n do
5: if input[j] > input[j+1] then
6: tmp← input[j]
7: input[j]← input[j + 1]
8: input[j + 1]← tmp

In contrast to the above mentioned tests, the result of the
ontology is not checked here, but the algorithm developed
in the description has to sort a quantity of positive natural
numbers. Thus, the function of the long-term memory and its
interaction with ontology is ensured. In summary, the basic
functionality is assured with the unit tests and at the same
time it is shown that the system is able to process defined
natural inputs correctly.

1. ”check if any element of the input is higher than the
next element”

2. ”save it in an auxiliary variable”
3. ”then the actual value should be set to the value of

the next element”
4. ”set the next element to the value of the auxiliary

variable”
5. ”do this for each element of the input”

B. User Study
In order to gain an impression of the reliability of the

system in relation to unknown and unrestricted formulations,
a user study with a total of 11 participants was carried out.
The participants were undergraduate computer science students
and non-native English speakers. With six people, more than
half of the participants described themselves as beginners in
programming skills. Five participants described their skills
at least as advanced. Seven of them have never used our
system before. Four of the participants have already used
previous version of our prototype in evaluations earlier. We
were afraid that the prototype experts could sophisticate our
evaluation results. At the end, they struggled the most during
the evaluation trying to use our system in the old way, with
old natural language structures.

1) Setup: The tasks of the study cover both the recognition
of individual concepts as well as the processing of whole
algorithm descriptions. In the first part the participants were
asked to submit atomic descriptions of the supported pro-
gramming elements. These includes definitions, assignments,
conditions and loops. The second part again contained two
tasks. In the first, the users should construct a process to find
the largest element in a set of numbers and then write a step-
by-step description of this on paper. The second task involved
the pseudo code of a switching sort algorithm and claims
the realization of this with the system. The reason for this
subdivision is the insights that can be gained later. Interesting
questionnaires are, for example, what influence the answer
and the preview of the algorithm have on the course of the
description and the achievement of the target.

2) Results: For a better overview of the results, the sup-
ported concepts were divided into three complexity classes.
The tasks below are listed and assigned to the respective
classes. Instructions describing a class three action are most
difficult to detect.

1. Declarations, actions and for-loops:
◦ Assigning a cell reference to a variable
◦ Remove a value from a quantity
◦ Save the value of a reference into a cell refer-

ence
◦ Iterate over all elements of a quantity

2. Conditions and while-loops:
◦ Check whether the value at a given position of

a quantity is equal to 5
◦ Check whether the value of a variable is al-

ready contained in a set
◦ Do something until a given quantity is empty
◦ Check if the value of a variable is less than

three or greater or equal to five
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3. Conditioned actions and conditioned loop action:
◦ If the value of a variable is smaller than five

write it to A3 otherwise store it into B3.
◦ Remove all elements less than three from a

quantity

Most of the tasks listed are code excerpts which have to
be described. Figure 10 shows how reliable descriptions in the
respective complexity classes have been correctly recognized.
On average, the rate of detection of individual descriptions is
60%. It was noticeable in the analysis of the unrecognized
inputs that many of the description could not be recognized
due to the use of an unknown synonyms. For this reason,
the descriptions were re-evaluated, this time replacing one
word with a synonym. This time, a detection rate of 74% was
achieved. A comparison of the individual classes is shown in
Figure 10. The reason for the, in comparison to the other,

57%

64%
59%

80%
82%

59%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

Complexity Class 1 Complexity Class 2 Complexity Class 3

Current success rate Success rate after adding synonyms

Figure 10. Result of the study for the individual complexity classes
with and without synonyms

bad recognition rate in class three was that at the current time
side additions are not considered. Therefore, no improvement
could be achieved by taking synonyms into account. An input
of complicity class three that could not be detected in the
evaluation is ”remove all elements from input which are
smaller than 3”. The condition is placed in a clause by using
the phrase ”which are”. For the ontology, the distance between
the referenced field name ”input” and the condition is too large
and therefore no relationship is detected. If the condition would
be listed without a clause, as in ”remove all elements from
input smaller than 3”, the input would have been correctly
recognized.

In evaluating the results of a maximum-finding procedure
given on paper, only two could be processed and executed
correctly. Amazing after this modest success rate was that
in implementing a switching sort algorithm with the system,
seven out of eleven descriptions could be correctly processed
and executed. From this contrast, the advantages of a dialog
system and user feedback can be inferred. While this result
demonstrate that our system is far from perfect it also shows
that it is possible to correctly recognize programming instruc-
tions in natural language without restricting them beforehand.
Knowing that nearly half of the unsolved tasks stemmed from
unknown synonyms which are easy to fix the results we
achieved are auspicious.

VI. RELATED WORK

The idea of programming in natural language was first
proposed by Sammet in 1966 [19], but enormous difficul-
ties have resulted in disappointingly slow progress. One of
the difficulties is that natural language programming re-
quires a domain-aware counterpart that asks for clarification,
thereby overcoming the chief disadvantages of natural lan-
guage, namely ambiguity and imprecision. In recent years,
significant advances in natural language techniques have been
made, leading, for instance, to IBM’s Watson [20] computer
winning against the two Jeopardy! world champions, Apple’s
Siri routinely answering wide-ranging, spoken queries, and
automated translation services such as Google’s becoming
usable [21][22]. In 1979, Ballard et al. [23][24][25] introduced
their Natural Language Computer (NLC) that enables users to
program simple arithmetic calculations using natural language.
Although NLC resolves references as well, there is no dialog
system. Metafor introduced by Liu et al. [26] has a different
orientation. Based on user stories the system tries to derive
program structures to support software design. A different
approach regarding software design via natural language is
taken by RECAA [27]. RECAA can automatically derive UML
models from the text and also keep model and specification
consistent through an automatic feedback component. A lim-
ited domain end-to-end programming is introduced by Le.
SmartSynth [28] allows synthesizing smartphone automation
scripts from natural language description. However, there is
no dialog interaction besides the results output and error
messages. One of the last research results have been presented
by Wang [29]. They created a convenient natural language
interface to perform user tasks. The system uses grammar rules
that format natural language into a formal language. However,
it is familiar with the pattern matching prototype that we have
presented in late 2015 [11].

Paternò [30] introduces the motivations behind end user
programming defined by Liberman [4] and discusses its basic
concepts, and reviews the current state of art. Various ap-
proaches are discussed and classified in terms of their main
features and the technologies and platforms for which they
have been developed. In 2006, Myers [8] provides an overview
of the research in the area of End-User Programming. As he
summarized, many different systems for End User Develop-
ment have already been realized [31][32][33]. However, there
is no system such as our prototype that can be controlled with
natural language. During a study in 2006, Ko [31] identi-
fies six learning barriers in End User Programming: design,
selection, coordination, use, understanding and information
barriers. In 2008, Dorner [34] describes and classifies End
User Development approaches taken from the literature, which
are suitable approaches for different groups of end users.
Implementing the right mixture of these approaches leads
to embedded design environments, having a gentle slope of
complexity. Such environments enable differently skilled end
users to perform system adaptations on their own. Sestoft [35]
increases expressiveness and emphasizing execution speed of
the functions thus defined by supporting recursive and higher-
order functions, and fast execution by a careful choice of
data representation and compiler technology. Cunha [36] real-
izes techniques for model-driven spreadsheet engineering that
employs bidirectional transformations to maintain spreadsheet
models and synchronized instances. Begel [37] introduces

57Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-616-3

ACHI 2018 : The Eleventh International Conference on Advances in Computer-Human Interactions

                           67 / 248



voice recognition to the software development process. His
approach uses program analysis to dictate code in natural
language, thereby enabling the creation of a program editor
that supports voice-based programming.

NLyze [38], an Add-In for Microsoft Excel that has been
developed by Gulwani, Microsoft Research, at the same time as
our system. It enables end users to manipulate spreadsheet data
by using natural language. It uses a separate domain-specific
language for logical interpretation of the user input. Instead of
recognizing the tables automatically, it uses canonical tables
which should be marked by the end user. Another Gulwani’s
tool QuickCode [39] deals with the production of the program
code in spreadsheets through input-output examples provided
by the end user [33]. It automates string processing in spread-
sheets using input-output examples and splits the manipula-
tions in spreadsheet by entering examples. The focus of his
work is on the synthesizing of programs that consist of text
operations. Furthermore, many dialog systems have already
been developed. Commercially successful systems, such as
Apple’s Siri, actually based on active ontology [13], and
Google’s Voice Search [40][41] cover many domains. Refer-
ence resolution makes the systems act natural. However, there
is no dialog interaction. The Mercury system [42] designed by
the MIT research group is a telephone hotline for automated
booking of airline tickets. Mercury guides the user through
a mixed initiative dialog towards the selection of a suitable
flight based on date, time and preferred airline. Furthermore,
Allen [43] describes a system called PLOW developed at
Stanford University. As a collaborative task agent PLOW can
learn to perform certain tasks, such as extracting specific
information from the internet, by demonstration, explanation,
and dialog.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented our work on a natural user
interface which enables the end users to program in natural
language. Based on active ontologies, programming concepts
such as loops, conditionals and statements can be recognized
in the analysis of the natural input. A meta model of the
recognized concept, which contains relevant information, is
then forwarded to the interpreter service provider. Here, the
meta model is transformed into the target data structure with
the help of a contextual knowledge. This corresponds to
the object-oriented representation of a simple programming
language. The context finally places the recognized program
component in the history and informs the user of the detected
action by updating the pseudo code. In this way, an algorithm
is generated in an interactive process step for step, which can
also be executed at the user’s request.

In the evaluation of the prototype it was shown that the
system is able to perform the required tasks. However, there
is still a lot of work on our system needs to be done. The goal
is the independent expansion of the language domain based
on the basic vocabulary by means of a dialog system. In the
following, such functions, algorithms, control structures and
definitions to be recognized are summarized under description.
The aim of this work is to ensure that system recognizes
the synonyms entered by the user from a known description,
learns it, assigns it to the known descriptions and saves it in a
user-specific dictionary. This is intended as a local long-term
memory for future input. Current work enables end users to

describe algorithms and create code sequences as functions.
Next step is to enable object-oriented programming [44].
Based on this, end users will also be able to interact with
already existing objects, e.g., Excel tables, images, graphs, but
also external connections, such as connecting to SQL tables.
Such objects should be addressed directly and manipulated by
natural-language input. In this case, our system analyzes big
data and allows requests from different resources like tables,
charts, and databases. End users could ask for information in
their natural language that cannot be looked up in one step by
the human.

Ordinary, natural language would enable almost anyone
to program and would thus cause a fundamental shift in the
way computers are used. Rather than being a mere consumer
of programs written by others, each user could write his or
her own programs [45]. However, programming in natural
language remains an open challenge [22]. With natural lan-
guage, programming would become available to everyone. We
believe that it is a reasonable approach for end user software
engineering and will therefore overcome the present bottleneck
of IT proficients.
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Abstract— The work presented here is born of our extensive
experience evaluating the usability of user interfaces and
observing that some traditional methods need to be updated
and improved. Here, we focus on the Heuristic Evaluation
(HE) technique. It is one of the important topics in Human-
Computer Interaction (HCI) when talking about usability
evaluation. Different research works have been discussing the
effectiveness of the current HE, but it is important to improve
its effectiveness. A substantial improvement is presented,
consisting of: (i) a new list of principles for evaluating any
interface, (ii) a set of specific questions to be answered when
analysing every principle, (iii) an easy rating scale for each
question, and finally, (iv) a method to obtain a quantitative
value, called the Usability Percentage. It gives a numeric idea
about how usable the evaluated interface is. An experiment by
a group of experts helped to validate the implications of the
proposed solution.

Keywords-usability; evaluation; heuristics; principles; user
interface; human-computer interaction.

I. INTRODUCTION

Heuristic Evaluation (HE) is one of the most widely used
methods for evaluating the usability of an interactive system.
This technique became the most popular user-centred design
approach in the 1990s but has become less prominent with
the move away from desktop applications [3]. It is an
effective method to assess User Interfaces (UI) by taking the
recommendations based on User Centred Design (UCD)
principles. These recommendations come in terms of design
principles, heuristics, guidelines, best practices or user
interface design patterns and standards [1] that are supposed
to serve interface designers and evaluators.

Nevertheless, this technique has some aspects that, if
improved, will increase its efficiency. For example, having
to be concerned with the need for adapting the heuristic set
to the specific features of each interactive system represents
a drawback. Thus, evaluators must combine different
recommendation sources to review the specific application
domain. This involves either choosing Nielsen’s list [10] (the
most well-known and widely used), or a long reviewing
process of guideline collections that inevitably causes
conflicts between various resources [6]. In addition, each set
uses different scoring systems to score the recommendations,
so it is necessary to adjust it in the resulting set.

The process of combining different heuristic sets usually
finishes up with an extensive list of duplicated
recommendations, similar statements using different terms
and potentially conflicting guidelines. A clean-up and

selection process is then required to provide a reliable,
consistent and easy to use heuristic set [1].

Furthermore, our experience reveals that, when someone
uses Nielsen’s list [10], it is often due to a lack of deep
knowledge about it and, possibly, about the technique itself.
This assertion is based on Nielsen’s statement: “these
principles are broad rules of thumb and not specific usability
guidelines” [10], making the list itself impossible to be used
to evaluate.

Another important aspect to be improved resides in the
qualification method of the principles, providing very
subjective and sometimes confusing final reports; HE
combines the qualitative and quantitative results [12], but the
qualitative results usually take on greater relevance.
Attempts to improve quantitative outputs have been done in
[1][2][9][14][20], among others. Other more ambitious
works, such as work done by Masip et al. [6][7], offered a
full framework that enables a semi-automatic process to
provide the most adequate set of heuristics for each specific
situation. It also classifies the heuristics (defining a User
eXperience degree, UX-degree) in terms of different
constraints and enables an automatic classification of the
problems found (removing the post-evaluation meeting held
by the evaluators) for a better, fuller process. Nevertheless,
the rigorousness of this process makes it so complex that it is
not widely used. Therefore, in this paper, we propose a
substantial improvement in evaluating the usability of user
interfaces, in the form of a new set of heuristics with a new
evaluation method.

The article is organized as follows: Section 2 explains the
sources of information consulted and the revision
methodology. In Section 3, the new set of heuristics proposal
is explained as well the new methodology for evaluating
using it. Section 4 explains the experimentation carried out
for validating the proposals. Section 5 presents our
discussion and Section 6 concludes the article and provides
future work plans.

II. COMBINING COMMON HEURISTIC SETS

A. Sources consulted

Since Schneiderman, in 1987, established his well-known
Eight Golden Rules of Interface Design [18], and going via
the no less well-known Nielsen's Ten general principles for
interaction design [10] or Tognazzini’s First Principles of
Interaction Design [21], several authors have designed new
sets (usually modifying Nielsen's list and/or adding new
principles to evaluate specific aspects not covered) to help
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user interface designers and/or experts in their goal of
enhancing usability. A complete review of several sets of
usability heuristics created for specific domains by different
authors can be found in [14] (specifically in the appendix A
of this reference).

Nevertheless, the reality (mainly in private companies) is
that when almost everybody refers to evaluate usability or
UX with heuristics they refer to Nielsen's list.

In our case, after more than twenty years of experience
involved in evaluation of interfaces, we decided to take
Nielsen’s and Tognazzini’s lists to do this present work. We
selected only these two because they are well-known
references with unquestionable quality. So, there is no need
to spend much time refining other sets or providing specific
new ones. Moreover, as mentioned before (and confirmed by
our own experience), Nielsen’s list needed something more
specific to be useful. Hence, we decided to complete it by
combining both.

B. Methodology

Inspired by the recommendations found in Rusu et al.’s
[14] and Quiñones’s [13] works, the process followed for
deciding our list of proposal principles was as follows:

1) Revision of the two chosen lists. The first step is to
read carefully all the principles of Nielsen’s and
Tognazzini’s lists. The revision has been done in terms
of understanding the deep meaning of each principle.

2) Compare similarities. As the intention is to get a
compact and complete solution for evaluating all kinds
of user interfaces, we compared all the similarities in
order to merge principles as much as possible.

3) Integrate these similarities. Previous comparison
showed that some principles from both lists are
identical while others are technically the same. The
reader can identify these cases in marked cells (with the
symbol “”) in the 2nd column in Table 1 TABLE I.
Also, in this step, we identified some cases from
Tognazzini’s list that can also be joined. The intention
is not to question his proposal, only to have the shortest
list possible without losing its efficiency. These cases
are marked with the symbol “+” in the 4th column in

Table 1; the following paragraphs explain the
reasoning:

- “Use of Metaphors” and “Human Interface Objects”
can be considered as a single principle because both
have the objective of creating a mental connection
between the user and an object. The user uses this
object in his/her daily life that is associated with a
functionality of the system.

- “Learnability” and “Anticipation”. In Tognazzini’s
own words, anticipation tries to “bring to the user all
the information and tools needed for each step of the
process”, a characteristic that is directly related with
the learning curve, which defines learnability.

Additionally, both concepts can be understood with
the capacity for minimizing the user's memory load
by making objects, actions, and options visible.
Hence, our decision of proposing the 5th principle
“Recognition, rather than memory, learning and
anticipation”.

- Protecting the work and Saving the user's status can
be grouped together as the purpose is for the user to
continue working from where he was previously
without losing his job. Regardless of whether there
has been an unexpected failure of the system or the
user who has closed the application. The main
difference lies in how to prevent these errors,
depending on whether an application is installed on
the device or is consulted online. The 11th principle
“Save the state and protect the work” serves to group
these concepts together.

- Finally, Readability and Colour principles have been
grouped together because both deal with design
features to be easily seen and understood by every
user. In fact, readability includes not only colour but
fonts, typography or the text contrast with the
background.

As a result, a final list with 15 general principles (or
heuristics) resulting from mixing Nielsen’s and Tognazzini’s
lists was created (see the far-right column of Table 1); this
part is explained and expanded in [4].

TABLE I. RESULTING LIST OF PRINCIPLES. THE READER CAN OBSERVE THE CORRESPONDING PREDECESSORS.

Nielsen Tognazzini Resulting Principles
Visibility of system status  Visible Navigation + Discoverability 1.- Visibility and system state
Match between system and the
real world


Human Interface
Objects

+ Metaphors, Use of
2.- Connection between the system and the real world,
metaphor usage and human objects

User control and freedom  Explorable Interfaces 3.- User control and freedom
Consistency and standards  Consistency 4.- Consistency and standards

Recognition rather than recall  Anticipation + Learnability
5.- Recognition rather than memory, learning and
anticipation

Flexibility and efficiency of use  Efficiency of the User + Efficiency of the User 6.- Flexibility and efficiency of use
Help users recognize, diagnose,
and recover from errors

7.- Help users recognize, diagnose and recover from
errors

Error prevention 8.- Preventing errors
Aesthetic and minimalist design  Aesthetics = Simplicity 9.- Aesthetic and minimalist design
Help and documentation 10.- Help and documentation

Protect Users’ Work + State 11.- Save the state and protect the work
Colour + Readability 12.- Colour and readability
Autonomy 13.- Autonomy
Defaults 14.- Defaults
Latency Reduction 15.- Latency reduction
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III. NEW SET AND EVALUATION PROPOSAL

A. Resulting set

As we have seen in the introductory section, to
effectively use them for UI evaluations, we need “something
more specific”. This is also what every experienced
usability/UX evaluator agrees upon. This “something more
specific” are precise questions to be answered by the
evaluators to assess every principle. Then, beyond the list of
principles, a set of questions to evaluate every heuristic was
created. In this case, 60 questions cover all the principles
(Table 2 shows all the principles and their corresponding
questions).

At this point, it is important to know two aspects: first,
the list of questions arises directly from the analysis of our
referents, mainly Tognazzini’s, which is more expressive in
this aspect, and second, the final list presented here is not the
initial one. As it will be presented in Section IV, the
experiment also served for testing the principles and their
corresponding questions. The final list has the enhancements
provided by the evaluator’s feedback

TABLE II. HEURISTIC LIST PROPOSED WITH THEIR

CORRESPONDING EVALUATION QUESTIONS

1.- Visibility and system state
- Does the application include a visible title page, section or site?
- Does the user always know where it is located?
- Does the user always know what the system or application is doing?
- Are the links clearly defined?
- Can all actions be visualized directly? (No other actions are required)
2.- Connection between the system and the real world, metaphor
usage and human objects
- Does information appear in a logical order for the user?
- Does the design of the icons correspond to everyday objects?
- Does every icon do the action that you expect?
- Does the system use phrases and concepts familiar to the user?
3.- User control and freedom
- Is there a link to come back to initial state or homepage?
- Are the functions “undo” and “re-do” implemented?
- Is it easy to come back to an earlier state of the application?
4.- Consistency and standards
- Do link labels have the same names as their destinations?
- Do the same actions always have the same results?
- Do the icons have the same meaning everywhere?
- Is the information displayed consistently on every page?
- Are the colours of the links standard? If not, are they suitable for its

use?
- Do navigation elements follow the standards? (Buttons, check box, ...)
5.- Recognition rather than memory, learning and anticipation
- Is it easy to use the system for the first time?
- Is it easy to locate information that has already been searched for

before?
- Can you use the system at all times without remembering previous

screens?
- Is all content needed for navigation or task found in the “current

screen”?
- Is the information organized according to logic familiar to the end

user?
6.- Flexibility and efficiency of use
- Are there keyboard shortcuts for common actions?
- If there are, is it clear how to use them?
- Is it possible to easily perform an action done earlier?
- Does the design adapt to the changes of screen resolution?
- Is the use of accelerators visible to the normal user?

- Does it always keep the user busy? (without unnecessary delays)
7.- Help users recognize, diagnose and recover from errors
- Does it display a message before taking irreversible actions?
- Are errors shown in real time?
- Is the error message that appears easily interpretable?
- Is some code also used to reference the error?
8.- Preventing errors
- Does a confirmation message appear before taking the action?
- Is it clear what information needs to be entered in each box on a form?
- Does the search engine tolerate typos and spelling errors?
9.- Aesthetic and minimalist design
- Is used a design without redundancy of information?
- Is the information short, concise and accurate?
- Is each item of information different from the rest and not confused?
- Is the text well organized, with short sentences and quick to interpret?
10.- Help and documentation
- Is there the "help" option?
- If so, is it visible and easy to access?
- Is the help section aimed at solving problems?
- Is there a section of frequently asked questions (FAQ)?
- Is the help documentation clear, with examples?
11.- Save the state and protect the work
- Can users continue from a previous state (where they had previously

been or from another device)?
- Is "Autosave" implemented?
- Does the system have a good response to external failures? (Power cut,

internet not working, ...)
12.- Colour and readability
- Do the fonts have an adequate size?
- Do the fonts use colours with sufficient contrast with the background?
- Do background images or patterns allow the content to be read?
- Does it consider people with reduced vision?
13.- Autonomy
- Does it keep the user informed of system status?
- Moreover, is the system status visible and updated?
- Can the user take their own decisions? (Personalization)
14.- Defaults
- Does the system or device give the option to return to factory settings?
- If so, does it clearly indicate the consequences of the action?
- Is the term "Default" used?
15.- Latency reduction
- Is the execution of heavy work transparent to the user?
- While running heavy tasks, is remaining time or some animation

shown?

B. Evaluation method

Formally, the HE method where evaluators rate every
question to deliver a final report is considered. The intention
is to combine the qualitative and quantitative findings, but
usually the reports are mainly qualitative. So, some efforts
have been made to improve the qualitative answer to the
client.

For example, Nielsen [11] proposed a combination of
three factors (frequency, impact and persistence) each of
which must be rated on a scale of 5 values to assess the
market impact of the problem according to its severity. Or,
Rubin and Chisnell [10] whose problem severity’s scale in a
single parameter had 4 possible values (unusable, severe,
moderate and irritant).

The previous examples, together with others that are not
mentioned and our own experience, support the idea that
existing quantitative proposals are not good enough. Nielsen
himself declares that his proposal is a good measure but “It is
difficult to get good severity estimates from the evaluators
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during a heuristic evaluation session” [11]. An idea also
shared by UX professionals and researchers, such as Sauro
[18], who argues that it is usually difficult to distinguish
easily between too many rating levels.

In this research, we propose a simple but effective rating
method. Our proposal has three main characteristics:

• A 4-option rating scale: “Yes”, “Neither”, “No”, and
“Not applicable”

Our experience demonstrates that evaluators find it
exhausting when they must choose from a long list of
values. This feature worsens as the evaluation time
progresses, giving unreliable answers as the evaluators
reach the last principles. We believe that by reducing
the answers, as is proposed, this characteristic is
minimized.

Obviously, for each question, the evaluator can
write as many qualitative comments as needed. They
will reinforce the chosen selection and will provide
hints to argue with other evaluators and for the
programmers responsible to solve them.

• Questions for the principles are interrogative
questions written in a way that is favourable to
usability

Literature and examples present design principles
written in several forms: affirmative, negative, a mix of
both or with and without question form, making
(sometimes) confusion in the evaluator’s work. A study
presented by Masip et al. [7] revealed that evaluators
prefer interrogative sentences because they are more
intuitive, direct and easy for the evaluation job.
Adopting this recommendation, all the principles in this
proposal are written in question form.

Moreover, all these questions are formulated in the
way that when the answer is “Yes” it means that this
feature represents good usability. Consequently, “No”
represents the opposite, and “Neither” represents some
value in between. The last possible answer, “Not
applicable” is needed for those cases where this
question has no meaning to the case.

In fact, this is because we “do not have to obsess
too much over whether higher severity problems should
have higher numbers or lower ones. It’s the order that
has meaning” [18], what is really important is to find
the mistakes.

• A final usability value, called “Usability percentage”,
UP.

Apart from the qualitative insights, as we have seen
in the introduction, some works [1][2][9][14][20] have
been looking to complement them with a number to
quantify how usable the evaluated interface is. This
responds to one characteristic of human nature, always
looking to quantify everything.

In our case, it is important to know that there is no
intention of giving a deterministic value with a hard
meaning. Our aim is to give a kind of orientation about
the level of usability of this interface.

For this purpose, we will make use of the
evaluators’ answers to provide a final number. This is
too simple, and we assign a numeric value to each

possible answer. Thus, “Yes” is weighted with 1 point,
“Neither” with 0.5 points and “No” with 0 points. “Not
applicable” answers will not be taken into
consideration, as if they do not exist.

TABLE III. 3 shows an example corresponding to
the evaluation of the “Consistency and standards”
principle. Here, one can observe how the values are
taken in each case.

TABLE III. PUNCTUATION EXAMPLE WITH THE PRESENTED

PROPOSAL.

4 - Consistency and standards
Do link labels have the same names as
their destinations?

Neither 0.5

Do the same actions always have the same
results?

Yes 1

Do the icons have the same meaning
everywhere?

Not
applicable

-

Is the information displayed consistently
on every page?

No 0

Are the colours of the links standard? If
not, are they suitable for its use?

Yes 1

Do navigation elements follow the
standards? (Buttons, check box, ..)

Yes 1

Finally, we add up all the values to obtain the final
number.

With this, the maximum value is 60, corresponding
with the case that all the questions have been answered
with a “Yes”. Nevertheless, as the “Not applicable”
answer makes it impossible to know the maximum
number for every evaluation, we translate this value to
a percentage value, taking into consideration only the
“Yes”, “Neither” and “No” answers. It provides a
number (a percentage) that enables the comparison
among the assessments done by the other evaluators.

The value for the case of Table 3 is 3.5 that will be
added to the final evaluation number. One should
consider that, when translating to the percentage value,
only 5 of the 6 questions will be taken into account (the
3rd answer is “Not applicable”).

IV. EXPERIMENTATION

To validate our proposal, we designed an experiment that
has a multipurpose goal. On the one hand, we want to obtain
feedback from experienced evaluators to validate the
heuristic list, the corresponding questions (see Table 1), the
rating scale and the Usability Percentage (UP) final value.
Secondly, we also wanted feedback about the questions to be
answered by the evaluators when assessing every principle.
And, finally, we wanted to have a real evaluation scenario
that tests all the proposals. All together it should provide us
with helpful comments and critiques.

For this, we planned a real evaluation. By that time, the
faculty where we work had launched a completely
redesigned website (http://www.eps.udl.cat) and the dean
asked us about its usability. So, it was a perfect exercise to
do. We could meet the request of our dean while being able
to test the heuristic validation proposal.
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We have recruited 7 evaluators, all them with valuable
experience doing evaluations with heuristics: three with
more than 10 years of experience, two with more than 5
years, one of whom developed her PhD completely in this
specific field, and a PhD student that follows the previous
one. The last student has less experienced, but is supervised
by one of the seniors.

The evaluation process was very simple. Every evaluator
received a spreadsheet file containing: a sheet for the project
description and the evaluator data, 15 sheets (one for each
principle) containing the principle and its questions, and a
last sheet with the global calculation (blocked for the
evaluator).

The questions on the principles sheets had to be answered
with the score (one of the four available options) and with an
additional cell for comments to describe the evaluator’s
feedback.

Table 4 shows the final scores of all the evaluators for
every principle (this is what is shown in the last sheet). In
this table, the important values are those along the bottom
row, corresponding with the Usability Percentages.

Analysing these results, we can observe that, in general
terms, the website evaluated has a good usability level.
Figure 1 summarizes all the evaluations, the mean of all the
evaluations is 77.5%, that means (or, could mean) a
reasonably good usability level.

Figure 1. Usability percentage.

Moreover, if we want to be more precise, we can analyse
the evaluation by each principle. Then, principles “10 - Help
and documentation”, “11 - Save the state and protect the
work”, “14 – Defaults” and “15 - Latency reduction” show
the lowest; then, it is very easy to see what aspects are to be
enhanced.

V. DISCUSSION

Once this work was presented, the discussion was
focused on what we learned from the experiment to validate
the proposal presented here.

The first aspect to comment refers to the principles list.
We are convinced that the new list is certainly an
improvement on its predecessors. This position relies on (i)
the basis of it is the result of shaking the most well-used list,
Nielsen’s, and another not so-well used, but more precise
and complete list, Tognazzini’s, and, (ii) on the comments
provided by the evaluators who took part in the experiment.
For example, the sentence “this new list is a bit larger than
Nielsen’s, but it is much more complete” had a unanimous
consensus.

The second aspect is about the questions. Here, we must
note that it is impossible to assess any single principle
without the questions, hence their need. In our case, we
delivered a list that also comes from the analysis of the two
references used. We believe that these questions cover all the
aspects to carry out a proper UI analysis. Certainly, they can
be enhanced, but it is a reasoned and well-balanced list, with
an appropriate number of questions for each principle.

The next characteristic refers to the rating method. Here,
the first good decision was to write all the questions in
question form and describe them with the same usability
direction, the affirmative answer always representing good
usability. This may seem unimportant, even trivial, but it is
not usual to find it in the previous works. At the same time, it
is a determinant for our score method. The second good
decision was to simplify the rating scale. We know that
larger scales allow evaluators to be more precise, but we also
know that as the evaluation advances, the ratings for the last
principles are less precise.

Both previous characteristics, i.e., the form of the
questions and the rating method, enable us to quantify every
evaluation done by the evaluators. It gives a global
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evaluation point of view that we called the Usability
Percentage (UP). This value must not be taken strictly as a
full usability meaning, but as an orientation.

About this aspect, from the analysis of the experiment,
beyond the result, we obtained the need to find the way to
compare not only the UP, but the results of every single
principle. Let us explain it: in Table 4, we see a lot of
numbers that, at this moment, are slightly insignificant.
These are the values obtained at every principle by every
evaluator. They are used to calculate the UP, so are
significant. But, we must find a way for comparing these
values principle by principle. This will allow us to identify
strengths and weaknesses and, then, to orientate the efforts
for improving the usability of the interface. Certainly, this
will be the next step to enhance our methodology.

VI. CONCLUSION AND FUTURE WORK

A new set of design principles has been presented with
the intention to be used in Heuristic Evaluations.
Additionally, a new methodology for evaluating completes
the proposal, providing a quantitative rate named Usability
percentage which complements the usual qualitative data
provided by this type of evaluations. An experiment
demonstrated how useful HE is and how easy it was to put
our proposal into practise.

This is a work in progress in the sense that finding the
specific strengths and weaknesses will make the system
better and more useful. The proposed evaluation system is a
potential candidate to replace existing methods. It is the
simplification of the evaluation and the final value that make
our system attractive.
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Abstract— We report on findings from a ‘state-of-practice’ 
survey conducted with Interaction Design (IxD)/User 
Experience (UX) professionals called ‘What’s Hot in Interaction 
Design’. We focus on 20 items from the survey which elicited 
practitioners’ usage of and attitudes towards personas. The 
survey items were derived from a review of academic and 
professional literature sources. The results show that 
practitioners think that personas have benefits, but come with 
associated resource demands and pitfalls, which we enumerate. 
We organize the results in terms of strength of opinion and 
discuss implications for methods, tools and curricula.  
 
Keywords-personas; interaction design; persona usage; 
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I.  INTRODUCTION  

A persona is a user-model intended to support the design 
of a software product by anchoring design within a vision of 
intended users. Advocates argue that personas promote 
empathy and help focus design on the goals and characteristics 
of users. They are, however, not without detractors and 
although it has been 18 years since the publication of The 
Inmates are Running the Asylum [1], there has been little 
research to systematically elicit practitioners’ attitudes about 
them.  
 

In 1999, Cooper [1] introduced the idea of personas as a 
way of anchoring design within a vision of intended users. A 
persona is a kind of user-model—a composite archetype [2] 
drawn from behavioral data from users of an existing or 
intended digital product. A set of personas can be created 
where each represents a group of users with similar behaviors, 
attitudes, aptitudes, and needs. Methods for creating personas 
have been suggested by Cooper [2], Pruitt and Adlin [3], and 
Nielsen [4][5] with semi-automated methods also being 
proposed [6]–[8]. Personas have a role in the three phases of 
the User Centered Design (UCD): User Research & 
Requirements, Designing & Prototyping and Evaluation.  

Despite the enthusiasm that some hold for personas, 
concerns have been raised about the resources required to 
create them [3][9]–[12] and their value to the design process 
[11]–[15].  A review of practitioners’ attitudes towards 
personas via a selection of articles on professional websites 
revealed views ranging from strong advocacy to skepticism. 
To our knowledge, there has been little systematic research on  

 

attitudes towards personas held by the people who might use 
them—Interaction Design and User Experience professionals.  

 
We conducted an online survey called ‘What’s Hot in 

Interaction Design’ in order to elicit details of the current 
practices and attitudes of industry professionals. The survey 
spanned many topics of which personas was one. Our 
motivation was as a stimulus for considering new methods and 
tools, to inform university syllabus development, and simply 
to record current trends. The survey was in two parts: (1) an 
initial part about Interaction Design/User Experience practice 
in general (‘main survey’) which included 4 questions about 
personas, (2) an optional additional part (‘persona survey’) 
that had an additional 16 items (hereafter referred to ‘A1’ to 
‘A16’ see TABLE I) which went into more detail about 
personas. Items were derived from a review of issues raised in 
the academic literature. The main survey was completed by 
173 practitioners. 76 practitioners went on to complete the 
persona survey.  

In this paper, we report results relating to persona use from 
both the main survey and the persona survey. We report an 
analysis of each item using significance testing and prioritize 
significant items using effect size (odds ratio) as a measure of 
relative strength of feeling.  

In the next section (Section II), we review background 
literature which provided the basis for the persona survey 
items. In Section III, we discuss the survey and analysis 
method, and in Section IV we report the findings. In the final 
section, we summarize the results and discuss implications of 
our findings for interaction design practice. 
 

II. LITERATURE REVIEW 

A. Overview on Personas  

Cooper introduced the idea of personas in 1999 [1]. 
Although a method for creating personas was not clearly 
articulated at that point, the idea attracted a good deal of 
attention. According to Cooper, personas offer a balance 
between formality and informality that carries more nuance 
than diagrammatic models through capturing users' goals, 
tasks, characteristics, and environments. The belief was that 
they could allow design teams from different disciplines and 
stakeholders to communicate about and empathize with the 
users and develop more focused designs. Methods for creating 
personas were subsequently offered that provided a structured 
approached to the development of personas. These included 
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Pruitt, Grudin and Adlins’ ‘role-based perspective’ [3, 9]; 
Cooper, Reimann and Cronin’s ‘goal-directed perspective’ 
[1]; and Nielsen’s ‘engaging perspective’ [4]. Cooper, 
Reimann and Cronins’ [1] method is a 7-step approach 
representing user-goals and including activities, attitudes, 
aptitudes, motivations, and skills towards a product. Pruitt, 
Grudin, and Adlin [3, 9] agreed on the benefits of personas 
suggested earlier, but propose personas as a complementary 
tool. Their method is a 5-step approach that looks into massive 
data and attempts to verify the quality and adequacy of 
persona representation. Nielsen [4][5], who observed 
variations in persona use, criticized some practitioners for 
failing to fully appreciate the potential of personas and for 
adopting marketing archetypes as personas. She offered the 
‘Engaging Persona’ process, which is a 10-step approach 
aimed at establishing common ground on gathering data 
related to user needs, attitudes and aptitudes and includes 
details such as social background, psychological 
characteristics, and emotional relationship to invoke empathy 
and avoid stereotyping [16]. The method also included some 
steps that focus on how to make personas accepted and used 
by team members.  

 

B. Studies on Personas 

Some studies have explored experiences and outcomes of 
persona creation and use. Blomquist and Arvola [13], for 
example, observed a design team’s first experience with 
personas. Methods for creating personas were relatively 
under-developed at that time and the authors found designers 
lacked confidence in using them for communication or design, 
concluding a need for expertise and integrating personas 
within existing knowledge and practice. Chang et al. [17] 
reported a small study with practitioners comparing attitudes 
of some who used personas and some of who didn’t. The study 
found more positive attitudes towards personas from those 
who use personas who found it an essential tool for design. 
The study also found practitioners experimenting with new 
approaches. Later, Miaskiewicz and Kozar [18] elicited 
perceived benefits of personas from 19 experts (practitioners 
who created and used them) and derived a ranked list of 22 
benefits, including: providing audience focus, helping to 
guide decisions, supporting collaboration, acting as a 
communication aid and guiding evaluation. Mathews et al. 
[15] reported a study of 14 practitioners and observed that 
those trained on Cooper’s method tended to champion 
personas, whereas those trained in Engineering and Computer 
Science were  ‘moderate’ persona users, and those trained in 
HCI and Design were pessimistic. The study also indicated 
benefits of personas in helping understand users' needs and 
context and establishing common ground.   

A number of literature sources draw attention to the cost 
implications of personas creation. LeRouge [19] argued that 
despite their cost implications, when personas are successfully 
integrated into a design process by trained team members, the 
benefits outweigh the costs.  Billestrup et al. [20] designed a 
questionnaire survey to investigate the knowledge and use of 
personas across 60 software development companies within a 
specific geographical region . The results revealed that more 

than half of the respondents had not heard of personas while 
the other respondents stated that personas were not well 
integrated into the development process. In addition, some 
problems related to time and budget constraints, limited 
knowledge with persona methods and inadequacy/ 
shallowness of persona descriptions were reported. 

Based on an observational study of design team 
conversations, Friess [11] questioned the benefits of personas 
as a tool for communication. Fries’ study showed that despite 
time and resources spent on developing and refining personas, 
they were only referred to briefly in designers’ conversations. 
Fries, however, resists the conclusion that personas are not 
useful with the observation that members of the design team 
who created personas invoked them in conversations much 
more often than other team members and stakeholders. Tharon 
[12] commented on the result that,  “Leaving the development 
of the personas to a select few on the team seems likely to 
ensure that those few are the only members of your team who 
will benefit from the time and money invested in the personas 
development.”  

 

C. Personas and Empirical Methods of User Research 

It is agreed across the several methods of creating personas 
[2]–[4][6]–[8][10] that personas should be derived from user 
research. The approach suggested by Cooper [1][2] was solely 
qualitative, involving informal manual clustering of users 
(based on ‘behavioral variables'). Such an approach has raised 
questions about possibilities of exploiting quantitative data 
[3][8]–[10], as well as issues of sample size [3][6][8]–
[10][14], adequacy of personas in terms of validity and human 
bias[7][8][10][14], and time and budget implications 
[3][6][8]–[10][12][14][15][21]. In response to such issues, 
some have proposed the integration of quantitative research 
and/or automating clustering methods.   

Pruitt, Adlin, and Grudin [3][9] were the first to combine 
quantitative and qualitative methods based on existing data 
about users. Their clustering method remained manual and 
was performed by experts in user research. They suggested 
validating personas through “sanity checks” and “foundation 
documents” to link them with the original gathered data. 
Later, Chapman’s and Milham’s [14] discussed the 
unexplored limitations of the former persona methods in terms 
of significance, accuracy, validity, human bias, and relation to 
the design of the product. The subsequent authors focused on 
bringing some automation to the process to increase 
objectivity, improve validity by increasing sample size, whilst 
also improving the efficiency of the method and making it less 
dependent on research expertise.  

Mulder and Yaar [10] proposed a mixed method for web 
design personas starting with a quantitative analysis of large-
scale market research and website log data and using semi-
automated clustering techniques to create market 
segmentation/user profiles, followed by qualitative analysis 
such as interviews, field studies or usability tests. Following 
this, McGinn and Kotamraju [8] suggested designing a survey 
with agreed attributes to collect large-samples of customer 
data. Factor Analysis (FA) was used from the initial 
groupings, followed by interviews with selected users to 
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reveal the goals and motivation and to validate group 
membership.  

Maikenzie et al. [7] proposed Latent Semantic Analysis 
(LSA) for semi-automated clustering of qualitative interview 
transcripts data, proposing this method to be “more efficient, 
less subjective, and less reliant on specialized skills”. Brikey, 
Walczak, and Burgess [6] reported a study that classified the 
methods of creating personas in terms of manual qualitative 
techniques and semi-automated techniques (LSA, FA, 
principal component analysis (PCA) and multivariate cluster 
analysis (CA)). The findings indicated that LSA semi-
automated method, when compared to the manual qualitative 
method, is not affected by the quantity of data, requires less 
expertise in clustering, is faster and cheaper, and minimizes 
human bias. The study also showed that the three automated 
clustering techniques didn't agree with the cluster assignment 
done by experts. 

In her 10-step approach, Nielsen [4] applies quantitative 
and qualitative research methods and considers manual 
clustering techniques (affinity diagrams and empathy maps) 
to be performed by qualified team members.  These 
approaches each in its own capacity have exploited at least one 
of the following: sample size, adequacy of persona, time and 
budget; yet all of them need the expertise in 
quantitative/qualitative data analysis for clustering users. 

 

D. Professional Literature 

We also conducted a review of professional magazines 
and association websites for articles on personas. Here, mixed 
opinions can be found along with specific concerns which in 
many cases echo those expressed in the academic literature. 
For example, Sholmo G. [22][23], an interaction designer 
intern at Cooper design agency, remarks, “For every designer 
who uses personas, I have found even more who strongly 
oppose the technique.” He reflects on his own conversion 
from negative attitude to positive once he started to develop 
and use personas “properly” in his work. He attempts to 
convince detractors to change their perceptions and promotes 
the use of personas for those who are unfamiliar with the 
process. Similarly Kellingley [24], another advocate for the 
development of personas, agreed with many of the criticisms 
under three headings: “Personas are time-consuming”, 
“Personas are expensive”, and “Personas need time to show 
ROI”. However, he argues that more time and money would 
be spent on building and rebuilding products without 
considering user requirements and personas. Accordingly, the 
attempt to reduce cost and time by cutting back on user 
research and abandoning the use of personas does not hold.  In 
the same way, Paul B. [25] discusses three reasons that lead 
some peers to adverse personas as design tools. First, the use 
of “Analytics”, which he argues can reveal many insights 
about the design components based on users’ interactions, 
overlooks how UX designers work and merely specifies user 
behaviors which is essential to the UX strategy. Second, A/B 
and multivariate testing assesses alternative designs in terms 
of quantitative results, but do not suggest how to reach the best 
design. Third, in an agile environment UX practitioners feel a 
burden when creating and designing personas because of time 

constraints, which again reveals that there is a need for better 
ways of fitting personas in the UX process. 

III. METHODS 

A. Survey Design 

The main survey contained 29 questions distributed across 
sections on: (1) demographics; (2) user research; (3) design 
and prototyping; (4) product development; and (5) evaluation. 
Section (1) contained questions asking the areas in which 
respondents had professional experience, the answers to 
which determined subsequent sections they were asked to 
complete. There were four questions about personas in the 
main survey across the remaining sections.  

The persona survey contained 16 items. Each elicited 
agreement with a series of propositions on a five-point Likert 
scale. Each proposition represents a possible attitude towards 
personas. They were derived by collating reported findings 
and opinions (explicitly expressed or apparently assumed) 
appearing in a range of relevant academic sources (most 
appear in the literature review above) and a selection of 
industry blogs. The propositions are itemized in TABLE I. and 
each is mapped against its multiple sources.  

Findings from previous studies were included because 
such studies were typically qualitative and/or longitudinal and 
based a small sample drawn from one specific contexts. In this 
sense, the survey can be seen as corroborating findings as well 
as opinions against a larger and more widely drawn sample. 
In some cases, sources contradicted each other. Here the 
survey can be seen as helping to resolve such conflicts. Thus, 
we believed we converged on a set of concerns that were 
relevant and might be profitably tested with reference to the 
experience of a larger sample of practitioners.  

It is not uncommon for surveys to use both forward and 
reverse-keyed versions of items to control for possible 
acquiescence bias. However, Sonderen et al. [26] and 
Schriesheim & Hill [27] argue that there is little  empirical 
evidence to support this recommendation and also 
demonstrate that it can increase respondent confusion and 
introduce difficulties in interpretation. In addition, including 
reverse-keyed items double the size of a survey which 
presumably can negatively affect completions and hence 
sample size. Hence, we opted for one item per proposition.  

B. Participants and recruitment 

The target population for the survey was UX/IxD 
practitioners. Respondents were recruited by non-
probabilistic convenience sampling via invitations to online 
interest groups, and by snowball sampling via the researchers’ 
professional networks. The requirement of working as a 
UX/IxD practitioner was included in invitations. Respondents 
were asked to give job titles as part of the survey and these 
were subsequently reviewed for relevance prior to analysis.  

C. Data Analysis 

Responses to each Likert item were coded on a scale of 1 
to 5 where 1 = strongly disagree, 2 = disagree, 3 = neutral, 4 
= agree, 5 = strongly agree. For each item, a lower bound one-
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sample, one-tailed sign test was performed to assess 
agreement according to the following hypotheses: 

 
H0: The population median response is equal to or 
less than neutral (η<=3) (i.e., non-agreement) 
 
H1: The population median response is greater than 
neutral (η> 3) (i.e., agreement) 
 

Given the multiple tests, Benjamini and Hochberg [28] 
method was used to control for inflated type I error rate 
(αadjusted =.040625). The odds ratio (OR) -an 
unstandardized effect size statistic- was also computed for 
each item and to ultimately organize the responses in terms of 
strength of expressed opinion.  

 

TABLE I.  THE 16 STATEMENTS USED AS ATTITUDINAL MEASURES 

TOWARDS PERSONAS 

A1: Personas are time consuming to create/use. Agree: 
[3][8]–[10][12][19][20].Disagree: [6][7]  

A2: Personas are expensive to create/use. Agree: [3][8]–
[10][19][20]Disagree: [6][7]   

A3: Representative personas require a lot of data. Agree: 
[3][8]–[10][19].Disagree:[17][29] 
A4: Personas require expertise in qualitative research to 
create. Agree: [2][3][9][10][13][17][19]. Disagree: 
[6][7]  

A5: Personas require training in persona methods. 
Agree: [2]–[4][8]–[10][15][19]  

A6: Collaborating around personas is difficult.  Agree: 
[3][9][13]. Disagree: [13] 
A7: Personas are often not properly used by teams. 
Agree: [11][12]. Disagree: [3][7][13]  

A8: Personas often represent extreme archetypes Agree: 
[2][10][21] 

A9: Personas often lack important information related to 
goals, needs, behaviors, and attitudes. Agree: [20]. 
Disagree:[1]–[5][9][10]  
A10: Persona sets often incorporate redundancy 
(multiple personas referring to the same 
characteristics).Agree: [2][3] 

A11: Personas are helpful for understanding users' needs 
and context. Agree: [1]–[6][9][10][19][21]. Disagree: 
[13] 

A12: Personas are helpful for making design decisions. 
Agree: [2][3][5][7][9][10][21]. Disagree: [13]–[15] 

A13: Personas are helpful  for implementing and 
building Agree:[2][3][5][9][10][19][21] 

A14: Personas are helpful for evaluation. Agree: 
[10][18][19][21].Disagree:[20]  
A15: Personas are helpful for communicating with 
stakeholders and team members. Agree: [1]–
[5][7][9][10][19][21].Disagree: [11]–[13]  
A16: The personas I use are usually well formed and 
adequate. Disagree: [20] 

IV. RESULTS 

A. Demographics 

The main survey and the persona survey were completed 
by 173 and 76 practitioners, respectively, with the following 
self-reported demographics (number in main survey/number 
in persona survey):  

• Job Titles: UX Designers (52/21), UX Researchers 
(27/13), Senior User Experience Designers (23/13), 
User Interface Designer / Information Architect (7/2), 
and others (64/27); 

• Years of experience: > 5 yrs (79/36), 3 -5 yrs(45/17), 
1 -2 yrs (26/11), < 1 year (23/12); 

• Countries: UK (56/30), USA (35/13), Sweden (12/7), 
India (11/2), Norway (8/3), UAE (8/3) and 43/18 
others; 

• Organization size: 20-99 employees (34/14), 1000-
4999 employees (31/13), 10000+ employees (24/13), 
100-499 employees (24/6), 5000-9999 employees 
(20/8), 1-4 employees (12/3), 10-19 employees (9/5), 
500-999 employees (8/8), 5-9 employees (6/6). 
 

Respondents worked with digital products in the areas: 
websites (134/63), mobile solutions /applications (121/52), 
consumer technology (73/35), enterprise solutions (67/33), 
accessibility (62/24), visualization of big data (44/25), smart 
objects/devices (IOT)(31/10) and, tabletops/multi-touch 
surfaces (24/8), wearable technology (19/5), Robotics & AI 
(16/4), A/R (14/3), VR (11/2), others (35/14) 

B. Persona Use  

Of the 173 practitioners who completed the main survey 
111(64%) reported using personas in some capacity. Of 105 
respondents involved in user research, 78 (74%) reported 
using personas to represent/communicate user needs based on 
research studies. Of 109 respondents involved in design and 
prototyping, 69 (63%) reported using personas for motivating 
design ideas/decisions and 44 (40%) reported using persona-
based inspection for creating/refining the concepts of design. 
Of 113 respondents involved in evaluation, 34 (30%) reported 
using persona-based inspection methods.    

C. Results from the Personas Survey  

We report responses to the items in the persona survey, 
including results of a one-sample sign test used to assess 
agreement with each proposition. In each of the bar charts 
(Fig. 1─16), the left end of the red arrow indicates the lower 
bound of the 95% confidence interval and the dot indicates the 
estimated population median. Note that in a number of cases 
these values are the same.  

 
A1: Personas are time-consuming to create/use  

Fig. 1 shows that the attitudes to this item were mostly 
positive with median and mode of 4. 62% responded on the 
'agree' side of neutral (4 or 5) and 25% responded on the 
'disagree' side of neutral (1 or 2). A one-tailed sign test was 
highly significant (p=.0004 and p-adjusted=0.03125) 
supporting H1 (agreement). The odds ratio was 2.5.  
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Conclusion: Practitioners tend to agree that personas are  
time-consuming to create/use. 
 
A2: Personas are expensive to create/use 

Fig. 2 shows that the attitudes to this item were fairly even 
around neutral with a median of 3 and mode of 4. 34% 
responded on the 'agree' side of neutral (4 or 5) and 25% 
responded on the 'disagree' side of neutral (1 or 2). A one-
tailed sign test was non-significant (1-tailed p=.7052 and p-
adjusted=0.046875) supporting H0 (non-agreement). The 
odds ratio was 0.9.  

 

Conclusion: Practitioners tend not to agree that personas 
are expensive to create/use. 

 
A3: Representative personas require a lot of data 

 Fig. 3 shows that the attitudes to this item had a median 
and mode of 4. 54% responded on the 'agree' side of neutral 
(4 or 5) and 16% responded on the 'disagree' side (1 or 2). A 
one-tailed sign test was highly significant (1-tailed p <.0001 
and p-adjusted=.003125) supporting H1 (agreement). The 
odds ratio was 3.4.  

Conclusion: Practitioners tend to agree that representative 
personas require a lot of data.  

 
A4: Personas require expertise in qualitative research to 
create. 

Fig. 4 shows that the attitudes to this item had a median 
and mode of 4. 72% responded on the 'agree' side of neutral 
(4 or 5) and 14% responded on the 'disagree' side (1 or 2). A 
one-tailed sign test was highly significant (1-tailed p <.0001 
and p-adjusted=.00625) supporting H1 (agreement). The odds 
ratio was 5.  

Conclusion: Practitioners tend to agree that personas 
require expertise in qualitative research to create. 

 
A5: Personas require training in personas methods 

Fig. 5 shows that the attitudes to this item had a median 
and mode of 4. 66% responded on the 'agree' side of neutral 
(4 or 5) and 13% responded on the 'disagree' side (1 or 2). A 
one-tailed sign test was highly significant (Z = 3.846, 1-tailed 
p<.0001 and p-adjusted =.00937) supporting H1 (agreement). 
The odds ratio was 5.  

Conclusion: Practitioners tend to agree that personas 
require training in personas methods.  

 
A6: Collaborating around personas is difficult 

Fig. 6 shows that the attitudes to this item had a median of 
3 and mode of 2. 34% responded on the 'agree' side of neutral 
(i.e., 4 or 5) and 39% responded on the 'disagree' side (1 or 2). 
A one-tailed sign test was non-significant (1-tailed p=.748 and 
p-adjusted=.05) supporting H0 (neutral or disagree) with an 

odds ratio (OR0.9).  
 

Figure 2.  Personas are expensive to create/use  

Figure 3.  Representative personas require a lot of data 

Figure 1. Personas are time-consuming to create/use 

Figure 4. Personas require expertise in qualitative research to 

create 

Figure 5. Personas require training in personas methods 
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Conclusion: Practitioners tend not to agree that 
collaborating around personas is difficult.  

 
A7: Personas are often not properly used by teams 

Fig. 7 shows that the attitudes to this item had a median of 
4 and mode of 5. 78% responded on the 'agree' side of neutral 
(i.e., 4 or 5) and 4% responded on the 'disagree' side (1 or 2). 
A one-tailed sign test was highly significant (1- tailed p<.0001 
and p-adjusted=.00125) supporting H1 (agreement). The odds 
ratio was 19.7.  

Conclusion: Practitioners tend to agree that personas are 
often not properly used by teams. 

 

A8: Personas often represent extreme archetypes 
Fig. 8 shows that the attitudes to this item had a median 

and mode of 3. 43% responded on the 'agree' side of neutral 
(4 or 5) and 22% responded on the 'disagree' side (1 or 2). A 
one-tailed sign test was found to be significant (1-tailed 
p=.025 and p-adjusted=.0344) supporting H1 (agreement) 
with an odds ratio of 1.9.  

 
Conclusion: Practitioners tend to agree that personas often 

represent extreme archetypes. 
 

A9: Personas often lack important information related to 
goals, needs, behaviors, and attitudes. 

Fig. 9 shows that the attitudes to item had a median and 
mode of 3.       42% responded on the 'agree' side of neutral (4 
or 5) and 26% responded on the 'disagree' side (1 or 2). A one-
tailed sign test was found to be non-significant (1-tailed 
p=.064 and p-adjusted=.0438) supporting H0 (neutral or 
disagree) with an odds ratio of 1.6.  

Conclusion: Practitioners tend not to agree that personas 
often lack important information related to goals, needs, 
behaviors, attitudes.  

 
A10: Persona sets often incorporate redundancy  

Fig. 10 shows that the attitudes to this item had a median 
and mode of 3. 42% responded on the 'agree' side of neutral 
(4 or 5) and 26% responded on the 'disagree' side (1 or 2). A 
one-tailed sign test was found to be significant (1-tailed 
p=.064 and p-adjusted=.0438) supporting H1 (agreement). 
The odds ratio was 1.8.  

Conclusion: Practitioners tend to agree that personas often 
incorporate redundancy. 

 
A11: Personas are helpful for understanding users' needs and 
context 

Fig. 11 shows that the attitudes to this item had a median 
and mode of 4. 83% responded on the 'agree' side of neutral 
(i.e., 4 or 5) and 8% responded on the 'disagree' side. A one-
tailed sign test was highly significant (1- tailed p<.0001 and 

Figure 6. Collaborating around personas is difficult 

Figure 7. Personas are often not properly used by  teams 

Figure 8. Personas often represent extreme archetypes  

Figure 9. Personas often lack important information related to 

goals, needs, behaviors, and attitudes. 

Figure 10. Persona sets often incorporate redundancy 

71Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-616-3

ACHI 2018 : The Eleventh International Conference on Advances in Computer-Human Interactions

                           81 / 248



p-adjusted=.015625) supporting H1 (agreement). The odds 
ratio was 10.5.  

Conclusion: Practitioners tend to agree that personas are 
helpful for understanding users’ needs and context. 

 
A12: Personas are helpful for making design decisions 

Fig. 12 shows that the attitudes to this item had a median 
and mode of 4. 72% responded on the 'agree' side of neutral 
(i.e., 4 or 5) and 11% responded on the 'disagree' side (1 or 2). 
A one-tailed sign test was highly significant (1-tailed p<.0001 
and p-adjusted=.01875) supporting H1 (agreement). The odds 
ratio was 6.9. 

Conclusion: Practitioners tend to agree that personas are 
helpful for making design decisions.  

 
A13: Personas are helpful for implementing and building 

Fig. 13 shows that the attitudes to this item had a median 
of 3 and mode of 4. 47% responded on the 'agree' side of 
neutral (4 or 5) and 28% responded on the 'disagree' side (1 or 
2). A one-tailed sign test was highly significant (1-tailed p= 

.0318 and p-adjusted= .040625) supporting H1 (agreement). 
The odds ratio was 1.7. 
 

Conclusion: Practitioners tend to agree that personas are 

helpful for implementing and building. 
 
A14: Personas are helpful for evaluation 

Fig. 14 shows that the attitudes to this item had a median 
and mode of 4. 68% responded on the 'agree' side of neutral 
(i.e., 4 or 5) and 12% responded on the 'disagree' side (1 or 2). 
A one-tailed sign test was highly significant (1-tailed p= .0318 
and p-adjusted= .021875) supporting H1 (agreement). The 
odds ratio was 5.8.  

Conclusion: Practitioners tend to agree that personas are 
helpful for evaluation. 
 
A15: Personas are helpful for communicating with 
stakeholders and team members  

Fig. 15 shows that the attitudes to this item had a median 
and mode of 4. 75% responded on the 'agree' side of neutral 
(4 or 5) whilst 11% responded on the 'disagree' side (1 or 2). 
A one-tailed sign test was highly significant (1- tailed p<0.001 
and p-adjusted= .025) supporting H1 (agreement). The odds 
ratio was 7.1.  

Conclusion: Practitioners tend to agree that personas are 
helpful for communicating with stakeholders and team 
members.  

 
A16: Personas I use are usually well formed and adequate 

Fig. 16 shows that the attitudes to this item had a median 
of 3 and mode of 4. 49% responded on the 'agree' side of 
neutral (4 or 5) and 16% responded on the 'disagree' side (1 or 

Figure 11. Personas are helpful for understanding users' needs and 

context 

Figure 12. Personas are helpful for making design decisions 

Figure 13. Personas are helpful for implementing and building 

Figure 14. Personas are helpful for evaluation 

Figure 15. Personas are helpful for communicating with 

stakeholders and team members 
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2). A one-tailed sign test was highly significant (1-tailed 
p=0.003 and p-adjusted= .028125) supporting H1 
(agreement). The odds ratio was 3.  

Conclusion: Practitioners tend to agree that the personas 
they use are usually well formed and adequate. 

 
We use the odds ratio to judge relative strength of opinion. 

TABLE II shows the items ordered by odds ratio. We use 
descending order (most strongly held view at the top). The 13 
significant items are displayed first followed by the 3 non-
significant items (A9, A2, A6).   

V. CONCLUSION 

Existing persona studies are typically 
qualitative/ethnographic or case studies. They tend to involve 
small samples of practitioners with findings developed 
inductively. These studies are valuable for raising issues, but 
any generalization is problematic. Also, the claims in the 
literature are also diffused, uncorroborated and cannot be 
prioritized.   

The ‘What’s Hot in Interaction Design’ survey, with the 
additional persona survey component, represents one of the 
largest studies of personas that we know of to-date. It allows 
a quantitative analysis of the views of a large number of 
practitioners in relation to issues previously raised in the 
literature and which in many cases were a source of 
disagreement. It does this in a way that allows generalization 
and comparison between issues (i.e., prioritization). The 
results show that persona use is quite prevalent amongst 
IxD/UX practitioners, particularly to capture the results of 
user research but also to support design activities and to some 
extent, to support evaluation.   

Practitioners revealed strong opinions relating to 
challenges that are faced with personas such as the need for 
expertise in persona methods and expertise in qualitative 
research, as well as questions of user sample size and the 
amount of data required to create personas. However, the main 
challenge (high OR) turns out to be that, in the practitioners’ 
views, personas are not properly used by teams. 

Although previous research (TABLE I) included an 
agreement about financial costs (A2) and collaboration effort 
(A6), our findings show that practitioners had an overall 
neutral opinion towards them. The former might be explained 
by the fact that practitioners are more affected by time  

implications than they are by implications for budgets. The 
latter might be explained, not by a lack of collaboration 
difficulties, but by a lack of collaboration. On the other hand, 
our findings and literature tend to disagree on the question of 
personas lacking important information related to goals, 
needs, behaviors, and attitudes.  

TABLE II.  PRIORITY OF ATTITUDES TOWARDS PERSONAS BASED ON 

THE DESCENDING ORDER OF OR RATIOS. 

Our overall findings also provide an indication for the 
need for persona methods and tools that address the problem 
of using personas by teams and other challenges whilst 
maintaining personas benefits. It elicits the requirements for a 
personas tool that can support practitioners in their work and 
target the reported practitioners’ issues.  

In future work, we plan to follow up on the findings 
reported here by exploring them more deeply in an interview 

Priority Attitude OR 

1 A7: Personas are often not properly 

used by teams. 
19.6 

2 A11: Personas are helpful for 

understanding users' needs and 

context 10.5 

3 A15: Personas are helpful  for 

communicating with stakeholders 

and team members 7.1 

4 A12: Personas are helpful for making 

design decisions 6.9 

5 A14: Personas are helpful for 

evaluation 5.8 

6 A5: Personas require training in 

persona methods. 5 

7 A4: Personas require expertise in 

qualitative research to create. 5 

8 A3: Representative personas require 

a lot of data. 3.4 

9 A16: The personas I use are usually 

well formed and adequate. 3.1 

10 A1: Personas are time consuming to 

create/use. 2.5 

11 A8: Personas often represent extreme 

archetypes 1.9 

12 A10: Persona sets often incorporate 

redundancy (multiple personas 

referring to the same characteristics) 1.8 

13 A13: Personas are helpful for 

implementing and building 1.7 

14 A9: Personas often lack important 

information related to goals, needs, 

behaviors, and attitudes 1.6 

15 A2: Personas are expensive to 

create/use. 0.9 

16 A6: Collaborating around personas 

is difficult. 0.9 

Figure 16. Personas I use are usually well formed and adequate. 
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study with IxD/UX practitioners and which will be helping 
further in the design/development of a persona tool. And as 
educators, given that personas are usually perceived as 
beneficial in the UCD, we would do well to include personas 
in our university syllabi but to find approaches that overcome 
or at least educate students about the challenges of resources 
and common pitfalls. 
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Abstract— Mobile payment services are in widespread use in 

China, but with them come growing concerns about security. 

Although the security of mobile payment has been 

demonstrated, a sample of user experience derived from real 

world data must be collected to understand the complex use 

context. This study aims to contribute to the current research 

by providing qualitative data through in-depth semi-structured 

interviews. The research explores the user security experience 

in a variety of use contexts by investigating mobile payment 

services in a mature market. The findings showed that users 

view their security experience as composed both financial and 

privacy aspects. The key user experience for mobile payment 

security was divided into five components: online mobile 

transaction, in-store payment, peer-to-peer payment, payment 

interaction in the physical world, and the network environment. 

Useful elements were also identified for enhancing security 

experience for mobile payment. Investigating security 

experience and user needs when designing mobile payment 

systems in context will provide a more holistic picture of the 

security needs surrounding mobile payment. 

Keywords-mobile payment; security; user experience; use 

context. 

I.  INTRODUCTION  

Advances in mobile technology have led to the increased 
popularity of mobile services in recent years. Mobile payment 
is vital to the development of mobile services, allowing for 
numerous diverse electronic transactions, such as online and 
offline purchasing, payment of bills and peer-to-peer transfer 
[1][2]. As China is one of the largest mobile payment markets 
in the world, it has drawn a great deal of attention from both 
practitioners and researchers [3]. According to the 40th China 
Statistical Report on Internet Development [4], there are 502 
million mobile payment users in China. 90% of users (463 
million) use mobile payment in offline situations, resulting in 
a variety of use contexts; these include payments made at 
physical stores, large retailers, vending machines, restaurants, 
hotels and public transportation. Mobile payment platforms, 
such as Alipay and WeChat Pay [5] have not only reduced the 
use of cash, but have also provided other supporting functions, 
including account and money management, location 
information and financial services, which enhance user 
experience while using mobile payment [2]. It is not surprising 
that mobile payment has become a part of everyday life in 
China. However, this widespread adoption has created 
multiple transaction scenes, leading to increasing security 
concerns in both the financial and privacy aspects [6][7]. 

This paper focuses on the security experience of mobile 
payment in a well-developed mobile services market, where 
various mobile payment scenarios can be identified and 
discussed. The purpose of this study is to investigate the 
specific user experiences of mobile payment to explore the 
associated factors and use contexts related to specific security 
experience. The study also tried to determine the user 
perspective of mobile payment security. The findings of this 
research could provide a comprehensive understanding of 
users’ security needs in different mobile payment scenarios 
and past experiences of the users in a mature market of mobile 
payment. The following sections of this article are organized 
as follows: Section II introduces the state of the art in mobile 
payment and security research. Section III describes the 
method applied for the study. Section IV outlines the 
participants’ demographic information and results of the 
interview. Section V compares the current results with 
previous research outcomes. Section VI presents the 
conclusion of the main findings and indicates the possible 
fields for future research. 

II. STATE OF THE ART 

Previous studies have found a strong relationship between 
perceived security of electronic commerce and user attitudes 
toward its adoption [7]-[9]. Research studies have reported 
that security risks have been an important factor influencing 
customer’s willingness in using mobile payment in China 
[10]. Although this consumer “adoption” study has 
demonstrated the importance of mobile payment security, 
simply using “adoption” research to investigate the impact of 
mobile payment security might not be effective enough for 
evaluating the overall situation and gaining broader insights 
about this area [11].  

With the increasing adoption of mobile services, 
researchers have emphasized on the importance of studying 
the relationship between use context and security of mobile 
payment. For instance, Figge [12] is concerned about 
information confidentiality regarding the context 
computation. Since consumer information is sent out for 
improving mobile services in different use contexts, service 
providers could access to a lot of personal information. 
Dahlberg et al. [11] have mentioned the research value of 
understanding use context and security in mobile payment, 
and suggested the need to map the use context of mobile 
payment with security methods, which can be regarded as a 
promising research area.  
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Today, the use context of mobile payment in China is more 
and more complex, as the platforms such as Alipay and 
WeChat Pay have created a mobile lifestyle rather than simply 
providing a service. This calls for studies to understand of 
security experience of mobile payment usage in a particular 
situation. As compared to provious empirical studies, 
interviews can help in collecting data regarding user attitude 
and experience regarding the daily use of mobile payment 
services in use contexts. This contributes to an overall 
understanding of the formation of security experience 
depending on the scenarios and provides insights for 
enhancing mobile payment interaction. 

III. METHOD 

Semi-structured in-depth interviews were adopted for this 
research to investigate the user security experience of mobile 
payment in order to form a holistic understanding of the 
phenomenon. 

A. Participants 

In order to identify the most cases across various payment 
scenarios, we conducted the research in a mature market to 
collect as much user experience as possible. We recruited 10 
participants (5 male and 5 female users) in Guangdong 
province in China, where mobile payment services are widely 
used. 

B. Interview Design 

A semi-structured in-depth interview was conducted for 
each participant individually. Each interview ranged from 25 
to 45 minutes, depending on the participant’s experience in 
the topic. The interview was conducted either in person or by 
phone. Before the interview, each participant completed a 
questionnaire on their demographic information as well as 
their experience with using mobile payment, including the 
platforms they had used, the frequency and duration of use and 
the transaction amount per month. At the beginning of the 
interview, all participants were asked if they believe mobile 
payment is secure. Next, we asked participants about their 
security concerns when using mobile payment. The purpose 
of these two questions was to determine what users want to 
protect most when using mobile payment, thus allowing us to 
identify user concerns regarding mobile payment security 
more accurately. Participants were then required to think 
about previous secure or insecure experiences in different use 
contexts of mobile payment. Finally, the interviewer asked 
participants what factors they believed to influence their 
perception of security in mobile payment, and to identify their 
reasons. All interviews were recorded for data analysis. 

C. Data Analysis 

The coding method applied in this study is that of Strauss, 
which requires grounding to the data [13]. First, the voice data 
were transcribed to text. We examined the data, made notes 
and coded according to three themes: security concerns in 
mobile payment, security experience and use context and 
other elements related security experience. Labels and themes 
were developed based on each topic to create categories and 
generate theory. 

IV. RESULTS 

The findings that emerged from the interview are as 
shown. The results section presents a detailed explanation of 
how user security experience is formed, as well as the 
important elements that influence it. 

A. General Information 

The average age for participants is 25.6 years (SD=2.12; 
age range: 21-29). All participants had experience using 
mobile payment, such as WeChat Pay, Alipay, UnionPay 
Online, Apple Pay, Baidu Wallet, JD Pay, Tenpay, 99 Bill or 
Mobile Banking. 70% are customers with more than 3 years’ 
experience using mobile payment; 20% are users with 1-3 
years’ experience; and 10% have less than 1 year of 
experience. The percentage of monthly expenditure through 
mobile payment ranges from 7.5% to 100% of their monthly 
income. 

B. Security Concerns in Mobile Payment 

All participants were asked at the beginning “Do you think 
it is secure to adopt mobile payment service and what are your 
security concerns with it?” 5 participants (50%) responded 
that they believe it is secure, while 4 participants (40%) 
believe it is insecure. 1 participant (10%) stated that it depends 
on the reputation of the service provider. 8 participants (80%) 
said that they considered both financial and privacy aspects; 
of these, 3 participants concluded that financial security was 
more important, 2 participants stated that information security 
was more essential, and 3 participants thought that financial 
and information security are equally important. 2 participants 
considered only one or the other of financial or information 
security. Surprisingly, 2 participants (20%) stated that they 
had few worries regarding potential financial loss, due to the 
small amounts of their transactions and high popularity of the 
mobile payment platform. 

TABLE I.  PRIVACY INFORMATION CONCERNS 

Privacy Information concerns 

Privacy information Frequency 

Phone number 7 

ID number 5 

Consumption record 3 

Address 2 

Cookies 2 

Account 1 

Job information 1 

Name 1 

Financial information 1 

 
According to the above responses, most participants 

emphasized the importance of their privacy. We explored the 
reasons for this with further questions, and 3 participants said 
it was because relationships can be traced through 
information. For example, they believe that a person’s mobile 
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payment account could reflect a behavior pattern, or a 
dishonest browsing history might have a negative influence on 
their personal credit. Participants also mentioned the specific 
privacy information they would be reluctant to disclose, as 
shown in Table I. 

C. Security experience and use context 

This section describes the security experience mentioned 
by participants in the interview process in order to present a 
comprehensive picture of security in daily life. We explored 
the security experience of our participants mainly by asking 
“In what situation do you use mobile payment service” and 
requiring them to “describe secure and insecure use contexts 
of mobile payment usage according to your own experience”. 
In the case of mobile payment platforms, such as WeChat Pay 
and Alipay, participants in our study indicated a variety of 
user experiences that structured their perception of the 
security of these systems. Based on our analysis, user 
experience can be divided into five payment situations: online 
mobile transaction, in-store payment, peer-to-peer payment, 
payment interaction in the physical world and network 
environment. Online transaction focuses on payment 
scenarios made entirely on a mobile device. In-store payment 
involves a face-to-face transaction between merchants and 
consumers, while peer-to-peer payment describes a transfer 
made between parties with relatively strong ties. Payment 
interaction in the physical world involves payment between 
users and machines in the public space, and the final category 
refers to users’ selection of network environment for mobile 
payment. 

1) Online mobile transaction: The major experiences 
with online mobile transaction are associated with online 
shopping. In this situation, participants responded with two 
security considerations. The first relates to payment system 
usability. A system that runs smoothly and can provide 
efficient feedback during a transaction is necessary to ensure 
a positive user security experience. The second user security 
experience derives from the reputation of the merchant or 
payment service developer. In the case of developer 
reputation (with 70% of participants’ concern), participants 
mainly worried about the security of their information. In 
terms of merchant reputation (with 50% of participants’ 
concern), most of participants worried about the quality of 
goods bought online. Of note, 2 participants stated that  
insurance for account security was provided by certain 
platforms, such as WeChat Pay, Alipay and JD Pay, which 
enhanced their perception of the security of the system. 
     We also asked our participants to compare the platforms 
they have used in order to further understand the relationship 
between user experience and reputation. Alipay and WeChat 
Pay are the most popular mobile payment platforms in China. 
5 respondents (50%) stated their belief that both of them are 
secure, while 5 respondents (50%) perceived that their 
security levels are different. 3 respondents indicated that 
frequency of use of a platform influenced their perception of 
security, which could lead to their belief that either Alipay or 
WeChat Pay is securer. Another factor is the different brand 
images of Alipay and WeChat Pay. U2 participant explained, 
“Alipay looks like a large platform with various kinds of 

merchants in it. I am afraid that my privacy will be stolen and 
my money is insecure… Compared with Alipay, WeChat Pay 
is a platform for transferring between friends…Also, I 
usually use WeChat to keep in touch with my friends. I prefer 
to use WeChat Pay in my daily life since it is convenient and 
secure.” 

2) In-store payment: In the context of the physical store, 
mobile payment systems enable consumers to pay by 
scanning a merchant’s QR code or by having their account’s 
QR code scanned by a merchant. In the first case, users scan 
a QR code provided by the merchant, then input the charge 
as well as a password to settle the payment (Figure 1). In the 
second case, merchants input the amount of money first, 
while the consumer provides their account’s QR code for the 
merchants to scan (Figure 2). This second transaction can be 
settled without the user inputting a password. The security 
experience is formed through the interaction between 
merchant and customer, as well as the physical environment. 
2 participants (20%) said they felt insecure when paying by 
having their QR code scanned by merchants. They worried 
that merchants would charge them an amount of money 
higher than the actual price; in addition, this method of 
payment does not require their password to pay. These factors 
decrease their perception of security.  
     In addition, 2 participants (20%) felt the physical 
environment could be a risk for mobile payment users. Since 
surveillance cameras are installed in public places, users 
cannot avoid being recorded every time they input their 
password. U9 gave a detailed description of the situation: 
“There are surveillance cameras in supermarkets or banks. 
When I use mobile payment to pay in these places, I input my 
passwords in a hurry sometimes. The charging process needs 
to be quick, so I am not able to use my hand to cover it, or my 
phone screen is too large to cover. My password would be 
easy to record.” 

 

 

 

 

 

 

 

 

 

Figure 1.  User scanning merchant’s QR code for payment 

 

 

 

 

 

 

 

 

Figure 2.  Merchant scanning customer’s QR code for payment 

3) Peer-to-peer payment: One particular advantage of 
mobile payment is that it supports peer-to-peer transfer, 
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leading to the convenience of transaction between 
individuals. Peer-to-peer payment can occur between 
strangers, such as buying food at a kiosk or paying a taxi bill, 
or between friends, such as sharing a dining fee or sending 
“gift money” [14]. Specifically, 1 participant (10%) 
mentioned their belief that the method of transferring money 
within a chat group is secure, where sender and recipient 
already know each other. This method allows immediate 
feedback, as well. U2 added that transactions among friends 
provide a much more secure experience in terms of mobile 
payment. For this reason, the participant prefers to use 
WeChat Pay rather than Alipay for peer-to-peer payment, as 
WeChat is also a chat application. In the case of payment 
between strangers, the participant stated that it is better to pay 
using paper money than to use mobile payment at a kiosk, 
because this might avoid the privacy being stolen. 

4) Payment interaction in the physical world: The 
adoption of mobile payment has encouraged the development 
of self-service equipment, such as ticket machines, vending 
machines and bike sharing. This allows transactions not only 
from person to person, but also between man and machine. In 
this study, however, we found particular concerns when 
participants interacted with these machines in the physical 
world, as the transaction context has become more complex.  
     This consideration is not only restricted to the user 
interface, but also applies to the physical environment. 
Mobile payment for bike sharing was mentioned by several 
participants. Currently, users can pay to share bikes in the city 
by scanning a QR code using a mobile payment system. 
Unlike the QR code scanning that happens between users in 
person, self-service payment in public places may pose more 
risks. One concern is about the legitimacy of QR codes 
(Figure 3). When a QR code is used for payment in a public 
place, it is possible for users to become involved in fraudulent 
activities. For example, 2 participants stated they cannot tell 
whether a QR code is the original or one pasted on by 
criminals in order to steal the users’ money.  

 

 

 

 

 

 

 

 

Figure 3.  Scanning a bike-sharing QR code in a public place 

Figure 4.  Payment settled in Mobike system 

Figure 5.  Payment settled in OfO system 

     Another concern is usability. Users have less experience 
when adopting a mobile payment system in a new context. 
The various payment processes across different services can 
cause an insecure experience. For example, in the bike-
sharing system OfO, users must manually stop the charges 
after they return a bike, while Mobike (another bike-sharing 
system) stops charging the user automatically after returning 
a bike (Figure 4 and Figure 5). One participant worried that 
the manual system (OfO) might overcharge them if they 
forget to stop the charges after returning a bike. However, 
another participant thought the automatic system (Mobike) 
might secretly charge more than it should, as the system does 
not allow users to confirm the amount before payment is 
settled. This inconsistent process is likely to create an 
insecure experience, as users need more time to adapt to 
various payment processes despite the similar use context. 

5) Network environment: Our research showed that 
participants are also concerned about the network 
environment when using mobile payment. 70% of 
participants emphasized that they would not use mobile 
payment on public Wi-Fi networks to avoid risk, while 5 
participants (50%) said they would not connect to public Wi-
Fi at all. It is clear that the mobile wireless network is a 
necessary trusted context for mobile transactions.  

D. Other elements that relate to the security experience 

In addition to user security experience, participants also 
mentioned other possible elements that influence the 
perceived security of mobile payment. 5 participants (50%) 
expressed the need for the customization of mobile payment 
platforms in order to improve their security experience. 
Different use contexts should be tailored to the particular user 
in terms of authentication methods for mobile payment. For 
instance, users require more complicate authentication 
methods (multi-factor authentication) to protect the payment 
of large transaction amount, while they want simpler methods 
to facilitate the payment of a small transaction amount. 
Participants also revealed that they are not being told what 
personal information is being disclosed by mobile payment 
platforms, but that they need to be made aware so that they 
can make choices that avoid disclosures of privacy. Another 
consideration is that designers need to think about users’ 
capability of customizing the user interface. One participant 
said, “If there are too many user settings, it will be a mess. I 
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would be afraid that the device cannot run smoothly. Also, I 
will forget my settings.”  

What is interesting to note is that participants developed 
certain self-directed approaches to help themselves “feel more 
secure” when using mobile payment, such as hiding 
unfamiliar functions in the platform, regularly deleting 
records of mobile payment usage on their device, linking a 
credit card to their mobile payment user account or using two-
step authentication on two different devices. 

V. DISCUSSION 

A. Security concerns 

We investigated user concerns about security in mobile 
payment in both the financial and privacy aspect. As users 
connect with various kinds of services, including food take-
out or delivery services, DiDi taxi, online and offline 
purchasing and social media, personal data is collected by 
mobile payment platforms to understand the particular user’s 
behavior pattern and provide a more efficient service. A 
previous study revealed that social network services can 
expose user behavior patterns, known as privacy disclosure 
patterns [15]; our research found that users believe mobile 
payment platforms pose a similar risk to user privacy [16]. 
Based on the responses of our participants, a focus on intent 
to disclose private information through mobile payment, 
rather than concerns about financial losses, might have a more 
effective impact on user security experience. While some 
participants discussed the personal information they provided 
on mobile payment platforms, future research could 
investigate the importance of different types of personal data 
accessed by mobile payment systems and the possible 
consequence of privacy disclosure in mobile payment. 

B. Weakening or strengthening user security experience 

In examining the use context of mobile payment, we 
identified experiences that could strengthen or weaken 
perceived user security in particular situations. According to 
our participants’ responses as well as the previous research 
[17], reputation is an important factor in the adoption of 
mobile commerce, especially in online shopping. A good 
reputation guarantees the security of possession and privacy. 
A readily available payment record will enhance the user’s 
security experience, while delayed feedback or lack of 
information will weaken it. Regarding the payment process, 
participants added that when they pay without a password or 
have their codes scanned by a merchant to pay, they felt 
insecure. This is because they cannot confirm the transaction 
amount before the payment settled. These scenarios indicate 
that users expect to have better control over managing their 
accounts or the transaction process in order to enhance their 
security experience when using mobile payment. Unlike 
actual control, which refers to the capability of changing a 
situation, perceived control emphasizes the user’s feeling of 
their ability to maintain a coming event [18]. Previous studies 
have demonstrated the importance of perceived control on 
security problems in other contexts [18][19]. The results 
presented in this study lead us to recommend more studies to 

investigate the influence of perceived control in mobile 
payment. 

In addition, users felt more secure when money was 
transferred to their friends, rather than to strangers or 
merchants. Similar to the findings of a previous study [20], 
participants perceived the social relations in WeChat to be 
based on real life, while the social relations in Alipay are 
mostly based on virtual situations. The strong ties built in a 
user’s actual life develop a sense of trustworthiness in mobile 
payment. According to previous studies [21], social influence 
can not only affect the user’s intention of adopting mobile 
payment by enhancing its perceived usefulness, but also 
reducing user’s perceived risk of mobile payment. The 
responses in this study reveal a relationship between social 
influence and perceived security in mobile payment. 

C. The need for customization in the security experience 

The interviews revealed the need for customization to 
enhance the security experience of mobile payment. Based on 
our results, setting authentication methods according to the 
use context holds the greatest attraction for participants. 
Authentication methods are a vital issue when it comes to the 
tradeoff between convenience and security in technology 
usage [22]. While customization of authentication methods is 
crucial for a positive security experience, use context is an 
important element. In this case, tailoring would occur 
according to “location, time or resources” [23]. The complex 
nature of mobile payment usage means designers must 
consider the extent to which users be given permission to 
customize the platform, in terms of the user’s cognitive 
capabilities and the limitations of the mobile device. The 
creation of self-directed approaches in order to feel secure as 
reported by participants in the interviews may present possible 
solutions to this problem. Under this approach, a method of 
participatory design could be created to study the details for 
customization. Designers could learn from users’ experience 
and knowledge, formed within the use context, in order to 
develop a comprehensive understanding of the users’ needs 
[24]. 

VI. CONCLUSION AND FUTURE WORK 

Although mobile payment has been adopted across many 
aspects of life in China, users have security concerns in 
different use contexts. In this study, we explored users’ 
perspectives of mobile payment security in various use 
contexts, and discussed factors that could enhance user 
security experience. Through the interview process, we 
identified five use contexts for mobile payment to present a 
more holistic picture of mobile payment in China The study 
finding also recognized the need of design customization for 
improving the security. The result of this research could 
provide a reference to enhance security experience design 
according to users’ needs and different use contexts in mature 
markets of mobile payment, while its effectiveness in 
developing markets of mobile payment will still require to be 
verified.  

Future research on the user security experience of mobile 
payment can be focusing on determining what can be user 
security concerns in various payment scenarios and 

79Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-616-3

ACHI 2018 : The Eleventh International Conference on Advances in Computer-Human Interactions

                           89 / 248



categorizing their security experience for better experience 
design.  
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Abstract—This paper introduces a Competence Developing
Game (CDG) for the purpose of a cybersecurity awareness
training for businesses. The target audience will be discussed
in detail to understand their requirements. It will be explained
why and how a mix of business simulation and serious game
meets these stakeholder requirements. It will be shown that a
tablet and touchscreen based approach is the most suitable
solution. In addition, an empirical study will be briefly
presented. The study was carried out to examine how an
interaction system for a 3D-tablet based CDG has to be
designed, to be manageable for non-game experienced
employees. Furthermore, it will be explained which serious
content is necessary for a Cybersecurity awareness training
CDG and how this content is wrapped in the game.

Keywords-Cybersecurity; Awareness; CDG; Serious Game;
tablet game; business simulation.

I. INTRODUCTION

The use of digital systems is crucial in modern
companies and one effort of digitization is to use these
digital systems more efficiently. Through these efforts, more
and more analog processes are no longer available. By that,
nowadays almost all relevant records are stored in databases
or on cloud based file servers. Accordingly, the analog data
management will be reduced to minimum, if that has not
already happened.

Of course, a well functioning digital working
environment is required to ensure that the data are always
available. If data are accessible everywhere and always for
employees, then assailants are able to use these
infrastructure, too. This issue is getting worse because
nowadays, in modern digitalized systems, employees are
owners of the keys necessary for data access. Consequently,
it is no longer necessary for an assailant to attack the IT-
infrastructure (IT = Information technology) or the IT-
department. He can focus his attack directly on the data-
using persons, e.g., with fishing-mails, social attacks,
manipulated flash drives, etc. Despite this issue, this kind of
always available data management is indispensable for
modern companies.

As a result, it is essential to train non-IT personnel how
to avoid cybersecurity risks arising within their daily
digitalized work [1]. Already today, employees are often the
biggest threat in the cybersecurity chain [2]. To offer an
effective cybersecurity awareness training, it is important to
establish a continuous training cycle to establish a long term

behavior change (req. 7 (see Section II)). It should be noted
that too many topics in too short time increase the risk to
overwhelm the exercisers which is also a reason for a long
training cycle. Basically, a successful cybersecurity
awareness training has to solve two tasks. On one hand, it
has to attract the attention of the participants for a defined
time period. On the other hand it has to convey the training
content as efficiently as possible. Unfortunately, most of
today’s trainings solutions show weaknesses in dealing with
both aspects. A very suitable solutions to address both
aspects is the use of interactive computer based training
methods (req. 6 (see Section II)) [1]. The use of gaming
concepts in serious situations provides the possibility to
transfer the motivation of a gaming situation into a serious
learning context. In addition, games provide an environment
which allows to choose risky or intentional wrong strategies
just to figure out what will happen. Generally, there are three
major kinds of games with a serious approach: Serious
Games, Business Simulation/Games and the approach of
Gamification. Further, there are different gradations of, e.g.,
serious games, which are not consistently defined [3].

However, instead of questioning ‘What defines a
particular game kind?’ König and Wolf suggest to focus on
the question ‘What characteristics of which game kind are
well suited for a specific application’ [4]. For this, they
provide the umbrella term Competence Developing Game
that encompasses all ‘serious’ game types (digital and
analog): ‘A Competence Developing Game (CDG) is a game
that has the primary purpose to teach knowledge, skills and
personal, social and/or methodological abilities, in work or
study situations and in professional and personal
development of the game player, by retaining the motivation
of a gaming situation’ [3].

Accordingly, this paper examines what features a digital
CDG must have in order to enable a cybersecurity awareness
training for (German) business users. Further, it shows how a
specific CDG, in which these features have been realized,
looks like. The game is called GHOST: Gamified Hacking
Offence Simulation-based Training (see [18]).

In Section II, the target audience will be determined in
more detail, to understand their preferences and
requirements. Section III addresses these requirements to
determine a suitable CDG game kind. In Section IV, it will
be explained how a game interaction interface design for a
huge audience group like, ‘business users’, could look like.
In addition, in Section V, a study that examines game
interaction systems will be briefly presented. Section VI
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describes the CDG GHOST which results from all previous
considerations. Section VII offers a conclusion and an
overview about future work and use.

II. FINDING REQUIREMENTS BY UNDERSTANDING THE

AUDIENCE

A study in German enterprises determined that the three
most common reasons for employee related trainings are:
the development of employee skills, increasing employee
motivation and job satisfaction, and strengthening the
employee-company relation (req. 1). The study also
determined the obstacles that inhibit employee trainings.
The identified top-two reasons not to train although there is
a need are: no time available to dispense employees (43,8%)
and missing internal capacity to organize a training (42,6%)
[5]. A second study in German companies identified training
costs and also the time issue as main reasons not to train
employees. The three most common training methods are
learning at the place of work (46%), external courses (28%)
and in-house courses (<28%) [6].

In the case of learning at the place of work, the time an
employee needs to be dispensed is limited to the actual
duration of the training, because there is no traveling time
(obstacle: no dispense time available) (req. 2.a.). The
absence of traveling time is linked to the absence of
traveling costs (obstacle: training costs) (req. 2.c.). By that,
the organizational complexity of the training is also reduced,
as employees must be covered shorter, and they are more
easily accessible in crisis situations, etc. (obstacle:
organizational capacity) (req. 2.b.). Accordingly in the case
of a continuous training cycle, as needed for a cybersecurity
awareness training and therefore for GHOST, learning at the
place of work seems particularly advantageous. These
considerations clarify why learning at the place of work is
the most popular training method and therefore it should be
the method of choice for GHOST (req. 2).

In addition to these employer-focused considerations,
the CDG GHOST is after all played by employees. As
explained in Section I, more or less every employee who
uses digital systems for work reasons should participate in a
cybersecurity awareness training. By that, the target
audience is broad (req. 3). Since the GHOST-Research-
Project is granted by a German ministry (Federal Ministry
of Education and Research), the German employee sector
was considered in first place. According to a report by the
Federal Institute for Vocational Education and Training, the
average German trainee is 19.7 years old. The report shows
the first grouping called "16-year-olds and younger". The
average age of all employees was 43 years in 2016, with a
relatively balanced distribution between women (~ 47%)
and men (~ 53%) [7]. In summary, it can be stated that the
vast majority of the target group is> = 16 years and <67
years old, the average age is 43, and women and men are
similarly distributed.

As already mentioned, the use of a CDG as a training
instrument has the advantage that the motivation of a game

situation can be transferred in a serious context. In order to
use this advantage a CDG must entertain players in a fun
way while keeping the serious content in focus. This aspect
requires a CDG that matches the tastes and abilities of the
target audience. But because of the diversified target group,
it is nearly impossible to construct a CDG that fulfills the
individual game taste of each subject. On the other hand, the
development of many games that meet the individual taste
of each player would be expensive and it would stand in
opposite to the obstacle: ‘costs’. Following these remarks, a
CDG that addresses a broad audience always represents a
compromise in game design.

To find the major common denominator of each CDG-
Player the ‘Pyramid Assessment Framework for
‘Competence Developing Games’’ ('PACDG-Framework')
was studied with this objective. The PACDG-Framework
represents a tool that delivers the capability to analyze
different game kinds in a standardized way. To do so, the
framework covers, among other things, the entire player
perspective of a CDG [4], as it was proposed (also) in the
well-known MDA-framework for conventional
entertainment games [8]. However, the PACDG-Framework
covers the CDG-Player perspective in the three steps:
“Experience”, “Aftereffect” and “Impact”. The last two
steps refer to the same idea: A CDG should lead to
competence acquisition, where the competences should help
to solve at least one real life problem (req. 4). The step
“Experience” is all about the player’s claim to participate in
an emphatic and positive gaming experience. In order to
meet this claim, a high, entertainment game equivalent,
quality must be delivered (req. 5).

Therefore, a CDG-based training that is accessible for all
employees who use digital systems for work reasons
should…:

Req. 1. …develop skills, increasing motivation /
satisfaction, strengthening the job relation.

Req. 2. …take place at the place of work to reduce
a. time expense and release time,
b. organizational overhead and by that
c. costs.

Req. 3. …be accessible for every target group member.
Req. 4. …help to solve a real life problem.
Req. 5. …be similar in quality to an entertainment

game.

Additionally a CDG for a cybersecurity awareness training
should…: (see Section I)

Req. 6. …use interactive computer based training
methods.

Req. 7. …occur in a continuous training cycle.

III. GAME TYPE SELECTION

As discussed in Section I and II, the use of interactive
computer based training methods is suitable for a
cybersecurity awareness training. By that, a serious game, a
business simulation (supported by a computer based
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simulation model) or a gamified work environment could be
used (fulfill req. 6). Furthermore it is of course possible to
develop a CDG in one of the named kinds with an
entertainment game comparable quality (fulfill req. 5).

However, every well designed cybersecurity awareness
training will match the requirements 1 and 4 too. It is
because the main CDG purpose would be to lead to
competence acquisition, where these competence acquisition
refers to the ability to perceive possible IT-Security threats
(fulfill req. 1). As IT-Security issues are a real life problem,
of course, such competences would support to solve a real
life problem (fulfill req. 4). Therefore it can be assumed,
that a capable development team has the ability to develop a
CDG from one of the named game kinds that has the
potential to fulfill the requirements 1, 4, 5 and 6.

So to choose the most suitable CDG game kind it is
necessary to determine whether the requirements 2, 3 and 7
can be fulfilled.

„’Gamification’ is the use of game design elements in
non-game contexts“[9]. As a result, for the gamification
solution a deeply integration of game elements into the
computer environment of the employees would be necessary.
Based on such integration, e.g., correct behavior such as
scanning a flash drive or locking the screen during a longer
period of inactivity could be rewarded with points (fulfill
req. 2a-b). This solution would enable a permanent and time
neutral training without the need of learning to handle the
training instrument (fulfill req. 3 and 7). However, the
necessary development effort would be high (game element
integration in every used program and operating system) and
the privacy protection question would need clarification (not
fulfill req. 2c). In addition, the extensive system intervention
could have unforeseeable consequences on the IT security of
the manipulated operating systems and programs. For these
reasons a gamification solutions does not seem suitable for a
cybersecurity awareness training.

A closed ‘Business Simulation’ is characterized by the
participants being placed into a well-defined and prepared
action situation. A model calculation (the simulation)
assesses the decision effects on the game environment.
Further the model communicates the success of each action
to the players [10]. Since a business simulation is similar to a
board game the majority of the employees should not have
any problem to handle the game (fulfill req. 3). In addition,
many simulation games are turn-based anyway and thus
predestined for a long continuous game cycle (fulfill req. 7).
The problem here is that even if it is possible to organize
multiple business game session at the work (fulfill req. 2a),
fixed dates have to be coordinated between different
employees plus the necessary setup and dismantling of the
business game have to be organized in time (not fulfill req.
2b-c). That means, a business simulation can also not fulfill
all requirements.

The third alternative are ‘Serious Games’. Serious Games
are video games where the primary purpose is not
entertainment, enjoyment or fun, which does not mean that
Serious Games are not entertaining. They just have another
primary purpose, in kind of an ulterior motive [11]. A video
game has the advantage of being fully flexible in terms of

time. Further no coordination is required between employees
nor an organization of the game setup and it can also take
place at work (fulfill req. 2a-c) However, it is difficult to
realize a continuous training cycle without a turn-based
design and such a design is not intended for Serious Games
(not fulfill req. 7). But indeed it is the only approach that has
the potential to fulfill requirement 2.

At this point, a CDG reveals its strength. The solution is
to mix up the game kinds. Serious Games are the only game
type that fulfills the requirements 2a-c, but the turn-based
design of business simulations supports a continuous game
cycle. Accordingly the solution is to develop a Serious Game
with Business Simulation (turn-based) game mechanics (see
Section VI). Therefore, only the mix out of a Serious Game
and a Business Simulation has the potential to fulfill
requirements 1 to 7.

Due to this design choice, the biggest problem with
meeting the requirements will be requirement 3 in which a
CDG is demanded that is playable for every target group
member. In requirement 5, the demand for a quality which is
similar to an entertainment game is formulated. It needs to be
kept in mind that not all members of the target group have
experience with video games. It must therefore be ensured
that requirement 3 can be met without losing number 5.
Therefore, it is necessary to find an interaction-interface for a
high quality video game that does not require any video
game experience. Section V will introduce a case study that
was performed to evaluate how a game interface has to be
designed to meet requirement 3 even when the game uses a
3D-Environment to fulfill requirement 5. Section IV explains
the game interface development and the case study design.

IV. DEALING WITH THE GAME INTERACTION ISSUE

Germany is the largest video game market in Europe with
sales of 2.8 billion euros in 2015. Overall, the video game
players are distributed as follows: PC / laptop 18.4 million
players, smartphone 17.2 million players, console 15.6
million players, tablet 11.5 million players, handheld 8.3
million players. It should be noted that smartphones and
tablets both use gaming apps, which means gaming apps
with 23 million players in total have the largest player
community [12]. Accordingly to that information even in the
aimed target group the amount of people who have
experience with gaming apps should be higher than with
other video game mediums.

In addition, it can be stated that touchscreens as used in
smartphones and tablets have significantly changed the
world of games in a short period of time. Modern
touchscreen devices show a very intuitive interaction design
that allows even children to use such a device successfully.

To explain why touchscreen devices are intuitive to such
strong extend, a look at the three-layered brain model is
helpful. To use a tool (in a computer context a tool means a
device like a keyboard, a mouse, a game controller, etc.)
humans have to make use of their neocortex. The cerebrum
represents the highest layer in the brain model. In contrast,
for ‘touches’, as needed during the use of a touchscreen
device, humans only need to use the reptilian brain, which is
represented in the lowest layer in the three-layered brain
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model [13]. Both aspects, (a) the widely use of gaming apps
and (b) the intuitive aspect of modern touchscreen devices
lead to the conclusion that a gaming app based CDG is the
right choice for GHOST. Considering the broad target
audience it is further reasonable to use a tablet based gaming
app because of the larger screen size compared to a
smartphone.

According to the last Section, a CDG should be similar in
quality to an entertainment game (req. 5). Modern gaming
apps with the scope to be played over a longer period of time
(as it is planned in GHOST) implement a three-dimensional,
high quality looking game environment regardless of the
genre (see e.g. Lara Croft Go, Lego Star Wars, Jam League,
Modern Combat, Asphalt, Bothers: a tale of two sons, etc.).
By that, GHOST has to be a three-dimensional tablet based
CDG. On the other hand, GHOST has to be accessible for
every target group member (req. 3). Thus, an appropriate
game interaction system has to be found, that allows three-
dimensional tablet based playing even for people who have
never played a video game in their live. However, there are
well established interaction systems for videogames that are
also adapted for touchscreen devices.

The three most common used are 1st-Person, 3rd-Person
and God view. The idea behind the 1st-Person perspective is
that the player sees through the eyes of his player-character
(PC) [14]. In conventional video games, the player controls
the PC with mouse and keyboard [15]. Touchscreen based
1st-Person games are usually implemented in landscape
mode. To control the PC the left and right thumb are used.
The left thumb is used in the lower left area of the screen to
control the movement of the PC. The right thumb is used in
the lower right area of the screen to control the viewing
direction [16].

In games that implement a 3rd-person perspective, a
camera is used, which is aligned to the top of the PC to show
him completely. Sometimes 3rd-person is implemented with
„Trailing” option, then the camera is anchored at head height
behind the PC. In classic video games, the control is similar
to 1st-person games [15] the same applies to the touch screen
control.

A God View perspective, also referred to by the terms
'overhead', 'top down' and 'God Eye', provides a perspective
in which the game map is shown from above. Usually the
control is realized with the mouse [14]. Touchscreen-based
God View games are often implemented by touching directly
on the device. In such case the 'touch' on the device is
equivalent to a mouse click. Additionally manipulations of
the camera perspective are done by the usual multi-touch
gestures (e.g., two-finger zoom). Consequently, any 3D
gaming interaction system known from the Computer/Laptop
can be adapted for touch screen based games.

It has to be noted, that the 1st-person and 3rd-person
solution only replace mouse and keyboard through two
equivalent virtual generated tools. By that, according to
Schell [13], neocortex participation is still needed and
whereby the advantage of a touchscreen solution is not
exploited. Only the 'God View' interaction systems provide a
solution that’s natively transforms touch into interaction. As
a result, this kind of game interaction should be manageable

for inexperienced players and therefore is the right solutions
for a touchscreen based CDG and GHOST.

However, this question cannot be clarified for the
intended target audience based on the state of scientific
research. There is a lack of empirical research that
investigates the suitability of existing touch screen-based
control and camera tracking paradigms for 3D serious
games. However, since a well-functioning interaction system
is elemental for the CDG success, a corresponding study has
been carried out that will be briefly discussed in the next
Section.

V. INTERACTION SYSTEM FOR A TOUCHSCREEN BASED

CDG

A. Discussion of possible interaction systems

The main objective of the study is to investigate wheatear
it is possible to find an interaction-interface for a high quality
tablet based video games that does not require any video
game experience. Such an interaction-interface would
connect requirements 3 and 5 that seem as if they exclude
each other. The presence of such an interface would open the
possibility to develop a cybersecurity awareness training that
fulfills all seven requirements in the first place.

From a theoretical point of view, a game that responds as
intuitive as possible on touch screen input should be
advantageous for the players. As shown in the last Section
even the ‘God View’ interaction system relies on not
intuitive multi-touch gestures for camera control. For that
reason, a new interaction system for the GHOST prototype
was designed.

These ‘optimized’ called interaction system provides the
PC control via finger touch. The PC automatically moves to
the location of the map where the map was touched. Even
the interaction with game objects or non-player characters
(NPC) works this way. If a player, e.g., touches a game
object his PC will automatically move to the point next to the
object. After arriving at this point an interaction dialog opens
automatically. To remove the maybe not intuitive camera
control the whole game map is divided in different camera
zones (partly multiple zones in one room). Each zone
provides its own static camera perspective. If the player
controls his avatar from one camera zone to another, the
camera angle changes automatically. The player is not aware
of where the zone boundaries are, the camera angle change
just happens. To help the CDG-Player’s orientation, there is
also a second ‘optimized+’ called interaction system where
the camera change from one position to the next one appears
in a smooth move.

Additionally to the three mentioned interactions systems
(1st-Person, 3rd-Person, God View) both versions were
examined in a blind study. For this purpose, a small game
was designed where the participant had to find six game
objects or NPCs to interact with. At the beginning of the test
a participant is set in a game environment (a space ship) with
six rooms and two corridors. The participant does not get any
map because the study also refers to the orientation ability.
Finally the time needed to complete the interaction tasks was
measured.
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A total of five mini games, called ‘demo versions’,
because they based on the GHOST source code, were
developed:

 Demo1: 1st-Person
 Demo2: 3rd-Person
 Demo3: God View
 Demo4: optimized+
 Demo5: optimized

Deviating from the previous explanation of 3rd-Person
interaction-systems the 3rd-Person PC control was changed.
Usually the PC is controlled with the left and right thumb as
in a 1st-Person tablet game.

Indeed, the interaction system in Demo2 uses a touch
based PC movement control as in the ‘optimized’ demo
versions. In addition, camera rotation was enabled by
integrating a two-finger-rotate gesture for camera rotation.
The classic two thumb control is still used in Demo1. Figures
1 to 4 are screenshots made of each demo version,
respectively.

Figure 1. 1st-Person interaction system with dynamic appearing
‘activate’-button for object interaction (Demo1).

Figure 2. 3rd-Person interaction system before and after two-finger-rotate
(Demo2).

Figure 3. Good-View before and after gesture based camera rotation
(Demo3).

Figure 4. Adjacent camera zones in the optimized (+) interaction system
(Demo4&5).

B. Summary of Study Results

TABLE I. SUBJECT DISTRIBUTION

subject distribution

Demo1 Demo2 Demo3 Demo4 Demo5

age<=37 7 7 7 7 6

age>37 6 6 6 6 6

�̅ age 39 38 40 41 41

SD age 17 16 16 15 15

n woman 6 6 6 6 6

n men 7 7 7 7 6

n 13 13 13 13 12

Figure 5. Average play time and 95% confidence interval.

In total 64 participants participated in the study. Table I
provides information about the exact distribution of the test
subjects to the individual demo versions.

An ANOVA was calculated and, by that, proved that the
playtime differences are statistically significant (� =
.05; �(�,��) = 4,26; p < 0,0011) . Figure 5 shows the
average playtime for each demo version. It can be seen, that
the playing time of the demo version 4 and 5 are the shortest
ones. As a result, the assumption that an intuitive interaction
system simplifies the access to the game can be confirmed.
By that, the ‘optimized’ or ‘optimized+’ interaction systems
are the most suitable solutions for the GHOST-Prototype.
Moreover the results show that there are performance
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differences between the groups <=37 and >37 and that demo
version 4 and 5 minimize these differences.

VI. GHOST: A CDG BASED CYBERSECURITY AWARENESS

TRAINING

Following the remarks of this paper, GHOST is a turn-
based, tablet-based, serious game like, Competence
Developing Game, which provides a cybersecurity
awareness training for end users in companies. Furthermore,
in GHOST a new intuitive interaction systems was
implemented. By that, it has the potential to fulfill the seven
requirements which were derived in chapter two.

Whether GHOST meets these requirements depends on
the game design. First of all the game design tracks two
aspects. It creates the space to experience which personal
actions are positive respectively negative for the
cybersecurity. Second, it demonstrates which and why IT-
department activities are necessary and meaningful. By that,
it allows the end user to notice missing activities in his/her
company and in addition it will increase the employee’s
acceptance for such activities.

In case of a cybersecurity training too many topics in a
short time period increase the risk to overwhelm the
exercisers [1]. Therefore in the beginning each game round
(playtime 30 to 60 min) treats only one serious topic. The IT
risks are hidden between other tasks and rarely occur, as in
reality. In order to evaluate which serious content should find
its way into the GHOST CDG, Annex ‘A’ of ISO 27001 was
analyzed (ISO/IEC 27001: Information technology –
Security techniques – Information security management
systems – requirements, see [17]). In Table II, the serious
topic of each game round is presented.

The idea behind GHOST’s game design is to minimize
the organizational effort. By a trick, GHOST still provides
player the illusion of playing together. Every GHOST
training is designed for 8 players in two groups at the same
time. The training consists of 16 units (game rounds) in total.
However, each round gets a specific time period in which the
round is active and ready for play. In this period each player
can choose the moment to play the round individually. At the
end of the time period the GHOST-System calculates, based
on each individual result in a group, a common group result
which is the starting point for the next round. If, e.g., a
player misses to participate in one round the whole group
result will be weakened. This kind of game design uses the
business simulation advantages like group motivation and
the enforcing of a specific continuous training cycle without
the disadvantages of complicated appointment organization.
Nevertheless GHOST allows even real multiplayer
experience. The Round 7&8 as 15&16 require all 8 players
to participate the training at the same time. Each group has to
be in one physical room, the merging of the groups takes
place via internet. These real multiplayer rounds serve as
highlights of the complete training cycle. However, since
two multiplayer rounds are played at one appointment,
accordingly only two appointments must be arranged. As a
result GHOST provides 16 play rounds and only requires the
coordination of two appointments, which results in a huge
reduction of the organizational effort compared to business

simulations. Table II shows the assignment between serious
content and game rounds.

As already mentioned, the serious content in GHOST is
hidden between other tasks. To assure a simple knowledge
transfer between the game environment and the real world it
seems to be obvious to build an office environment inside
the game. Accordingly, the player would solve everyday
work tasks inside the game world to come across serious
content from time to time. This would result in a game that
simulates an office for a game player whose position is
currently an office, means playing-office in the office.

TABLE II. GAME ROUNDS

Round Serious topic

1 Screen lock

2 Handling of foreign flash drives

3 Phishing-Mails

4 Backups

5 Mobile Devices (especially Smartphones)

6 Websites, software installation, own IT infrastructure

7&8
(MP)

Passwords, Information encoding, Emergency response,
Environmental Security, Backups

9 Access rights

10 Environmental Security, safe workplace

11 Virus prevention, Keylogger, Work delegation

12 Network Devices, Audits,

13 Log files, Access Right Management

14 Quiz Round

15&16
(MP)

Flash drive, Information encoding, Phishing-Mails, Malware,
Passwords, Emergency response

MP = Multiplayer

This would most likely ruin the fun aspect of the game,
what would gamble away the main advantage of a CDG, the
transfer of the motivation of a game situation to a serious
context. For this reason, the game was moved 50 years into
the future. The players find themselves in a science fiction
scenario on a space ship named GHOST. They experience a
journey of sixteen laps (one lap one round) and figure out
quickly that someone tries to sabotage the mission by
infiltrating the ship's computer systems.

As a crew member each player has to handle a lot of day-
to-day tasks, which are intentionally similar to 2017 tasks in
a normal office. Nevertheless, a player has to be constantly
on guard while interacting with the computer systems or
other aspects in his environment. The assailant could start the
next cyber-attack in any moment, with any strategy.

VII. CONCLUSION

GHOST is a novel approach to perform a cybersecurity
awareness training for end users in companies. As shown in
Section II such a training should fulfill at least seven
requirements to match employer and employee expectations.
However, this paper shows that the exploitation of the CDG
concept provides the necessary resources to develop a
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suitable game design. It turns out, however, that the game
control, due to the large target group, requires a closer
examination. Therefore a study was carried out that solving
this issue (evaluate req. 3). How the serious game content
was systematically developed out of the well-known ISO
27001 is also explained.

Summarized a GHOST training can take place at the
place of work to reduce the time expense. Since an extensive
preparation is not needed the organizational overhead is
reduced. Both aspects also reduce the training costs (req. 2a-
c). Because of its sophisticated empirical evaluated (see
Section V) interaction systems even employees without any
game experience can participate the training (req. 3). In
addition, this interaction system helps GHOST to have an
entertainment game look and feel (req. 5). The turn-based,
business game inspired, game design allows further a
continuous training cycle, that is made possible with a
computer-based training (req. 6 and 7). Moreover, the social
significance of - and the increased attacks on- IT systems
leave no doubt on the real life relevance of the underlying
problem (req. 4).

In this discussion, only requirement 1 was left
unmentioned. Requirement 1 demands a CDG to help an
employee to develop skills, to increase his motivation and
satisfaction and to strength the job relation. As already
shown requirement 1 aspects have been taken into account
throughout the GHOST development. Nevertheless
requirement 1 can only be substantiated by field studies.
However, the GHOST prototype will be ready for use in
short future. Accordingly, for the experimental verification
of the GHOST aftereffect a field study is already planned
and will be performed in April 2018. The study will provide
the possibility to validate the GHOST aftereffect and, by
that, to prove the fulfillment of requirement 1 that is not
addressed in this paper. After the evaluation of the GHOST
aftereffect GHOST will be used for cybersecurity awareness
trainings in real life.
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Abstract- Microsoft Kinect is a motion sensing device for
video games with potential applications in rehabilitation or
physical training systems. Many studies have shown the
effectiveness of Kinect-based physical training systems,
particularly for promoting concentration and movement in
special needs education. However, the availability of such systems
in the special needs education field in Japan is currently very
limited. We developed a Kinect-based physical training system
for special needs education and provided it to schools for
evaluation. To clearly estimate the system efficacy, we developed
a motion analyzer utilizing the open-source software OpenPose.
Using the motion analyzer, we were able to evaluate the system's
efficacy. In this paper, we report an overview of the system and
the results of the evaluation.

Keywords-motion sensor; Kinect; physical training system; special
needs education; OpenPose.

I. INTRODUCTION

Recently, several motion sensor device types have been
developed for use in video game systems, such as the Nintendo
Wii Fit, Microsoft Kinect, and Leap Motion. These devices are
also useful for rehabilitation or physical training assistance
systems, and many research reports have been published on the
efficacy of such motion sensor devices.

Lange et al. reported that Kinect’s high accuracy of
tracking and feedback on performance was important in games
developed as rehabilitation tools for adults with neurological
injuries [1]. Kayama et al. focused on decreasing elderly adults'
dual-task ability as a risk factor for falls [2]. They developed a
game based on tai chi exercises using Kinect to improve dual-
task ability and evaluated the game over a 12-week period in
41 elderly individuals. They reported that the exercise was
effective in improving cognitive functions. Chang et al.
reported that the Kinect-based rehabilitation system
significantly improved motivation for physical training and
exercise performance among young adults with motor
disabilities [3]. Bartoli et al. adapted an on-the-market, motion-
based touchless game for use with Kinect to assist the
education of five children with autism and confirmed the
efficacy of this teaching tool using standardized therapeutic
tests [4]. Fu et al. evaluated the efficacy of a Kinect-based
game system for the rehabilitation of 112 children with mental
disorders. They compared the children’s’ pediatric evaluation

of disability inventory scores before and after training [5] and
found significantly improved results.

Few studies have specifically studied the use of such tools
in the special needs education fields. Chang et al. compared the
effectiveness of the Kinect system and the high fidelity
OptiTrack optical system [6] and showed that Kinect was
effective enough as a rehabilitation tool for use in both clinical
and home environments. Altanis et al. also found that a Kinect
learning game was effective for children with gross motor skill
problems and motor impairments [7]. Boutiska et al.
successfully used a game called “Kinect Adventures” as an
auxiliary learning tool for teaching “Mnemonic Techniques” in
children with autism [8]. Freitas et al. developed a Kinect-
based motor rehabilitation game to analyze the evaluation
feedback from users to repeatedly inform appropriate upgrades
[9].

Kinect is most often used as a motion sensor device in such
studies because of its low cost and usage possibility without
extra attachment devices or markers. However, developing
effective Kinect-based rehabilitation systems is not easy. This
has led some researchers to use on-the-market games that
might discourage continued use by individuals with special
needs. Greef et al. discussed the efficacy of Kinect-based
games as rehabilitation tools for children with motor skill
problems [10], emphasizing that on-the-market games usually
revolve around competitions based on mastery skills. Hence,
on-the-market games for children with special needs may result
in feelings of exclusion. To provide interesting games for such
individuals, they recommend developing Kinect games
designed according to user requirements. Contrarily, a
commercial suite of Kinect-based educational games known as
Kinems [11] already exists. These games are targeted at not
only typically-developing children, but also at children with
learning disabilities. Some researchers have already
investigated the efficacy of these games. Kosmas et al.
provided empirical evidence that Kinems games enhance
motor performance in children with learning disabilities and
motor impairments [12]. Kourakli et al. conducted analyses in
inclusive classrooms at two primary schools with 20 children
having special educational needs. They concluded that these
games have a positive impact on children's academic
performances and improve their cognitive, motor, and
academic skills [13]. Tsiakalou et al. also showed that Kinems
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games can improve academic performance, motor skills, and
executive functions like short-term memory, problem solving,
concentration, and attention in children with special needs [14].
Some Kinems games have an embedded monitoring and
reporting system that provides teachers the ability to enrich the
quantity and quality of information about the children's specific
needs. Retalis et al. used Kinems in a study involving children
with ADHD learning disabilities [15] and found a statistically
significant pre- to post game improvement in their nonverbal
intelligence scores. Additionally, an in-depth examination of
learning and kinetics showed an improvement in the children’s
executive functions and cognitive skills.

The Japanese Ministry of Education (MEXT) actively
promotes the use of Information and Communication
Technology (ICT) devices as educational tools [16]. Several
studies related to special needs education have reported an
excessive use of notebook and tablet PCs for communication
training or rehabilitation; however, there is a limited mention
of motion sensor devices such as Kinect. On the National
Institute of Special Needs Education website [17], the
discussion about ICT devices and their applications in special
needs education does not include any information on motion
sensors [11]. In 2013, Microsoft Japan and Tokyo University’s
Research Center of Advanced Science and Technology
collaboratively developed the observation and access with
Kinect (OAK) [12], a software that aims at supporting children
with severe disabilities by identifying their tiniest movements
and utilizing those as switches for electronic devices or
communication needs. Although OAK can also be used for
rehabilitation, it does not provide it's software development kit;
therefore, it is impossible to adapt its function to other
applications.

We developed a Kinect-based physical training system and
provided it to special needs education teachers in seven
classrooms of three schools for evaluation. Comments were
gathered from the teachers and users, and the system was
accordingly revised. Most comments were highly positive, and
many teachers reported that the system promoted unusual
physical movements that had not been previously seen among
the children.

Besides such positive evaluations, numerical data is still
required for evaluating the objective of the system. Numerical
data was obtained by comparing the player's skeleton positions
and the angles formed by connecting skeletons of two video
images presented with or without the system. For this analysis,
we developed a motion analyzer utilizing OpenPose [18], an
open-source software that provides human skeleton position
data from video images. We applied the system to a child with
motor skill problems and evaluated the data obtained from the
system.

Our design goals of this system is as follows.
For trainees (children with disabilities):

1. Inducing a trainee's motivation to move their body as
much as they can.

2. Making the training with the system enjoyable for
trainees.

3. Developing a trainee's potential ability of their
physical body motormovements.

For trainers (special needs education teachers):
1. Easy to use - no need for training before use the

system.
2. Easy to customize the system for each trainee

condition.
3. Easy to recognize the effect of the training.

Based on these goals, we evaluate our system and specify
the effectiveness and problems to be solved of the system.

The structure of this paper is as follows. In Section 2, we
provide an overview of the physical training system. In
Section 3, evaluations and suggestions from several teachers
who have used the system are presented. In Section 4, we
describe an outline of the motion analyzer and the results
applied to a child with motor skill problems. Finally, we
provide concluding remarks and suggestions for future
prospects in Section 5.

II. SYSTEM SPECIFICATIONS

The Kinect-based system was developed to motivate
movement in children with autism and mental disorders who
are able to independently move around. The system displays a
video image of the player captured by the Kinect camera with
randomly allocated graphical targets, such as balls, other
shapes or animals, superimposed on the screen. When the
player touches a target, it disappears with a sound and a point
is awarded. The game lasts until all the targets have been
eliminated (Figure 1). To clearly identify the relationship
between the touching motion and target elimination, the target
changes its shape before disappearing. When Kinect recognizes
the player, red circles appear on the players hands. The game
can also be used without a finish point. For example, by
selecting the target-manipulate mode, players can hit targets
with a rock-shaped hand, break them with scissors, and catch
them with paper. In this mode, recognizable pictures, instead of
red circles, are displayed on the player’s hand (Figure 2(g)).

The game can be customized according to the training
purpose or the child’s needs. The customizable parameters are
listed below:

 Number of targets (Figure 2(a))
 Finish point
 Target size (Figure 2(b))
 Touch-area size (Figure 2(c))
 Type of targets (Figure 2(d))
 Size and position of target area (Figure2(e))
 Body parts used for touching (head, right or left hand,

and right or left foot; Figure 2(f))

Figure 1. Application outlook
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As shown in Figure 2(e), the user can change the size and
position of the area where the targets will appear. This function
allows the player to concentrate on a specific area and move

toward the area. The last parameter (Figure 2(f)) allows the
player to use only the left or right hand or all body parts to
touch the targets. These settings are saved as a text file for each
player and are retained for the next time they play.

III. TEACHERS’ EVALUATION AND SUGGESTIONS

The Kinect-based physical training system was provided to
seven classes in three Japanese special education schools and
reports were gathered on its usefulness and popularity. There
were no questionnaires used because the evaluation criteria
were expected to be different depending on the disability
situation of each child, the aim of the session, and the
education method of each teacher. The collected comments are
given in the Appendix.

The teachers used large monitors, 50 inches or more, and
each practice was 10 to 15 minutes depending on children's
situation. The disability situations of the children of these
classes were as follows.
• Case 1 contained two children: Child A, aged 10 years, with

autism spectrum disorders and mild intellectual disability;
Child B with cerebral palsy.

• Case 2 contained five children aged 15 years, four with
developmental disability and one with autism

• Case 3 included five classes.
Class (1) contained .three children aged 15 years, with
intellectual and physical disability.
Class (2) contained three 3 children aged 3with cerebral
palsy.
Class (3) contained three 3 children aged 7 years with
severe multiple disabilities.
Class (4) contained one child aged 8 years with cerebral
palsy.
Class (5) contained one child aged 14years with muscular
dystrophy.

Here, we describe the teachers’ comments.

According to the comments in the cases 1, 2 and (1), (2),
(4), (5) of Case 3, children, who could move around by
themselves and recognize that the targets disappeared when
they touched them enjoyed the game intensely by extending
their arms, lifting them over their heads, or jumping. All
teachers commented that the children seldom used those
movements. In class 3 (2), there was one child who was so
energetic that he became exhausted. These comments show
that the game system successfully induced children's
motivation to move their body and most of them seemed to
enjoy the training.

However, the comment of Case 3 (4) (see Appendix)
identifies the difficulty of recognition of the target for a child
with milder disability. In Case 2 and Case 3 (3), there was also
recognition difficulty for children with severe disabilities. This
explains the suggestion of making the targets static and
showing them one at a time.

The first suggestion of Case 2 arises from the issue of
Kinect sensor. The first version of Kinect recognized two
people and the second version recognized six. But neither
could distinguish each person. In order to distinguish each
person frame by frame, we need to use markers of some kind.

(a) Number of targets

(b) Target size

(d) Touch-area size

(e) Types of targets

(e) Size and position of target area

(f) Parts of body used for touching

(g)Target manipulation modes
Rock: catch, Scissors: break, Paper: hit

Figure 2. System specifications
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The second suggestion of Case 2 pointed out that for hand
shapes to be recognized by Kinect, it is necessary to have the
hands face toward Kinect. This movement was one of the
difficulties faced by most of the children. Even if they can fold
their wrists, intellectual disability makes it hard to understand
the function of Kinect. Some children were unable to make the
scissor shape.

IV. RESULTS ANALYSIS

It is challenging to compare motions made with or without
the system for evaluating the system performance. Although
Kinect can easily recognize the position of human skeleton
data, most special needs education schools and classes are not
in a situation to use Kinect anytime they want. Thus, in some
cases, we must use a video footage of the children's motion for
comparison of motions made with and without the system. To
help evaluate the system, we developed a motion analyzer that
can compare differences in motion between two videos. The
motion analyzer uses OpenPose, an open-source software that
recognizes human poses and reports skeleton position data.
OpenPose obtains position data from the base of the neck and
both sides of the hips in each video, and superimposes the
points by zooming from one to the other. Through this process,
OpenPose can calculate the motion angles of the shoulders,
elbows, or other joints and compare the difference in angles
between the two videos (Figure 3).

We used motion videos of a child with limb and trunk
dysfunction caused by cerebral palsy and hydrocephaly. He
also suffered from paralysis on the right half of his body. The

child underwent a calisthenics training with a teacher for a year.
This calisthenics training is very popular in Japanese
compulsory education and it includes whole body basic

motions with familiar rhythm and the words. At the beginning
of the training, he could not move his body to the rhythm.
After training, he was able to move to the rhythm; however, his
ability to move his muscles showed no improvement,
according to the teacher. The teacher used the Kinect system
with the child for 15 minutes per week from April to July 2017.
The two videos, with and without the system, were recorded in
July 2017. Based on the rhythm of the calisthenics training, we
fit the same timing of both video scenes. The motions with and
without the system that were compared are listed in Figure 4
(a)–(d), and the angles of the shoulders and elbows for each
motion are shown in TABLE 1. The “Standard” in TABLE 1
indicates the ideal angle for each motion and each percentage
indicates the standard angle.

Figure 4 (a) depicts that the child showed great
improvement in extending his arms upward. As observed in

(a) Exercise Pattern A:
Raise arms next to the ears

(b) Exercise Pattern B:
Arms at shoulder level

(c) Exercise Pattern C:
Arms swinging above the shoulders

(d) Exercises Pattern D:

Raising arms and standing on toes

Left: before, Center: after, Right: standard

Figure 4. Motions with and without the system
TABLE 1. ANGLES OF SHOULDERS AND ELBOWS

DURING EACH MOTION

Step 2:
OpenPose Output

Step 1:
Original videos

Step 3:
Motion Analyzer

Figure 3. Analysis process
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Figure 4 (b), his motion also considerably improved, except for
his left elbow. However, as observed in Figure 4 (c) and (d),
better results were obtained with the system.

The results support that the system induced the child’s
active movements and performance. The teacher informed that
the child had never shown such extending actions before. In
this study, we focused only on the upper half of the child’s
body. In future studies, it will be necessary to expand the
analysis to whole body motion and to observe more number of
children. We also need to revise the system to record the
motion video and data directly.

V. CONCLUSION AND FUTURE WORK

We developed a Kinect-based rehabilitation system for
special -needs education and provided it to schools for
evaluation. In order to clearly estimate the system efficacy, we
also developed a motion analyzer utilizing the open-source
software, OpenPose. We then evaluated the effectiveness of the
system efficacy using this motion analyzer.

The Kinect-based physical training system was provided to
seven classes in three Japanese special education schools and
reports were gathered on its usefulness and popularity. Many
teachers rated the system as highly valuable for children with
disabilities. The feedback and suggestions offered by the
teachers provided insights into ways the system could be made
more effective and more popular.

We also developed a motion analyzer using the open-
source software OpenPose, which recognizes human poses and
reports their skeleton position data. Using the analyzer, we
analyzed videos of motions performed by a child with limb and
trunk dysfunction, with and without the rehabilitation system.
In most cases, the child’s motions improved upon Kinect-based
system usage. The child’s teacher reported never having seen
him make such movements before. It is clear that the system
induced these active movements in the child.

In this research, we only analyzed the upper part of the
body. In the future, we will need to analyze whole body
motion. Additionally, we applied and analyzed the system to
data for only one child. However, we have provided several
schools with the Kinect systems as we mentioned in Section 3.
We are going to request the teachers for gathering motion datas
and share the analysis results for improving the system better
and developing the best way of utilizing it.
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APPENDIX

 Case 1:
Child A: Aged 10 years; with autism spectrum disorders and

mild intellectual disability.
Child B: Aged 10 years; with cerebral palsy.
Teacher’s evaluation: Child A actively moved his body. While

aiming at targets, he checked his body position and
tried to touch them by his extending arms or jumping.
Because child B had palsy affecting his left arm, which
he usually does not use, his movement for touching
was limited. He enjoyed the game a lot.

Suggestions: To reduce clumsy body motion because of
disability, the children need synergetic motion
trainings for their hands and legs, for example, by
letting them touch static targets in turn.

 Case 2:
Five children, four with developmental disability and one with

autism
Teacher’s evaluation:

 It was clear that the child had visual field constrictions,
which was evident from his movement during the
game.

 By projecting the large screen (120 inches), children
were well motivated.

 Trying to touch targets made children careful about
their body positions.

 Using animal picture targets drew more attention.
 Children showed unusual motions like crouching down

or taking long strides toward left and right.
 They played with more intention and for longer than

other activities.
 Many children can play at the same time.
 Suggestions:
 When Kinect does not recognize a child, he is

confused.
 For some children, making a rock, scissor or paper

hand is difficult, particularly the scissor hand.
 Too many targets make it difficult for children to

concentrate on a specific one.
 It would be useful to designate the positions and the

turns of the targets as they appear.
 System preparation takes lot of time.

 Case 3: Comments were obtained from 5 classes.
(1) Three children aged 15 years, with intellectual and physical

disability
Teacher’s evaluation:
 Usually they tend to be inactive, but the game induced

them to move independently, extending their arms or
crouching down.

 One child could not understand the causal relationship
between touching and disappearing targets; however,
when the animal picture targets were shown, he
understood the relation.

Suggestions:
 By fully showing targets on the screen, we may be able

to find the child's gazing point and their visibility
range.

(2) Three children aged 3with cerebral palsy
Teacher’s evaluation:
 They very eagerly played the game and one child got

exhausted.
 The game was used once a week for 5 weeks. Children

became more active than before.
Suggestions:
 No suggestions.

(3) Three children aged 7 years with severe multiple disabilities
Teacher’s evaluation:
 They could not recognize the targets and just slightly

moved their hands.
 It was difficult for them to notice whether they touched

the target or not.
Suggestions:
 In order to make the targets easier to recognize, make

the targets blink or develop other strategies.
 It is difficult for the children to concentrate on the

game if there are many things on the backdrop.
 Making the targets appear one by one would help

children recognize each target.

(4) One child aged 8 years with cerebral palsy
Teacher’s evaluation:
 The child actively played at first, but lost interest later.
 Recognizing the target did not seem easy for her.
Suggestions:
 Many such games should be developed.

(5) One child aged 14years with muscular dystrophy
Teacher’s evaluation:
 He usually does not lift his arm above his shoulder, but

here, he lifted his arm over his head.
 Changing the target site helps train children to move

their arms in various directions.
Suggestions:
 No suggestions.
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Abstract—In this paper, we describe the fiction design approach 
we are using in collaboration with school children and teachers 
in order to produce a 3D Tutor. We introduce the actors and 
procedure we are following with particular emphasis on the 
activities devised to engage children in the various stages of 
design and produce the necessary output for each of the facets 
of the 3D Tutor. Our assumption is that making learning more 
fun will increase the overall level of children’s engagement and 
their motivation towards it. Thus, we describe how children are 
helping us to design a 3D Tutor able to cater for individual 
learning styles as well as being fun to work with. Finally, we 
discuss how this ongoing experience with collaborative fiction 
design is providing us with directions towards the first 
prototype of our 3D Tutor. 

Keyword-E-learning Interaction; 3D Tutor; Collaborative 
Design; User Requirements; Fiction Design. 

I. INTRODUCTION  
Technology is used to support teaching and learning in 

many ways. Here, we are exploring the design of a 3D Tutor 
to act as a teachable agent to engage primary school children. 
Teachable agents are defined by Biswas et al. [1] as a 
“…computer agents that students teach, and in the process, 
learn themselves”. Children asked to teach them are forced to 
structure their knowledge, take responsibility for its delivery 
and reflect upon it. All essential steps in the learning process. 
Both the social and emotional dimensions of teachable tutors 
are still under study, and our work contributes to this research 
by exploring the impact of one of its possible manifestations, 
that in the shape of 3D holographic tutor. 

Our assumption is that, by involving children in the 
definition of the look and feel of their teaching tutor-agent, 
they could help us design one that better satisfies their needs. 
Besides, given that our tutor will learn from children, we 
would start our exploration by revisiting the list of qualities 
proposed by Buskin et al. [2] and focusing on few of the most 
highly ranked in that study. Thus, we wanted to find out 
whether for our pupils, as for the older students in that study, 
it is important that their 3D Tutor should be enthusiastic about 
learning, promotes crucial thinking, approachable, 
respectful, creative, has realistic expectations. By engaging 

children and teachers as co-designers, we came up with the 
first set of user requirements for a prototype of a 3D Tutor 
together with a list of desirable qualities for making it an ideal 
teaching agent. We start by providing a very brief account of 
previous works on co-design with children and explorations 
of the social and emotional dimensions of teachable agents. 
We then provide a description of our study, and finally draw 
some initial conclusions based on the evidence gathered.  

II. RELATED WORK 
In the literature describing how co-design can help the 

design of effective digital tutors for children, we found 
inspiration from the work by Herberg et al. [3] involving 
children in the identification of qualities for an ideal robot 
tutor. Among the many approaches to collaborative design, 
particularly suitable for young children is fiction design, 
where “something that creates a story world… has something 
being prototyped within that story world, … does so in order 
to create a discursive space.” [4]. 

Moving on to consider research on the design of teachable 
tutors [1], Ogan et al. [5] go on to explore the social dimension 
of teachable agents and report on how having a friendly, equal 
approach, where the tutor and the child align themselves to be 
peers, together with being able to use informal interactions, 
including mutual teasing, is conducive to successful learning 
experiences. On the contrary, keeping a formal distance has a 
negative effect on the overall experience. While most of the 
available literature reports on pro and cons of having robots to 
play the role of the tutor, we set out to explore an alternative, 
that of a 3D holographic entity. 

The 3D Tutor is a 3D character animated in real-time, able 
to interact through different senses (touch, voice, vision) and 
to convey dialog, emotions and lessons. It is responsive and 
adaptive: it can diagnose end users’ conditions (e.g., he/she 
may be tired), preferences, needs and peculiarities/ 
environment conditions (e.g., preferred language, currently 
available bandwidth, etc.) in real time. In this way, we 
separate the content of the lesson to be taught (Knowledge) 
from the means used to convey this content (Teaching 
methodology) and interact with students. Using Artificial 
Intelligence, the 3D Tutor can choose the right question/topic; 
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using Artificial Empathy, the 3D Tutor has the ability to 
recognise users’ emotional state and engagement to react in 
the proper way. Thus, the content is adapted to both the 
conditions of the student and the particular device used 
(mobile device, web, classroom). With the 3D Tutors, 
teachers can explore new ways to present subjects to students, 
as well as encourage students to find the learning style that 
suits them including the adoption of the teaching agent 
paradigm. The concept of a 3D Tutor is based on that of 
Human-like Interaction (HLI) [3]. HLI implies the use of all 
dimensions of human language, not only written or verbal 
communication but also gestures, postures and expressions. 
Starting from the concept that transmitted messages between 
humans contain both an informative (rational) value and an 
emotional value, the human form is the best way to synthesize 
them.  

III. OUR STUDY 
Here, we describe our experience in involving children in 

the design of a 3D Tutor to assist them in their learning as 
teaching agent. We included in our study 154 children in 
primary 2, aged 7 to 8, from two schools, one in Italy and one 
in the Italian speaking part of Switzerland, and 9 teachers. One 
of them, playing the role of digital creative, worked very 
closely with the researchers when proposing procedures and 
protocols for engaging the children. We applied a make-
believe approach, where we created a fictional world 
supported by narrative and acting. This helped to generate 
intrinsic motivation in pupils to take part in the various 
activities necessary to inform our design process, and provide 
us with the necessary insights to define the look and feel of 
our 3D Tutor. While the design process is still ongoing, by 
having completed the first two phases: the meeting the Alien 
and the Looking and Feeling like a Human Being, both 
described below, we have gathered a wealth of data and 
experience to share with our community. 

The use of an alien in anthropomorphic form has made it 
easier to encode a series of messages that, otherwise would 
have been very complex to transmit to our co-designers. For 
example, the message of non-aggression was conveyed to the 
children in an intuitive way by having the alien assume the 
posture of a timid person: it often looked down at its feet, 
rocking slightly on its heels.  

IV. FICTION DESIGN WITH CHILDREN 
Our design scenario includes an unusually large number 

of children, more than 150. Teachers behaved as co-designers 
and proposed, adapted and conducted the various design 
related activities. Researchers acted as facilitators and made 
sure teachers had all the technological support for the make-
believe approach. Head-teachers and parents in both schools 
were informed and asked to keep up with the fictional setting, 
without revealing what was really happening. Our main 
assumption was that children as young as 7 to 8 had the 
necessary flexibility towards reality, yet still had the ability to 
embrace mystery and magic.  

V. MEETING THE ALIEN 
The first meeting was staged in a theatre (Fig. 1) and 

resulted in a memorable event for children, as reflected in the 
quality and quantity of their comments.  Children had received 
an email via their school head-teacher, wherein a group of 
scientists was asking for their help to make sense of a 
mysterious message from space. On reading it, children 
immediately accepted to take part in the adventure. They had 
also been invited by their teachers to prepare questions 
beforehand to ask the alien, in the assumption the children 
could understand the answers. This was the beginning of the 
make-believe narrative adopted in the study.  

 

 
Figure 1. Meeting the Alien 

The second step was the encounter with Olo-Disk, as the 
name of the alien was finally revealed ("discolo" is an Italian 
old fashioned term for naughty child).  

The event was carefully staged, with a couple of 
researchers playing the role of lab scientists, wearing white 
coats in a dark room. Finally, in a surreal silence, Olo-Disk 
appeared, remote, and different but intentionally never 
dangerous, (see Fig. 2). Looking often down to his/her feet, 
with a subdued attitude and using a never heard concoction of 
Italian, Finnish and Cantonese with a prevalence of “ɑ:” 
sounds, s/he had clearly a non-threatening appearance. 

 

 
Figure 2. Our friendly Alien 

 
S/he started to explain that, while travelling in space s/he 

was attracted by a blue planet (Earth), but s/he was aware that 
his/her physical features were not adequate to come and visit 
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it. That was why s/he was trying to communicate with 
scientists: s/he needed their help to know how to transform 
her/himself to be like humans. Immediately after the meeting, 
children were asked to engage with some simple exercises, 
individually and in groups, in order to explore how they felt 
and reflect on their experience.  They were invited to select 
one single word that, summarised the experience of meeting 
Olo-Disk and then, as group, to put forward some more 
words linked with the event. These were then copied on a 
poster size paper, to be shared with others. 

Pupils were asked to make a drawing, to represent the most 
important element of the day (Fig. 3).  The purpose of these 
exercises was to make children reflect and fix their memories 
of the day.  

Their artifacts were then analysed by teachers and 
researchers, looking for signs of engagement and 
participation. We searched for expressions of surprise, 
curiosity, fear and excitement, between those used in the two 
word based exercises. 

 

 
Figure 3: The experience in one drawing – English for “In un disegno” 

For drawings as in Fig. 3 we adopted and adapted a coding 
scheme from Xu at al [2], see Table 1. 

 TABLE 1: CODING SCHEME FOR DRAWINGS 

Element Evidence Score 
Participation Children, self 

portraits 
Score:  
Absent (0) or  
Present (1) 

Visual 
Magic 

Portrait of the 
Alien: size, color, 
appearance, lights 

Not evident (0), 
Possibly Evident (1) 
Evident (2)      
Highly Evident (3) 

Interactive 
Magic 

Questions and 
answers, 
communication, 
sound, gestures 

Not Evident (0) 
Possibly Evident (1) 
Evident(2) 
Highly Evident (3) 

VI. ACTIVITIES 
It is worth noticing how all activities were designed to be 

in line with existing curriculum. Even if the stimulus was 
coming from a request issued by Olo-Disk, it was up to the 
teachers to interpret it and guide the children in a process of 
problematisation of the request to result in a stronger form of 
engagement with the new learning activity.  After the first 

meeting, a new message came directly to the children. Olo-
Disk needed their help to look and behave like a human being.  

A. Looking and Feeling like a Human Being 
In order to answer this new request, a series of activities 

were elaborated by the different teachers and proposed to the 
children.  

The teachers and children from the Italian Swiss school 
devised a variety of multidisciplinary exercises. As there was 
only one class engaged in the process, all children were 
involved in all activities that spanned across disciplines. 
Children worked on emotions and prepared drawings 
portraying those they felt stronger, as in Fig. 4 (“I am Leone, 
and I am happy”; “I am Valeria and I am happy” is written in 
Italian in the picture). These drawings were analysed in terms 
of dominant emotions, and assisted in the definition of the 
look and feel of the interface for our 3D Tutor. During their 
art class, they also prepared outfits for Olo-Disk to look like a 
human being, different ones in case Olo-Disk were a female 
or a male being. These artifacts contributed to define the 
appearance of our 3D Tutor. 

 

 
Figure 4: Emotions 

The English teachers wanted to contribute to the project, 
by discussing with children what kind of information would 
be useful to Olo-Disk. They decided to share with Olo-Disk 
their knowledge of the solar system in English, given that they 
had to use the universal translator to communicate anyway. In 
order to make it more fun and engaging for Olo-Disk, children 
and teachers decided to organize a play where each pair of 
pupils would act as one planet and describe it to Olo-Disk, by 
using a mixture of words and gestures. Teachers reported on 
how committed children were, as they felt this task would help 
Olo-Disk in his/her quest. In particular, knowing that their 
play was being recorded and sent to Olo-Disk, made them 
learn their lines faster and each put as much effort as possible 
in order to share their newly acquired knowledge with their 
friend. 

In Italy, the six classes were teamed in pairs. In order to 
answer the main question, about what makes us human, each 
pair fully explored one of the three facets of our 3D Tutor: 
corpus (physical facet), indoles (emotional facet) and societas 
(social facet). Children in every class worked first in small 
groups, each focusing on a specific sub-facet. All 
contributions were then combined. To give Olo-Disk enough 
information for becoming similar to a human being. The 
indoles team worked to sort out which emotions Olo-Disk had 
to learn, detailing in which conditions they are generated. 
Finally, the classes who worked on societas, identified 
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conventional relationships and related behaviours among 
people. 

 
During the activities, the teachers let children free and 

encouraged them to consider every possible solution. Thus, 
few members of the “corpus” team- wrote an email to Olo-
Disk asking if he/she really wanted agree to transform 
him/herself, explaining that they didn’t mind if he/she was so 
peculiar, adding also that they were available to help her/him 
to travel the world without transforming him/herself. 

All the 154 children, across the two schools, were invited 
to work using the same tools: drawings, content tables and 
text, to organize and summarize in writing the conclusions 
reached and their achievements for each activity. Desktop 
computers and interactive whiteboard where part of the 
resources available to them, when helping their friend Olo-
Disk. 

VII. NEXT STEPS 
In the immediate future, we will complete the analyses of 

all data gathered and use that output to inform the production 
of the first prototype of our 3D Tutor. This will be presented 
to the children by the end of the current school year, 2017-
2018, when they will meet Olo-Disk with his/her new look 
and behavior. Children will also be sent a message from the 
scientists, thanking them for all the work done and showing 
them how, this was used to help Olo-disk to answer his/her 
quest on how to become human. In the new autumn semester, 
2018-2019, we will then involve the same children as 
assessors in its evaluation and proceed toward the production 
of incremental prototypes. These will expand the 3D Tutor in 
three directions: 
- by providing an authoring tool for teachers and 

children to add educational material; 
- by expanding on the sensorial experience with Olo-

disk, acquiring the ability to see and touch. 
- by enhancing Olo-disk’s ability to master the use of 

language and rhetoric. 

VIII. CONCLUSIONS  
The introduction of artificial tutors in education is still 

under debate and presents many open issues. We believe that 
by following an appropriate design approach, we can deliver 
a 3D Tutor to enhance the learning experience, starting from 
primary school. We tested our hypothesis by involving seven 
classes of primary school 2nd grade children and their teachers 
across two countries, in a collaborative fiction driven design 
process. Even if the process is still ongoing, its outlook is 
encouraging. Usually, the introduction of new technology in 
educational activities brings high levels of engagement. Thus, 
it was not a surprise that children reacted with vibrant 
enthusiasm from the very beginning of the project. Guided by 
an effective make-believe narrative, the children immediately 
adopted the tutor as one of them. By analyzing the discourse 
in class and interviewing the teachers, it was clear that Olo-

Disk was never perceived as a “teacher” but a companion or a 
friend, a truly approachable teachable agent. One of the 
teachers commented on the fact that Olo-Disk had become 
such an important member of the class, so much so that 
children were asking her to find more time during the day for 
activities linked to him/her, as these stimulated their 
creativity. Children felt Olo-Disk was enthusiastic about 
learning as s/he valued and respected them. They never felt 
under pressure for his/her requests, as these responded to 
realistic expectations, while at the same time, promoted 
crucial thinking, as when children pondered whether the 
transformation was really necessary. 

Besides, the combination of the HLI approach with fiction 
design, in a collaborative setting involving children, has 
proved successful in keeping a high level of motivation and 
producing a large number of artifacts. These will serve as 
input for the user requirement phase of our project. The 
analysis and interpretation of all the heterogeneous data 
gathered from drawings to acting, from word chains to 
discussions in focus groups and teachers’ interviews is 
proving to be a stimulating activity too. Our 2nd grade children 
have fully engaged with all the proposed activities and we are 
looking forward to them moving on to next step, and acting as 
evaluators for our project. 
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Abstract—During the development of a Competence 

Developing Game’s (CDG) story it is indispensable to 

understand the target audience. Thereby, CDGs stories 

represent more than just the plot. The Story is about the 

Setting, the Characters and the Plot. As a toolkit to support the 

development of such a story, this paper introduces the User-

Focused Storybuilding (short UFoS) Framework for CDGs. 

The Framework and its utilization will be explained, followed 

by a description of its development and derivation, including 

an empirical study. In addition, to simplify the Framework use 

regarding the CDG’s target audience, a new concept of Nine 

Psychographic Player Types will be explained. This concept of 

Player Types provides an approach to handle the differences in 

between players during the UFoS Framework use. Thereby, 

this article presents a unique approach to the development of 

target group-differentiated CDGs stories. 

Keywords-CDG; Competence Developing Game; Serious 

Game; Video Game; Story; Narrative; Player Types; 

Player-Types; User-Focused Storybuilding Framework; UFoS. 

I.  INTRODUCTION 

Recently, games have become more and more important 
for serious education in private or business situations. 
Entertaining gaming situations are inherently motivating and, 
as such, could be utilized to deliver a specific message to 
their audience in an entertaining way [1]. For this purpose, 
not only business simulations (often board game based) are 
in use, also video game based solutions (e.g., serious games) 
are common. Every game with a serious intention, regardless 
if it is a video game or a board game, can be described as a 
Competence Developing Game (CDG). In detail, a CDG is 
characterized by the endeavor to teach its players a 
competence and utilize the motivational and entertaining 
nature of games to do so [2].  

Zyda [3] refers to “Bing Gordon, chief creative officer of 
video and computer games developer Electronic Arts […] 
[who] defines video games as ‘story, art, and software’” [3]. 
The first aspect ‘story’ distinguishes between a board game 
or a business simulation compared to a video game based 
CDG. Here, a video game tells a complex continuous and 
sometimes changing story presented by technology. 
Meanwhile, a board game or a business simulation presents 
an often minimalistic story using printed game material or a 
facilitator. Nevertheless, Ritterfeld explains that the quality 
of a game with a serious intention has to be similar to an 
entertainment game to be successful [4]. The other two 

aspects ‘art’ and ‘software’ are comparable in their roots. 
Art, for instance, includes the visuals of a game. Software 
may pertain to executable files, but for board games it can be 
understood as resource to create the cards, board, etc. Art 
and software need to be implemented by a development 
team. To do so, the team needs tools. In the case of video 
games, the team uses programming languages to produce a 
new piece of executable software. Board game developers 
use physical materials to create a touchable and playable 
game. Consequently, only the game’s story differentiates 
deeply between analog and digital games. By that, story is 
one of three main game components and the only component 
that differs greatly between the game types under the CDG 
umbrella term. Because of that, an explicit CDG story 
Framework is useful. There are different approaches for 
story development (see e.g.: [8][14][16][18]), but there is no 
approach that was developed specifically for CDG story 
design so far. 

Story, in fact, is one of the key components of video 
games [3]. It creates background information and context for 
many of the actions taken within a game. It can also serve as 
a motivator and a means of maintaining interest in the game 
and understanding of the sequence of events occurring 
within it. Therefore, story should be crafted to compliment 
the rest of the game. Also, in CDGs, it supports and 
underlines the serious intention and connects with the 
audience. To support a CDG’s developer to design a story in 
a standardized way, this paper presents the User-Focused 
Storybuilding (short UFoS) Framework for CDGs.  

The Framework thus supports the development of the 
game story on paper. By that, the UFoS Framework has to be 
applied before using game engines like Unity [23], Unreal 
[24] or their board game equivalents. The result of this 
application can even support to decide whether a video game 
based CDG, a board game based CDG or a mix up will be 
the best choice.  

The structure of this paper will be as follows: In Section 
II of this paper, the Framework itself with all its components 
will be explained, elaborating its content and visual 
representation. Section III will provide an overview and 
explanation of the Nine Psychographic Player Types, placing 
a focus on the psychographical attributes of a Player. Section 
IV explains how to apply the Framework as a development 
tool for the basic elements of a story. In Section V, the 
derivation of the Framework will be discussed, examining 
how its components were chosen and designed and why 
those particular components belong to the Framework. 
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Section VI seeks to explain the origin of the Player Types, 
including the taxonomies used to craft the different 
categories and the process of developing them. Section VII 
concludes the paper by examining the need for further 
research and the possibilities and advantages of the UFoS 
Framework. 

II. THE UFOS FRAMEWORK 

The UFoS Framework serves as a guideline to create the 
basics of a CDG’s story that can motivate players. It entails 
six components (Serious Content, Plot, Characters, Setting, 
Presentation, and Player), which are examined individually 
in the process of story creation. Therefore, these six 
components cover all aspects of a video game-based CDG’s 
story. In the following paragraphs the components are briefly 
described (for the Framework derivation see Section V).  

The first story component is the ‘Serious Content’, 
based on the word 'Serious' in the 'Serious Game’ term. This 
aspect deals with the intention behind the game. It is usually 
one of the first elements to be described in the process of 
developing a CDG [5]. The Serious Content describes the 
real life problem that the game is attempting to solve. The 
competence the game is aiming to teach is derived from this. 
The Serious Content is the game’s purpose and its primary 
focus and, as such, other components of a CDG have the 
objective of underlining it. The next story component is the 
‘Player’. This component covers the audience of the game. 
It is different from the other components, as it is the only 
element that the designer cannot create but merely describe. 
The Players exist independently from the game, whereas 
every other element does not. The Player is defined by two 
different parts: ‘Demographics’ and ‘Psychographics’. 
Demographics describe external attributes, such as age and 
gender [6].  Psychographics describe inner attributes, such as 
preferences or life styles [6]. 

 

 
 

Figure 1.  The UFoS – Framework for CDGs 

Both parts need to be considered when describing the 
Player as both influence how a game story is designed. 
Additionally, understanding and describing the Player will 
enable the developer to craft a powerful gaming experience 
for their specific target audience. The whole story of a digital 
CDG serves as a bridge between the components ‘Serious 
Content’ and ‘Player’.  

The three components in between are the Plot, the 
Characters and the Setting. These components are the heart 
of every digital CDG’s story. The amount of influence they 
have on the whole story varies depending on the nature of 
the components ‘Player’ and ‘Serious Content’, as will be 
discussed later (see Section IV).  

The ‘Plot’ describes the sequence of events happening in 
the game. It starts with the beginning of the game and ends 
with its conclusion. As seen in [7] and [8], the Plot has an 
overall ‘Structure’, as well as three parts: The ‘Beginning’, 
the ‘Middle’ and the ‘End’ [7][8].  

The ‘Characters’ are the entities living within the game. 
These are separated into the ‘Player Character’ (PC), an 
entity controlled by the player to navigate through the game; 
and the ‘Non-Player Characters’ (NPCs), entities controlled 
by an Artificial Intelligence [7][9] 

The ‘Setting’ describes the ‘Time & Space’ of the game. 
This can be very realistic or very unrealistic and entail other 
elements, such as the laws it follows [10]. Time and Space 
are only the frame conditions of the Setting. Everything else, 
like its laws or specific areas, are its ‘Content’, which is 
influenced and defined by those two initial parameters [6]. 

As already mentioned, the level of influence of the three 
components depends on the Serious Content and the Player 
and is individually crafted for each game. This is the case 
because detailing all elements in the same amount could 
potentially overwhelm players, especially those who are not 
willing to invest time and energy into a game story [7]. 
Therefore, the developer needs to select a focus, which is in 
line with the determined intention of the game (Serious 
Content) and, if possible, caters to its target audience 
(Player). So, the level of detail required for each component 
varies from CDG to CDG. Therefore, components of a lower 
priority should also be considered later during a game story 
development process. 

The final component of a story is its ‘Presentation’, also 
called ‘Discourse’. A story’s presentation refers to the 
question of how something is shown within the game [11]. It 
describes the way how the five previously established 
components are explained and presented to the Player. The 
literature describes different possibilities to present a CDG to 
its players. The decision of the right style of presentation for 
a specific CDG, again, depends on the intention of the game, 
as well as the preferences of the target audience.  

Presentation is divided into the areas ‘Plot’ and ‘Choice’. 
Video games provide the player varying amounts of choices; 
some of them influence the events and some of them do not 
[6]. Choices can be presented in different ways, ranging from 
on-screen options to subtle decisions. Different degrees of 
subtlety can cause different effects, as more obvious choices 
can be utilized to demonstrate cause and effect and less 
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visible ones can be exhibit how easy it is to make wrong 
decisions or miss certain things in some scenarios. 

However, keeping the serious mission of every CDG in 
mind, the different options the player can take have to be 
considered carefully, because the decision made by a player 
in the game’s world may support building competences the 
player is able to use in the real world. By that, ‘Choices’ 
support achieving the serious mission of a CDG in a very 
direct manner. Additionally, there a several ways to present 
the Plot.  

 A common way of a plot’s presentation is ‘Narration’. It 
is about telling a story via text and speech [12]. Another plot 
presentation opportunity is ‘Dialogue’ [13], a method of 
conveying information via the interactions between two or 
more characters in the game, shown with either text, sound 
or both. An overarching category of presentation deals with 
visual storytelling. This term describes methods in which, 
rather than explaining story with words, the audience 
witnesses the events directly by observing the characters, or 
is provided with images or other visual cues that deliver 
context and clue them into the happenings of the story [14]. 
For this kind of visual storytelling there two more 
possibilities: ‘Cut-Scenes’ (not interactive sequence, 
breaking up the gameplay) [15] and ‘Environmental 
Storytelling’. The latter describes a technique which uses 
certain environmental features to tell a story. For instance, 
puddles in the street as a signal for rain having fallen [16]. 
The last plot presentation method is called ‘Collection’. 
Collection takes place when the pick up or the interaction 
with a game object triggers a narrative sequence [17], and 
several of these interactions and triggers exist, or are 
required to understand the narrative.  

The six components are arranged in a circle as their order 
depends on the CDG’s purpose and players and therefore, 
from a generic view, there is no hierarchy between them. 
However, the components of the Setting, the Characters, the 
Plot and the Presentation separate the Serious Content on the 
outside from the Player on the inside. This is because the 
Serious Content serves as a frame for the other components, 
not only determining several of their attributes, but also 
providing possibilities and limitations to them. The Player, 
on the inside of the Framework, is the target of the Serious 
Content, so the components should be designed to allow the 
Serious Content on the outside to have the optimal way to 
the Player, on the inside. Figure 1 shows the visual 
representation of the Framework. The derivation of the 
Framework will be explained in Section V. 

III. THE NINE PSYCHOGRAPHIC PLAYER TYPES 

As will be shown in Section IV, there are phases and 
steps, which support the use of the six Framework 
components. The Player and their preferences have to be 
considered. This means that a developer has to make choices 
that match the likes and dislikes of different Psychographic 
Player Types.  

The Nine Psychographic Player Types are a method of 
grouping Players of a game by psychographic attributes (for 
their derivation, see Section VI). They were jointly 
developed with the Framework and are essential for the 

application of the Framework as shown in Section IV. The 
Player Types are: 

1. The Narrator. This category defines people with a 
strong interest in observing dramatic sequences of 
events. They take pleasure in strong narratives and 
well-written plotlines. 

2. The Challenger. Challengers primarily play video 
games for their problem-solving qualities. They 
enjoy difficulty and examining a problem or puzzle 
from multiple angles before solving it. 

3. The Socialite. Socialites enjoy the social aspects of 
games, such as playing with friends or interacting 
with realistic Non-Player Characters.  

4. The Explorer. This group represents people who 
enjoy discovering things. They thrive on a sense of 
wonder and act in pursuit of it, exploring and 
uncovering. This exploration is not limited to areas 
but extends to the discovery of new methods or 
abilities. 

5. The Expressionist. These players play for the 
chance to express themselves within the game. They 
wish to have control over what happens and 
generally influence the game.  

6. The Dreamer. The Dreamer plays to escape 
everyday life temporarily. They wish to fully 
immerse themselves in the game world and become 
part of it for a while, taking in the various sensations 
offered by it. 

7. The Daredevil. These players, like Challengers, 
enjoy difficult games. However, their motivation to 
play them is not the careful consideration of 
problems, but instead the thrill and suspense 
provided by certain obstacles. They also enjoy 
Horror games as these are suspenseful and thrilling 
by nature. 

8. The Winner. This category describes players who 
deem winning to be one of their primary goals or 
their only goal. They also enjoy difficulty in games, 
as it makes the experience of winning more 
rewarding. There is less merit in winning something 
easy than winning something difficult. 

9. The Collector. Collectors like collecting and 
completing. This does not only refer to quests or 
objects in games, but also describes the act of 
finding or doing everything a game has to offer. 

Of course, no person can be described as only one Player 
Type. Humans’ desires and their psychology are far too 
complex to be labeled accurately with nine terms. Instead of 
assigning one description to each person, this approach 
attempts to describe possible motivations while considering 
that each player falls into different categories to different 
degrees [6]. For instance, one person may enjoy a strong 
narrative (Narrator), while also playing the game to escape 
everyday life (Dreamer) and following the drive to collect 
everything in the game (Collector). But they despise puzzles 
(Challenger) and thrills (Daredevil). Each player has an 
individual profile of Player Types, with some of them being 
stronger motivators and influencers of behavior than others. 
A group of people can be defined by their common 
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predominant Player Types. One person can fall into many 
categories this way, each of them defined by one of the 
Player Types that influences them the most. This approach at 
classifying them acknowledges the multitude of possible 
motivators and influencers, while also maintaining the ease 
of identifying people with labels. 

It is important to understand which Player Types are 
predominant in the audience. Due to their different motives, 
natures and drives, people categorized as different Player 
Types have different priorities and preferences regarding 
several elements of a game’s design; this includes the story 
[6], as will be discussed later.  

IV. HOW TO USE THE FRAMEWORK 

A. General description 

In Section III all components of a game story and their 
positions within the UFoS Framework were explained. In 
addition, the Nine Psychographic Player Types were 
introduced, which simplify the Framework application. Now, 
it is important to understand how the UFoS Framework 
could be used during the story design of a CDG.  

There are different phases in the process of the story 
development. They all correspond with one or more of the 
components described in the previous Section. Each phase 
contains several steps to be followed to create the basis of a 
CDG story. 

The first phase exists to establish the Serious Content 
which, as previously mentioned, must be determined first to 
design every other element to underline and support it.  

The second phase deals with determining the Player, the 
audience of the game. It requires a definition of their 
demographic traits, as well as their psychographic profile, 
which can include up to nine different psychographic player 
types (see Section III). This phase has to take place after the 
definition of the Serious Content, because the teaching goal 
implies a specific target audience. Sometimes, when a CDG 
is developed, several of the traits of the Players are already 
pre-determined (e.g., if the intention is to play the game with 
employees of a company, they have to be at least 18 years 
old). It has to, however, occur before developing several of 
the other components, as the definition of the Player will 
influence design choices that affect them.  

The third phase is used to determine the priorities of the 
Setting, the Plot and the Characters. As previously 
mentioned, a developer should prioritize one of the three 
components over the other two, to focus on that one in more 
detail. So, the developer should establish a priority list, 
which includes the components Setting, Plot and Characters. 
This third phase requires the developer to not only prioritize 
one component, but to furthermore determine which of the 
other two is the second and which is the least important, 
creating a hierarchy. This list is utilized to make design 
choices and determine the level of detail each component 
gains in the design process. Since the priorities determine 
some of the design choices of the other aspects, phase three 
needs to occur at this time. However, since setting the 
priorities largely depends on the Serious Content and the 
preferences of the Player, it cannot take place sooner. 

The fourth phase is the largest one. It is about designing 
the now prioritized components Setting, Plot and Characters. 
This phase is repeated multiple times. Due to the varying 
order of the elements, some of the steps may require 
information from steps or elements that have not yet been 
developed. In such instances, the developer will have to 
make a note and move on with the following steps and return 
to the missing or incomplete ones during the next iteration, 
to complete them with the information gained and developed 
within their successor steps. As mentioned, not only their 
order is determined by the assessment of the priorities, but 
their level of detail, as well. That does not necessarily mean 
that the development team cannot give each element a lot of 
details. It merely indicates how much detail should be 
actively presented to the Player in the game and how much 
detail should be relevant and a part of the overall product 
(this relationship is explained in the second Section of this 
Section with an example). 

The fifth and final phase deals with presentation. Once 
all other elements have been determined, the developer has 
enough knowledge to understand in what capacity which 
things have to be presented to the Player throughout the 
CDG interface. 

Table I shows that each of these phases contains steps 
describing the precise actions the developer must take. These 
steps include a brief descriptive title.  

Furthermore, there are three pieces of information that 
are not included in Table I because of spatial limitations: 
Required internal information, Required external information 
and the Instruction. The first two columns describe which 
information is needed to perform the instructions. This 
additional content can be found in [22]. 

It should be noted, that the information provided in this 
paper is not adequate to use the story Framework. If the 
Framework is to be used, it is absolutely necessary to 
download the pdf file from [22] and follow its instructions 
step by step. 

As can be seen in the linked pdf document, the actions 

that have to be taken in each step depend on the 

Psychographic Player Type the game wants to serve. 

Therefore, during the use of the Framework (carry out the 

Framework step by step) it will be necessary to understand 

the preferences of the CDG’s players. This knowledge is 

required for many steps and displayed in the Framework in 

the ‘required internal information’ area. To provide a handle 

for the different player characteristics, Nine Psychographic 

Player Types where defined through conceptual and 

empirical research (see Sections III or V). These Player 

Types refer not only to digital CDGs, but also to 

entertainment video games. 
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TABLE I.  THE PHASES AND STEPS OF THE UFOS FRAMEWORK 

Phases UFoS Steps for CDGs 

Phase 1: 
Defining the 

Serious 
Content 

Serious Content – Step 1: Determine the intention 

Serious Content – Step 2: Define the Serious Content 

Phase 2: 
Defining the 

Player 

Player – Step 1: Demographic Factors 

Player – Step 2: Define the Psychographic Player Type 

Phase 3: 
Determining 

Priorities 

Priorities – Step 1: Set the Priorities 

Phase 4: 
Performing 

Setting, 
Characters 
and Plot 

Setting – Step 1: Requirements 

Setting – Step 2: Realism 

Setting – Step 3: Accessibility 

Setting – Step 4: Debriefing 

Setting – Step 5: Simplicity 

Setting – Step 6: Size 

Setting – Step 7: Laws 

Setting – Step 8: Player Influence 

Characters – Step 1: Existence of NPCs 

Characters – Step 2: Character Focus 

Characters – Step 3: NPC roles 

Characters – Step 4: NPC character Profiles 

Characters – Step 5: NPC backstory 

Characters – Step 6: NPC memories 

Characters – Step 7: NPC affective State and Actions 

Characters – Step 8: NPC relationships 

Characters – Step 9: PC observer  

Characters – Step 10: PC grade of Personality 

Characters – Step 11: PC customization 

Characters – Step 12: PC motivations 

Characters – Step 13: PC player Character Personality 

Characters – Step 14: Relationships 

Plot – Step 1: Linearity 

Plot – Step 2: Outline 

Plot – Step 3: Time Constraints 

Plot – Step 4: Serious and Non-Serious Content 

Plot – Step 5: Exposition 

Plot – Step 6: Tutorial 

Plot – Step 7: Hook 

Plot – Step 8: Obstacles 

Plot – Step 9: Plot Points 

Plot – Step 10: Choice 

Plot – Step 11: Impact of Choice 

Plot – Step 12: Illusion of Freedom 

Plot – Step 13: Climax 

Plot – Step 14: Resolution and endings 

Phase 5: 
Defining 

Presentation 

Presentation – Step 1: Plot 

Presentation – Step 2: Choice 

 

B. Exemplary use 

To illustrate this process, one can examine a fictional 
example. This will create a better understanding of the 
Framework use and underline the connections between 
different parts of the process. The preferences of the Player 
Types that will be mentioned here are shown in the UFoS 
Framework document [22]. 

The fictional example in this case is a CDG that seeks to 
teach the employees of various companies IT-Security. The 
game writer, tasked with developing the story, utilizes UFoS.  

In Phase 1, they must describe the Serious Content. The 
description of the project already does this loosely. The 
Serious Content is IT-Security. However, the game writer 

needs to define what parts of IT-security the game will entail 
and which it will exclude. They examine some standards and 
risks described by the ISO/IEC 27001 and formulate 
scenarios that will be depicted by the game. Then they 
continue with Phase 2. 

Phase 2 requires them to define the Player. The Serious 
Content determines some of the demographic traits. Since its 
IT-Security in companies, the Players have a broad age range 
from 18 to around 65, are of all genders, and can be at 
various stages of life. To establish the Player Types within 
the audience, the game writer conducts a survey questioning 
the employees of multiple companies. The results e.g., show 
that the primary Player Types in the target audience are 
Narrators, Explorers, Dreamers and Winners.  

In Phase 3 the game writer has to establish the priorities 
between the three large components Setting, Characters and 
Plot. They decide that the most important component to 
depict IT-Security is Plot, as this entails showing behavior 
and consequences. In IT-Security this means showing what 
type of behavior can lead to security breaches. The 
preferences of the Narrators, Explorers, Dreamers and 
Winners underline this decision. The game writer is unsure 
which to set as second most important component. The 
Setting can provide themes of environmental security 
whereas Characters allow dealing with social engineering. 
Because Explorers prefer Characters over Setting and the 
other Player Types are indifferent, the writer selects 
Characters. 

Phase 4 deals with the three large components. First, the 
game writer writes the Plot, as this is the component they 
prioritized. They write a basic outline for the Plot in which a 
group of people has to master IT-Security to overcome some 
large obstacle. They realize that they need to establish the 
Setting to get into more detail. They match the Plot to the 
time constraints, decide on a pattern to include Serious 
Content and write everything, keeping IT-Security and the 
preferences of the Player Types in mind. Next is the design 
of the Characters. The game writer decides to include NPCs, 
as Characters is of the second highest priority and IT-
Security can benefit from it. Additionally, all of the found 
Player Types enjoy them. For social engineering, a part of 
IT-Security, the game writer places the focus on the NPCs. 
They then write characters that match the requirements 
posed by the Serious Content, the Player Types, and the Plot. 
The Plot, for example, demands that certain people exist to 
carry out certain actions, which are roles that the game writer 
has to consider. 

Once the Characters are developed, the game writer deals 
with the Setting. They decide to set the story in a spaceship 
in the future as this is a topic all people of the target audience 
understand. Also, it can portray all needed elements of IT-
Security (e.g., technology, etc.). After the Setting is 
developed, they go back and fill in more details in the Plot, 
such as describing which NPC is used in which situation and 
what elements of the Setting are employed in which way. 
Once all Steps are finished, Phase 4 is concluded. 

In Phase 5 the game writer decides to present the Plot via 
Cut-Scenes and Dialogue, as these methods cater to all 
Player Types in the audience.  
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The game writer documents all their decisions in one 
comprehensive document, creating the basic story of their 
CDG. 

V. DERIVATION OF THE FRAMEWORK 

The Framework is based on the previously explained 
components of story. These were derived by examining a list 
of elements of story and modifying it to be simpler and to 
meet the requirements of an interactive medium. The initial 
list of elements consisted of 11 elements found and arranged 
by Miller, director of the World Storytelling Institute [18]: 

1. “Characters (decisions and follow-through) 
2. Place 
3. Time (continues, or jumps, flashbacks?) 
4. Storyline (also known as, plot). 
5. Sensory Elements: Smells, Flavours, Colours, 

Textures, etc. 
6. Objects. Such as: Clothing. A costume. A piece of 

fabric. 
7. Characters’ physical gestures, and attitudes. 
8. Emotions in the story (for the characters, the teller, 

and the listeners). 
9. Narrator’s Point of View. (Who is telling the story? 

[…]) 
10. Narrator’s Tone of Voice, Attitude, Style (casual, 

formal, other?). 
11. Theme (Meaning, moral, message, idea).” [18] 
This list was selected as a starting point, as Miller is a 

very credible source. Additionally, his list entails several 
steps that were only partially covered in other lists and 
sources. This list is altered in the following paragraphs, as it 
only matches stories in general not stories in CDGs, 
specifically. 

Several of these elements can be combined into one, 
more broadly defined element. The first element, Characters 
and the seventh element Character’s physical gestures, and 
attitudes, can be merged into one bigger element of 
Characters with all their traits and behavior. The elements 
place and time can be combined in one element Setting. This 
also seems to be important, since the state of a place can only 
be described under the consideration of time.  

Miller understands the Storyline as a sequence of events, 
that occur within the story [18]. To reduce misunderstanding 
between storyline and story, the term Plot will be used 
instead.  

Sensory Elements are stimuli which affect the audience 
[18]. But usually, the development of these kind of elements 
is task of other departments than the story department [7]. 
For that reason, they do not occur in the actual story 
developing process, so that they are omitted for simplifying 
reasons. 

Objects are things that appear in the Plot or the story 
[18]. They do not add enough to the whole story construct to 
process them separately.  

The following two elements: Narrator’s Point of View 
and Narrator’s Tone of Voice et al. will also be summarized 
under the element Characters. This is because a distinction 
between two types of Characters can be made: The PC, an 
entity controlled by the Player, and the NPCs, characters 

who are controlled by Artificial Intelligence. The elements 
pertaining to the Narrator are included in the definition of the 
PC, as their perspective determines the audience’s point of 
view, and their comments, attitude etc. (see [9]) reflect a 
narrator’s tone of voice. 

The eleventh and final element is Theme. Theme is 
described as a combination of the preceding ten, it is the 
driving force behind the game [18]. In a CDG this driving 
force has to be the Serious Content of the game and as that it 
will be maintained.  

 By shortening the list in that way, it will be easier for the 
developer to work with and understand the elements. The 
resulting list looks as follows: 

1. Characters 
a. Non-Player Characters 
b. Player Characters 

2. The Setting 
3. The Plot 
4. Serious Content 
As shown, these elements cover a whole CDG story. By 

that, they shape the base of the UFoS Framework as shown 
in the Sections II and III and represent four of the six 
Framework components. Beyond these elements, the center 
of the UFoS Framework consists additionally of the 
components Player and Presentation. The following Section 
explains the derivation of this both components.  

Miller wrote about Story and Storytelling in general. In 
addition to his definition, some elements that are not part of 
traditional storytelling must be considered when dealing with 
CDGs or video games in general. While each story requires a 
form of presentation, games are one of the only mediums 
with as many different possibilities of presenting story as 
they have. 

One of the missing components is the Presentation of a 
digital game story. There are several ways to do so, the 
possibilities are hardly limited. This fact is e.g., shown in the 
‘Preverbal phenomenon’. This phenomenon is based on the 
consideration that a narrative can be understood without the 
use of language [11]. By that, every element inside a CDG 
can contribute to the whole game story construct, but it does 
not necessarily have to. Of course, it is not possible to cover 
a huge amount of story presentation methods, but to assist a 
story developer at work the UFoS Frameworks deals with 
five common plot presentation methods: Narration [12], 
Dialogue [13], Cut-Scenes [14], Environmental Storytelling 
[15] and Collection [16], which were already explained in 
Section II. 

Another aspect of a game story presentation is that game 
stories are not static. In interactive media, as opposed to 
books or movies, the audience has the possibility to influence 
the course of events happening in the game.  

To provide interactive content to the player, games offer 
‘Choices’ e.g., in form of several textual options on screen or 
by putting the player in an open world, allowing them to do 
whatever they want [6]. Of course, this kind of freedom has 
to be considered during the story development. A game 
designer has to be sure that the story is presented in the right 
sequence and that every path of the game leads to a 
consistent story. In a dynamic game environment these 
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conditions result in very high requirements on the story 
presentation. Choices have to be considered during the whole 
game development to perform well during the story 
presentation. For the above reasons, as part of Presentation, 
Choices have been included in the Framework, to ensure the 
timely integration into the story development process. 

The other missing component is the Player. While every 
medium has an audience, interactive media needs to consider 
it more strongly as the player has to play to drive the story 
forward and has to be invested in the gameplay. Because the 
story aspects of gameplay are presented through the Setting, 
the Characters and the Plot, the Player should be considered 
while developing these components. Therefore, these three 
elements are the most vital as they make up the true content 
of the story. The Player, represented by the Psychographic 
Player Types, was integrated into the Framework, too. The 
derivation of the types is explained in the next Section.  

1. Serious Content 
2. The Player 
3. The Setting 
4. Characters 

a. Non-Player Characters 
b. Player Characters 

5. The Plot 
a. Choices 

6. Presentation 

VI. DERIVATION OF THE PSYCHOGRAPHIC PLAYER TYPES  

In this Section, it will be explained how the different 
Psychographic Player Types were created and what 
taxonomies were examined in order to do so. Understanding 
what the Player Types are and how their traits were defined 
aids in understanding Players and their desires as such, since 
the derivation provides insights into several attempts at 
categorizing and defining human desires and preferences. 
Considering the expertise and observations of different 
people provides a more objectively true and thorough insight 
into the minds of the audience. 

The Player Types were derived from preexisting 
taxonomies and attempts to group the motivations and 
desires relating to games. The selected taxonomies are some 
of the few grouping players by psychographic attributes and 
all examine this theme from slightly different angles (Types, 
Pleasures, Motives), without repeating their point of view. 21 
categories with their origins in three different taxonomies 
were examined. Their traits and attributes were analyzed to 
determine similarities and differences. They were then 
grouped by those traits to create new, sometimes more 
broadly defined, Player Types. The comparison of the 
different categories and resulting Psychographic Player 
Types can be seen in Table II. 

Here, the different taxonomies are depicted in columns. 
Each cell contains one or more of their categories. The rows 
show which categories share similarities and were therefore 
combined, with the resulting Player Type of each 
comparison being presented in the right-most column. 

 
 

TABLE II.  PLAYER TYPES DERIVATION 

 
While sometimes different categories from different 

taxonomies were combined to create a Player Type, 
occasionally some categories of one taxonomy were fused 
into one Player Type with a broader definition.  

The only category that is absent is the “Luck Motive” of 
the “Aesthetic Motives of Play” [19]. This is because, on one 
hand, that motive is describes as a desire for fairness and 
equal opportunities, which every person has to a degree. On 
the other hand, Players of a CDG should not rely on luck to 
achieve victory, as this does not underline the learning and 
improvement of a skill or competence. 

From these Player Types, as well as the Framework 
components, a need for empirical research arises to ensure 
that these conceptually derived elements indeed exist as 
assumed through the literature examination. However, 
because the player preferences are crucial during the use of 
the UFoS Framework (represented through Player Types), a 
study has been designed to link Player Types to Player 
preferences. 

This study was created in form of an online survey. First, 
the participants were asked to select up to two motivations 
factors to play video games from a list of nine motivations, 
corresponding to the Nine Psychographic Player Types. This 
information was utilized to group the participants into the 
Player Types. They were then asked several questions related 
to each Framework component, asking for preferences, likes 
and dislikes regarding video game stories. 

Overall, the study includes 37 questions. The first 8 
questions refer to demographic characteristics, like age and 
gender, but also to general video game subjects as the main 
reasons to play (Player Type) or whether the participant has 
ever played to learn. The following 5 questions relate to the 
Setting, followed by 9 questions about Characters, 8 about 
the Plot, 4 about Choices plus 2 about Presentation. Finally, 
there was one question referring to the desired balance 
between Characters, Plot and Setting.   

118 people participated in the survey. Among them, all 
the Player Types were represented as seen in Figure 2. Each 
subject was assigned to up to two Player Types. 

Bartle’s 
Taxonomy 
of Player 

Types 
[20] 

LeBlanc’s 
Taxonomy of 

Game 
Pleasures 

[21] 

The 
Aesthetic 

Motives of 
Play 
[19] 

The 
Psychographic 
Player Types 

(result) 

 Narrative Narrative The Narrator 

Achiever, 
Killer 

Challenge Problem-
Solving 

The Challenger 

Socializer Fellowship Social The Socialite 

Explorer Discovery Curiosity The Explorer 

 Expression Agency The 
Expressionist 

 Submission, 
Fantasy, 
Sensation 

 The Dreamer 

  Thrill-Seeking, 
Horror 

The Daredevil 

Achiever  Victory The Winner 

Achiever, 
Explorer 

 Acquisition The Collector 
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To validate the preferences and differences in preferences 
between each Player Type, the data records were grouped by 
Player Types. These grouped records were used to analyze 
for each question whether the average-answer of a certain 
Player Type is ‘within the average’ of all answers, ‘above the 
average’, ‘below the average’, ‘strongly above the average’ 
or ‘strongly below the average’ of all answers. By that, it 
was possible to determine whether the Player Types deviate 
greatly from another or whether they are very similar.  

The analysis of the congruence in answers between 
Player Types determines that the highest congruence in 
answers in between two different Player Types is at 53.73%. 
The Player Types in question are the Narrator and the 
Dreamers. This means that for 53.73% of all answers, these 
two Player Types answered very similarly. In other words, if 
a game developer creates a game story to cater to Narrators, 
he would also be catering to Dreamers about 53.73% of the 
time. This means that about half of the time the Dreamers 
would not be as satisfied with the design choices as they 
could be. This, in return, means that no two Player Types are 
similar enough to combine them into one. It can be 
interpreted as a confirmation that considering several types is 
meaningful. 

To ensure that the differences in the Player Types are 
statistically significant, the answers to every item grouped by 
the Player Types were replaced by numbers from 1 (strongly 
below the average) to 5 (strongly above the average). This 
creates a scale from 1 to 5 for every answer, representing 
how much each Player Type agrees with the average answer. 
An ANOVA calculated with these data shows with α = .05 a 
p-value < .0002 with 𝐹(8;252) = 3.963 and a critical F-Value 

= 1.975. By that the H0 hypotheses “there are no differences 
in between the Player Types” with a level of significance of 
α = .05 is to be rejected. Table III shows in how many cases 
the questions between two Player Types are “very similar” 
and, by that, in reverse the differences between the Player 
Types.  

 

 

Figure 2.  Player Type distribution 

 

 

TABLE III.  NUMBER OF ‘VERY SIMILAR’ ANSWERS IN BETWEEN 

PLAYER TYPES 

Values >40% are bold printed 

 
Therefore, many of the steps shown in Table I contain a 

note explaining what to do when dealing with which Player 
Type, allowing for the designer to optimize the story for the 
Player Types they uncovered in their audience. These notes 
are accessible as ‘instructions’ in [22]. These instructions are 
developed from the literature and only integrated into the 
Framework, if they were validated by the study. Therefore, 
the integrated concept between the UFoS Framework and the 
Psychographic Player Types provides a designer with the 
possibility to develop an audience optimized and entertaining 
CDG-Story. The entire concept has to be carried out 
iteratively. This ensures that the player preferences 
characterized by the Player Types are incorporated into all 
areas of the story and are noticed in all story developing 
phases. In this way (as shown in Section IV) the components 
Characters, Setting and Plot are influencing each other 
depending on the targeted Player Type. 

However, a detailed review of the 37 questions, grouped 
according to the Player Types, in this paper is not 
meaningful in terms of the scope of this publication. It is 
planned to publish a detailed review in another publication 
with a different focus.  

VII. CONCLUSION 

A Framework that has the power to create an entire 
motivating CDG’s story is explained in this paper. The 
Framework supports CDG story designers to ask themselves 
the necessary questions in the right moment and to take 
solidly based decisions in the right order. During that 
process, game story designers are encouraged to define their 
target audience. Therefore, due to the use of the UFoS 
Framework, it can be ensured that a story was created in 
which everything is included, and the right priorities were 
set. By that, the possibility to use CDGs for research topics is 
enhanced because the influence of the CDG’s story on the 
research will be decreased. 

The paper illustrated the Framework dependencies by 
utilizing a fictional example, establishing that it’s possible to 
use the Framework in the field and underlining the 
connections in between the components. In addition to 
providing a simple use of the Framework, Nine 
Psychographic Player Types were described. Furthermore, it 
was explained how to use the Framework and where to get 
additional information and detailed procedures to do so. 

 Na Ch So E Ex Dr Da Wi Co 

Na          

Ch 43%         

So 31% 40%        

E 53% 40% 35%       

Ex 43% 44% 40% 43%      

Dr 54% 50% 43% 52% 45%     

Da 37% 30% 25% 32% 37% 29%    

Wi 40% 44% 34% 43% 38% 45% 28%   

Co 28% 26% 28% 32% 32% 32% 29% 33%  
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Subsequently, the derivation of the UFoS Framework and 
the Nine Psychographic Player Types was described. For that 
reason, an empirical study was presented that validates the 
existence of the Player Types and the different 
characteristics. A story designer has to integrate these 
characteristics, depending on the Player Types and the 
current Framework phase or step.     

However, it is required to further test and specify the 
Player Types and the UFoS Framework.  

Currently, it is only statistically significantly proven that 
there are at least the nine identified Player Types; it could be 
possible that there are more yet unknown. Because the 
current nine Types were discovered during a literature 
analysis, an explorative empirical study will be useful to 
identify more types, if there are any. In addition, possible 
connections between the Player Types and demographic 
traits should be sought to more easily group a potential 
audience into the Player Types. Yet, the only method is close 
observation of the audience and asking them to evaluate their 
own motivations to play as has been done in the survey.  

Although the Framework was carefully derived from the 
literature, it is only proven by concept, excluded from the 
step-instructions. Therefore, the next step will be a use of the 
Framework during a CDG development process to prove the 
concept as whole in a real development situation.  

Furthermore, the UFoS Framework has been developed 
to get used by game story designers. So far it is not possible 
for laymen to develop a CDG story with the Framework. 
Enabling this could be the focus of future developments. It 
would require a deep understanding of every detail and 
aspect of a CDG story, but it would allow many scientists to 
perform CDG-based experiments even in small or low 
budget research groups. 

In summary, the User-Focused Storybuilding Framework 
for Competence Developing Games provides a powerful tool 
to develop CDG stories.  
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Abstract—Thanks to technology, the world is getting smaller
and smaller every day. We are moving towards the model in
which we do not have to be in the same place where our
employer is located. Remote, scattered teams are something
that we encounter every day. In our research, we explore
methods and strategies that will allow to increase the efficiency
of teamwork using augmented reality. We are looking for a
way to bring a low-cost software platform that will allow to
create augmented reality sessions and bring 3D objects into the
world of each person. These objects should be shared but
should also be independent on some level for every participant.
Such platform can help with the problem of availability of
augmented reality for a wider audience. This paper provides
an overview of research done in this field and our thoughts
related to the topic and description of a working prototype.

Keywords-Augmented reality; Collaborative augmented
reality; Cooperation.

I. INTRODUCTION

Augmented Reality (AR) allows users to see the real
world together with some generated, virtual objects. Using
this technology, we are capable to present not only simple
2D overlays, but also complex 3D structures and animations.
There is an old saying: “A picture is worth a thousand
words”. If we can present complex structures and animation
as a part of our world, why not use them to improve our
communication and teamwork?

In our research, we are looking for ways to improve
remote cooperation and resolve the problem of low
availability of AR. Our goal is to create a generic platform
that will allow to start a quick AR session without any
programming or need for special equipment. This project is
intended for companies, their teams and average users.

In our opinion, it is much easier to just present a complex
object and experience it through some interactions rather
than trying to explain it. For each participant, we want to
provide their own perspective in addition to the shared state
of the scene. During the presentation, each person can reach
his/her own goal without disturbing the rest of the team. We
want to maximize the efficiency of the team and minimize
the technology adoption cost.

Such platform can have a positive influence on elements
such as: lowering the cost of creating complex mockups, or
new kind of low cost user experience tests. In the design
sector, it helps with easier presentation as well as keeping

low costs. Positive influences of the platform are also
envisioned for the education and entertainment sectors.

The rest of the paper is structured as follows. Section 2
covers the background. We describe how ideas related with
cooperation using AR evolved in time. In Section 3, we
describe the concept that stands behind TeamAR, what are
the goals that we want to achieve. Section 4 describes the
implementation details and architecture that was developed
for TeamAR prototype. As this is the first prototype of our
platform, in Section 5 we describe the future work that
stands in front of us. Section 6 is the conclusion, the
summary of what we already achieved and what possibilities
are created thanks to our system.

II. BACKGROUND

Augmented reality is a very broad field for research.
Over the past few years, several studies explored the usage
of augmented reality in our everyday actions, starting from
simple usage like games [16][17], entertainment [8],
productivity [29][30], through more complex tasks like data
visualization [33], repairing [31] to logistic support [32].

Our system was inspired by several previous research
projects in augmented reality and possibilities to use them
for collaboration and teamwork.

Shared space [1] presented how AR can become a
powerful tool in face-to-face meetings. It was one of the first
significant steps in this field. Shared space allows a group of
people to work in one room on common 3D objects. Users
must be equipped with a HMD (Head Mounted Display).
The workflow, and objects attached to a 2D marker are
predefined. Each user sees the same object as every other in
the room, they can share, and move the markers in the same
way as they would do with normal elements of the
environment. Shared space showed how much AR can help
us to enrich our communication, and methods of work.

Our project took the lead in finding the solution for
removing one of the biggest obstacles, which is lack of
flexibility, and strong need of highly qualified staff. We also
want to provide a possibility to work remotely if needed.

Project Studierstube [14] increased mobility of the AR
systems. Authors built a mobile workstation, combined with
optical see-through HMD. Thanks to that, multiple users can
cooperate with each other, working on the same 3D objects
with shared state. Each user has its own version of the object,
set in an individual coordinate system. Thanks to that, one
user will not affect the visible state of the second user.
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Although this project was built using a laptop, modern
mobile hardware is powerful enough to reduce the weight
and size of AR devices. From this work, we can specify five
key advantages, and elements that need to be met in similar
platforms. Those elements are: virtuality, augmentation,
cooperation, independence, and individuality.

Cooperative AR is not only helping in communication
itself, it can be much more than that. For example,
Transvision [12] is focused on supporting designing tasks. It
is based on computer generated images displayed on palmtop
(video see-through strategy). The augmentation helps
designers as it combines two important elements: the
possibility of an easy and cheap design change and physical
contact between participants.

Similar task was taken by the team of the ARVita [13]
project. It shows how AR can help engineers in their
everyday work, by adding new powerful tools which they
can use. Our work methods evolved from simple notes, and
plans, through photos, up to 3D/4D Computer Aided Design
(CAD) models. ARVita is trying to go one step further,
namely, it adds a 3D animation to the physical world to give
us a better perspective on the work that needs to be done.
This idea allows to prepare complicated simulations and to
watch them in full 3D from different perspectives.

Many researchers are aware of the benefits, and
possibilities which AR can deliver in terms of cooperation
whether face to face or remote. Augmented reality can even
improve our chances to save lives in the face of crisis. In [3],
there is an example how AR can be used to coordinate work
of different organizations, and how it can help to make the
best decision based on very dynamic circumstances. Despite
the fact that the described scenario is not very flexible, and it
is hard to reproduce in a short period of time, the results of
this research are very promising. It is worth noting that such
a system can be enriched with remote collaboration. We
believe that decreasing the access time to specialists can help
people particularly in crisis situations. Unfortunately, this
solution is faces similar problems to those previously
mentioned: lack of flexibility, time consuming tasks needed
for preparation of the scenario, complicated hardware. In our
project we are trying to remove those complications.

The natural path of the evolution of collaboration using
AR is to allow a remote user to access the same state of the
object. We can see such first attempts in [2], where the
authors implement a simple Tetris game that allows more
than one user. This research makes us aware how hard it is to
achieve such goal. It reveals key problems such as sharing
the object state, anchoring it in a fixed place, and performing
some interaction. Those tasks, as a single case are quite easy
to resolve, the true challenge is to combine everything into
one platform. Similar to other research, this one uses markers
for setting objects in the scene and uses the same technique
to support the interaction.

MARS [11] presents a path which shows how we can
work in teams on separate tasks to achieve a common goal.
This project allows to send extra information from people in
the office (indoor) to a person in the field (outdoor).
Everything is displayed on HMD (see-through). Such a
concept provides multiple possibilities from engineer support

during assembly tasks, providing help for the soldiers on the
battlefield. Similar approach, but from a different
perspective, was presented in the project called God-like
interaction [27]. It also focused on putting users in two
groups:

• Indoor users that have access to a tabletop projector
display system,

• Outdoor users with Tinmith mobile augmented
reality system [28].

In the case of these studies, it is interesting that we can
put different real objects in the perspective of the outdoor
user, by capturing them in a series of photos focused on the
table surface. Those objects are sent to the outdoor user and
reconstructed on his/her display. Such an approach allows us
to put virtual signposts, alerts, extra information, etc. We can
also inform about important places to visit or areas that
should be avoided.

Both MARS and God-like interaction draw attention to
the fact that such systems have enormous potential to help
during different crisis situations. We can treat indoor users as
crisis staff (see also [3]), and the outdoor users as the rescue
brigade. Thanks to augmented reality we are able to send to
the people in the field much more information than only
voice messages. We can mark where they should go, where
they can find something important, etc.

All presented research projects have one thing in
common, namely interaction. Regardless of what kind of
project we are building, what hardware we will use, we
always need a way to interact with objects that augment our
reality. This is the very basic concept of AR. Nowadays, we
have access to multiple tools which allow us to work in
teams irrespective of location (Google Docs [22], Office 365
[23], etc.). We need to remember that working on different
computers, even in the same place and on simple tasks, can
create problems. Lack of the same perspective, and a
common view, limits ways of our communication, e.g., we
have no option for using simple gestures or pointing at
objects.

Another thing common to the presented projects, is a
method of setting virtual elements in the real world. To make
AR as much natural as possible, we need to achieve full
transparency. Objects should behave in a predictable way,
with a fixed position “glued” to the part of the scene. In
many of presented papers, simple 2D markers were used to
handle this as a well-known strategy. One of the
disadvantages of this pairing the marker with an object
preparing it, before we can start the work. In [15], we can see
an attempt to do it in a more generic way. A shared vision
system is a platform that allows to use dynamic markers
made from the first frame from camera view and track it to
display a 3D model on it. The whole thing is shared between
thanks to a database in the cloud.

We cannot forget about the latest products of Apple, and
Google: ARKit [36], and ARCore [37]. Using standard
smartphones, we are able to prepare a simple map of planes
in our environment, remember it, and place objects on them.
Augmentation is very natural, and the results give a new
hope in terms of popularization of AR. This solution
provides the full virtualization of our perspective, virtual
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objects are placed on a virtual plane, we can interact with
them physically.

Last but not least, let us remember that one of the best
reference is how the market accepts a technology. It is hard
to push such a complicated technology to people that are not
related to science or any research. That is why a simple
mobile game is the best scenario. Online, multiplayer game
is a fantastic example of a remote collaboration between
users in different locations. For example, Ingress [16], or
Pokemon GO [17]. Both games are based on a simple
concept, but putting them all together in a single application,
available for over 2 billion devices [18], give us easy to use
augmented reality solution for everyone. Both games convert
the real world into a playground for every player. Their
foundation is a collaboration between multiple users in the
real time. They interact with each other physically, and they
can interact with the same virtual objects on map. Massive
popularity of those games shows how big impact augmented
reality can have on our lives. Those simple games are a small
proof of the fact that people can and want to collaborate
using new technologies, and that using proper approach to
the scenario can give a fantastic result.

III. TEAMAR - CONCEPT

In this section, we will describe concept of our system
TeamAR. We will describe the ideas, goals, and things that
we want to achieve regardless to the current state.

A. Concept

In this section we will describe concept of our system
TAR (Team Augmented Reality). We will describe the ideas,
goals, and things that we want to achieve regardless to the
current state.

Our project is focused on achieving the following goals:
 First, and most important. TeamAR is a project that

must be usable in real life scenarios. We are
focused on preparing usable prototype that can be
easily implemented in every company, and different
environments, that can get value from it. Every
decision made must be compatible with this
requirement.

 The system must be easy to use, and flexible. It
must allow multiple users to work on a shared task.

 No extra programming needed. User only
configures a session with selected markers, and
objects. All participants join the defined session
using its identifier. The whole process is supported
by our platform.

 No extra hardware, except a smartphone, is needed.
Using a head-mounted display (HMD) or special
sticks with marker for manipulating is unnatural,
and may cause problems with configuration, or may
act as a deterrent for new users. We also want to
avoid additional devices, because currently
available ones are expensive, uncomfortable, and
hard to get. That is why our goal was to create a
platform that will use smartphones nly.

 Ready “on-fly”. TeamAR must be easy to use and
easy to manage. That means that application must
be able to learn new patterns and objects during the
runtime. No recompilation and even no restart of
application should be necessary.

 The whole system must be mobile. We do not want
the user to be limited to just one place and
surrounded by cables.

B. Platform

TeamAR is based on the SaaS model. We built a web
application for managing session and user synchronization.
We used a standard smartphone with Android OS for
working with the sessions (augmentation). Thanks to that,
we could solve four major problems:

1) User perspective
 Access to hardware – nowadays, almost

everybody has a smartphone. We want to make our
project as flexible, and easy to access, as possible.

 Interaction layer – as we showed in the previous
parts, there is no common, easy for user, and a
hardware-free way to interact with the generated
objects. Thanks to a screen of a smartphone, we get
such a layer without any extra devices. Besides that,
this platform is already well-known to users, so
there are hardly any barriers to entry.

 Progress – software (Android), and hardware
(smartphone) platforms will evolve in a natural
way. Thanks to that we will obtain new capabilities
without cost increases.

2) Software perspective
Easy management – thanks to choosing a SaaS platform,
we have a platform that allows to create and edit sessions, as
well manage them. The platform is scalable, accessible,
efficient, and reliable

C. Augmentation

TeamAR uses smartphones, built-in cameras, and sensors.
The output is seen on the screen (video see-through strategy)
after augmentation with virtual objects. To pin an object in
space we use 2D markers. When the user looks at the card
with a pattern, computer vision recognizes it, links with the
3D object from the session, and displays it on the card. The
details of the current state of the implementation are
described further in the paper along with more technical
details of future development. We selected the 2D markers
approach, because they are easy to use. They can be sent as a
link, and displayed on the screen, or just printed. Every
team can have their own set of markers, and just connect
them with different objects in a new session or even update
the reference in the current session.

D. Collaboration

TeamAR will allow user to refer to every physical
element that he/she would normally use in a normal face-to-
face meeting, like personal notes. Thanks to AR, he/she will
also be able to refer to objects that normally would be
impossible to use. This project will combine most important
elements from the two worlds: virtual, and physical.
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Furthermore, our project will allow teams to work
remotely or stationary in the same room. No extra
configuration will be needed. Thanks to the same objects
base, and state sharing, they will see the same things
independently from the location of each user.

E. Interaction

As we already mentioned, we decided to use a popular
software, and hardware platform. It provides a well know,
widely used interaction layer: the screen. The combination of
mobility, good user experience, and an easy to use device
provides a flexible tool to work with. The application will
allow interaction with all virtual objects. This information
can be synchronized between all participants of the session.
As you can see the interaction is very similar to pointing at
an element during a normal face to face meeting. This
approach makes possible to avoid dedicated programming
for every scenario.

IV. IMPLEMENTATION

In this section we want to describe our current state of the
development.

As mentioned in the previous part of this paper, TeamAR
is based on two main parts:

 Web application - responsible for creating/updating
the session, sharing, and synchronizing the state of
each object.

 Mobile application - marker recognition, displaying
objects, and interaction. Speaking briefly, it is used
for augmentation.

We prepared a tool (web application) that allows to
create a session (Figure 1). Even a user without any technical
skills can prepare a configuration of the meeting that will use
AR technology. Users can upload a set of 3D objects and
connect each of them with a specific 2D marker. Such
configuration will be propagated to every user in the session.

Every person who possesses the identifier of the session
can connect from the level of a mobile application and
participate in the meetings. Thanks to our approach it is not
important if that person is in the same room or in the other
parts of the world. Everything he/she needs is a stable
internet connection (mobile connection is enough) and 2D
markers related with the session printed or displayed on a
screen. Application learns new patterns during the runtime
and displays the 3D objects on proper markers basing on the
configuration that it received.

We decided to use 2D markers over the current solutions
like ARKit [36] or ARCore [37], due to the fact that it is
more natural. Secondly, ARKit and ARCore are available on
a small number of costly smartphones, and, as we want to
create as available as possible platform, it is very a important
factor that we had to take into account. Both mentioned
solutions are very interesting and have big potential, but they
create more virtual environment. Virtual objects are mapped
and placed on virtual planes. These methods limit ways of
interaction between participants of meetings, and even
between specific persons, and virtual objects, for example a

person cannot lift the marker as he would lift a physical
object to have a better look at it.

We used Firebase Cloud Messaging as part of our
infrastructure for easy and real-time synchronization of
actions performed on the objects. If the host changes color of
the selected object, or if he/she marks an object it will be
instantly synchronized to all devices that are currently in the
session. Each participant will see the action in the same way
as he/she would see when someone points at a physical
object in the room.

A. Communication

We use a cloud service to implement fast, real-time, and
reliable communication layer between the web application,
and the mobile device. As a cloud service, we selected
Firebase Cloud Messaging (FCM) [34]. The main reason for
this selection is that, we plan to support other mobile
platforms, and FCM is a cross-platform solution. The whole
architecture and communication pattern is visualized on Fig.
2.

Figure 1. Presentation of infrastructure scheme

The web application is divided into two parts. The first
one, contains a user interface. It is used to manage the
sessions. It will be deployed, and available for users as
service.

The second one is a REST API used for communication
between mobile application and the database, and/or cloud.
Thanks to the modular architecture, our system is easy to
maintain, develop, and upgrade in the future. We also
achieved a situation in which we are not tied up to a specific
technology. As we have mentioned before, we are working
on creating a proper concept of team collaboration with the
use of augmented reality, not on specific technology. With
better tools, better technology, we can replace single
modules of our system, keeping all functionalities intact. We
believe that minimizing dependency on current solutions,
and technological trends is the key to our goal.
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B. Data exchange

One of the most important decisions that we had to make,
was selecting proper types of data used by the system for
session configuration, both for the marker, and the 3D object.
Selected type for each of these elements had to meet the
specific requirement: a popular format already available on
the market. To make the whole platform easy to implement
in a company/team, we need to avoid situations when the
selected data format is not known or hard to process; easy to
use by a common user. Integrating users with the session
should be as easy as possible to lower the entry barrier.

Because of the above requirements, we have focused on
types that can be transformed and saved as a text file.

For the 3D object format, we selected Wavefront .obj file
[35]. It is easy to use, easily accessible, it allows to create
simple objects without any experience on the user side.
Wavefront file is a text file that can be uploaded to our
application and stored in the database. Reading this format is
fast, and Android platform delivers native tools to work with
it.

Another important fact is that such 3D models can be
uploaded to software like Unity3D and used in different
types of application. This corresponds perfectly with our
main assumption about using TeamAR in a real-life scenario.
Such objects can be prototyped, shared, and discussed before
performing other time-consuming actions.

Furthermore, this format is very universal and easy to
send. All this combined creates a perfect selection for our
platform. As it is text data we can in easily update mobile
application with the information about new objects. The
format is light, therefor we do not need a high-quality
internet connection, all calculations are performed on the
device locally basing on the provided data. Wavefront format
is universal, so when we will migrate out application to other
operating systems, we will already have proper tools.

C. Augmentation

Our augmentation is based on video-see through HMD
concept. In this case we deliberately ignored the HMD for
the reasons mentioned earlier in the text. The application
generates 3D objects based on the definition of the model
received from the API. Actions performed on each object are
shared, every change to the object is synchronized between
users in session but the perspective is individual. Each user
can independently observe the object without making any
impact on the perspective of any other user.

Each object is located only on one 2D marker. The
marker can be printed and put on the table or displayed on
the screen (Figure 2). This ensures flexibility. Beside that a
new object can be connected to the same marker and
overwrite previous settings. Thanks to that, there is no need
to prepare a big number of markers, users can easily update
current state of the session and work comfortably having just
a few or even one marker.

D. Interaction

In the early stage of the project we decided to implement
a simplified model of interaction based on a toolbox. Thanks
to that, during our tests new users had quick overview of

actions that can be performed. This also made the whole
interface very natural. There is a possibility that this will be a
standard form of interaction for TeamAR. The decision will
be based on collected feedback.

Currently, our toolbox allows to perform simple actions:
highlighting selected objects. It is especially important when
the host wants to focus the audience`s attention on a specific
object in the session with many different structures. The user
can also perform color changing action, which allows to
make a fast grouping of objects basing on a selected color.
The user is able to change the color of each object that is
available in the session. This feature was implemented to
simplify discussion about multiple structures.

Of course, the state of all objects can be reset to the
default one using the reset action.

The whole “action framework” is easy to extend and we
will experiment with more types of actions which will
increase capabilities of TAR.

V. FUTURE WORK

Our future work will be focused on extending the
functionalities of the prototype and delivering it to users.

We plan to create interaction based on touching
particular fragments of the object and confront it with the
current solution. Although we do not limit ourselves only to
one technology, as we are working more on the concept, and
the philosophy of making Augmented Reality more
accessible rather than on specific software type.

In the current version, the interaction is limited to basic
operation like highlighting and changing the color of a
specific object. Of course, the whole solution works “out of
the box”. No extra programming from the user is needed.

We will use the history of performed actions to allow
disconnected, and/or new users to start the session with the
same state of the object as each of the users.

After that we plan to perform some usability tests
comparing the performance of standard cooperation versus
AR collaboration.

Figure 2. Example of augmentation

VI. CONCLUSION

Collaboration with the use of augmented reality is a very
important area of technology. In our opinion, this is the
direction that should be chosen to improve of remote
work/teams in many professions. Various scenarios force
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different approaches, but our goal is to create a platform
which will give the most possibilities.

It is obvious that hardware will change in time, also the
approach may be a bit different because of the evolution of
the technology, but the concept in most cases will remain
unchanged. Similar situation can be observed in many
researches quoted in this paper. Even some of our solutions
were inspired by research made almost 20 years ago. Of
course, nowadays they can be greatly enhanced with modern
technologies and more powerful hardware.

This paper has two main contributions. The first one is to
present the current state of the AR solutions for teams. We
try to identify weaknesses and strengths.

The second one is related with the following question:
why should anybody want to build such a system? We
believe that our prototype answers that question. Most of the
systems that we have presented in the Background section is
complicated, hardware dependent, connected with
preprogramming concrete scenario of usage, created only for
a specific purpose. We fully understand that TeamAR will
not cover every possible scenario, but it hopefully provides a
set of general purpose tools. It can help popularize
augmented reality thanks to lowering the entry threshold.

We hope that vision of such interesting and fascinating
area of research like collaboration in AR, will encourage
other teams and researchers to search new fantastic ways of
interaction between people. We are sure that such systems
will shape our future.
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Abstract—To function in a complex and unpredictable physical
and social environment, robots have to apply their intellectual re-
sources to understand the scene in an efficient and intelligent way,
similar to humans. Especially when interacting with humans, this
cognitive task becomes more challenging. The work in this paper
is focused on recognizing human actions and postures during
daily life routines in real-time to understand human motives and
emotions during a dialogue scenario. Using depth data, a real-
time approach has been proposed that uses human skeleton joint
angles to recognize 19 different human postures (standing and
sitting). Feature vectors are constructed after pre-processing of
joint angles. A supervised learning mechanism has been used to
train the classifier using Support Vector Machine. Approximately
30000 training samples have been created for training purpose.
The system recognizes all the postures accurately provided the
skeleton tracker is working precisely when tested on the database.
During live testing, the system reports 98.2% recognition rate,
proving the potential of the proposed approach.

Keywords–Human-robot interaction; skeleton data; human pos-
ture recognition; feature vector; classification.

I. INTRODUCTION

Human posture recognition is an active research topic in
the field of human-robot interaction. In addition to being used
in the context of humanoid robotics, recognition of human
postures has many applications in human assistive systems
and in the automobile industry. The basic objective is to
enable humanoid robots to work side by side with humans
during daily life. In order to realize this goal, robotic systems
must have the capability to differentiate human(s) from the
cluttered environments. In addition to detecting humans, these
systems should also analyze their posture, actions, emotions,
motives and overall behavior. This, in turn, helps the robots
to be more intelligent and resourceful when interacting with
humans. Human behavior can be analyzed using human’s
nonverbal communication. According to [1], two thirds of
our communication consists of non-verbal communication and
only one third of our communication consists of verbal content.
Nonverbal communication consists of facial expressions and
bodily cues. Human posture represents an important part of
the nonverbal communication.

Human posture and body movement play significant role
in the perception of interaction partner. Humans use different
hand gestures and body postures to express their internal emo-
tional state in different situations. In humans, postures provide
significant information through nonverbal cues. Psychological
studies have also demonstrated the effects of body posture
on emotions. This research can be traced back to Charles

Darwin’s studies of emotion and movement in humans and
animals [2]. A massive study and research has been conducted
in 1970s on the significance of body language in which the
main area of focus was leg-crossing, defensive posture and
arm-crossing, suggesting that these nonverbal behaviors depict
feelings and attitude. Posture can also rely on the situation,
i.e., people change their postures depending on the situation.
Currently, many studies have shown that certain patterns of
body movements are indicative of specific emotions [3][4].
Researchers have studied sign language and found that even
non-sign language users can determine emotions from only
hand and body movements [5]. For example, anger is charac-
terized by forward body movement [6].

Posture recognition plays an important role in expressing
human emotions. Many scientists believe that all the variations
of postures are due to the change in emotions and play sig-
nificant role in human evolution. Human emotions are always
difficult to understand and there are many factors that influence
human emotions. The art of recognizing human emotions had
gained its importance long back and is, currently, studied
actively [7]. Some behavioral cues can be easily recognized
from postures. For example, a person scratching his head
during interaction shows thinking behavior. Similarly, crossed
arms posture shows that the interlocutor is reserved and is
trying to block himself from opening to other person.

However, the challenge is to recognize complex human
postures in cluttered environment in real-time, especially, those
set of postures which are used in daily life in human-human
interaction scenarios. For example, crossed arm, pointing with
left or right arm, casual or attentive standing posture, relaxing
posture, thinking or shrug posture, etc. On the contrary, every
region or culture has its own different postures which, some-
times, are totally opposite in meaning in some another culture.
One of the major challenges in recognizing human postures is
diversity in people performing postures. People from different
culture are expressing the same posture in different ways as
compared to others. In addition, postures are also dependent
on the height and human physique variations which make
them more challenging to recognize. Moreover, sitting postures
appear different from standing postures and need separate
classifier for the posture recognition task.

Numerous ways have been reported in the literature to rec-
ognize human postures. Some of these methods use wearable
sensors to extract the psychological parameters like electroen-
cephalography (EEG) data, skin temperature, accelerometer
readings, etc. However, these methods require special sensors
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to wear all the time and sometimes require training how to
use them. In contrast, approaches using visual information
from the visual sensors are more natural means of recognition
of human posture. However, this work explores recognition
of human postures using RGB and depth (RGB-D) sensor.
This work uses ASUS Xtion [8], installed on a humanoid
robot, ROBIN [9] to extract distance data. With the help
of OpenNI and NiTE library, the system is able to extract
human skeleton joints. These joints are then pre-processed and
converted into angles to make the system invariable to human
height or physique. Feature vectors are generated using angle
information between each joint and classified using Support
Vector Machines (SVM). The major contribution of the paper
is the accurate and automatic recognition of human postures in
real-time using kinect-like sensor. Our approach reports close
to 100% results when the human skeleton is tracked accurately
in real-time in cluttered environment. Moreover, the system is
also capable of distinguishing between standing and sitting
human postures using human height analysis. In the following
sections, we describe the overall approach and experimental
results in detail.

The rest of the paper is organized as follows: related work
is discussed in Section 2, Section 3 discusses human posture
recognition approach and classification in detail. Experimental
results and performance evaluation are discussed in Section 4.
We conclude the paper in Section 5.

II. RELATED WORK

Research on posture recognition using skeleton data began
in the 1990s and is still being carried on. Generally, posture
recognition approaches can be separated in two broad cate-
gories: (a) wearable sensors based posture recognition and (b)
posture recognition using vision based sensors. Wearable sen-
sors include gloves and other commercially available products
that are used to extract different statistical and geometrical
information of the limbs or body when worn. Few of these
devices namely Sensewear, ActiGraph and ActivPal have been
used by Wang et al. [10]. They address challenges like data
imbalancement, instant recognition and sensor deployment in
order to achieve an overall accuracy of 91% for sitting, stand-
ing and walking postures. Similar approaches using wearable
sensors have been reported with higher accuracy. However,
these require sensors to be worn. Latter approaches use vision
sensors for the recognition of human postures. The advantage
of this approach is twofold: first, these approaches are nonin-
vasive; and secondly, they are also cost-efficient. Humans can
perform their gestures and postures in front of a camera sensor
without any other device attached to their bodies for posture
recognition tasks.

Posture recognition via vision sensors can be further
divided into two categories namely camera based posture
recognition and RGB-D sensor based posture recognition.
Numerous works have been reported in the literature that use
monocular camera to estimate human pose and human action.
The most general approach is to extract features from images
based on the structure of the human body, e.g., skin color or
face position [11]. However, this approach impose restrictions
on features such as clothes and orientation. There are other
methods to extract silhouettes and edges as features from the
image [12][13]. However, they rely on the stable extraction of

the silhouettes and edges. Moreover, they perform poorly in
self-occlusion.

In order to address these shortcomings, researchers use
depth sensors to extract human joint positions. S. Nirjon et
al. [14] describe a system, called Kintense, which is real-
time system with a high accuracy to detect human aggressive
actions, e.g., hitting and pushing that are relevant for games.
The system has been trained using supervised and unsu-
pervised machine learning techniques. The sensors calculate
distance between body and the cameras, skeleton joints and
speed at which an action is performed. Deep learning and
neural networks are used to eliminate false positives and to
identify actions that are not labeled. Real-time testing has been
performed by deploying the system in more than one multiple-
person household which illustrates the sensitivity of the system
towards unknown and unseen actions. The real-time system
proves that the accuracy of the system is more than 90% [14].

Using RGB-D sensor, Zhang et al. [15] extract joint posi-
tions of a human with the help of Microsoft Kinect. In order
to make it independent of human size, each joint position is
normalized using its neighboring joint to make a feature. This
feature vector which consists of all normalized joints is then
classified using SVM. A total of 22 postures are recognized
with 3 different classifiers. The drawback of this approach lies
in normalization of joint positions. Although authors claim
that the system is invariant to human size, it would not be
invariant to human height or size of the limbs completely as
normalization only adjusts joint values with its neighboring
joint.

Another similar work has been conducted by Ivan Lilloa
et al. [16] to recognize human activities using body poses
estimated from RGB-D data. The system modules are clas-
sified into three different levels which include geometry and
motion descriptors at the lowest level, sparse compositions of
these body movement at the intermediate level, spatial and
time stamped compositions used to represent human actions
involving multiple activities at the highest level. The work
is related to dictionary learning method and their framework
focuses on vector quantization using k-means to cluster low-
level key point descriptors for dictionary learning [17]. The
model developed uses an alternative quantization methods,
discriminative dictionaries, or different pooling schemes [18].
Sparse coding methods have also been used for alternative
quantization methods. These methods have mostly focused
on non-hierarchical cases where mid-level dictionaries and
top-level classifiers are trained independently [17]. Niebles et
al. [18] extend this model to the case of action recognition.
In contrast to former approach, the model is limited to binary
classification problems and reports good accuracy only in a
constraint scenario.

In previous related work, the required data is captured
either from images or videos and the processing is done to
create the feature vector. Feature vector represents the data in
a form such that the system can be trained. Many classification
techniques have been used in classification of the training
dataset, such as SVM, neural networks and deep learning
techniques. After the classification, the system can be tested
offline using existing database or online testing in real-time
scenario. Most of these approaches are used only to recognize
standing postures or actions. Additionally, these approaches
are not robust to real-time recognition of human postures with
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Figure 1. Working schematics of the approach. Using depth stream and NiTE Library, skeleton joints are detected. Based on the height, system classifies the
subject either standing or sitting, after which joint angles are computed from joint positions to construct a 30 dimensional feature vector for classification.

more than 10 classes. In this paper, we have proposed an
approach that is robust to real-time recognition of postures
and can differentiate between standing and sitting postures.
Moreover, it can recognize 19 postures used in daily life
routine. The detailed analysis of the proposed approach is
discussed in following sections.

III. HUMAN POSTURE RECOGNITION

Visual perception in complex and dynamical scenes with
cluttered background is a challenging task which humans can
solve remarkably well. However, it performs poorly in this kind
of challenging scenarios for a robot perception system. One of
the reasons of this large difference in performance is the use
of context or contextual information by humans. Furthermore,
robot has to perform its computations as fast as possible due
to the notion of real-time. As a result, most of the time robot
perception system is hampered with low resolution images.
There is a need to develop such perception system which can
cater complex environments and work efficiently.

This paper presents an approach that uses depth data along
with NiTE library to detect human joint positions and then
convert them into meaningful angles for feature vector genera-
tion task. The resultant feature vector is quite unique for each
posture and is invariant to height, body shape, illumination,
proximity and appearance of human. The working schematics
of the proposed approach is presented in Figure 1. Our
proposed approach reports high accuracy for both sitting and
standing postures. The system is able to recognize overall 19
gestures real-time when classified by using multi-class SVM.
Each module of the approach is described in the following
sub-sections.

A. Depth Image
Instead of using monocular camera, ASUS Xtion is em-

ployed in order to utilize depth data. The advantage of using
such devices with depth sensor lies in the segmentation of
human skeleton using OpenNI and NiTE Library. Segmenting
humans on the basis of silhouette and edges might work in
a constraint scenario but it behaves poorly when applied in
dynamic environment. In contrast, human can be detected and

tracked efficiently using depth sensor in constantly changing
scenario with a lot of different daily life objects involved. This
sensor can work efficiently in the range of 0.5 to 3.5 meter.

B. Skeleton Data and Joint Positions
Fifteen different skeletal joint positions of human can

be extracted in real-time using OpenNI and NiTE libraries.
These joint positions are quite accurate and tracked over time.
Furthermore, NiTE middle ware library allows multiple human
tracking and joint positions extraction in real-time. In order
to extract joint positions reliably, the whole human body
should be clearly visible to RGB-D sensor with no complete
occlusions of body parts. The disadvantage in using joint
positions is the dependence on correct detection of human
skeleton. Due to partial occlusions of limbs, the module can
report ambiguous skeletal information which effects the joint
position values. Figure 2 shows tracked humans with their
respective skeletal joints.

Figure 2. Multiple tracked humans and their skeletal joints. (Image used
from www.openni.ru/files/nite/index.html)

C. Sitting or Standing Postures
Before recognizing postures, the important step is to detect

whether human is standing or sitting. The simplest way is to
analyze the height of human with respect to its z distance
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from the sensor. Empirical studies have shown that the relation
between these two entities is linear. For example, if human
is near to the sensor, he/she appears taller and similarly, if
human is away from the sensor, he/she appears short. To make
it height and scale invariant, the system uses the depth data (z
distance) to normalize the height of the person. If the human
head joint has the value more than the set threshold value,
system would classify it as standing posture. If he/she has the
head joint position value less than the set threshold, the system
would classify it as sitting.

D. Joint Angles
The major disadvantage in using joint positions for feature

extraction task is that they are variant to positions, height
and limbs variations. This type of features might report better
results when the position and height of the human would be
fixed. However, these features behave poorly when dealing
with varied height or dynamic humans. In order to solve this
problem, researchers have proposed an approach that calculates
distance of each joint from torso to make a feature vector.
Although this type of feature extraction reports better results,
it is still dependent on the height of the person.

In order to address this shortcoming, this paper proposed
a unique method to extract features. Instead of using joint
position for feature extraction task, these joints positions are
converted into angles between each two joints. The benefit of
using angles is that they are not dependent on the position
or height or human physique, instead they compute directions
between each joint. The direction between each joint would
be similar for a short person and a tall person if they are
expressing the same posture. Euler angles are used to convert
the joint positions to angles. Following (1) - (3) are used to
compute angle between joint a and b.

anglex = tan−1 (ay − by)
(ax − bx)

(1)

angley = tan−1 (az − bz)
(ay − by)

(2)

anglez = tan−1 (ax − bx)
(az − bz)

(3)

The angles are then converted from Radian to degrees us-
ing (4).

angle◦x = anglex ∗ 180/π (4)

E. Pre-processing and Feature Extraction
In total, 15 joint angles can be calculated for each posture.

However, it has been observed that certain joints do not
contribute in deciding the posture. Joint angles between knee
and foot, or hip and knee do not add useful information
for posture recognition task. The reason lies in the postures,
recognized in this work, are not effected by joint angles of
lower body. During this pre-processing stage, the number of
angles recorded are reduced to 10.

On the other hand, NiTE library can detect and track
human but it is not able to distinguish whether human is
facing towards the camera or his/her back facing the camera.
This makes the direction of angles totally opposite. In order

to make the system invariant to human facing direction, we
take the absolute value of all the joints, thus making the
features more consistent for the same class. Joint angles with
values 0◦, 90◦, 180◦ or 270◦ in 10 consecutive frames are also
discarded. After empirical studies, it has been found out that
when part of the limb or body is occluded, skeleton tracker
reports (0, 0, 0) joint position. This leads to false recognition,
therefore, the instances are discarded. 10 joint angles are then
used to construct a feature vector. Since every joint angle has
x, y, z values, the feature vector for a single depth observation
becomes 30 dimensional.

F. Classification

Classification is an important step in any recognition task.
The major task of classification stage is to differentiate each
class or category accurately based on the knowledge gained
during the training stage. Numerous classification algorithms
have been presented in machine learning, e.g., neural networks,
decision trees, random forests, convolution neural network,
etc. This work uses SVM, a supervised learning algorithm,
for the classification task. An SVM model is a representation
of the examples as points in space, mapped so that the
examples of the separate categories are divided by a clear
gap. New examples are then mapped into that same space
and predicted to belong to a category based on which side
of the gap they fall [19]. The benefit of SVM lies in the
regularization parameter which if set accurately, avoids over-
fitting. Moreover, it uses the kernel trick, i.e., it can build an
expert knowledge about the problem by engineering the kernel.
SVM generalizes on high dimensional feature set quite well
given that the database is also huge.

This paper uses multi-class SVM classification. More than
2100 instances are used during training stage for each posture
and 40000 instances for the whole training data are used
for 19 classes. 10 different subjects, from different ethnicity
(Indian, Pakistani, German, Italian and Turkish), featured in the
training dataset. Linear kernel with regularization parameter
C = 0.4586 is used during SVM training. Figure 3 shows
3D graphical plots of joint angles between right shoulder-
right elbow and right elbow-right hand. It can be seen that
the classes are easily distinguishable based on the angle
between two joints. With the contribution of other joints angles
between joints, the problem is easily classified by SVM linear
kernel.
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Figure 3. Samples from training data in 3D plane for each class marked with
different color. (a) Angle values between right shoulder and right elbow (b)

Angle values between right elbow and right hand.
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Figure 4. ROBIN - Humanoid robot of TU Kaiserslautern

IV. EXPERIMENTATION AND EVALUATION

The goal of the system is to recognize human postures
in real-time robustly in order to realize human-robot interac-
tion. The humanoid robot, named ROBot-human-INteraction
(ROBIN), is used in order to evaluate the posture recognition
system. ROBIN has been developed by Technical University
of Kaiserslautern [9] as shown in Figure 4. It consists of
intelligent hands that can express almost any gesture. Single
whole arm has 14 degrees of freedom that uses compressed
air to perform any action. Head and torso of ROBIN also
have 3 degrees of freedom. The backlit projected face is able
to express different expressions and emotions. Additionally,
ROBIN can speak in English and German using text-to-speech
software. ASUS Xtion is installed on the chest of ROBIN,
which is used for all the perception tasks, e.g., posture recog-
nition, gestures recognition, etc. ROBIN has its own processor
that can handle all the movements of joints. In the following
subsection, a detail analysis of postures and experimentation
are discussed.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (k)(j)

Figure 5. Standing postures (a) Crossed Arms (b) Open Arms (c) Stand
Normal (d) Think (Hand on chin) (e) Think (Hand on Head) (f) Point Right
(g) Point Left (h) Casual Stance (i) Attentive (j) Relax (k) Shrug. Pictures

are used from www.posemaniacs.com

A. Recognized Human Postures
Postures are categorized mainly as sitting and standing.

Overall 11 postures are recognized for standing and 8 postures
have been recognized for sitting. Different postures recognized
are crossed arms, open arms, think (hand on the head), think

TABLE I. STANDING POSTURES AND THEIR RECOGNITION RATES

Postures Recog. Rate (%)
1 Crossed Arms 100
2 Open Arms 100
3 Standing Normal 97.33
4 Think (Hand on the Head) 98.67
5 Think (Hand on the Chin) 95.1
6 Point with Left Hand 100
7 Point with Right Hand 100
8 Casual Stance 100
9 Standing Attentive 90.27
10 Shrug 100
11 Relax (Hands behind the neck) 100

Average 98.3

(hand on chin), pointing (with left hand), pointing (with right
hand), standing/sitting normal, shrug, relax, casual posture
and attentive posture. Figure 5 shows different postures for
standing that are recognized by the system. Similar postures for
sitting are also recognized by the system. Total of 10 subjects
featured in the training stage. For each class and each subject,
at least 300 instances are collected with a little bit of movement
and varied styles.

B. Experimentation

There are generally two ways to conduct experiments.
Experimentation or testing of the system can either be done
on the testing dataset or testing can be done real-time directly
on the ROBIN. We have conducted both these experiments in
this work to evaluate the system. 25% of the dataset have been
separated from the training data before training. This dataset
serves as test dataset to evaluate the system. Since the recorded
dataset has no false skeleton tracking, the system reports 99.4%
recognition rate. This shows the potential of the approach when
the provided dataset is accurate.

For the second experiment, ROBIN is used to recognize
postures in real-time. Once ROBIN recognizes the posture, it
indicates by saying the name of the posture. In order to avoid
any bias, new subjects have been used to express postures in
front of ROBIN. Subjects have been instructed in the start
about the postures which ROBIN can recognize. However,
the knowledge about performing each posture has not been
shared with them in order to evaluate the system potential
to generalize varied postures. Every subject performs each
posture at least 30 times. Table I and Table II show the
recognition rates of standing and sitting postures respectively.

TABLE II. SITTING POSTURES AND THEIR RECOGNITION RATE

Sitting Postures Recog. Rate (%)
12 Sitting Normal 98.33
13 Crossed Arms 95.28
14 Think (Hand on the Head) 96
15 Think (Hand on the Chin) 94.5
16 Point with Left Hand 100
17 Point with Right Hand 100
18 Shrug 100
19 Relax (Hands behind the neck) 100

Average 98.01
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Figure 6. Subject is interacting with ROBIN using Postures.

C. Performance Evaluation
As shown in Table I and Table II, ROBIN is able to rec-

ognize human postures with an average accuracy of 98%. For
standing postures, the recognition rate for each class is above
90%. Attentive posture reports low accuracy as compared to
others because of the fact that the hands are too close to the
body and therefore, the algorithm considers hands as part of
the body for skeletal joints detection. Thinking postures are
sometimes confused between each other and show recognition
rates above 95%.

For sitting postures, it has been found out that when the
person is sitting, the skeleton of whole body is not visible.
In order to address this issue, ROBIN uses torso pitch angle
to tilt its body in the front. In this way, the whole skeleton
of human is visible. Due to sitting posture, sometimes human
skeleton tracker does not work accurately to localize limbs and
positions. Therefore, some of the postures show relatively less
recognition rate than standing postures. Nevertheless, ROBIN
is able to recognize human postures accurately in real-time
with an accuracy of more than 98%. Since the system uses
only depth data, issues regarding lighting condition, image
resolution, texture variations are avoided. This enhances the
accuracy considerably as compared to approaches using color
image to recognize human postures. Figure 6 shows experi-
mental environment where subject is interacting with ROBIN
using postures.

V. CONCLUSION AND FUTURE WORK

Identification of human postures is a complicated task
based on the situation and interacting environment. Recog-
nition of human postures has many applications in modern
human-robot interaction developments. This can be applied
for the purposes, e.g., natural interaction, gaming, developing
assisted systems, surveillance systems, entertainment purposes
and educational purposes. This paper presents an approach
which uses RGB-D sensor for posture recognition. Depth
information is used to extract joint positions. These joint
positions are then converted into joint angles in order to make
the system invariant to height, scale, position or physique of
the person. Feature vectors are generated based on refined
joint angles. SVM is used for classification of 19 different
sitting and standing postures. System reports 100% recognition
rate on a dataset with no false skeleton tracking and 98%
when tested real-time in a cluttered and dynamic environment.

For future work, this approach can easily be extended for
recognition of more postures. Additionally, using color image
along with the depth can provide texture information, which
can be utilized when the skeleton tracker does not work
accurately.
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Abstract—The challenges of the Internet of Things (IoT) in a
Smart Home are the monitoring of energy consumption and
the automation of the household appliances connected to the
Wireless Sensor Networks (WSN). The Smart Home monitoring
technology has recently received great attention in the areas of
IoT, home automation and WSN monitoring. Many companies
seek to address a wide range of important issues including data
mining and analysis, energy saving, comfort and security. The
Smart Home application is inherently dynamic in the sense that
it forms time-series data with real-time changing behavior. We
seek to extract and analyze this incoming data to provide and
predict useful features for the decision-making system in a Smart
Home. This paper describes a new methodology of Smart Home
data mining analysis based on Support Vector Machine (SVM)
learning for a proposed Multi-Agent System (MAS). The key ideas
are to represent the WSN behavior exchange by the modeled
MAS, then to predict and classify features using the SVM
regression model. Based on the cross-validation performed on
the training data-set, the SVM model parameters are optimized
for each combination of features. We demonstrate the validity of
our methodology in the scenarios of emerging data recognition
using a real “Smart Life” database.

Keywords–Smart Home; distributed control; home automation;
multi-agent systems; machine learning; support vector machine;
time-series prediction.

I. INTRODUCTION

Nowadays, human beings always seek refuge, relaxation,
security and prosperity at home, hence influencing the quality
of life. The development of integrated electronic features to re-
duce costs has opened new perspectives of automation controls
and monitoring of habitat that appears to be a task of great
social importance. In the recent years, computer technology
has been applied to the creation of Smart Homes in order to
improve the lives of people at home. A Smart Home is an
entity integrated with diversified automation, communication,
and control service functions that collaborate in a convenient
manner via intelligent tasks to provide many services, such
as energy management, comfort, security and monitoring.
The field of Smart Home is multidisciplinary with variations
in architectures, dissimilar devices and systems, and diverse
application and features [1]. In a Smart Home environment,
the inter-operation unpredictability is one of the fundamental
reasons behind uncertainty in the interoperability among these

systems having diverse requirements, information exchanges
and federated routine.

Home automation solutions range from overviewing infor-
mation about energy consumption, presence and weather data
in illustrative forms, automating and monitoring appliances
either locally or remotely. Traditional strategies of building
control are no longer efficient and smart to ensure the dynamic
pricing of electricity and the demand response application for
residential customers. To overcome this fundamental limitation
and to solve such complex and dynamic decision processes, a
Multi-Agent System (MAS) is required to provide intelligent
energy management and home automation.

The MAS is a distributed artificial intelligence system that
allows the intercommunication and the interaction between
intelligent agents. The interactions of these entities of agent
technology are made by the perception of the environment and
by executing actions according to their decisions in order to
conduct them and to study their varied situations. The agents
must cooperate to achieve the overall goals as they have only a
partial representation of their environment. The reactivity and
pro-activity actions of the MAS are depicted by sensing and
interpreting the changes in the environment in real-time [2].

Home automation can be addressed through the predic-
tion and analysis of appliances’ data, offering support for
more advanced applications, such as activity recognition. The
automatic human activity recognition requires new context-
aware domestic smart services, such as controlling voice in
Smart Home. Chahuara et al. [3] investigated an on-line
activities of daily living recognition device from non-visual,
audio and home automation sensors. The performances of this
smart service were determined by comparing several learning
models, such as hidden Markov model, the conditional random
fields, the sequential Markov logic network, the Support Vector
Machine (SVM), the random forest and the non-sequential
Markov logic network.

Predicted time-series data can be investigated for energy
consumption data mining, home automation and also home-
owner activity and behavior forecasting. Data history clusters
are utilized by machine learning, which take into account the
effects of the previous device states. Therefore, we propose
a MAS using the SVM approach to predict and classify
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features. Currently, Smart Home owners have trouble to daily
control and manage the various heterogeneous smart sensors
and devices. One of the greatest challenges in the current Smart
Home field is to deal with the collaborative control problem of
these heterogeneous smart devices using a home automation
platform.

Our contribution is to propose a universal Smart Home
automation platform architecture based on a multi-agent sys-
tem and predictive software for decision making. The pro-
posed system provides heterogeneous devices’ connectivity,
collaborative agents’ communication, human-devices’ interac-
tion and appliances’ auto-control to improve the Smart Home
automation system. In this paper, we represent the ability to
predict the behavior of Smart Home owners by monitoring the
daily appliances’ usages. Indeed, we develop a robust, flex-
ible and intelligent platform integrating temporal contextual
information based on the incoming sensor data. The developed
prototype is used to forecast daily power consumption and
to estimate human actions in a Smart Home. We test the
performance of our system using statistical metrics, and the
experimental results are encouraging. The model features are
updated based on the time series analysis.

The MASs consist of an intelligent distributed artificial
system integrating Internet of Things (IoT) aspects and hu-
man cognition for Smart Home automation. The proposed
architecture is based on a virtual multi-agent platform in-
corporating services to provide Wireless Sensor Networks
(WSN) interconnectivity. This design makes it possible for
Smart Homes to include organizational aspects of human
activities, improving the auto-control and auto-programming of
appliances. The autonomous agents fixed in devices consume
and provide different services to offer more distributed and
complex functionalities and capabilities.

The proposed MAS should guarantee the platform scalabil-
ity, and flexibility and efficient and intelligent communication
with the ability to add new functionalities for the layer of user
applications. The main functions are the fusion of incoming
information from heterogeneous sources. The suggested sys-
tem must be able to monitor automatically the Smart Home
and to predict the household energy consumption through a
predictive model with input variables regarding the weather
and space information, appliances’ state, power consumption
and the time. The WSNs are used to analyze the command
of electrical appliances and the interactions between different
sensors in order to automatically make decisions on a daily
basis.

The rest of the sections of this paper are structured as
follows. Section II describes the system architecture overview
of the proposed system modeling for home automation. Section
III defines the predicting incoming time-sequence data models.
We explain the experiments and results by considering the pro-
posed method in Section IV. Section V presents the conclusion
and some future work.

II. RELATED WORK

A Smart Home should meet the requirements of home-
owners, including security, weather information, consumption
measurements and remote control of different categories of
smart products. According to the rapid anticipation for the
Smart Home, several commercial intelligent IoT solutions are

involved for home automation using smart sensors as a uni-
versal remote-control software-defined Smart Home appliance
that can be handled safely by homeowners [4].

Smart Home applications are generally based on the IoT
and cognitive dynamic systems. Feng et al. [5] investigated
a cognitive interactive people-centric IoT in the Smart Home
to improve human life quality with intelligent control of its
setting by considering perception actions that would contribute
to the interactive IoT ecosystem.

Viswanath et al. [6] proposed the design of an IoT system
for real-time residential smart grid applications focused on
a large number of home devices communicating through a
universal IoT home gateway, a cloud back-end server, and
user interfaces offering services as well as energy manage-
ment, demand response management, dynamic pricing, energy
monitoring, home automation and home security.

The MASs are a preferred approach addressing complex
systems that rely on classical artificial intelligence extended to
a distributed computing environment and the sharing of tasks,
resources and knowledge. Their totally decentralized nature
makes them particularly suitable for this type of systems. The
MASs allow working on the overall operation of a system
by focusing on the component entities and their interactions.
However, MASs are applied increasingly in various fields
of real life due to the technological revolution and the in-
tensive use of Internet services by large companies. Several
constraints are questioned because of this application domain
diversity. Among these constraints we can cite the difficulty
of specifying and systematically modeling applications, the
problems related to the concepts of resource allocations and
the complexity of negotiation and inter-cooperation between
agents.

Several researches identify information security require-
ments that impact critical societal services ranging over trans-
port, home automation, energy management, industrial control,
and health services and their perceptions and attitudes on
the IoT security [7]. The fields of telecommunications and
information may also be based on MASs for network man-
agement, remote management of Smart Home and information
knowledge. In industry, the MASs are operated in production
automation processes, smart cards and cooperative robots.
Manufacturers often try to achieve the effective resolution
of issues targeted as the complexity of real-mode systems.
These issues provide an intellectual challenge to researchers
who seek to maintain soft constraint systems using agents.
Thus, realizing the integration of control, maintenance and
technical management of automation system based on MASs
can lead to the resolution of the various industrial problems.
Recently, the MASs are utilized for crop irrigation monitoring
allowing farmers to rationalize the amount of resources that
optimize crop needs. The system offeres an economical solu-
tion combining intelligence and context-awareness by merging
heterogeneous data from the WSNs [8]. Tele-medicine also
applies MASs in the supervision and assistance of the elderly
sick. They are obviously used in the field of logistics and
information on trips [9].

Smart grid architectures consist of many autonomous
systems with partial knowledge that have to cooperate and
communicate in order to solve complex problems. The MAS is
a mature and efficient mechanism that provides many features
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imperatively required for smart grid applications to solve their
distributed nature problems. However, it is still difficult to
provide a generic perspective on smart grid architectures.
Dynamical MASs have been used for the systematic modeling
of the cyber and electrical grids to provide flexibility. Other
solutions for smart grid architectures have been explored using
a MAS to develop a decision-making support for distributed
power generation [10] and for managing electric vehicles’
charging stations [11]. Sun et al. [12] proposed a multi-
agent system framework for home automation, based on belief,
desire and intention model for an agent individual behavior
design, a regulation policy-based multi-agent collaboration
behavior design and a Petri-net method for system analysis
and evaluation.

As dynamic contributors to smart grids, Smart Home
systems have ensured interactive communication that affects
the electricity demand, generation, and bills, leading to a
reduction in the total demand curve. Smart Grid modeling
is based on a multi-agent system that designs each Smart
Home as an autonomous agent making rational decisions for
power generation, storage, and trading features founded on
the expected utilities they offer. The individual decisions of
these home agents significantly reduce electricity costs, which
encourages conventional homes to purchase their own local
generation-storage systems and to benefit from the different
operational conditions.

Integrating the IoT with Cloud computing and Web ser-
vices, Javed et al. [13] investigated model-based wireless
sensor nodes for Smart Home monitoring and HVAC using
machine learning like the artificial neural network to estimate
setpoints for controlling the heating, ventilation, and cooling
of the Smart Home while reducing human intervention.

The energy consumption cost reduction requires a dynamic
demand response and distributed energy resource management.
Therefore, home automation trends towards IoT and ambient
intelligence technologies for device self-control. Ruta, et al.
[14] put forward a distributed multi-agent framework for home
and building automation and energy management, based on a
semantic improvement of domotic standards using the discov-
ery and orchestration of formal annotation-based resources to
support the semantic characterization of user profiles and de-
vice functionalities. In [15], the authors suggested an adapting
automation architecture for activity recognition in Smart Home
based on semi-supervised learning algorithms and Markov
models combining the data observations and the feedback of
users decisions. Jose et al. [16] studied the various security
issues and verification approaches to improve Smart Home
security. They proposed a device fingerprinting algorithm that
considered the device’s geographical location, username and
password of utilizers as well as the device used to access the
home.

III. MULTI-AGENTS SYSTEM MODELING FOR HOME
AUTOMATION

Using an agent language like Java Agent Development
(JADE) framework, the MASs are able to share information,
to exchange messages and to solve complex problems. The
JADE is a software framework fully implemented in Java
language to simplify the development of the MAS using
graphical tools for debugging and deployment according to the
Foundation for Intelligent Physical Agents (FIPA) standard and

the Agent Communication Language (FIPA-ACL) specifica-
tions [17]. The FIPA interaction protocols between agents are
being developed to define a standard communication structure
ensuring the conduct of conversations between these agents.
These protocols use a manager agent to offer the performance
of a task in terms of appropriate resources and expertise
by selecting the best proposal returned and then begins the
necessary exchanges with the elected official. An agent asks
another agent to perform an action and inform the initiator
about the structure in which agents exist and operate [18].

A. Agents Functionalities
In the MAS-based Smart Home setting, we use four con-

tainers where each container is a room of the house embedded
in a main container (Smart Home container) as shown in
Figure 1. These containers interact to estimate the presence
of owners and their provided activity in each Smart Home
room. Every container consists of a set of agents instances’ that
represent the equipment or environment variables (temperature,
humidity, etc.) responsible for learning the habits, equipment
states, environmental conditions and situations of the home
owners in order to supervise, control and take appropriate
actions. Each agent has a specific role. The proposed MAS

Figure 1. General framework for a Smart Home system

architecture for each container is presented in Figure 2. The
architecture is a hierarchical MAS consisting of eight agent
groups constituting the objects of a container that meet their
goals through the collaboration with other containers (agent
groups). The specific roles of agents forming the MAS system
consist of:

• “Sensor Agent”: This agent is responsible for mon-
itoring and controlling environment sensors by re-
ceiving messages from the same container agents and
saving them in the database. These messages can be
transmitted to the “Electrical Outlet Agent”, the “Air
Conditioner Agent” and the “Lamp Agent” in order
to predict the user actions.

• “Electrical Outlet Agent”: This agent receives the data
sent by the “Sensor Agent” and uses it as an input of
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Figure 2. Proposed MAS-based architecture for Smart Home automation

the SVM classifier to predict the decision states of the
electrical outlet.

• “Air Conditioner Agent”: The following agent receives
the data sent by the “Sensor Agent” and uses it as an
input of the SVM classifier to predict the states of the
air conditioner.

• “Lamp Agent”: The required data to predict the states
of the lamp are sent by the “Sensor Agent”. The
“Lamp Agent” uses this information as an input of
the SVM classifier.

• “Temperature Agent”: It treats the prediction of the
temperature variable for a defined period using the
SVM machine learning. Then, the results are sent to
the “Sensor Agent” embedded in the same container.

• “Humidity Agent”: It predicts the humidity variable
for a defined period using the SVM machine learning.
The results are sent to the “Sensor Agent” embedded
in the same container.

• “Luminosity Agent”: It predicts the luminosity vari-
able for a defined period using the SVM machine
learning. The results are sent to the “Sensor Agent”
embedded in the same container.

• “Presence Agent”: It predicts the presence state for a
defined period using the SVM machine learning. The
results are sent to the “Sensor Agent” embedded in
the same container.

IV. PREDICTING INCOMING TIME-SEQUENCE DATA
MODEL

A. SVM model for prediction and making-decision
In order to predict and classify the measured results,

numerous methods are applied. The SVM method seems to

be better suited to this problem saw his ability to handle a
small amount of data. The SVM models have been widely
used to solve classification and regression problems.

1) Classification function: The SVM separates the different
classes of data, by a hyperplane corresponding to the following
decision function:

f(x) = sign(〈w, φ(x)〉+ b) (1)

where x is a set of observations, w is the vector of coefficients
and b is a noise constant.
This supervised machine learning seeks to deduce the function
Φ : x ⊂ <d → {−1; 1} from a set of observations that will
correctly classify a maximum number of vectors xi by
describing the optimal hyper-plane between the two classes:
Considering two classes of points, scored −1 and 1, we have
a set of N vectors xi ∈ X ⊂ <d, i ∈ [1, N ] ( d is the input
space dimension) with their associated class yi ∈ {−1; 1}.
The constrained quadratic optimization problem can be solved
by w =

∑
i αiΦ(xi) in terms of a subset of training patterns

N . The classifier capacity results in the assignment of a new
unknown point in the right class.
The classification function is given by the minimum of the
following function:

f < w, ξ >= min
1

2
‖w‖2 + C

∑
i

(ξi) (2)

subject to:
yi(〈w,Φ(xi) + b) ≥ 1− ξi〉

ξi ≥ 0

where C is a pre-specified value, and ξi are the class variables.
Due to the rich theoretical bases and the possibility of trans-
ferring the problem to a large space of features, the SVM can
provide a good generalization performance. The sensors send
pairs of values and activities forming the training set.
This nonlinear binary classification problem requires a max-
imum optimization model based on the Lagrange multipliers
technique and the Kernel function. The SVM classifier man-
ages its nonlinear nature by replacing each scalar product of
the weight of activities in a dual form with the Kernel function.
The SVM solution w can be shown using the kernel method
as follows:

w =
∑
i

yiαiΦ(xi)

The support vectors’ coefficients occur when a point (xi, yi)
meets the constraint found by minimizing the following equa-
tion:

W(α) =
∑∑

j=1

αi −
1

2

∑
i=1

∑
j=1

(αiαjyiyjK(xi, xj)) (3)

subject to:
0 ≤ αi ≤ C∑
i

yiαi = 0
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2) Regression function: When the SVM are used in regres-
sion problems to predict real values, we will talk about the
“Support Vector Regression” (SVR) technique. Let consider
all of training points (x1, y1)...(xN , yN ) where xi ∈ X ⊂
<d, i ∈ [1, N ] and the output target yi ∈ Y ⊂ <1, i ∈ [1, N ],
with the condition C � 0 and ε � 0. The SVR can also
perform regression and estimate the accuracy by computing
the scale parameter y = f(x), where f(x) is the estimated
decision function. This function ignores errors that are smaller
than a certain threshold ε � 0, thus creating a tube around
the true output. The optimal regression function of the two
subjects

〈w,Φ(xi)〉+ b− yi ≤ ε− ξ−

yi − 〈w,Φ(xi)〉+ b ≤ ε− ξ+

is given by:

f < W, ξ >= min
1

2
‖w‖2 + C

∑
i

(ξ−i ) + C
∑
i

(ξ+i ) (4)

where C is a pre-specified value, and ξ−i , ξ
+
i are gap variables

representing upper and lower constraints on system outputs.
The dual form of SVR using the Kernel function is:

max
α,α∗

W (α, α∗) = max
α,α∗

∑
i=1

α∗
i (yi − ε)− αi(yi + ε)

− 1

2

∑
i=1

l∑
j=1

(α∗
i − αi)(α∗

j − αj)K(xi, xj) (5)

with
∑
i=1(α∗

i − αi) = 0 et 0 ≤ αi, α∗
i ≤ C.

The result regression function of the resolution of the above
equation by determining the Lagrange multipliers αi, α

∗
i is

given by:

f(x) =
∑
SV s

(ᾱi − ᾱ∗
i )K(xi, xj + b̄) (6)

with:

b̄ = −1

2

l∑
i=1

(αi − α∗
i )(K(xi, xr) +K(xi, xs)) (7)

< w̄, x >=

l∑
i=1

(αi − α∗
i )K(xi, xj) (8)

Our research provides the opportunity to learn the behavior
of a resident of a Smart Home from all detected usual tasks.
The appropriate equipment, according to the “Electrical Outlet
Agent”, the “Air Conditioner Agent” and the “Lamp Agent”,
request the “Sensor Agent” to look for specific data to select
the equipment criteria grouped by the “Temperature Agent”,
the “Humidity Agent”, the “Luminosity Agent” and the “Pres-
ence Agent”. The “Sensor Agent” returns the requested list
which will be processed by the equipment agents. Finally,
the results that meet the needs of the resident return to the
“Sensor Agent”. The interactions between agents performing
the learning algorithm are illustrated by sequence diagrams
shown in Figures 3 and 4.

After making its predictions, the MAS sends notifications

Agents: Temperature,
Luminosity, Humidity

and Presence
LibSVM Sensor Agent DataBase

1: Select Data

2: Data selected

3: SVM-Scale()

4: Data scaled

5: SVM-Train()

6: Model

7: SVM-Predict()

8: Data predicted

9: Send Predicted Data

10: Save Data

Figure 3. Interaction sequence diagram for temperature, luminosity, humidity
and presence agents

Sensor Agent
Agents: Temperature,
Luminosity, Humidity

and Presence
LibSVM DataBase

1: Select Data

2: Data selected

3: SVM-Scale()

4: Data scaled

5: SVM-Train()

6: Model

7: Send Message

8: Get Message

9: SVM-Predict()

10: Data predicted

11: Save Data

Figure 4. Interaction sequence diagram for Sensor Agent

to the user who can consult the list of predicted tasks.
Following its consulted results, the user can react by canceling,
confirming or changing the date and the system will finally
save these changes.

B. Quality and precision criteria
To assess the quality of our models, we will mainly look at

their respective predictive performances measured by the Mean
Squared Error (MSE). As a matter of fact, we are working with
hourly-normalized data and we will model each hour indepen-
dently from one another, which is a common choice given the
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type of data, hence leading to a model of 24 separate daily
hours. Indexing the respective MSE criteria of these models
by the instant i = 0, ..., 23, to which they are associated, and
given their respective observations y1, i, ..., yN ,i, these models
return 24 t-day-ahead predictions, defined as the expectations
of the predictive distributions, i.e., for i = 0, .., 23:

x =
1

N

N∑
i=1

(ŷiyi)
2 (9)

In our case study, we managed to set up a training set of three
months in 2015 so as to predict the values of the different
variables for June 2016.

V. EXPERIMENTS AND RESULTS

The features are obtained from the WSN installed in the
Smart Home. These features are classified using the SVM
machine learning. The development of the classifier takes
place using the LIBSVM library of the framework JADE.
The LIBSVM toolbox generates a structure containing the
type of the SVM, the kernel type, the number of support
vectors, the number of classes, the class labels and the offset.
It is employed both in the training and testing phases. Several
SVM structures are trained on all the possible combinations
of signals. A prediction can be obtained with a combination
of previously predicted signals.
In our case study, the SVM machine learning is made in four
steps (LIBSVM functions):

1) “SVM-Scale” function for data normalization.
2) “SVM-Train” function for training data to obtain a

prediction model.
3) “SVM-Predict” function using the model to make

predictions about the classes or the values in the case
of regression.

4) “SVM-Test” function to calculate the model perfor-
mance. In this step, we select the data whose class
or values are known (for regression) and we use the
model to predict their class and value, and in the end,
we compare the two real and predicted classes (or the
real and predicted values). To assess the quality of the
predictions obtained in the “SVM-Test”, the MSE is
used as a measure of a prediction error.

We choose to use as “Input-Attributes” the time and the date
and as “Input-Labels” the class or the regression values for
the prediction of power consumption, presence, open/close and
environment variables (temperature, humidity and luminosity).
The SVM model parameters are specified in Table I. We
construct an SVM learning scheme to predict the environment
variables and power consumption in a Smart Home. We use
the “Smart Life” datasets for validating the performance of
our proposed architectures. The “Smart Life” datasets consists
of independent datasets collected from a couple of apartments
for a year using different sensors. The sensors are installed in
everyday objects, such as refrigerator, and light switches, etc.
We thoroughly analyze a full year historical data and utilize
them to configure a large number of input and output datasets
for the SVM learning. The proposed SVM-based prediction
model can simultaneously predict the future amount of time-
series data. Throughout the experiments, the proposed SVM-
based prediction model shows the highest prediction accuracy,
compared to other prediction models, such as the conventional

time-series and the artificial neural network models. As a
result, these prediction data can be effectively utilized for
behavior recognition and energy management systems in Smart
Home.

Using the MSE function to calculate the performance of the
SVM predictor, we show in Figure 5 and Figure 6 that the
prediction for the time series with low intensity of harmonic
variations, as the temperature variable (MSE = 8.57), is more
performant than the high intensity of harmonic variations, like
the humidity variable (MSE = 18.6948). The Performance
of the SVM model for the air conditioners’ operating status
regression is perfect with an MSEvalue = 0.57, describing
the conformity of the predicted equipment state values to the
real ones. These simulations confirm the performance of the
SVM predictor, compared with the real values, as shown in
Figure 7.

We propose the SVM machine learning to automate the

Figure 5. Performance of SVM model for temperature prediction (MSE=
8.57)

Figure 6. Performance of SVM model for humidity prediction (MSE=
18.6948)
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TABLE I. SVM MODEL PARAMETERS FOR EACH VARIABLE

State Presence Door-sensor Temperature Humidity Luminosity Power
Hour Hour Hour Hour Hour Hour Hour
Minute Minute Minute Minute Minute Minute Minute
Day of the month Day of the month Day of the month Day of the month Day of the month Day of the month Day of the month
Day of the week Day of the week Day of the week Day of the week Day of the week Day of the week Day of the week
Week of the month Week of the month Week of the month Week of the month Week of the month Week of the month Week of the month
Month Month Month Month Month Month Month

Attributes

Year Year Year Year Year Year Year
Class ’0’ : OFF Class ’0’ : Absence Class ’0’ : Close

Inputs

Labels Class ’1’ : ON Class ’1’ : Presence Class ’1’ : Open Real values Real values Real values Real Values

SVM-Train

Outputs Model Regression Model Regression Regression Classification Classification Classification Classification

Hour Hour Hour Hour Hour Hour Hour
Minute Minute Minute Minute Minute Minute Minute
Day of the month Day of the month Day of the month Day of the month Day of the month Day of the month Day of the month
Day of the week Day of the week Day of the week Day of the week Day of the week Day of the week Day of the week
Week of the month Week of the month Week of the month Week of the month Week of the month Week of the month Week of the month
Month Month Month Month Month Month Month

Inputs Attributes

Year Year Year Year Year Year Year
Class ’0’ : OFF Class ’0’ : Absence Class ’0’ : Close

SVM-Predict

Outputs Labels Class ’1’ : ON Class ’1’ : Presence Class ’1’ : Open Real values Real values Real values Real Values

Hour Hour Hour Hour Hour Hour Hour
Minute Minute Minute Minute Minute Minute Minute
Day of the month Day of the month Day of the month Day of the month Day of the month Day of the month Day of the month
Day of the week Day of the week Day of the week Day of the week Day of the week Day of the week Day of the week
Week of the month Week of the month Week of the month Week of the month Week of the month Week of the month Week of the month
Month Month Month Month Month Month Month

Attributes

Year Year Year Year Year Year Year
Class ’0’ : OFF Class ’0’ : Absence Class ’0’ : Close

Inputs

Labels Class ’1’ : ON Class ’1’ : Presence Class ’1’ : Open Real values Real values Real values Real Values

SVM-Test

Outputs Performance MSE MSE MSE MSE MSE MSE MSE

process of air conditioning in a home as a case study. We use
the SVM machine learning to predict the ambient temperature
and the condition and value of the power of the air conditioner
at a specific date-time. These recorded features will be useful
for the decision-making and automatic control of the air condi-
tioner. The SVM classifier determines the temperature set point
belonging to a predefined regression class. The experimental
results on the real world application “Smart Life” demonstrate
the effectiveness of our approach in case of linear classification
and regression. The SVM model has a remarkable learning
ability in a distributed intelligence system.

Figure 7. Performance of SVM model for air conditioner operating state
regression (MSE= 0.57)

VI. CONCLUSION AND FUTURE WORK

In this paper, we have started by introducing the IoT and
the MASs and their applications to design our MAS architec-
ture for Smart Home automation. Indeed, we have proposed
a new active learning algorithm based on the SVM approach
adopted to solve the problem of prediction and multi-class
classification of WSN devices installed in a Smart Home. The
technical experience requires to manipulate the proposed Smart
Home scenario with the machine learning algorithm, the MAS
system and the Android mobile system. Our solution must be
well integrated into the professional company IoT application.
For future work, we will use a hybrid algorithm combining

the hiden Markov model and the SVM model for features’
prediction and the decision tree model for making decision
to remotely control intelligent households via an Android
application. Nevertheless, we can extend the realization of
this project by enriching the use of more accurate intelligent
sensors. In addition, we can optimize our solution using a
consistent big-data learning base for real-time prediction of
sequential data.
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Abstract – This work-in-progress paper proposes a new 

numerical approach for the simulation of technological process 
of obtaining surfaces with given properties. This problem is 
relevant for many industrial applications. In medicine, 
nanotechnology enables us to create plasters, to implement 
bioprinting or to construct microsensors that will be used to 
detect cancer cells in the body. The paper describes a 
numerical method that helps to analyze different possibilities 
of producing functional surfaces coated with noble metal 
nanoparticles. Such surfaces may have many uses. Firstly, it is 
known that silver, aurum and other noble metals have a strong 
antibacterial effect. Secondly, the electrical conductivity of a 
noble metal is greater in comparison with the other metals. A 
set of numerical experiments have been done and their results 
are reported in this work. 

Keywords – multiscale mathematical models; numerical 
methods; nanotechnology problems; noble metal nanoparticles; 
nanoprinting in medical applications. 

I.  INTRODUCTION 
In the late 2000s and early 2010s, in most developed 

countries, the potential for further growth of productivity in 
the world economic and technological sectors was limited 
[1]. Recovery of high rates of productivity in the economy 
and its profit can not be achieved only through 
macroeconomic measures. At present, the answer to the 
challenge of preserving competitiveness and achieving high 
rates of productivity should be given by the scientific, 
technological and innovation policies pursued by 
industrialized countries. The purpose of these policies is to 
stimulate development and implementation of advanced 
technologies, whose performance significantly exceeds the 
characteristics of traditional technologies. 

The traditional and new mathematics, mathematical 
methods, numerical methods based on multiscale models, 
differential equations and classical physics underlie the 
development of the novel technologies. 

Nowadays, clearly identified directions that can be 
considered technologically mainstream include: information 
technology, biotechnology, nanotechnology, ecological 
technology, and cognitive technology. They represent a new 
technological interface between humans and their 
environment [2]. The progress of these directions defines 
technological development and its rate corresponding to the 
modern world challenges. 

Nanotechnology plays an important role in industrial 
and natural processes in a variety of fields including 

engineering, production of consumer goods, public health 
and biology. The creation of micro- or nanostructures on the 
substrate surface not only changes its topography, but can 
substantially modify the properties of the substance. By 
creating structures similar to natural objects, we can control 
their properties without changing their chemical nature. 

Multicolored butterfly wings are painted in all colors of 
the rainbow without any paints, geckos know how to run on 
steep walls without using glue, the leaves of some plants 
can purify themselves and repel droplets of water without 
chemical treatment. All this is possible thanks to the 
hierarchically structured topography of biological objects 
and can be reproduced with the help of nanotechnology [3]-
[7]. 

The typical size of noble metal particles is equal to 5-
50 nm. These nanoparticles are the strongest biocidal agents 
and are used in biosensors and numerous assays. 
Nanostructure materials with noble metal nanoparticles can 
be used as biological markers for quantitative detection. For 
example, silver nanoparticles are incorporated in apparel, 
footwear, paints, wound dressings, appliances, cosmetics, 
and plastics for their antibacterial properties [8]. The unique 
properties of silver nanoparticles make them attractive for 
numerous areas. 

It is known that materials can be modified with noble 
metal nanoparticles, using plasma treatment or cold gas 
spraying. In contrast to other technologies, this enables the 
creation of materials with different bactericidal properties 
and also high hydrophilicity/hydrophobicity. For example, 
the ability to absorb body moisture is an important hygienic 
indicator. 

In this paper, we study the nanoprinting processes at low 
and room temperatures (100-350 K). Cold rarefied gas 
accelerated to supersonic speed is used for transportation of 
noble metal nanoparticles to a hot substrate. 

In our previous works, we analyzed jet flows, streams in 
microchannels and other gas dynamic problems using a new 
multiscale approach [9]-[12]. This approach combines the 
traditional hydrodynamic models (we use quasigasdynamic 
equations [13],[14]) with Newton's dynamics equations for 
individual particles. In this paper, we use direct molecular 
dynamic simulation [15]-[18]. 

This paper is organized as follows: Section II states the 
current problem and gives some literature references to 
preview works. In Section III, we describe what methods are 
used in the research, and we consider the main 
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macroparameters of the system. Section IV presents the 
preliminary results of the current research. Section V 
presents conclusions that can be drawn from the testing 
results and addresses future work as well. The future study 
will exceed the scope of this research. Also, the next steps 
and future plans of this study are described in this section. 

In the paper an approach for the cold gas spraying 
process of the nanoparticles on substrate is discussed. 

II. STATEMENT OF THE PROBLEM 
In the present work, the process of acceleration of a 

metallic nanocluster by a supersonic gas flow is considered. 
The purpose of this particular procedure is to allow the metal 
clusters to reach a predetermined constant velocity, which 
will allow these clusters to adhere to a hot substrate in case 
of contact with it. The procedure is illustrated in Figure 1, 
which shows a fragment of the spraying system. 

To describe the acceleration of the nanocluster, we used 
the equations of two-component molecular dynamics [18]: 

 , ,
, ,, , 1,..., , , ,l i l i

l l i l i l

d d
m i N l a b

dt dt
= = = =

v r
F v   (1) 

where i  is the particle number, l  is the particle type ( a  – 
molecules of gas, b  – atoms of metal in the nanocluster), 

lN  is the total number of particles of type l , lm  is the mass 

of particle of type l , ( ), , , , , , ,, ,l i x l i y l i z l ir r r=r  and 

( ), , , , , , ,, ,l i x l i y l i z l iv v v=v  are the position vector and the 

velocity vector of the i -th particle of type l , 
( ), , , , , , ,, ,l i x l i y l i z l iF F F=F  is the resultant force acting on this 

particle. 
The forces include the component of i -th particle 

interaction with the surrounding particles and the component 
responsible for external action: 

 
, ,, , 1,..., , , .
l i l i

ext
l i lU i N l a b= −∇ + = =rF F            (2) 

Here, ,
ext
l iF  is the force of interaction with the environment, 

U  is the total potential energy and it depends on choosing 
the interaction potential of molecules. The potential energy 
of the system is represented as a function that depends on the 
coordinates of considered particles and describes the 
interaction between the particles of the system. Selecting a 
specific type of interaction potential is based on a 
comparison of the mechanical properties of the computer 
model of potential and real material. To solve equations (1) 
and (2), it is necessary to consider all options of interaction 
l  with 'l  for ,l a b=  and ' ,l a b= . As an example, the 
potential functions for modeling the interactions between the 
gas molecules and the metal atoms of the nanocluster can be 
considered, which were used in [19]. 

For closure of (1) and (2), the periodic boundary 
conditions were used. 

 

Figure 1. Fragment of spraying microsystem. 
An initial state of the gas and the metal systems 

corresponded to the condition of thermodynamic equilibrium 
at a predetermined temperature and pressure. 

III. METHOD OF STUDY 
A numerical algorithm for integration of equations (1) 

and (2) is based on well known Verlet's scheme [20]: 
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      (3) 

Here, tΔ  is the integration step (in time), n  is the step 
number, 1n+F  is the value of the force at this step. 

At the initial time, the coordinates and velocities of all 
particles are set. Further, at each time step, the equations of 
motion are solved; new values of the force vectors, new 
coordinates and velocities are computed. Calculations are 
carried out taking into account the boundary conditions and 
the external impact on the system in areas where this impact 
is present. 

Kinetic energy of thermal motion TE , kinetic energy 

KE and total energy E  of the system are calculated 
separately for particles of each type ,l a b=  as follows: 

 

, , , ,

2 2

, , , , , , , ,

,

, , ,

/ 2, / 2,

1 , 1,..., , , .

K K l i T T l i K
i i

K l i l i l i T l i l i l i l
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E m E m

i N l a b
N

= = = +
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∑ ∑

∑

v v v

v v

  (4) 

Here, , ,K l iE  is the kinetic energy of the particle with number 
i , , ,T l iE  is the thermal kinetic energy of the particle with 

number i , ,l iv  is the velocity vector length of i -th particle 
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of l  type, ( ), , ,, ,l x l y l z lv v v=v  is the center-of-momentum 

frame velocity for particles of type ,l a b= . 
Gas or metal particle system temperature T  and pressure 

p  are defined as follows: 

 
( )

( )2, , ,

2 1, ,
3

1 1 .

T
xx yy zz

b

i i ij ij
i i j i

E
T p p p p

d N k

p m v v r F
V Vαα α α α α

>

= = + +

= − + ⋅∑ ∑∑
(5) 

Here, d  is the number of particle freedom degrees, bk  is the 
Boltzmann constant (further unless otherwise is stated 

3d = ), V  is the volume of the system, ij i j= −r r r , ijF  is 
the force of interaction between i -th and j -th particles, α  
is coordinate x , y  or z  accordingly. The particle type 
index has been removed from the formula for clarity of 
expression. 

The initial state of the gas and metal microsystem was 
realized by thermostating. 

IV. RESULTS AND DISSCUSSION 
As a model problem, the problem of acceleration of a 

nickel cluster by nitrogen molecules was considered. The 
dimensions of the cubic-shaped cluster were 243 crystals or 
8.4753 nm3, and the number of atoms was 55296 (see 
Figure 2). The initial position of the cluster center was at the 
point ( )266.97, 34.14, 34.14 ; sizes were measured in 
nanometers. The acceleration was carried out by injecting a 
small portion of gas into the system. In this case, a gas 
microsystem containing 82904 molecules was used. The 
microsystem was under normal conditions 
( 273.15T K= , 101325p Pa= ). Approximately a half of 
these molecules were pre-accelerated to speeds of 14 Mach 
(see Figure 3). 

The performed calculation was related to the analysis of 
the evolution of a shock wave and its interaction with the 
nanocluster and resting gas molecules. Figure 3 shows the 
longitudinal velocity distributions of the gas near the region 
occupied by the nanoclusters; values are averaged over the 
coordinate y. They illustrate some details of the acceleration 
process. At the beginning of this process, the front of the 
shock wave is scattered near the cluster. But the cluster itself 
does not move much. Then, it begins to accelerate slowly 
and evenly up to a certain limiting speed (see Figures 4 and 
5). The magnitude of this velocity is related to the amount of 
gas incident on the cluster and its total momentum. If the 
value of the total momentum of the gas is small, it will take a 
very long time to accelerate the system to a certain average 
speed. From the law of conservation of momentum, we can 
estimate the value of the total average velocity: 

( )

*
( ) (0) ,a a

a a b b

m N
m N m N

∞ =
+

v v                 (6) 

where (0)v  is the average initial velocity of accelerated 
nitrogen molecules, *

aN  is the number of such molecules. 
The numerical algorithm was implemented as a parallel 

program using the MPI [21] and OpenMP [22] standards. 
Model calculations were performed on K60 cluster with 
processors Intel Xeon E5-2690 v4 @ 2.60GHz and a total 
performance of 60 TFlops. 

 

 
Figure 2. 3D image of the nanocluster and gas molecules at the beginning of 

the acceleration process. 

 
(a) 
 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
 
 
(c) 

 

 

 
Figure 3. Distributions of the longitudinal velocity of the gas averaged over 

the coordinate y at time points 0, 18, 38 ps (a, b, c). 
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Figure 4. Position of the nanocluster at initial time (from below) and at time 

point 350 ps (from above). Coordinates are measured in nanometers. 

 
Figure 5. Evolution of the longitudinal velocity of the cluster. 

V. CONCLUSION AND FUTURE WORK 
In this paper, we considered only the first stage of the 

process of spraying and deposition of nanoparticles on a 
substrate associated with the acceleration of a single 
nanocluster. The numerical approach based on the direct 
molecular modelling was used for this purpose. The 
continuation of this work will be connected both with the 
interaction of the cluster accelerated to a certain velocity 
with the substrate, and the general spraying processes, in 
which a lot of clusters participate. In the future, we will 
consider the nanoparticles of other metals. In this general 
problem, it is proposed to use the multiscale technology 
developed in previous works of the authors. 
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Abstract— In this initial research, we are taking a look at 

process representation and process modelling approaches for 

collaborative robotics. We take a system-of-systems view and 

apply work stemming from business process management, 

workflow systems to enable interoperable workflows. Initial 

requirements and research needs are identified for planning,  

executing interoperable process models, which are 

representing tasks shared among multiple human and artificial 

systems.   

Keywords- Collaborative Robotics; Enterprise 

Interoperability; Process Modelling; Business Process 

Management. 

I.  INTRODUCTION 

In the past, production companies have been focusing on 
optimizing with the goal to increase efficiency and 
effectiveness. Modern paradigms like the S^3 (Sensing, 
Smart, Sustainable) Enterprise [1] envision a networked, 
flexible production system capable of quick adaptation to 
evolving situations and changing customer demands. This 
paradigm is suitable for increasing production in Europe, due 
to the need for late customization of products while still 
having limited transport times.  

The sensing part of the S^3 Enterprise paradigm implies 
the capability of hardware devices, machines to transmit 
information about themselves and the surrounding they are 
aware of. This is needed to be able to react to changes. The 
smart part implies that intelligent algorithms are in place 
across the enterprise, being able to either make information 
available to decision makers, or make decisions on their own 
rule set. Flexibility often comes at the cost of complexity. 
Still, decision are to be taken fast. The sustainability part 
implies evolution and the need of continuous adaptation to 
heterogeneous factors. Where one important factor here is 
the customer demand. 

Collaborative robotics is one technical approach that 
conceptually fits into the S^3 Enterprise worldview. Such 
production systems are highly adaptive, equipped with a 
number of sensors, and are driven by highly intelligent 
algorithms. From an interoperability point of view, a 
unifying model is needed that allows both systems (worker 
agent, robotic agent) to map their own (mental) models to the 
unifying one. The unifying level is needed, due to the 
(obvious) different requirements of the systems, which 
inhibit integrated approaches. Research in interoperability is 

concerned with the infrastructure needed that allows lose 
coupled systems. Here, the systems are the humans and the 
robots. Both remain independent but need a common 
understanding. 

The remaining parts of this paper are structured as 
follows. In Section 2, we make research questions explicit. 
Two exemplary existing business process modelling and 
execution languages are used to exemplify the modelling of 
complex human robot interactions. These are presented in 
Section 3. We conclude this work in Section 4.    

 

II. MODELS OF COLLABORATIVE PROCESSES 

A unifying model supports loose coupling of independent 
systems. This increases flexibility as systems might change 
without influencing others. A unifying level has to provide 
all features that are needed for the systems’ interactions.  

To be able to connect independent systems through a 
unifying level, it must be possible to translate or map system 
internal models to the common one. The complexity of the 
overall system increases, and more effort is needed to reach 
interoperability than to reach integration through a single 
model. 

To understand the requirements for interoperable process 
models we want to answer the following two questions. 
What is the overall goal for the model? What are scenarios / 
functions that need to be covered to reach that goal? 

 

A. Goals of Process Models for Human Robot 

Collaboration 

As the two considered systems (humans, robots) are 
active, these are referred to as agents in the following [2]. 
The term agent signifies that the systems have some sort of 
intelligence allowing the agents to act autonomous. Agents 
have control over their actions, allowing the execution of 
tasks concurrently. 

A unifying model has to be useable for the execution 
phase and for the planning phase of process. It must support 
interaction and synchronization of human and artificial 
agents during planning, execution of the common process.  

 Execution Phase: The execution of process steps 
may be implemented by humans, or artificial agents, or 
both. This affects the readability, understandability and 
usability of the model. Execution of process steps needs 
to be synchronized across concurrently acting actors.   
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 Planning Phase: Manual design of process 
segments as well as automated (re-)planning needs to be 
possible to support changes and adaptation.   
 
In situations requiring ad hoc adaptation, the phases 

might be dynamically switched. This implies that re-
planning has to respect partially executed plans. At any time 
the unifying character, allowing the systems to interact, 
needs to be intact. Workers for example, need to understand 
the workflow executed by the robot. 

B. Degree of Collaboration 

To understand detailed requirements for situations where 
systems interact, we analyze human robot interaction with 
respect to the synchronization of work between human and 
artificial agents [3]: 

 

 Binary interaction (Start / Stop): Simple interaction 
(like pressing start / stop) of the worker with the 
robot. The activities of both agents are 
synchronized through a simple task where the 
worker uses control buttons. The robot is passive in 
the sense of obeying the command without further 
interaction. 

 Coexistence interaction: This is a situation, where 
both agents operate next to each other but have no 
shared tasks or pieces of work. Hardly any 
synchronization is required. Both agents must make 
sure to not interfere with the other agent’s work. 
Some sort of collision detection and avoidance is 
required. 

 Assistance interaction: Robot is assisting the 
human.  The robot serves without following 
individual goals, obeying commands of the user. 
Synchronization between the two agents takes place 
through the transmission of commands from the 
human to the robot, with limited feedback by the 
robot. 

 Cooperation interaction: This describes a situation 
where human and robotic agents, share a work-
piece. The synchronization of both agents takes 
place through the location of the work. Both agents 
need to be aware where and when the respective 
other agent works on a part of the work piece. The 
agents must not perform any steps that interfere 
with the other's work. This requires some 
understanding about the other agent’s currently 
executed and immediate next tasks.  

 Collaborative interaction: Here, human and robotic 
agents share a task. The synchronization of both 
agents is not limited to a work-piece, but activities 
are synchronized. Timing and location, where the 
tasks are executed, are of importance. Also, the 
upcoming activities of the collaborator. Both (the 
human and the robot) need a detailed understanding 
of the activities including their timing.  

 

III. PROCESS DESIGN APPROACHES 

In the following, we take a look at different approaches 
which fall into two categories. Task centric approaches 
considered are for example Business Process Management 
Notation (BPMN), and ARIS [4], communication oriented 
approaches are for example Subject-oriented Business 
Process Management (S-BPM) [5], and Agent-oriented 
Business Process Management (ABPM) [6]. 
  

A. S-BPM 

S-BPM (Subject-oriented Business Process Management) 
is a process approach, used for manual design of processes, 
which are executed by humans. Recently extensions have 
been researched to mix human and artificial agents [7,8].  

 S-BPM allows to model two aspects, the subject-
interaction, and the subject behavior. Subject Interaction 
Diagrams (SID) show the message flows between subjects. 
Subject Behavior Diagrams (SBD) show the individual 
control flow of a single subject. These two diagrams are on 
two different levels of abstraction. Subjects may be 
interpreted as roles of agents that prescribe the behavior of 
that role in a wider process context.  

Figure 1 shows a S-BPM process. On top, a subject 
interaction diagram is presented. The grey boxes are 
“Collaborator” represent subjects. A subject is similar to a 
role in a process. It shows the interface where information 
objects are exchanged, between the subjects. The second part 
of Figure 1. shows two subjects next to each other, and their 
internal behavior. Three types of activities are possible: (1) 
Act (yellow; marked with F), (2) Receive Business Object 
(green; marked with R), (3) Send Business Object (red; 
marked with S). One start activity is marked with a “play” 
triangle; multiple stop activities marked with square.  

A formal implementation of S-BPM exists [4, 9] based 
on Abstract State Machines [10]. Part of that formalization is 
given in listing 1 below. 

 
Listing 1.: ASM Implementation for verification & 

automated execution [9]  

 
 
The ASM-based Listing 1 is interpreted as follows: 

Every subject is in a particular state (SID_State). A transition 
from one state to the next happens when the execution of a 
service is finished. Service here includes the three activities 
(send, receive, act). The rule PERFORM is executed until 
the predicate Completed confirms the service has been 
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completed. The next edge to be followed for the next state, is 
selected by the selectEdge  function. 

To conclude, S-BPM has both, a human read-able 
representation, and a formal representation. 
 

 
Figure 1.  Example of a process model for human robot collaboration [11]. 

B. BPMN 

The Business Process Management Notation (BPMN) is 
the de-facto standard for representation of processes in the 
business world [12]. Version 2.0 has been accepted as ISO 
standard. BPMN 2.0 includes support execution of BPMN 
process models, and a serialization standard has been added 
[13]. Some execution engines support the simulation of 
processes.  

Agents’ roles may be modelled as pools, and lanes within 
a pool (see Figure 2). Message flows are used to synchronize 
tasks in different lanes. This allows the implicit definition 
and usage of message exchange protocols as standard 
interfaces between certain “roles”. In contrast to S-BPM, this 
is not explicit in a separate model. 

Swimlanes are used to separate different entities working 
on a process. The yellow diamonds indicate “or” gateways; 
Green round symbols are start events, where for the robot 
this is a message based event. Messages sent around are 
modelled explicitly on the same level. Red circles are stop 
events. 

 

 
Figure 2.  Example of a process model for human robot assistance. 

However, BPMN is a large, and feature-rich modeling 
language. Unfortunately, this feature richness provides 
problems in practical environments. Most users do not know 
the exact definition, and usage of all concepts, model 
constructs [12]. All existing execution engines execute only a 
limited set of concepts. The automated translation from a 
modelled process to an executable one is at least 
cumbersome, and dependent on the actual used engine [13]. 

These problems partially stem from a missing formal 
semantics, and a missing formal execution environment [14]. 

For BPMN, we may conclude that while it is well known 
standard, it is only of limited suitability for communicating 
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the processes to robots. However, an execution environment 
might take a subset of the BPMN standard, and use that 
subset to communicate to humans, and robots. Yet, no prior 
work exists helping in selecting required modelling 
constructs.  

IV. CONCLUSIONS 

Given the increase of flexibility required for getting 
production back to Europe, the number of work 
environments with human robot collaboration is expected to 
rise.  

Current research focuses on the interaction part of robots 
with humans in linear, simple processes. However, in the 
near future, the complexity of processes is expected to rise. 
This implies the need for communication of these processes 
to the humans as well as to the robots.  

In this initial work, we have analyzed two approaches to 
business process modelling and execution. For each, we have 
provided a brief description with respect to its suitability to 
communicate a complex process to both, the human and the 
robot.  

We will continue this research in the near future, in order 
to understand the contributions of process models in flexible 
and interoperable production environments. 
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Abstract—In this paper, we present MMAssist_II, a national
Austrian flagship project for research, development and
establishment of assistance systems, which could be used as a
tool box for different applications. Besides a fundamental
understanding of demands for such assistance units also a
demonstration in industrial near production settings including
an extensive evaluation is part of the project. Therefore, a
mighty consortium of 9 scientific partners and 16 industrial
partners join the consortium.

Keywords - industrial assistance; collaborative robotics;
reusable assistance systems.

I. INTRODUCTION

Initial situation: Austrian production companies
manufacture goods of high quality and have a staff of well-
trained employees. However, companies currently face
technological and societal challenges to which they have to
react to in order to continually provide competitive goods on
an international level. These challenges include the demand
of customers for individualized products, which leads to
smaller lot sizes and faster production cycles. At the same
time, production machines are more and more connected and
equipped with sensors. This leads to an increased
information density and more complexity for the workers,
which induces a higher workload and stress. Furthermore,
Austria is experiencing a demographic change. As Austrian
citizens get older, they stay longer in employment. All of
these trends, as well as the goal to keep up the high quality of
produced goods, lead to an increased need of optimized
assistance for the worker in the factory.

In Section II, this paper is presenting the general aspects
of the project flowed by Section III describing the technical
concept of MMAssist_II. In Section IV, the available basic
technologies are presented. The paper ends with Section V
were we present the first results after 6 months project
duration.

II. THE PROJECT MMASSIST_II

A. General project description

The lighthouse project MMAssist_II [1] will form a
national research network with an international scientific

board in order to find recognition and acceptance within the
Austrian economy.

Goals and innovation: The goal of the project partners
in MMAssist_II is to research and implement modular,
reusable assistance systems for employees in production
companies. Therefore, the project partners will work on the
exemplary uses cases Maintenance and Service, Arming of
Machines and Simultaneous Handling of Multiple Machines,
and Assembly to analyze the technical and socio-economic
requirements for assistance systems in these areas. Based on
a strongly context-oriented requirements analysis, the
partners will implement so-called “Assistance Units”, which
are modular components for assistance systems. Assistance
Units are defined in a way that they can be applied to
different application contexts. The partners will implement a
software framework to enable a dynamic configuration and
interaction of Assistance Units, thus forming an assistance
system for a given application. To configure an Assistance
Unit, different input and output modalities, as well as
modules for context generation are needed, which will also
be developed in the project. In order to measure and evaluate
the efficiency and feasibility of the project's approach, the
partners will implement lab-based prototypes of defined
Assistance Units and evaluate them in real production
environments.

Expected results: The project partners expect to gain a
profound empirical and socio-technical understanding of the
demands and requirements for assistance systems in the
production context. These systems will consist of reusable,
scientifically grounded Assistance Units that are thoroughly
evaluated. The implemented assistance systems will be
evaluated, by workers of production companies, in real
production environments. This will lead to findings about the
acceptance and user experience of workers who use
assistance systems and a measurable reduced workload of
the workers.

B. Key facts

MMAssit_II was launched in May 2017 and will run
until April 2020. The project involves 25 different partners
from research and industry, which are key players for
research and manufacturing in Austria [2]. The partners
expertise covers the whole manufacturing value chain from
basic research to industrial manufacturing of high tech
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products and services. This consortium was set up to have all
necessary competences without any overlap in research, and
besides technical capacities there is also social-economic
knowledge available. The industrial partners cover a wide
range of different technical branches and provide real use
cases to demonstrate the results in a production near
environment. Key facts are shown in Figure 1.

Figure 1. Key facts of the MMAssist_II project

C. Objectives

The goal of the project partners in MMAssist_II is to
explore assistance systems for employees in production
environments and to develop these systems. This is
necessary to overcome future technical and socio-technical
challenges for production, by setting new paradigms of
industrial assistance. Figure 2 shows challenges for future.

Figure 2. Challenges for Future production processes

These assistance systems should be tailored to the needs
of employees for their special context. It is also the goal of
the project partners, to develop more than only specialized
solutions and assistance systems. Moreover, the assistance
systems being developed are relevant for Austrian
production companies in general. Therefore, the project
partners have defined the following objectives.

OBJECTIVE 1: Exploration of modular, reusable
assistance systems. The project partners will develop
assistance systems that can be used not only for the specific
individual cases, but are applicable in different contexts and
for different applications. The purpose is to establish a
general approach for implementing assistance systems for
employees in manufacturing companies. This system should

be open and able to motivate other companies to include
there products and developments into the system later on.

OBJECTIVE 2: Context oriented detection of
assistance needs. Methods are developed, to enable the
identification of the assistance needs of people in the vicinity
of the machines from machine point of view. The purpose is
to explore intelligent assistance systems, which offer targeted
assistance only if it is needed. An important point is the
acceptance by the workers and therefore a neutralized
information exchange has to be implemented.

OBJECTIVE 3: Improve the work and assistance
experience. As a major goal, the project partners will
implement assistance systems that increase positive factors
of work and assistance experience while they are used, and
reduce negative factors. Thus, it will be achieved that the
systems are accepted by users and contribute to an
improvement of their daily work.

OBJECTIVE 4: Applicability in real production
environments. The project partner aims to use the
implemented assistance systems application at the industrial
partner’s production facilities and to evaluate in terms of
productivity, acceptance through the staff and ergonomics.
This evaluation should prove that the assistance systems are
also usable in real production environments and beyond the
project. For this reason leading companies are included into
the project development from the beginning to secure a real
industrial relevance and industrial standards of the developed
assistance systems.

III. PROJECT CONCEPT

The goal of MMAssist_II is to fundamentally research
and characterize assistance in a production context. Based on
this, optimized assistance systems for future working places
focused on the human worker („Human-Centered
Workplace“) will be developed, implemented and evaluated
in an industrial environment. Basis for the implementation
are so called „Assistance Units“ – which are modular
components for assistance systems. Assistance Units are
defined in a way that they can be applied to different
application contexts. The partners will implement a software
framework to enable a dynamic configuration and interaction
of Assistance Units, thus forming an assistance system for a
given application.

A. Motivation

The central motivation shown in Figure 3 is the
development of Assistance Units (Unit 1…n) based on
available and adapted basic technologies (for example mixed
reality methods, Visualization of complex data, object
recognition, scene interpretation and others). These
Assistance units are implemented in a software framework
and the best fitting Assistance Units for an application are
composed to an assistance system that is tailored for the
given production context. The Assistance Units and the
assistance systems are implemented, tested and evaluated in
different Use Cases, first in the labs of the partners and then
in “semi” real production environment. Also some tests in
real environment are planned.
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Figure 3. MMAsist_II Motivation

B. Assistance Units

A generalized description of an Assistance Unit is
shown in Figure 4 considering the example of an Assistance
Unit for assembly. Any assistance has, in addition to a clear
title and a short description of the unit, primarily a definition
which knowledge source is needed by the Assistance Unit to
work correctly. These sources of knowledge can be for
example information about the condition of the employee
that is available on the machine, or process data, such as
installation instructions. Among the needed data also the
information, when the Assistance Unit must be activated,
based on the context information of the employee and the
process, is required. A second central element of an
Assistance Unit is a description of “how and by which
equipment” the employee can make submissions to the
Assistance Unit, and also the output form, in which way the
information of the machine is given to employees. So, the
main components of an Assistance Unit are name,
Assistance/Assistant task (Type), Knowledge source, Input
form, Input device, Output form and Output device.

Figure 4. Assitance Unit description

C. Workpackage structure

The work package structure for MMAssist_II in context
with the aim of the project is shown in Figure 5. 10 different
Work packages including the project management and
leaded by experienced project managers are the key for a
successful project implementation. Workpackages are on
different TRLs (Technology readiness level) and are well
connected to each other. The detailed structure of the
Workpackages is shown in Figure 5.

Figure 5. Work package structure

WP (Workpackage) 1 summarizes the tasks of the project
related to the management of the project and the
dissemination of project results. AP2 parses the requests of
Assistance Units and assistance systems in the context of
production from the point of view of the users and from a
technical perspective. A planning model for the identification
of assistance needs will be developed in WP3. Moreover, a
model for structured preparation of work content and an
employee model will be designed. Based on the theoretical
results of WP2 and WP3, Assistance Units are explored in
WP4. With these units assistance can be detected
automatically. WP5 develops basic algorithms for Assistance
Units. In WP6, partners develop approaches for the dynamic
configuration of Assistant Units for specified use cases. A
software framework is developed to implement the
dynamically configured assistance systems in AP7. This
framework is basis for WP8, in which assistance is
prototypically implemented in laboratory environments. The
assistance systems in real environment are implemented in
WP9 at the facilities of the industry partners. Finally, the
implemented assistance systems are evaluated in WP10.

D. System architecture

Core unit of the technical system architecture shown in
Figure 6 are the single “Assistance Units” which are
integrated to an overall assistance system via the Software
Framework. The assistance system has interfaces to sensors
that allow, together with a direct user input, a context
recognition for the identification of assistance needs. Derived
cognitive or physical assistance is provided via the respective
Assistance Units. The overall system also has interfaces to
external legacy systems (especially ERP & MES), which can
retrieve, for example, job information and machine structural
analysis.

Task management module manages the orders that can be
adopted or entered directly via the administration interface
from external systems, and informs the users about a specific
job and corresponding support performance. The user
management module enables central management of user
master data and roles of all Assistance Units and interacts
with a skill database that stores relevant skills of employees
for the respective tasks. In the asset database, resources or
appropriate references are stored, which can be consumed by
the assistance units. The content management system has the
purpose to take care of digital resources that need to be
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imported in an appropriate form, edited, saved, updated,
illustrated and re-exported.

A knowledge data base provides process knowledge from
and also knowledge about the relevance and quality of
certain assets. Here, employees can assess for a specific
resource, which was offered by the assistance system in one
specific step, how helpful it was, or correct a proposed
sequence by the system.

Figure 6. System architecture

IV. BASIC TECHNOLOGIES

In the MMAssist_II project, 9 scientific partners from
Austria provide different basic technologies shown in Figure
7 for various Assistance Units. Either these technologies are
ready for implementation or they were developed ready for
use. The most challenging problem is the interfaces between
this basic technologies and the software framework. Main
basic technologies are:

Object recognition, Event recognition and scene
Interpretation by Technical University Vienna [3]: A
system to generate hypotheses on the current state and events
happening in Human Robot Collaborative scenarios (HRC)
is being developed. The software modules will be based on
existing approaches and software libraries for object
modelling and object pose recognition, concepts to describe
events in HRC scenes, and fusion of data streams including
action recognition, robot states and object recognition.

Mixed Reality methods by Evolaris [4]: Focus of this
work is to develop methods to augment visual information
using Head Mounted Displays (HMDs) and modes for the
user to interaction with the HMD (data input). A major
challenge is given through the requirement of selecting
appropriate information given the current context and
individual needs of the user.

Visualization of complex data by Fraunhofer Austria
[5]: The main focus is developing approaches to enable real-
time visualization of large amount of data, e.g., complex
CAD models, on thin clients (data glasses). Moreover, a
model-based tracking approach based on CAD data is
developed, to facilitate position-stable augmentation of data
in industrial environments.

Interaction for robot-based Assembly processes by
PROFACTOR [6]: Within this technology package, concepts
to enable intuitive interaction in HRC scenarios will be

developed. Major challenges include the implementation of
flexible models to enable fast adaptation of process
knowledge and adaptation of the human-robot interaction
(user specific needs), avoiding explicit programming.

Acoustic Interaction by Joanneum research [7]: The
main goal is to develop speech-interfaces to enable intuitive
interaction with assistance systems in an industrial setting. In
order to maximize user friendliness, the interfaces are not
restricted to a collection of commands and can cope with
different dialects and languages. Acoustic feedback is used
to inform the user about the states of the assistance system.

Iterative Interaction Design by AIT [8] and PLUS [9]:
The goal is to implement a Research through Design (RtD)
based process, where prototypes for current and present
interaction models/modes are developed by potential end-
users. This generated, valuable feedback serves as input to an
iterative development process for assistance system
interaction design.

Figure 7. Basic technologies avialable for MMAssist_II Assitance Units

V. FIRST RESULTS

As the project has started in May 2017, the work
performed in the first 6 months was focused on requirements
and finding a set of basic technologies as described in
chapter IV. Also a more detailed definition of the use cases
and the Assistance Units, which will be implemented, was
done. This led to 3 different Use Cases with 7 Assistance
Units in total.

• Service and maintenance (Use CASE 1)
• Notification of maintenance protocols (Assistance

Unit 1)
• Communication with Experts (Assistance Unit 2)

• Setup and multi machine service (Use CASE 2)
• Guiding through setup process (Assistance Unit 3)
• Multi machine service (Assistance Unit 4)

• Assembly (Use CASE 3)
• Notification of Assembly instructions (Assistance

Unit 5)
• Part delivery (Assistance Unit 6)
• Assembly instructions review (Assistance Unit 7)

A requirement Analyses based on the needs of Users of
the assistance systems in the context of production was done.
The goal was to capture the requirements from a technical
and a socio- economic view. First steps were done so far:
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• Determine the requirements for assistance units: data
collection is almost completed; current data will be
analyzed and interpreted.

• Conceptual design and modeling of Assistance Units
to the subsequent implementation: an adequate
conceptual base model for the taxonomy of
Assistance Units and situation patterns was
identified and is now further developed for the
project problems.

• Investigation of job satisfaction and acceptance by
the use of Assistance Units: an existing framework
for the project was adapted. A data collection tool to
raise job satisfaction was developed.

• Analysis of relevant safety and security factors
within the use of Assistant Units: Data collection
was carried out and a knowledge base was
developed.

VI. CONCLUSION

The main expected results is a software framework which
connects all main basic technologies to Assistance units
which could be used to create a Use Case sensitive
Assistance system adapted to the needs of the workers. This
is an open system which could be enlarged by contributing
(and other interested) companies.

The main challenge is to find a software solution and
architecture which is able to handle the interface problematic
between the single sub systems.

Besides first promising results, it is a challenge to
manage a research project with 24 partners and to find a
common solution for a lot of different companies.
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Abstract—The arrival of Industry 4.0 has popularised the 

concept of smart interactions between humans and the physical 

world that could realise the synergistic integration of intelligent 

manufacturing assets. However, a systematic and cogent 

approach to the practical and profitable application of Industry 

4.0 is still missing. This paper presents practical approaches to 

the application of Industry 4.0 to manufacture with the aim of 

strengthening its competitiveness and meeting the growing 

serious challenges that threaten its profitability and survival. 

Precision Additive Metal Manufacturing is utilised in this study 

for demonstration purposes. A conceptual framework combined 

with two practical modules available in the market, a “native-

design” and “Plug and Play”, is proposed. These approaches 

offer flexible prototypes with sequential procedures that 

ultimately would allow for easy employment of Industry 4.0, and 

will help remove technical barriers to the development of 

manufacturing industry in the domain of Industry 4.0.  

Keywords-Industry 4.0; IoT; Cloud-based big data analytics; 

CPS; precision additive metal manufacturing  

I. INTRODUCTION  

Although European industrial sectors continue to receive 
significant investment, unfortunately, the generated profit 
does not follow the same positive trend, which negatively 
influences their growth. Figure 1 illustrates the relative 
proportions of world global manufacturing outputs for gross 
domestic products (GDP) between 2003 and 2011 [1]. It is 
clearly seen that while the share of global manufacturing 
output for USA and European manufacturing communities 
have lessened consistently, the Chinese share has had a strong 
upward trend.  

 

  
Figure 1:  Shares of global manufacturing output until 2011 [1] 

This observation certainly reflects the fierce competition 
between the well-established manufacturing communities in 
USA and Europe, and the new superpower player, China, who 
can offer highly competitive industrial products of good 
quality at low cost, due to lower expenses (both labour and 
operating costs) [2]. This has driven some European 
manufacturers to invest outside Europe in other growing 
economies. This objectively works against the advancement 
of European industry and poses serious threats to European 
economies. In view of this situation, the transition to the fourth 
industrial generation “Industry 4.0” has become indispensable 
as a robust solution for the survival of European industry [3]. 
In particular, the existing capabilities of conventional 
manufacturing technologies are no longer adequate to face the 
current industrial challenges. This has motivated 
manufacturers and researchers to develop different 
approaches to implement Industry 4.0 for a range of industrial 
applications, which would ultimately strengthen the 
competitiveness of the European economy [4].  

Literally, the term “Industry 4.0” stands for smart 
manufacturing, involving Data Acquisition, Cyber-Physical 
Systems (CPSs), Internet of Things (IoT), Cloud/Edge 
Computing, Big Data Analytics (BDA), and Enterprise 
Resource Planning (ERP) [3]-[5].  

Since information is the key factor in implementing 
Industry 4.0, data acquisition techniques play an important 
role in any proposed approach [5]. Different convenient 
algorithms have been utilised for sensing, acquiring, and 
processing of signals. However, CPSs are central in Industry 
4.0, to monitor and control physical processes. The industry 
basically builds a seamless link between the mechanical and 
digital systems combined with a data exchange system onto 
the CPS [6]. The digital system can be designed based on 
convenient hybrid approaches using hardware components 
such as embedded systems and computers with integrated 
software solutions.  

In Industry 4.0, communication technology is empowered 
by the IoT, which enables system components, processed 
products and people to concurrently exchange information 
[7][8]. This technology allows for acquiring massive data, 
where its analysis can be performed via cloud computing and 
BDA. This facilitates modelling, simulation, and 
virtualisation of the manufacturing process [7]. However, 
cloud computing and BDA are also used to feed the 
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Manufacturing Execution Systems (MES), in order to monitor 
the work in progress and enables the simultaneous connection 
of partners, suppliers, customers and other stakeholders 
[9][10]. 

Some of these components have already been utilised on 
an industrial scale. However, the synergistic integration of the 
aforementioned fragments is the most challenging issue that 
still needs addressing, and could eventually offer a smart 
solution to manufacturing problems [10]. A capable and 
insightful approach on how to apply Industry 4.0, practically 
and profitably, is still not available. The aim of this paper is to 
provide a generic practical model on how to implement 
Industry 4.0. Therefore, metal additive manufacturing, as a 
good example of the digital manufacturing method, is utilised 
in this study to improve obtainable precision and accuracy of 
the manufacturing processes. This research was inspired by 
project Precision Additive Metal Manufacturing (PAM2). 

The following sections of this paper are organised as 
follows. First, some of the expected benefits and challenges 
that are associated with the implementation of Industry 4.0 are 
discussed. After that, a theoretical Industry 4.0 model 
followed by two practical approaches are detailed. Finally, 
conclusions are drawn and future perspectives presented. 

II. INDUSTRY 4.0: BENEFITS AND CHALLENGES  

The 4th industrial revolution, currently in-progress, has 

been promoted by the advent of recent advanced information- 

and communication-driven technologies, aiming at realising 

the potential of cross-linking intelligent manufacturing 

operations with automated near real time data acquisition and 

simulation technologies, see Figure 2. This offers the 

possibility of instantaneous identification of physical 

problems with the almost concurrent production of necessary 

corrective actions which are expected to optimise the 

performance of the entire manufacturing system [11][12]. 

The expected outcomes of the implementation of Industry 4.0 

in manufacturing processes and the challenges associated 

with this implementation are presented in the following sub-

sections. 

 

 
Figure 2: Industry 4.0 Framework 

A. Benefits  

The added value to the manufacturing processes can be 
seen in the following four phases.  

1. Virtual design and pre-manufacturing validation  

For additive manufacturing technology, Industry 4.0 offers 
an upgraded version of the design tool, which especially 
integrates virtual reality (VR) and augmented reality (AR) into 
the design environment. In particular, computer-aided design 
(CAD) will be able to interface with VR and AR to present in 
virtual form the physical product, and thus enable assessment 
of the design prior to actual manufacturing [13]. 

2. Corrective actions of manufacturing process  
Any fabrication process depends on a controller to secure 

a stable response under different process conditions. Industry 
4.0 presents smart pilot actions based on the CPS and cloud 
computing. In particular, CPS works to transfer physical 
parameters (thermal, power, and geometry) to the cloud to be 
processed, where optimal control decisions will be sent back 
to the physical system. If the information indicates an issue 
such as too high power consumption, then the system has to 
take an appropriate action. 

3. Self-decision and big data analytics 
Smart decision making is an advantage of Industry 4.0. 

The ultimate goal of deploying widespread sensors is to 
achieve smart decision making through comprehensive data 
collection. The realisation of smart decision making requires 
real time information sharing and collaboration. Big data and 
its analytics play an important role in smart decision making 
tasks, including data-driven modelling, data-enabled 
predictive maintenance, ERP and marketing.  

B. Challenges  

Although applying Industry 4.0 will generate new 
opportunities and provide enormous benefits, it will not be a 
bed of roses. There are some challenges that need addressing 
prior to swinging into action.   

Industrial challenges generally can be understood to act as 
a barrier to the advancement of manufacturing technology and 
the challenges generally increase in complexity over time. On 
the other hand, to move forward, industrial capability has to 
grow beyond existing levels, and this is what Industry 4.0 is 
intended to help accomplish.  

The following areas are examples of potential challenges 
to realising Industry 4.0: 

1. Ensure integrity 

Integration compatibility is one of the main issues to be 
considered when applying Industry 4.0. As previously stated, 
Industry 4.0 has different elements, which need to be suitably 
integrated to attain the best possible performance of the 
developed system. In particular, it is a communication 
challenge to tune the sub-systems’ components (nodes) to 
work in synchronised time domains based on the desired 
priorities.  

2. Ensure security 

Since massive data sets with important and confidential 
information will be exchanged, strenuous effort must be taken 
to ensure secure data processing among and between Industry 
4.0 systems; Data Acquisition, CPSs systems, IoT, Cloud 
computing, BDA, and ERP. The encryption used must resist 
cipher analysis (attack), which poses formidable challenges 
on the level of security and data protection.  
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3. Power consumption 

Reducing power consumption is of significant importance 
to stakeholders, and is considered one of the major priority 
parameters in a good design. Generating an optimal design to 
reduce power consumption without affecting the work 
performance is still a major design issue. 

C. Industry 4.0: Human-Machinery Interaction   

The industry 4.0 will introduce entirely different ways of 
smart interaction between human and the physical world. 
Especially, Industry 4.0 provides a user-friendly interface for 
humans to remotely interact with machines. Advancement of 
Industry 4.0 allows users to have remote interaction with 
manufacturing processes, and to enhance the manufacturing 
parameters using this interface. HMI will be developed for 
mobile, web, and other techniques [6]. Based on the 
developed techniques on HMI, the HMI will dramatically 
change the way people work together and also the interaction 
among industrial partners. Thus, attention should be paid to 
the working environment to persuade people to accept the new 
procedures and changes. The results of using HMI is playing 
an important role in using the productivity and manufacturing 
process optimisation such as enhancing of monitoring, 
reporting, quality control, and other manufacturing process.  

Human machine interaction in industry can also take place 
on-site. On site interface/control can be implemented via local 
area network (LAN). Both aforementioned interactions, 
remote and on site interfaces, could be realised via contact and 
non-contact methods. Examples of Contact HMI are 
Graphical User Interface (GUI), Menu Driven Interface, 
Command Line Interface (CLI) and Touch Sensitive 
Interface. However, Hand Gesture Recognition and Voice 
Driven Interface (Voice recognition) are methods of non-
contact HMI, as shown in Fig. 3. To utilise one or more of the 
formerly mentioned techniques, an algorithm has to be 
designed that consideres constraints related to machine, 
operation, work-piece and safety environment. 

 

 
Figure 3: Proposed Human-Machinery Interaction 

III. THEORETICAL APPROACH  

German chancellor Angela Merkel in a visit to the Siemens 

“smart” factory in February 2015, defined Industry 4.0 as 

“the fusion of the online world and the world of industrial 

production” [12]. Technically, Industry 4.0 can be simply 

defined as the digitising of the manufacturing processes 

combined with real time data acquisition to server computing, 

cloud and/or edge, where the acquired data is processed and 

analysed to simulate the real world [5][6].  
One of the main objectives of developing manufacturing 

solutions based on Industry 4.0 concepts is to monitor 
industrial processes in order to optimise them.  

Virtual simulation can be conducted based on real time 
data acquisition to enable monitoring of the real state of the 
manufacturing process. This real time monitoring helps to 
reduce the time taken for maintenance, with the added 
possibility of almost instantaneously taking necessary 
corrective measures, by either human to machine, or learned 
algorithms to the machine, as shown in Figure 4. 

Figure 4 illustrates proposed approaches to implementing 
Industry 4.0 in additive manufacturing processes. The 
approach starts with the Data Acquisition module, where an 
invasive or non-invasive sensor takes a measure of the 
relevant industrial parameter to be then digitised. Data 
Acquisition is the process of sensing, sampling, acquiring and 
measuring an electrical or other physical signal representing 
the real world and converting it into numeric values so that it 
can be analysed using statistical techniques. 

 

 
Figure 4: Industry 4.0: theoretical approach 

The data acquisition is considered as the input of the CPS 
which processes information received and analyses it to 
perform the digitalised manufacturing process as a real-time 
simulation. This simulation is the core of the monitoring 
process using the CPS approach. 

IoT plays an important role on the approach, as shown in 
Figure 4. The IoT technology helps the nodes (products, 
machines parts, controllers, users, and manufacture districts) 
to exchange the information in a way that increases the 
efficiency of the manufacturing process. The collected 
information helps human/machine learning algorithms to 
solve serious decision/estimation problems. The proposed 
study interlinks with the IoT based on a cipher algorithm 
sufficiently robust to protect against security threats. Also, the 
proposed IoT platform and software algorithms are designed 
for low power consumption.  
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Edge computing “refers to the enabling technologies 
allowing computational processing to be performed at the 
edge of the network, on downstream data on behalf of cloud 
services and upstream data on behalf of IoT services” [15]. 
Based on the above definition, edge computing can be 
described as a computing technique for processing acquired 
data from machines (IoT devices) and generating a pre-
analysis/ simulation at the edge of the network (on site) before 
sending it to the cloud computing to avoid latency problems, 
while cloud computing consumes time but gives stable and 
independent analysis and simulations. In the proposed Cyber-
Physical world, edge/cloud computing will play a significant 
role in managing the IoT data received for processing and to 
feed the simulation process.  

Machine Learning is a computational algorithm based on 
statistics and mathematical optimisation that allows for 
prediction, classification, recognition or decision-making [16]. 
Decision making using clustering of data is important in 
modern industrial applications. Besides, pattern recognition 
for validation and verification of the processing conditions 
(raw materials, product status during the industrial process) 
has received great attention by manufacturers. However, so-
called deep learning such as Convolution Neural Networks 
(CNN) has been implemented recently in order to recognise 
images/frames during the industrial process [17]. Herein, 
machine/deep learning will be utilised to analyse the collected 
data and identify the proper actions to be taken for the ERP 
based on the predicted and estimated needs of the 
manufacturing scenario. The simulation process will be used 
to optimise the manufacturing processes by getting fully 
remote monitoring/interfacing of, e.g., laser direct metal 
deposition (LMD) or other additive processes by detecting 
possible defects and enhancing product quality.   

IV. PRACTICAL APPROACH  

A. Native design approach   

The proposed design of the Industry 4.0 has been 

developed based on the theoretical criteria presented in the 

previous section. In this approach, humans can interact with 

multiple nodes (data acquisition, industry 4 sub-systems, 

products, and raw materials). These nodes can exchange data 

between themselves through a communication physical layer 

based on LoRa technology [18]. Also, each node can send or 

receive the data to/from a LoRa gateway wirelessly and the 

data can be stored on the cloud for analysis. There will be 

communication between user and cloud data via a Long-

Term Evolution (LTE) gateway. Also, there can be 

communication between a human and the LTE gateway 

through, for example, a mobile phone. The proposed overall 

processes are as a shown in Figure 5. 

In this design, the proposed data acquisition technique and 

CPS are used for extracting relevant features of the product 

during its fabrication by additive manufacturing. The process 

will be simulated based on the output of the data acquisition 

which, here, is a non-invasive data acquisition technique. The 

algorithms are based on computer vision, where the camera 

works to capture frames of the results of the additive 

manufacturing during production, and processes them into 

information form. This information will, for example, contain 

the physical geometrical shape, temperatures and colours 

during the process [6]. 

 

 
Figure 5: Proposed native design of Industry 4.0 application 

The proposed sensing elements for the above approach are 

2D/3D cameras, and a thermal camera. The data acquisition 

algorithms will work on embedded applications in visual 

computing. A Jetson TX1 Developer Kit enables embedded 

vision systems based on a GPU NVidia core structure, as 

shown in Figure 6. The benefits of the proposed design based 

on the Jetson TX1 are the low power consumption based on 

the Linux low power management solution of a NVidia GPU 

[19]. Also, it’s supported to interact with the camera module 

interface, as shown in Figure 6. The processing speed of the 

GPU NVidia is significantly higher than other models, which 

is crucial for investigating the process properly [20]. The 

device comes with a large assortment of porting interfaces, to 

interact with other peripherals, as shown in Figure 6. The 

proposed design of the CPS/inspection will be interfacing 

between 2D/3D cameras and thermal camera with the Jetson 

for extracting the relevant feature within the production 

process. LoRa is the proposed hardware for the 

communication physical layer for IoT nodes. The wireless 

sensor network (WSN) structure is illustrated in Figure 5. 

 

 
Figure 6: Block diagram of Jetson TX1 with its interfaces [13] 

The proposed software will extract features of the 

image/frame (of the additive manufacturing product) based 

144Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-616-3

ACHI 2018 : The Eleventh International Conference on Advances in Computer-Human Interactions

                         154 / 248



on a convenient image processing algorithm. Furthermore, 

the feature will be compared with the feature as stored in the 

CAD file and an inspection result generated for quality 

control. The software will be supported with a wide range of 

libraries such as Computer vision, Deep learning and Linux 

platforms, based on the Jetson SDK [20].  

Thus, the manufacturing process and products’ 

states information will be extracted using computer vision 

system then it will be presented in form of Virtual Reality 

(simulation) approach. All these developments will be 

performed based on the Jetson kit.  

The working scenario will be as follows: 

1. CAD file received (Client Request). 

2. Software sends the CAD file to a machine.  

3. Product is being built by AM based on CPS and 

Inspection system; 

3.1 Captures frames for the process and acquires the 

manufacturing data such as (temperature, physical 

and so on). 

3.2 Compares the processing part with the design.  

3.3 Simulates the process based on acquired data.  

3.4 Interacts with LoRa gateway to upload simulation 

to the cloud and feedback will be sent to the 

manufacturing system.  

4. Data will be analysed on the Cloud then sent as 

reports to quality control inspection. 

5. Cloud can query any data from the nodes such as 

(conditions of the machine, maintenance issue, etc.) 

6. Deep learning works to estimate the maintenance 

issues and the capacity of production at certain time 

and quality inspection for raw martials and product.  

B. Plug and Play approach 

This model is built according to the Reference 
Architectural Model of Industry 4.0 (RAMI 4.0), see Figure 
7. RAMI 4.0 describes the hierarchical levels of a 
manufacturing system networked via the Internet, the 
lifecycle of systems and products, and the IT structure of the 
Industry 4.0 components. The hierarchical levels are almost 
the same as the layers of the pyramid of automation.  

 

 
Figure 7: Industry 4.0 productive process pyramid 

There is a wide range of commercial brands available in 
the industrial market that can be utilised to implement an 
Industry 4.0 approach; these include Siemens, Allen Bradley, 
Mitsubishi, Omron, Schneider, GE Fanuc, Beckhoff, Moeller, 
Hitachi, ABB, Phoenix, and Bosch- Rexroth. However, it 
would be very difficult to construct a generic model for each 
brand. In this implementation, specific brands are proposed 
because of their compatibility, availability and market share. 
In particular, Siemens and Beckhoff, as the big brand names, 
have been chosen in building our approach to Industry 4.0.   

1- The proposed model starts by linking the physical world 
with the virtual world, the so-called CPS, to monitor the 
manufacturing processes, and the collected information will 
be processed using big data analytics. To achieve this step, 
two hardware solutions are proposed: 

A. Siemens SIMATIC IOT2000 which can facilitate data 
processing/exchange between the manufacturing system and 
cloud-based data.  

B. Beckhoff EK9160 IoT Bus Coupler offers a plug and 
play module that can simply transmit all control data to all 
common cloud systems, in a timely and cost effective manner. 
This allows I/O data to be parameterised via an easy-to-
configure website on the device, for sending to a cloud server. 

2- For Additive manufacturing, it is recommended to add 
motion and axis control option for the 3D printer. To achieve 
this step, two hardware solutions are proposed: 

A. Siemens SIMOTION, which provides high-end motion 
control system, features optimal performance for all machine 
concepts as well as maximum modularity. 

B. Beckhoff CX2040 motion control system will 
give high-performance and can be used for interpolating 3-D 
path movements. 

3- To perform an integration between the manufacturing 
data of the physical systems and ERP;  

A. The MindSphere Siemens Cloud is a cloud-based IoT 
operating system that will connect products, machines and 
systems to interface with the ERP system and will perform 
any required exchange of data between automated 
components. The system uses the SAP S/4HANA open cloud 
platform enabling users to operate, extend and develop the 
applications in the cloud.  

B. The Beckhoff EK9160 coupler will support most of the 
main cloud systems; Amazon Web Services (AWS), 
Microsoft Azure and SAP HANA. It will also support the 
private cloud systems included in many company networks.  

4- To enable Physical systems to interact with the real 
world, particularly to allow for real time simulation and 
visualisation of the manufacturing process: 

A. Siemens provides software, entitled; “SEMATIC inside 
TIA portal” supports real time visualisation and simulation for 
manufacturing processes. In addition, NX software offers real 
time visualisation and sophisticated depiction which is a 
valuable asset for the product development process.  

B. Beckhoff TwinCAT3 supports real time visualisations 
of the manufacturing process for HMI and Web processing. It 
allows for analysis, visualisation, diagnosis and recording of 
variables both external and internal. 

5- Finally, CPSs need to increase their experience of 
utilising machine learning and data mining algorithms. 
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A. MindSphere Siemens Cloud offers its MindConnect 
Library on edge devices; providing secure advanced analytics 
in close proximity to the equipment. MindConnect is suitable 
for use with descriptive, prescriptive, diagnostic and 
predictive analytics. Cloud connectivity can be enhanced by 
combining MindConnect with edge applications in integrated 
software/hardware environments. 

B. Beckhoff TwinCAT Analytics, is able to store process 
data for each cycle synchronously, this can be invaluable for 
easy and informative analyses of the processes involved. The 
software can be expanded with C/C++ and MATLAB for 
enhancing the analytics application via Mathworks toolboxes 
for machine learning and optimisation. 

 
Figure 8 summarises the proposed approaches to the 

practical implementation of Industry 4.0. 
 

 
Figure 8: Native approach vs. Plug and Play approach  

V. CONCLUSIONS 

This paper has presented practical approaches to implant 
Industry 4.0 in the additive manufacturing process to increase 
the flexibility, competitiveness and profitability of the 
manufacturing systems. However, it is also proposing new 
ways of human machinery interaction. Next step comprises an 
implementation of M2M communication for Additive 
manufacturing. Moreover, RFID will be utilised to manage an 
interaction between machine and product/raw material.  
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Abstract—We live in a world of data, in a constant flow of
information. In business intelligence, data support a key role in
decision-making and innovation. Digital tools are used to help
business intelligence experts in research of insight. However,
these tools are often difficult to use for a novice and are not
fully adapted to every activity field. In this study, we propose
to apply a user-centered design method for business
intelligence tool redesign. We have integrated the user as a co-
designer from the ideation phase to the evaluation of the
solution. We present here the developed method and the
mobilized tools necessary to generate a novel, efficient and
generic interface for business intelligence experts.

Keywords-user-centered design; data visualization; design
method; evaluation method.

I. INTRODUCTION

With the Big Data advent, we are confronted with a huge
production of digital information. Big Data is defined as: "a
new generation of technologies and architectures, designed
to economically extract value from very large volumes of a
wide variety of data, by enabling the high velocity capture,
discovery, and/or analysis" [1]. Therefore, it can be
approached in a technical way, for instance, with
algorithms, but it can also be addressed towards the end
users, their operations and their needs. This represents the
end-user approach that will be favored here, through the
user-centered design process. End users are strategic or
marketing stakeholders of companies from different fields
(such as aeronautics, pharmaceuticals, transport, etc.,) but
they are driven by a common aim: collecting as much data
as possible on their markets to adapt their strategy and
decision-making. For example, they want to visualize key
information during a meeting and show them to their boss in
a quick and efficient manner. We performed an intervention
based on principles of user-centered design [2] and using its
relevant tools and resources.

The context of the study was an intervention within a
software edition company. Collaborators were using a
business intelligence platform including complex
functionalities from meta-analysis to news reading. This
software was composed of several functionalities to share,
organize, analyze, collect and search information. However,
this version was restrictive, not intuitive and therefore not
fully satisfying for the business intelligence expert. In this
context, the company was looking for developing a new
software to improve multidimensional data manipulation.

We identified the following multidimensional data
concerns:

● The origin of the information: type of media, of
network, etc.

● The characteristics of the information: date,
transmitter, linked concepts, etc.

In this study, we aimed at developing a new tool to support
the daily work of the business intelligence expert and
improve the decision-making by allowing an intuitive
browsing within a complex network of data. To reach our
goal, we used the user-centered design method.

The rest of the paper is structured as follows. In Section
2, we present a state of the art to define business intelligence
and to specify the human needs and habits in this domain.
We also identify the cognitive principles involved in
visualization and data processing to improve those activities
in an appropriate manner. Then, in Section 3, we define our
method of intervention. Finally, in Sections 4 and 5, we
perform a study to build a relevant solution for the end-user
and to evaluate and to readjust it quickly.

II. STATE OF THE ART

A state of the art will first allow us to define the terms of
business intelligence and data visualization. In the second
step, we will present the research question discussed in this
paper.

A. Business intelligence

Business intelligence is defined as a "process
implementing, recurring and methodical devices to collect,
process and disseminate information to its operation. It is a
systematic activity, equated to an active environmental
monitoring" [3]. Gathering competitive or strategic
information for a company is a major challenge that provide
added value, and sustains the growth of the company [4]. To
this end, several software solutions: Digimind, AMI
Enterprise Intelligence (Figure 1), Synthesio, etc. have been
developed, offering advanced setting and information
analysis of one or more topics of interest. The information is
valuable for decision makers and must give insights quickly
to push for action and to optimize decision-making. We
extracted from the literature a first taxonomy of tasks
governing information analysis. It consists of the following
categories [5]: Observation, Navigation, Manipulation and
Comparison to which we added one more: Restitution. We
translated functionally these categories into the tasks
performed by the user during the analysis [6]: Give an
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overview, Filter, Zoom, Details on demand, Associate,
Provide a historical, Extract. After collecting a dataset, the
user will first implement visual exploration strategies [7]
and by then get new knowledge from the data by completing
specific tasks. The decomposition of these strategies gave us
a first insight of users’ needs to analyze data and to proceed
to decision-making.

Figure 1. Business Intelligence AMI EI Software process

B. Business intelligence and Data visualization

This project is at the crossroads of two subjects:
Business Intelligence and Data visualization. We are already
familiar with some theories about visualization and
architecture information of a Human Computer Interaction
(HCI), for instance with the Gestalt Theory [8], whose basic
premise is: “in front of the complexity of our environment,
the brain will try to get in shape, to give a meaningful
structure to what it perceives to simplify and organize”.
Therefore, it was important to ensure excellent presentation
and organization of information, and to introduce visual
variables in user interface design regarding the user
perspective [9]. The laws proposed in Gestalt Theory guide
designers to arrange information in a relevant way. In
addition, the system acts as a guide for the user by intuitive
interaction, involving for instance icons and labels, mostly
known as “Affordance” [10]. The functions of icons and
labels must be clearly represented and quickly
understandable. For instance, we can switch a cursor’s
representation to indicate the possibility of "grabbing" an
object and moving it to another. Affordance is highly
attractive from the perspective of data visualization as it
facilitates decision-making and thus improves usability and
usefulness of the system.

To provide functional implementations based on user as
a human, we investigated cognitive sciences in detail. We
focused on the user’s needs to interact with a dataset and to
provide better performance. The Active Reading consists in
transforming the "reader" into an "actor" [11]. This is
possible by offering a degree of freedom in document
manipulation thanks to specific enrichment such as graphic
signs and text annotations. The user can actively read and
produce a modified or "enhanced" version of the source
document. Thus, during a second reading, important
information will be easier to find and draw more attention.
The main constraint of this process remains the
homogenization of these signs between different operators,
particularly for the purpose of sharing information. Indeed,
it is important that all operators share a common
understanding of the codes used. The notion of Active
Reading is strongly linked to the concept of ownership
defined as "the progressive internalization of technical and
cognitive skills at work, in individuals or groups who handle
daily technology "[12]. Consequently, the daily use of

technology allows suitable changes by creating new uses.
This concept must bring designers to think about their
project in a prospective way such as we have done here.
Interestingly, it is common to say "I see" when we realized
something instead of "I understand” since vision is the first
sense we used, that provide us valuable knowledge on how
information is assimilated [13]. Graphical characteristics
(orientation, color, texture and movement) are seen without
effort. For this reason, it is a source of information that
promotes efficiency and should not be ignored. There are
many forms of presentations to be considered, particularly
movement that can be used such as a dynamic information.
We chose vision as a central element of our project so we
will be sensitive to those pieces of information during all
our intervention.

C. Research question

The state of the art has allowed us to promote the
importance of visualization and perception in the context of
business intelligence and manipulation of a large and
heterogeneous amount data. As part of this work, the
research question focuses on how to effectively adapt a
user-centered design method to design and evaluate a
business intelligence platform?

III. METHOD

To define our intervention methodology, we used the
User-Centered Design (UCD) [14] [15], which is frequently
used in the field of ergonomics [3] [16] [24]. The project
was divided into four main stages, regarding the UCD
method: 1- specify the context of use, 2- specify
requirements, 3- create design solutions, 4- evaluate design.

For each step of the method, we mobilized tools that
allowed us to (1) introduce the users at the beginning of the
design process and (2) produce intermediate solutions on an
iterative and incremental way in order to permit their
evaluation by the users. The users were first introduced in
the design process as informant. Then, they became the
most important stakeholder during the design of solution
and its validation. These two phases were built on an
iterative manner. The user contribution was progressive and
participated to the success and strength of our intervention
(Figure 2).

Figure 2. The methodology designed for this intervention
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We opted for a method close to the MVP (Most Viable
Product). This method consists of proposing a simple
version of a product with basic features and allowing it to
evolve using user’s feedbacks. It is an agile design
approach, which, if it remains close and keeps listening to
users, provides very convincing results [23].

After the presentation of the general approach we will
present in details the steps that bring us to the development
of the final solution.

IV. EXPERIMENTATION

To reach a pertinent solution for the interface users, we
first worked with them on the usage context.

A. Phases 1 and 2: Specify the context of use and the
requirements

In this step of the design process, we drew from the
literature all relevant information to specify better users’
needs, such as the vision process, the active reading process
[11], the preference for dynamic information, etc. We also
gathered complementary and specific information during
users’ interviews, about their preferences on the
composition of the modules, the importance of the analysis
page, the difficulties to use some features such as key
concepts, etc. Then, we realized a benchmark to determine
the add value that we can propose on this market.

Creativity workshops were integrated in our
intervention. We settled up a brainstorming with 4
developers, 3 managers and 3 designers with the following
lead question: “How to improve the manipulation and the
interaction with Big Data?”

We focused on the two working axis that emerged from
this work: elements about the representation of information
and elements about the interface interaction.
Recommendations were associated to these two axis and are
presented in the table below:

TABLE I. 2 AXIS RECOMMENDATIONS

Recommendations

Interface
interactions

- Save, export and share data
- Drag / drop of a value from a chart to
another, allowing zooming to obtain
more details
- Ability to lock the widget filters to keep
a scope unchanged, as a context of the
analyze
- Comments on data

Representing
information

- Multiplicity of graphics
- Filter display
- Widget layout

For the interface redesign, we focused on the analysis
mode because it represents the most difficult part for the
users but also because it covers the highest number of
interaction elements and information representation. Indeed,

interviews with users allowed us to identify difficulties
linked to the analysis mode as it is not interactive and it
does not allow the reading of several graphics at the same
time to compare and study the interaction between several
criteria (Figure 3).

During the analysis configuration, the expert has to use 3
tab pages to set up one analysis (Figure 4). Once again, the
presence of these 3 tab pages prevents the expert to have a
synthetic and global vision of the elements of the analysis.
Moreover, the language used is not adapted to random users
but only to experts.

Figure 3. Screenshot of the current page of Analysis

Figure 4. Screenshot of the setting of Analysis

A work of synthesis brought us to the first functional
prototype that combine insight from the literature and users’
interviews [17][18]. To start the experimentation, we
developed an interactive prototype with a dedicated
software: Axure, and implemented our solution on the
Analyze module of AMI EI software.
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B. Phases 3 and 4: Create and evaluate design solution

During all prototyping, we confronted the solution to our
research findings to readjust the conception. The first
version was composed of functionalities such as save,
export, share, filter, widgets addition and also new
interaction such as drag and drop. Although we made an
important research on users’ needs, we also included the
specificity of AMI EI to accomplish the business goal. The
evaluation phase started with a presentation of the prototype
to expert clients to gather feedbacks and advices about the
functional architecture. We decided to include
“Recommended analysis”, working such as an analysis
template, to reach user of different expertise level. We also
included a rapid and simple way to access to the filters of
the analyze (Figure 5).

For the evaluation, we made two different tests with
different users: expert evaluation and end users testing.

Figure 5. Screenshot of recommended Analysis page

1) Experts evaluation
The evaluation was realized in two steps: a

demonstration of the prototype and a test scenario. First, we
performed a demonstration of the prototype to five AMI
expert customers. During the recorded interview, the experts
guided us to a more fluent architecture. For instance, instead
of dissociating the family of criteria with their children, the
experts proposed a simpler way to present criteria all
together. They particularly enjoyed multiples widgets on a
same page, the use of a shortcut to add widgets and the
direct manipulation offered by the drag and drop interaction.
They also raised the importance of text document’s
consultation during analyze. Following this, we conducted
iterations and established a test scenario composed of tasks
such as starting an analysis, adding criteria to it, filter with
these criteria, dragging and dropping a value from a widget
to another. We engaged a second expert’s review and
received positive feedbacks and validated the overall
behavior with a second phase of iteration before user
testing. Each iteration phase took about a week.

2) End users testing
Prior to the user testing, a protocol was written and

included:
● The objective of the test: improve the navigation

and manipulation of a large dataset
● The scope: the analyze module

● The context: 1h of testing by ConfCall with
recording

● Several scenarii, based on the information analysis
tasks: starting an analysis, adding criteria to it,
filter with these criteria, dragging and dropping a
value from a widget to another.

● Material and human resources: AMI EI customers
● Final questionnaire

The testing sessions began with a presentation of the scope
project and the objective. Then, the participants could
performed the scenario of tasks. In line with the low number
of users of the current Analysis module, we could only meet
five testers. However, their profiles were varied by their
level of expertise and by their work field (Aviation, Defense
and Security, Automobile, University Research). Moreover,
according to Nielsen, 80% of usability problems can be
observed with a panel of five users [19].

3) Results
Two tasks, adding a widget and locking a graphic,

required a demonstration to three out of five testers before
the functionality can be well understood. However, all
features were considered useful and relevant. The more
popular ones were: plurality of widgets on a same a page,
preprogrammed analysis models, drag / drop, sharing,
annotation and export tools. All users also highlighted a
better usability compared to the current model and
suggested some improvements to pass the next step with a
even more intuitive interface. At the end of each task, we
asked them whether the interface met their needs in day-to-
day job and all participants answered positively. Finally,
they had to evaluate the global interaction on a scale of 10
(10 meaning the highest score for the best interaction).
These feedbacks and score were formalized through the
final questionnaire (Table II).

TABLE II. SYNTHESIS OF FINAL QUESTIONNAIRES

CURRENT Analyze
Module

TESTED Analyze module

Evaluation 4.6/10 7/10

Strengths
Advanced settings Clear language

Capacity to provide
the source statistics,

subjects, etc.

Solves the main defect of the
current module, the visual

creation is more natural and
accessible

Weaknesses
Difficulties to use

some features such as
key concepts

Filtering a graph from another
one is not intuitive but

training helps

A third phase of iteration was performed taking into
accounts the result of user testing. The page was redesigned
to increase relevance and customization possibilities (Figure
6).
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Figure 6. Screenshot of optimized Analysis page after final questionnaires

The different areas of improvement were specified in a
document restoring observations during user testing and
their recommendations and requests. This document was
accompanied by own specifications for the development of
the solution. Using "checklists", we described each feature
and each section of the interface [20][21]. We collected rich
feedback from users and the overall behavior can be
validated and new iterations implemented. The solution
continued to evolve until the presentation to the
development team. We interviewed five more users, experts
in Business Intelligence analysis, and developed solids use
cases helpful to determine "who (actor) does what
(interaction) with the system, for what purpose (goal),
without dealing with system internals" [22].

The stakeholders decided to integrate this module in the
new platform of consultation developed by AMI Software.
Therefore, with an input of his choice, the user can visualize
the following information:

● its change over time in the collection of data
● the set of documents associated to it within all the

documents collected
● the set of the most relevant concepts lies to it

In addition, with all evolutions of the solution (after a
fourth phase of iterations) the user can:

● Add a widget: the navigation bar was transformed
into a floating button that follows the user
throughout his scrolling on the page without being
too visually ubiquitous.

● Analysis criteria are gathering on "Perimeter of
research" and personalized according to users’
needs. The selection is quite free and sub-criteria of
a family can be chosen. The content is more
distinguishable too (Figure 7). The comparison
with the figure 4 and the settings of the actual
analysis show clearly the progress made on an
individual widget filters is also available and
manageable for customizable views.

We decided to include “Share” and “Save” on a second
phase of development. Preprogrammed models will also be
included later, as we want to build them with the help of the
daily use and a better knowledge on this need.

Figure 7. Screenshot "Personalized my research perimeter"

We defined an included analysis interface in an existing
product and offered a simple interface with innovative
interaction and meaningful representation. This design
allows users (and even those who are far to be experts on
Business Intelligence) to manipulate information to prepare
a reunion with an important client or to make advanced
market analysis and to spot a trend.

V. CONCLUSION AND FUTURE WORK

The "user-centered" approach established in this project
gave an effective response to the problem “How to
effectively adapt a user-centered design method to design
and evaluate a business intelligence platform?”

The combination of a scientific and technological
research, multidisciplinary team and an iterative process
leads to a prototype that respects the model of ergonomic
Graphical User Interface:

● meets ergonomic criteria (usability),
● innovates in line with needs and goals of end users

(relevance and usefulness),
● Supports technical constraints of IT developers.

Our project is also influenced by contributions of data
visualization and manipulation fields. The motion was
introduced as a vehicle for information first, but also as a
facilitator for handling this information (drag/drop). The
crucial aspect of information architecture was enhanced by
providing smooth navigation with clear design. This
categorization allows the user to adapt quickly to the
interface and to identify interactions. Through an analysis of
the professional activity of end users, we have implemented
innovative features and provided a relevant and intuitive
solution.

Ongoing features on the prototype assert the
stakeholders’ satisfaction toward UX Designer’s work.
Those features included more Social Media Analysis, which
is increasingly used in market analysis. Based on the work
of Wu, Rosen & Schaefer [24], it will be interesting to
determine how to detect communities or influencers in such
networks. Indeed, it is important to involve all resources
necessary to make the product evolve. During the
presentation to the development teams, it will be crucial to
make sense and to attach a clear goal in each feature [25].
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Abstract— This paper presents a study where 17 User 

Experience professionals assessed and categorized a set of User 

Experience/Human-Computer Interaction criteria. We 

examined how they organize their cognitions around a 

suggested set of 58 criteria based on 7 significant theoretical 

dimensions: accessibility, usability/practicality, emotions & 

motivation, persuasion, cultural factors, management of the 

experience and socio-organizational factors. We aimed to 

determine whether the experts’ cognitions would mirror these 

same theoretical considerations and, if so, to what extent. For 

this purpose, we analysed their classifications of the criteria 

during an open card-sorting task, limited to 7 groups. Results 

show a repartition of the criteria among the following 

standardized categories: (1) Utility & Usability; (2) Marketing 

Strategy; (3) Hedonism; (4) Organizational factors; (5) 

Emotional & Cognitive Stimulation; (6) Control & 

Personalization; and (7) System characteristics. We found that 

the groups created by the participants were conceptually 

rather similar throughout their categorizations and that they 

were rather close to the founding theoretical dimensions we 

had originally considered. Implications for our theoretical 

model’s architecture are discussed. 

Keywords-user experience; holistic criteria-based approach; 

card-sort; dimensions; multidimensional model. 

I. INTRODUCTION 

Throughout history, ever-changing consumer 
requirements, economic models and technology have had a 
determining role on the evolution of the field of Human-
Computer Interaction (HCI)/User Experience (UX). This has 
resulted in different issues being addressed at given times, as 
well as in different recommendations being made. 
Consequently, we are currently confronted with an overflow 
of frameworks, approaches, concepts, recommendations -so 
called criteria- which results in an ever increasing 
complexity of our practice [17].  

It is with this in mind that we have taken upon ourselves 
to propose a holistic criteria-based approach in the field of 
HCI/UX to aid in the process of designing and/or evaluating 
user interfaces/products/services and that would encompass 
all aspects relevant for its truly holistic comprehension and 
conceptualization [6].  

However, we must now reflect upon a possible 
organization of the myriad of relevant principles. To do this, 
we opted to examine how UX professionals organize their 
cognitions regarding a proposed range of criteria.  

Considering UX as a multi-dimensional system, and 
based on the definition of UX suggested by [17], we opted 
for a selection of criteria based on 7 dimensions that we 
consider paramount in UX. These dimensions cover different 
aspects of HCI, ranging from sensory-motor factors, to 
cultural aspects, as well as cognitive, emotional and 
persuasive elements, among others. Each dimension is 
represented by a subset of criteria: 5 are based on pre-
existing sets of guidelines; the remaining 2, we created based 
on the literature. These are:  
- Accessibility: Web Content Accessibility Guidelines 

[15]; 
- Usability: Bastien & Scapin ergonomic criteria [1];  
- Emotions and Motivation: de Vicente & Pain emotions 

& motivation detection model traits and states [2];  
- Persuasion: Nemery & Brangier persuasion criteria [9];  
- Culture: Schwartz basic human values [14];  
- Management of the experience: created based on the 

literature [7], [10]-[13];  
- And socio-organizational factors: also based on the 

available literature [4], [5]. 
Given the substantial number of criteria (58; detailed 

presentation in [6]), along with their inherent redundancies 
and interdependencies [6], [17]-[18], it seems difficult to 
mentally organize them in a coherent and relevant manner. 
Therefore, in order to determine a viable architecture for our 
suggested model, it is necessary to study how UX experts 
would mentally represent and organize said lot of criteria.  

How do UX experts organize their knowledge of UX 
criteria? Two research questions were addressed here: 
- On one hand: whether or not UX experts - who regularly 

use these criteria - all have the same mental organization 
of the set. 

- On the other hand: whether their cognitive organizations 
of the criteria are in line with that provided by the authors 
of the different theoretical criteria grids. Or, on the 
contrary, whether the organization of the criteria depends 
on other factors that need to be elucidated and 
interpreted. 
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This study aimed to determine how UX experts would 
envision, apprehend and structure the proposed set of UX 
criteria through a card-sort exercise: would the card sort 
reveal categories stable enough throughout the experts? 
Would the general classification of criteria produced by 
experts overlap itself or correspond with the original 
theoretical guidelines proposed by their original authors? and 
if so, to what extent? 

This paper therefore focuses on an experiment -which 
was part of a broader research project- where UX experts had 
to classify 58 recognized criteria in strictly 7 groups. Section 
2 presents the methodology used. Thereupon, the results will 
be summarized (in section 3) followed by their discussion (in 
section 4) and we will conclude with our future work in 
Section 5. 

II. METHOD 

A. Participants 

17 HCI/UX Design experts (6 women, 11 men; mean age 
44 (standard deviation (SD)=8.6)) took part in this 
experiment. Among them, 11 are specialized in 
Ergonomics/Cognitive Psychology, 4 in Computer Science 
and the remaining 2 in Communications and Media. 
Participants were required to have at least 10 years of 
experience in the field of HCI/UX in order to be eligible for 
this study (mean (  ̅ )=17.53; SD=6.05). 11 of them are 
academics, 4 are consultants and 2 are both. 10 have a PhD, 
and 7 have a Master’s degree. The experts received a small 
compensation for their participation. 

B. Material 

This study used the same deck of 58 cards described in 
[6], each containing the name and definition of a criterion 
from the set. A pen and extra plain 5x5cm cards were always 
at the participants’ disposal in case they wished to create (a) 
new card(s). Also, plain white 5x20cm index cards were 
made available to create the category name tags.  

The researcher who conducted the experiment used a 
camera and a recorder to document the data. 

C. Procedure 

Sessions were un-moderated and carried out individually. 
No duration limit was imposed; they lasted 10 to 20 minutes.  

Participants were presented with the card-deck. They 
were asked to do an open card-sort in strictly 7 groups 
(which corresponds to the number of theoretical sets of 
guidelines considered). They were asked to name the 
categories they had created and to explain the logic on which 
they had based their sortings. These debriefings were 
recorded and later transcribed for reference during the 
analysis and interpretation of the data.  

Participants were allowed to exclude the criteria they 
considered irrelevant and/or to create (a) new card(s) 
indicating a name and definition when considered necessary.  

III. RESULTS 

Following [3], we analysed each participant’s 
classification to create standardized categories that would 

sum up the range of classifications done by the experts. 
Furthermore, [3] automatically generated the items by 
standardized categories matrix.  

Also, with an adapted version of [8], we generated the 
global distance matrix. Using R-3.3.2 [16], we carried out a 
Hierarchical Cluster Analysis (HCA) with Ward’s clustering 
method and a Multi-Dimensional Scaling (MDS) based on 
Kruskal’s non-metric MDS. 

A. Standardized Categories for the Criterion Distribution  

Table 1 recaps the 18 pertinent standardized categories 
we created for the analysis of the different participants’ 
categorizations (plus the “Excluded/Irrelevant” category).  

TABLE I.  STANDARDIZED CATEGORIES CREATED FOR THE 

ANALYSIS (GENERATED USING [3]) 

Standardized Categories 

Sorters 
who 
used 
this 

Total 
cards in 

this 
category 

Unique 
cards 

Agree
-ment 

Utility, task-system 

suitability, achieving 

the goal, efficacy 

5 30 21 0.29 

Usability/Pragmatismer

gonomic criteria, 

efficiency 

12 163 37 0.37 

Utility & Usability / 

Efficacy & Efficiency  
2 43 26 0.83 

Hedonism, Pleasure, 

Emotions 
14 138 41 0.24 

Adaptability of the 

system 
9 90 42 0.24 

Organizational Factors 9 63 20 0.35 

Socio-organizational 

factors  
2 12 9 0.67 

Persuasion, Incitement, 

Pervasive design 
11 71 28 0.23 

Marketing Strategy/ 

Customer Relationship 

Management 

13 88 21 0.32 

User Effort 1 6 6 1.00 

Personalization/ 

Customization 
4 23 15 0.38 

Mastering/Control over 

the system 
3 20 19 0.35 

Security/Reliability-

User’s Protection 
8 53 26 0.25 

User onboarding 4 43 28 0.38 

Emotional & Cognitive 

Stimulation for self-

development 

7 48 24 0.29 

Social, moral and/or 

cultural factors 
5 21 12 0.35 

Technical aspects/ 

Robustness 
3 16 14 0.38 

Others/Unknown 6 28 23 0.20 

Excluded/Irrelevant 6 15 14 0.18 
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The agreement values found are rather low (  ̅=0.38; 
SD=0.22). However, the occurrence of the standardized 
categories is quite high ( ̅=6.59; max=14) By instance, as 
much as 14 participants created a category conceptually-
linked to “Hedonism, Pleasure, Emotions”. So, though it 
remains questionable as to which criteria belong to which 
category, the fundamental categories underlying the 
organization seem to be of general-understanding among the 
participants.  

B. Hierarchical categorization of the 58 criteria 

Next, we performed a HCA on the overall distance 
matrix. By reading of the items by standardized categories 
matrix, we were able to interpret the resulting dendrogram, 
in order to identify and label the clusters of criteria found 
(Fig. 1). 

 

 
Figure 1.  Dendrogram showing the 7 standardized categories retained and 

the classification of the 58 criteria 

Indeed, the categories retained are (in order of 
appearance in the dendrogram; see Fig. 1):  
1. Utility (task-system suitability, achieving the goal, 

efficacy) & Usability/Pragmatism (ergonomic criteria, 
efficiency) containing the items: Perceivable, Operable 

and Understandable from [15], Consistency, Error 
Management, Explicit Control, Significance of Codes, 
Guidance and Workload from [1], Zero Customer Effort 
from the management of the experience dimension, as 
well as Task Achievement and Task Management from 
the socio-organizational dimension;  

2. Marketing Strategy/Customer Relationship Management 
encompassing 8 of the 9 elements created for the 
management of the experience dimension, namely: 
Offer Segmentation, Competitive Positioning, 
Relationship Management, Acquisition-Consumption, 
Customer Loyalty and Recommendation, 
Multichannel/Omni-channel, Proactive Approach and 
Prospective Approach;  

3. Hedonism, Pleasure, Emotions comprising the criteria: 
Cognitive Interest, Sensory Interest, Satisfaction and 
Fantasy from [2], Stimulation and Hedonism from [14], 
and Attractiveness from [9];  

4. Organisational Factors: including 7 of the 10 elements 
created for the socio-organisational dimension 
(Communication, Cooperation/Collaboration, Role, 
Transformation-Adaptation, Sub-systems coordination, 
Context of use, Results & Impacts) and Power, from 
[14];  

5. Emotional & Cognitive Stimulation for self-
development: structured around two subgroups - one 
containing elements in relation to “persuasion, 
incitement, pervasive design” (Solicitation, 
Commitment, Priming and Ascendency, all from [9]), 
and the other to “self-development” (Effort, Confidence, 
Challenge from [2], Skills & Knowledge from the socio-
organisational dimension, as well as Achievement and 
Self-direction from [14]);  

6. Control & Personalization, a combination of two 
subgroups: “personalization/customization” and 
“mastering/control over the system” linked to user’s 
need and desire for self-expression and self-direction. 
The former is composed of the elements Control and 
Independence both from [2]; the latter is composed of 
Compatibility and Adaptability from [1] and 
Personalisation from [9]. These criteria were often 
linked to notions of Utility and/or Usability and of 
“Adaptability of the System”;  

7. And, lastly, what we chose to name “System’s 
characteristics” based on the analysis of the debriefings, 
a category including the subgroups 
“Security/Reliability-User’s Protection” (Robust from 
[15], Security from [14], as well as Credibility and 
Privacy from [9]), and “Social Factors/Values” of the 
system (Benevolence, Universalism, Conformity and 
Tradition, all taken from [14]).  

These results are very similar -as to the groupings and the 
naming of the groups- to those from our previous paper [6] 
where the participants were asked to do an open-card sort 
without a limited number categories. The results showed an 
average repartition in 7.71 groups (SD=1.65; min=5; 
max=11) and the categories retained were: 1) Utility & 
Usability; 2) Hedonism, Pleasure, Emotions; 3) Persuasion, 
Incitement, Pervasive design; 4) Emotional & Cognitive 
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Stimulation for self-development; 5) Marketing 
strategy/Customer Relationship Management; 6) 
Security/Reliability-User’s protection; 7) Organizational 
factors; and 8) Social, moral and/or cultural factors.  

However, regardless of the similarity, three main findings 
are worth mentioning.  

Firstly, this exercise yielded differences in the granularity 
of the classification: depending on whether the participant 
had previously done more or less than 7 groups, they would 
often either divide one (or more) in two, or, assemble two (or 
more). For example, this was the case for participants who  
had previously created a group for “Efficacy”, another one 
for “Efficiency”, and who assembled the two in order to 
create one named “Usability/Utility/Ergonomic Criteria” (or 
vice-versa). Likewise, the same phenomenon happened with 
the categories “Organizational factors” and “Social factors” 
– though only 2 participants assembled them together and 
thus this does not reflect in the categories retained. 
Moreover, however seldom, certain participants would pick-
and-choose certain criteria in order to extract an entirely new 
category (e.g., “Marketing Strategy”, by participant n°13).  

Furthermore, compared to the groupings found in [6], 
only 3 migrators were found; while the rest remained pretty 
much the same (“migrators” being items that moved from 
one category to another):  
- Compatibility (ergonomic criterion; [1]) moved from 

“Utility & Usability” to the group “Control & 
Personalization”;  

- Achievement (cultural criterion; [14]) moved from 
“Social factors” to the “Self-development” subgroup in 
the category “Emotional & Cognitive Stimulation for 
self-development”;  

- And, to a certain point, Self-Direction (cultural criterion; 
[14]) that moved from the subgroup “mastering/control 
over the system” to the “self-development” subgroup – 
which are subgroups of the “Emotional & Cognitive 
Stimulation for self-development” category.  
This indicates a permeability/porosity of the frontiers and 

evidences certain variability in the interpretation of the 
criteria –like further discussed below. 

Lastly, these results highlight the variability in the 
interpretation of the criteria and of the card-groupings, with 
regard to the criteria’s attributes and their category 
affiliations. For example, the group of criteria labelled 
“Social Factors/Values” previously (in [6]) interpreted as 
characteristics of the user or of the context of use, is 
interpreted here as characteristics of/expected from the 
system (e.g., “a benevolent system”, “a traditional system”). 

C. Categories’ Relationships and Proximity 

The dendrogram (Fig. 1) revealed a close link between 
the categories (7) “System characteristics” and (6) “Control 
& Personalization” which in turn revealed a link to the 
category (5) “Emotional & Cognitive Stimulation for self-
development”. The following group to link to the 
dendrogram is the (4) “Organizational Factors”, next, the (3) 
“Hedonism, Pleasure, Emotions”, then, the (2) “Marketing 
Strategy/Customer Relationship Management”, and lastly, 
the (1) “Utility (task-system suitability, achieving the goal, 

efficacy) & Usability/Pragmatism (ergonomic criteria, 
efficiency)”.  

This structure might be due to stronger cohesiveness 
values within the last 4 categories listed above. This is 
especially true for the category “Utility & Usability” given 
the importance of its perceived distance (graphically 
represented in the tree diagram).  

D. Spatial Representation and Structure 

The MDS required a three-factor analysis in order to 
obtain significant enough results (stress=17.06%). The 
spatial representation drawn from this analysis is presented 
in a two-dimensional plot in Figure 2. 

The spatial representation and repartition of the criteria 
throughout the MDS showed a structural resemblance to that 
of our previous study [6]. Indeed, the results here allude to 
the same ternary structure with the three outermost groups 
(Utility & Usability, Organisational factors, Hedonism, 
Pleasure and Emotions; representing the functional, 
experiential and contextual pillars of UX) merging towards 
elements of technological persuasion and user stimulation. 

Additionally, by graphical reading, the same two possible 
factors justifying the structure stand out:  
- Along the x-axis, a first one seeming to correspond to the 

nature of the experience, ranging from the functional 
experience to the experiential experience;  

- The other one along the y-axis seeming to be the level the 
criterion intervenes on: the user, the system or the context 
of use. 
Further analyses are required to verify this and to identify 

the third factor. 
However, three new findings stick out. First, the system 

is more visibly represented via the category “System 
characteristics” that occupies a significant area between the 
Organizational factors and the Utility & Usability categories. 
Second, the category “Control & Personalization” seems to 
bridge “Utility & Usability” and “System characteristics” as 
well as the former and “Emotional & Cognitive Stimulation 
for self-development”. Lastly, in the same manner, the group 
“Marketing Strategy” seems to link the elements pertaining 
to organizational factors and social factors/values of the 
system to the remaining elements, serving as a sort of 
intermediary between the two. 

E. Additional Elements of Analysis 

Six participants excluded 13 unique cards from their 
sortings. Only the criterion “Challenge” was excluded by 
two participants – which has a negligible impact as to its 
perceived relevancy for our model. 

No one suggested adding any new criteria. 

IV. DISCUSSION  

This paper presents a study where UX professionals 
assessed and categorized a suggested set of UX/HCI criteria 
in order to elucidate whether the basis for their 
categorizations would overlap with the original theoretical 
dimensions considered, if so, to what extent, or whether it 
would be based on other factors that would need to be 
revealed.  
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Figure 2.  Multi-Dimensional Scaling plot using 3 factors (stress=17.06%) showing the overall categorization among 7 standardized categories. 

Four/Five of the seven categories retained from the 
analysis indicate a relative correspondence to the initial 
theoretical dimensions. Besides from the categories “Utility 
& Usability”, “Marketing strategy/Customer Relationship 
Management” and “Organizational factors” being evidently 
analogous to the usability, management of the experience 
and socio-organizational factors dimensions, one/two more 
categories deserve further attention. Indeed, the categories 
“Hedonism, Pleasure, Emotions” and “Emotional & 
Cognitive Stimulation for self-development” are also related 
to our emotions & motivation dimension – even though a 
distinction was clearly made by the participants, who opted 
to make two separate categories. Similarly, the subgroup 
“persuasion, incitement, pervasive design”, contained within 
the “Emotional & Cognitive Stimulation for self-
development” (though it was a category in and of itself in 
[6]) is in line with yet another one of our theoretical UX 
dimensions (Persuasion). Thus, despite the rather low 
agreement values, and though not entirely in line with the 7 
dimensions considered, the participants’ resulting mean 
categorization is fundamentally quite close to our theoretical 
considerations. 

Moreover, this study shed light as to differences in the 
granularity of the classifications. This shows that various 
possible levels of categorization of the criteria can be made 
which raises questions as to what the optimal architecture for 
a holistic criteria-based model of UX would look like; 

between a high/macro-level or a low/micro-level (more 
detail-oriented) approach.  

Results also revealed the porosity/permeability of the 
frontiers between the categories as well as a considerable 
variability as to the interpretation of the criteria and of the 
groupings. Indeed, certain criteria were attributed varying 
characteristics and, depending on this, were allocated to 
varying categories – evidencing a criterion’s multiple 
possible impacts on UX as well as the systemic nature of 
UX. Other than the three migrators identified and described 
above, this was particularly the case for Schwartz’s cultural 
values [14]. Undeniably, these elements were subject to the 
most varying interpretations possible; participants 
describing/manipulating them as social/cultural factors, as 
system characteristics expected by the user, as factors of 
motivation, etc. 

The spatial representation reinforced the idea of a ternary 
structure built around the three basis of the experience 
(functional, experiential and contextual elements) merging 
towards technological persuasion and user stimulation. But 
this time the system is more markedly represented and, as 
supported by the proximity among the categories in the tree 
diagram, it is closely linked to elements of user control & 
personalization which in turn are strongly linked to 
emotional & cognitive stimulation for self-development. 

Lastly, we found that three factors underlie the 
participants’ cognitive organizations reflected through this 
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sorting exercise; one being the nature of the experience, one 
seeming to be the level the criterion intervenes on; the last 
one remains to be clarified. 

V. CONCLUSION AND FUTURE WORK 

Generally speaking, human-machine interactions have 
been studied within the framework of research related to 
software ergonomics, which aims at adapting the software to 
the user as it deals with information. In other words, the goal 
is to adapt the computer’s behaviour, i.e., its external 
manifestations, to the user’s cognitive functioning seeking to 
offer the most efficient, pleasant, satisfactory and least 
restrictive assistance possible. By extension, software 
ergonomics also needs to produce knowledge about how 
users work, interact and think. This knowledge includes 
many criteria that we seek to better understand and organize 
in a relevant manner in order to propose a structured model.  

When HCI experts are asked to categorize these criteria, 
it appears that: 
- The criteria grids are mentally reassembled in a way that 

certain criteria are stable and invariant of their category, 
while others are not, so they migrate towards other 
categories; 

- The criteria most stable and consistent with their category 
are those related to usability; 

- The criteria are subject to varying interpretations and 
they might be attributed different characteristics leading 
to categorization differences; 

- The standardized categories created and retained during 
the analysis of the data, are conceptually similar to a 
certain point to the initial theoretical considerations we 
chose for the suggestion of the 58 criteria; 

- The two main factors justifying the categorization and its 
resulting spatial representation seem to be the nature of 
the experience (functional vs. experiential), and the level 
of impact of the criterion (user, system, context of use).  
While research on UX factors and criteria is continuing, 

we think this research is necessary to summarize perception 
of UX criteria as assessed by UX experts.  

Currently, two studies are underway in which we are 
evaluating the applicability of our holistic criteria-based 
approach, in both HCI design and evaluation practices. Our 
next task will be to define a generic toolkit to organize the 
criteria so that they can be used in interface design and 
evaluation. 
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Abstract—The aim of this study was to examine player 
behavior in two different levels of visual aesthetic quality of a 
tablet game user interface.  First, the tablet game was created 
by applying user centered design principles, such as 
prototyping and usability testing in an iterative manner. The 
game was then modified into two different visual aesthetic 
conditions – monochromatic (low quality) and in full color 
(high quality) to serve as response stimuli.  The first objective 
examined the effect of visual aesthetic quality on user 
engagement using the user engagement scale (UES). The four 
components of user engagement are reward, aesthetics, focused 
attention, and perceived usability. It was observed that three of 
the user engagement components, reward, aesthetics and 
usability significantly predicted perceived high visual aesthetic 
quality interface. In addition, three user engagement 
components, reward, aesthetics and focused attention, 
supported perceived visual aesthetic quality for the low-quality 
interface. This result was further substantiated by 
investigating the effect of perceived usability in the same 
experimental condition using the AttrakDiff questionnaire. The 
main finding of this study reveals that high visual aesthetic 
quality user interfaces are perceived to be usable whereas low 
visual aesthetic interfaces are not. There was also a significant 
difference in the level of overall user engagement between the 
two game interfaces, as participants found the high visual 
aesthetic quality to be more engaging. 
 

Keywords-tablet gaming; user experience; user interface 
design; user engagement; perceived usability; visual aesthetics. 

I.  INTRODUCTION  
The ubiquitous property of tablet gaming has contributed 

to a wider demographic of users [1] [2]. Clearly the rate of 
tablet adoption is due to an innovation that has been 
perceived to have a greater relative advantage by the end-
users, as per the Diffusion of Innovations Theory [3]. 
Digital games arise from a wide spectrum of genres, 
classifications, and categories; technology acts as a catalyst 
for the changing medium of game interaction, from consoles 
to touch screen devices. In fact, traditional keyboard and 
console-based games are dramatically shifting to the more 
affordable touch-screen games for tablets and mobile 
devices [4]. The advent of touchscreen computing has 
revolutionized the field of Human Computer Interaction 
(HCI) as it has become part of our everyday life and 
experience [5]. The mobile platform has tremendous scope 
for developing newer types of games, targeted to a broader 
demographic of users [1]. Designing digital games for a 
broader audience is complex in the sense that all users have 

their own preference and motive in terms of game genres, 
such as action, adventure, or serious games. There is 
unanimous acceptance among researchers and practitioners 
in the HCI field that applications must be designed with the 
inclusion of non-task-related concepts [6], which Mahlke 
[7] positions as non-instrumental quality and other 
researchers describe as hedonic components [8]–[11]. 
Instrumental quality is also referred to as the pragmatic 
aspect of product quality which incorporates functionality, 
usability, practicality, and utility; non-instrumental quality 
on the other hand encompasses visual aesthetics, and 
hedonic qualities such as pleasure, enjoyment, and fun. 
Therefore, it becomes pertinent to design “engaging 
experiences” in products, to captivate and enrich user 
experience (UX) by adding playful and fun features in 
games [12].  A method to engage end-users is to create user-
centric applications based on user needs and satisfaction.  

HCI practitioners have linked UX to components beyond 
instrumental quality to include hedonic, visual aesthetics, 
affective, emotions, and “experiential" technology-
interaction [13]–[15]. The roles of instrumental and non-
instrumental qualities in products have been closely studied 
over and again by several scholars [7] [16]–[18]. There has 
been no consensus on the relationship between usability and 
visual aesthetics in the domain of product design, or 
interactive design. Some researchers have lengthily 
discussed the concept of what is “beautiful is usable,” 
signifying that a “beautiful” object influences usability [19], 
while other scholars have shown that there is no relationship 
between usability and visual aesthetics [20] or the factors 
are independent from each other [7]. User engagement is 
part of a positive UX [21]. Carr [22] explains that game 
players are able to make choices and important decisions 
during gameplay by virtue of the visceral characteristics of 
visual elements. This implies that users make judgment 
based on both cognitive and emotional capabilities [23], 
induced by visual elements [24]. It becomes essential to 
examine user perceptions and behavior during gameplay 
interaction. This will provide a deeper insight why users are 
attracted and engaged to play games [7]. The main objective 
of this study is to examine the effect of visual aesthetic 
quality on four components of user engagement [25] in 
tablet game interfaces. According to extant literature, no 
distinction has been made concerning the level of visual 
aesthetics in products that have an impact on usability. The 
second objective attempts to bridge the knowledge gap by 
providing insights to identify the level of visual aesthetics in 
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user interfaces that influence usability. Section II provides 
an overview of the literature review. Section III justifies the 
methods, including data gathering procedure. Section IV 
elucidates the analysis and results portion. Section V 
concludes the paper. 

II. LITERATURE REVIEW  
It has been argued that the components associated with 

usability, such as effectiveness, efficiency and satisfaction 
alone cannot be a sole predictor of UX. The inclusion and 
assessment of hedonic and experiential attributes concerning 
human technology interaction such as pleasure, fun, 
enjoyment, and engagement are necessary to close the loop 
[26]. A game interface connects a player’s experience to the 
gaming system; hence it becomes imperative to understand 
user engagement, UX, and emotional outcome, along with 
the characteristics of the tablet user interface. It is clear that 
mobile devices have a set of new features (touch screen, 
camera, GPS, etc.) over game consoles that offers different 
mode of interactions. According to Cyr et al. [27, pp. 951], 
aesthetics has demonstrated to have a “positive effect on 
user perception on mobile system's ease of use, usefulness 
and enjoyment.” However, the impact of the degree of 
visual aesthetic quality (low or high) on perceived usability 
is not clear.   

O’Brien and Toms [25] conducted a study in the e-
commerce domain to explore the hedonic and utilitarian 
motivation with regards to user engagement in the online 
shopping domain. The hedonic and utilitarian motivation 
and engagement include both functional and pleasurable 
aspects of UX and the hedonic qualities of product attributes, 
such as entertainment and utilitarian concepts including 
efficiency, cost, and functional attributes influence user 
engagement. Consequently, several studies have been 
conducted to assess user engagement in the domains of 
video games [28], online news [29] [30], and web searching 
[31]. UX examines the quality of information interactions 
from users’ perspective [21]. User engagement forms part of 
UX, as the positive side of user interaction is accentuated, 
whereby technology can entice and motivate the user 
towards product use [32]. User Engagement is defined as a 
user-product relationship encompassing an emotional, 
cognitive and behavioral bond that prevails over time [6]. 
User Engagement encompasses the initial reaction of users 
towards technology [33] as well as the continuous use and 
re-engagement with the information system over time [34] 
[35]. Engagement is determined by factors like visual 
aesthetics, system usability, user involvement and 
evaluation of the experience [34]. It was recommended that 
the term “engagement” should replace “satisfaction” as the 
latter does not signify the experience a user is drawn into a 
user interface [36]. User attitude towards the system is part 
of engagement and focused on the thoughts of individual 
users [37], “feelings” [38], “their degree of activity” [37], 
and “during system use [39]”. O’Brien and Toms [40] 
devised the UES scale to measure user engagement by 

assessing user perspective of perceived usability, aesthetics, 
novelty, felt Involvement, endurability, and focused attention. 
In this study, it was recommended to combine novelty, felt 
involvement and endurability into one factor called reward, 
because they all formed part of the hedonic aspects. By 
contrast, perceived usability, aesthetics and focused 
attention emerged to be typically different from each other 
in the UES scale study. Wiebe et al. [28] recommended to 
use fewer constructs in the UES scale. Hence, the UES scale 
was reduced to four factors: perceived usability, aesthetics, 
focused attention and reward [29].  

A description of the user engagement scale components is 
provided as follows. Researchers have associated, 
endurability to an experience in which users will remember 
the most gratifying moments during an activity, and will 
most likely repeat those activities again [41]. It is also 
associated to user loyalty. Novelty covers a new idea or 
concept pertaining to game narrative or storytelling, or a 
creative method for a player to interact with the game user 
interface, which may give rise to elements of surprise or 
excitement during gameplay. It arouses a user sense of 
curiosity [42]. Felt involvement is described as a fun 
experience which sustains user interest in an interactive 
environment which may arise from an emotional connection 
between the interface and the user [28]. Focused attention is 
defined as a high-level concentration and absorption of 
one’s mental state into an activity, which resonates with the 
flow theory, whereby the notion of time is lost when a user 
is fully immersed into the activity at hand [26]. Aesthetics 
appeals to the senses. Engholm [43] defines aesthetics as the 
“sensuous qualities, the emotions, moods, and experiences” 
that occur while interacting with a product. Visual aesthetics 
refers to the appearance the user interface, depicted as the 
top-most visible surface layer of the UX model [44]. 
Perceived usability is defined as the ease of use, the 
practical side of a product use, with goals such as efficiency, 
effectiveness, and user satisfaction in specific contextual use 
(ISO 9241-11). 

III. METHODOLOGY 
The objectives of this study were: (i) to examine the 

relationship between visual aesthetic quality and perceived 
game usability (ii) to examine the impact of visual aesthetic 
quality on game engagement. A convenience sample frame 
of fifty-six participants were recruited for the first objective 
on a university campus in the US. Thirty-five participants 
took part in the second objective. The within-subject tests 
minimized error variance individual differences between 
treatments. Participants were randomly assigned to each 
treatment to create equivalent conditions and to control 
extraneous variables across conditions. Participants selected 
for this study were between 18–35 years old. Perceived 
game usability data were collected using the dimensions 
related to pragmatic quality (PQ) of the AttrakDiff 
instrument. The dimensions related to visual aesthetics 
quality (AT) of the AttrakDiff instrument were used to 
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gather data related to the perceptions of visual aesthetics 
[25]. PQ is comprised of seven bi-polar items, and is related 
to the perceived usability assessing ease of use. Similarly, 
AT consists of 7 bi-polar items, aimed to measure the 
perceived visual aesthetics of the game user interfaces. The 
procedure involved a within-subjects test whereby the same 
participant interacted with both game versions. Each 
participant was randomly assigned to play either the low or 
high visual aesthetic game version in order to ensure high 
internal validity; according to Law of Probability, this 
ensures that two equivalent groups are created [27]. A high 
visual aesthetic quality of an iOS adventure game was   
primarily created; the same interface was modified into a 
low-quality visual aesthetic condition by violating the 
Principles of Design, such as rendering low-bits graphics 
and reducing the contrast between foreground elements and 
the background. Each game session lasted for 10 minutes. 
At the end of each game session, participants were 
instructed to complete the 7-items of the PQ and the 7-items 
of the VA section of the AttrakDiff instrument, and the 31-
items of the User Engagement Scale (UES) questionnaire. 
The original UES is a self-report instrument which consists 
of the following constructs: usability, aesthetics, focused 
attention, novelty, endurability, felt involvement to capture 
user engagement. In this study, data from the three 
constructs novelty, endurability and felt involvement were 
combined as a single construct called reward.  

IV.  RESULTS AND ANALYSIS 
The first objective of this study was to examine if a 

variation of the visual aesthetic quality (low or high) a game 
user interface influences perceived game usability. The 
perception of usability data was first inspected for normality 
of distribution and verified for ANOVA assumptions. The 
boxplots did not reveal any extreme outliers or skewness. 
The bell-shaped curve, though slightly skewed to the right, 
confirmed that the data were normally distributed. During 
the preliminary analysis, it was noted that the variability of 
the perceived usability for the high-quality visual aesthetic 
quality was higher than the low visual aesthetic quality 
version. The perceived usability result was reported using 
AttrakDiff-(PQ) while the perceived visual aesthetic quality 
result was reported using AttrakDiff-(AT) (Hassenzahl, 
2003).   

It was important to verify if the perceived visual 
aesthetic quality of the two game conditions were different. 
The result demonstrated that the perception of visual 
aesthetic quality was statistically significant, 
F(1,51)=76.997, p<0.05, n=52. The null hypothesis is 
rejected, inferring that there is a significant difference of 
perceived visual aesthetics between the quality for the two 
game user interfaces. The descriptive statistics reveal that 
the high visual aesthetic quality interface had a mean value 
of 4.89 whereas the low visual aesthetic quality was rated at 
3.91; the boxplot shows that high visual aesthetic quality 
interface had a higher variability, slightly skewed to the 

right. The partial eta-squared, np
2 = 0.602, and according to 

Cohen’s [45] guidelines, is considered a large effect. It is 
deduced that 60.2% of the variance in the dependent 
variable, perception of visual aesthetics, is accounted by the 
independent variable, visual aesthetic quality. 

A one-way repeated measures ANOVA was conducted to 
compare the mean values of perceived game usability in 
the two levels of user interfaces, low and high visual 
aesthetic quality. IBM SPSS result for the PQ dependent 
variable shows F(1, 55)=0.196, p=0.660, n=56. For the low 
visual aesthetic interface, the mean value of the perceived 
game usability was rated at (µ=4.84, SD 0.74) whereas for 
the high visual aesthetic interface, the mean value for the 
perceived usability was (µ=4.88, SD 0.79). Given that p-
value>0.05, this implies that the perception of usability of 
both conditions of the game interfaces was not statistically 
significant, as both the low and high visual aesthetic quality 
were deemed to be equally usable. It was deduced that there 
was no effect-size, as per Cohen’s guidelines [45], given 
that partial eta-squared, np

2 =0.004, which indicates that the 
independent variables, low and high visual aesthetic 
qualities, did not influence the dependent variable, 
perceived usability.  

Pearson Regression Analyses were conducted to have a 
deeper understanding of the relationship between (i) the 
independent variable – perceived high visual aesthetic 
quality of game interface, and the dependent variable - 
perceived game usability (ii) the independent variable – 
perceived low visual aesthetic quality of game interface, and 
the dependent variable, perceived game usability.  

The relationship between perceived game usability, as 
measured by AttrakDiff-(PQ), and perceived high visual 
game aesthetics, as measured by AttrakDiff-(AT), was 
investigated using Pearson product-moment correlation 
coefficient. Preliminary analyses were performed to ensure 
no violation of the assumptions of normality, linearity and 
homoscedasticity occurred. There was a weak, significant 
positive correlation between the two variables, r=0.298, 
n=55, p=0.035. The high visual aesthetic quality 
significantly supports perceived usability, as p<0.05. Given 
the value of R2=0.089, 8.9% of the variation in the response 
variable could be explained by the high visual aesthetic 
game version. It is reasonable to deduce that high visual 
game aesthetic quality has an effect on perceived game 
usability. 

In addition, the relationship between perceived game 
usability, as measured by AttrakDiff-(PQ), and perceived 
low visual game aesthetics, as measured by AttrakDiff-(AT), 
was investigated using the Pearson product-moment 
correlation coefficient. There was a weak, positive 
correlation between the independent variable, perceived low 
visual aesthetic quality, and the response variable, perceived 
usability, r=0.193, n=49, p>0.05 9 (p=0.185). Low visual 
game aesthetics did not significantly support the predicted 
perceived game usability. Given the value of R2=0.037, it is 
deduced that 3.7% of the variation in the response variable 
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was accounted for by the independent variable. Therefore, it 
may not reasonable to rely on this equation to predict 
perceived game usability using the low aesthetic quality 
version of the game user interface. It is deduced that low 
visual game aesthetic quality does not have an influence on 
perceived game usability.  

The second objective was to evaluate the impact of 
visual aesthetic quality on user engagement in the same 
experimental setting. A repeated one-way ANOVA data 
analysis of the UES questionnaire revealed that there was a 
statistically significant difference of user engagement level 
between the two game versions, F(1,34)=18.05, p<0.05, 
multivariate partial-eta squared 0.348. Following the 
commonly used guidelines proposed by Cohen [45, pp.284–
7], (0.01=small, .06=moderate, 0.14=large effect), this result 
suggests a very large effect size. This result comprises all 
the four components of the UES instrument. Users were 
more engaged in the high visual aesthetic version of the 
game user interface, which scored a mean value of µ=2.92 
(SD 0.49) as compared to µ=2.67 (SD 0.45) for the low 
visual aesthetic version.  

 

TABLE I. DESCRIPTIVE STATISTICS UES COMPONENTS 

UES 
Dimension 

Mean 
 

Significant 
value 0.05  
 

F-
statistics 

Low Visual 
Aesthetics 

High Visual 
Aesthetics 

Overall UES µ=2.67 
(SD 0.45) 

µ=2.92 
(SD 0.49) 

p<0.05 F (1,34) 
=18.05 

Reward  µ=2.99 
(SD 0.69) 

 µ=3.24 
(SD 0.75) 

p=0.003  F (1,34) 
 = 10.09 

Focused 
Attention 

µ=2.39 
(SD 0.91) 

µ=2.45 
(SD 0.92) 

p=0.467  F (1,34) 
 = 0.540 

Aesthetics  µ=2.77 
(SD 0.53) 

 µ=3.78 
(SD 0.40) 

p<0.05 F (1,34)  
= 53.78 

Usability  µ=3.53 
(SD 0.52) 

µ=3.65 
(SD 0.49) 

p=0.111 F (1,34)  
= 2.68 

 
 
Four individual dimensions of UES were individually 

compared as shown in Table I. All the user-engagement 
constructs (reward, focused attention, aesthetics, usability) 
were rated higher for the high-quality visual aesthetic game 
user interface version, implying that participants were more 
engaged in that version. Participants found a significant 
difference between the low and the high visual interface in 
the case of aesthetics and reward, p<0.05. There was no 
significant difference in the case of perceived usability and 
focused attention between the two game conditions.  

In order to examine if the components of user 
engagement were influenced by each condition of visual 
aesthetic quality of game user interfaces, a multiple 
regression analysis was conducted to predict the continuous 
dependent variable, perceived visual aesthetic quality, based 
on the following four multiple independent variables: 
reward, focused attention, aesthetics, and usability 

In the case of the high visual aesthetic quality, there 
was linearity as assessed by partial regression plots and a 
plot of studentized residuals against the predicted values. 
There was independence of residuals, as assessed by a 
Durbin-Watson statistic of 2.455. Homoscedasticity was 
present, as assessed by visual inspection of a plot of 
studentized residuals versus unstandardized predicted values. 
No evidence of multicollinearity was found, as assessed by 
tolerance values greater than 0.1; the Collinearity Tolerance 
ranges from 0.325 to 0.681. The assumption of normality 
was met as assessed by the Q-Q plot. As shown in Table II, 
three components of user engagement, namely reward 
(p=0.001), aesthetics (p<0.005) and usability (p=0.008), 
(except focused attention, p=0.096) significantly predicted 
perceived high visual aesthetic quality of the game user 
interface, F(4, 34)= 7.739, p<0.005. R2 for the overall model 
was 50.8% with an adjusted R2 of 44.2%, a large effect size 
according to Cohen (1988). 
 

TABLE II.  PEARSON CORRELATIONS COEFFICIENTS BETWEEN HIGH 
VISUAL AESTHETIC QUALITY INTERFACE (HQ) AND UES COMPONENTS  

 Perceived 
Visual 
Aesthetics 
(HQ) 

Aesthetics Focused 
Attention 

Usability 

     
Aesthetics 
 

0.671**    

Focused 
Attention 

0.226 0.374* 
 

  

 
Usability 

 
0.401* 

 
0.378* 

 
-0.018 

 

Reward 
 

0.525** 0.590** 0.691** 0.377* 

** p<0.005; * p<0.05 
   

 

TABLE III. PEARSON CORRELATIONS COEFFICIENTS BETWEEN LOW 
VISUAL AESTHETIC QUALITY INTERFACE (LQ) AND UES COMPONENTS  

 Perceived 
Visual 
Aesthetics 
(LQ) 

Aesthetics Focused 
Attention 

Usability 

     
Aesthetics 0.404*    

Focused 
Attention 

0.440** 0.548** 
 

  

 
Usability 
 

 
0.222 

 
0.079 

 
0.123 

 

Reward 
 

0.631** 0.535** 0.606** 0.463** 

** p<0.005; * p<0.05 
   

In the case of the low visual aesthetic quality, there was 
linearity as assessed by partial regression plots and a plot of 
studentized residuals against the predicted values. There was 
independence of residuals, as assessed by a Durbin-Watson 
statistic of 1.916. Homoscedasticity was present, as assessed 
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by visual inspection of a plot of studentized residuals versus 
unstandardized predicted values. No evidence of 
multicollinearity was found, as assessed by tolerance values 
greater than 0.1. This implies that there was no evidence 
that two or more independent variables were correlated to 
each other, as the Collinearity Tolerance ranges from 0.424 
to 0.726. The assumption of normality was met as assessed 
by the Q-Q plot. As shown in Table III, three components of 
user engagement, namely reward (p<0.005), aesthetics 
(p=0.008) and focused attention (p=0.04), (except usability, 
p>0.05) significantly predicted perceived low visual 
aesthetic quality of the game user interface, F(4, 34)= 5.214, 
p=0.003. R2 for the overall model was 41.0% with an 
adjusted R2 of 33.1%, a medium effect size according to 
Cohen (1988). 

V. CONCLUSION 
The above results add an important contribution to the 

field of HCI. High visual aesthetic quality of game 
interfaces has an impact on perceived usability, whereas 
interfaces with low visual aesthetic quality are not perceived 
to be usable. The results from Table 1 show that visual 
aesthetic quality had an impact on the overall user-
engagement which was significantly different in each 
condition. The high visual quality game interface was more 
appealing as the colorful and crisp graphics sustained users’ 
interests; the look and feel of the game elements were 
perceived to be more user usable. Emotional visceral 
responses, which emanate from our subconscious minds, are 
elicited by virtue of the game aesthetic quality. Colors, 
attractiveness and layout are essential design aesthetic 
elements that can immerse a player during mobile gameplay 
[46]. The level of overall user-engagement was greater in 
the high visual aesthetic quality. 

Moreover, two components namely reward and 
aesthetics were perceived to be significantly different, as 
part of the engagement level in the two experimental 
conditions. This implies that a high visual aesthetic game 
user interface influences users’ perception of endurability, 
novelty and felt involvement, holistically referred as reward, 
signifying that there were aspects of the high visual 
aesthetic interface that were self-motivating, gratifying, 
exciting, fun and surprising. This kind of engagement level 
prompted the users to play the game again in order to derive 
those unique experiences.  

By contrast, the mean value of the two other components 
of user-engagement, focused attention and perceived 
usability, were not significantly different, and were 
perceived to be equivalent in either game interface. This 
leads to the conclusion that there are other factors besides 
visual aesthetics such as game mechanics and game 
narrative in tablet games that might have influenced 
focused-attention and perceived usability. 

A limitation of the current study is that it may not be 
generalizable to other game types due to the relative small 
sample size. Further research is required to examine how 

game characteristics and components such as game 
mechanics and narrative may affect focused attention and 
usability in game interfaces. For future work, a larger 
sample size should be considered, including random 
selection of participants to increase externa validity of the 
experiment. This study can also be repeated with different 
cultural and/or demographic populations. This current study 
builds upon a previous work in progress research study that 
was presented at ACHI 2016. 
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Abstract—In text messaging via smartphone, many users feel 
pressure to rapidly exchange messages. This study investigates 
reply speeds in smartphone messaging, focusing on messaging 
with read receipt functionality. This function allows the sender 
to see when a recipient has read a sent message. Using a 
questionnaire completed by 213 female college students in 
Japan, we investigate the time before negative emotions are felt 
while waiting for a reply. Results showed negative emotions 
arise in significantly less time when waiting for a reply to a 
read message than an unread one. 

Keywords—reply speed; read receipt function; emotion; text 
messaging. 

I.  INTRODUCTION 
People looking at their phones while walking are now a 

common sight on the street and in train stations [1]. 
Although they do so for a variety of reasons, it seems that 
many are texting while walking in order to quickly reply to 
received messages [2]. In text messaging with mobile phones 
and smartphones, many users feel pressure to rapidly reply 
[3]. However, there are few studies examining response 
speed in text-based communication. To clarify demands for 
rapid responses in text messaging, this study investigates 
reply speeds in messaging via smartphones and assesses the 
time before negative emotions arise while waiting for a reply. 

In text-based communication such as conventional email, 
there is no interaction while a message sender waits for a 
reply. However, messaging apps such as Facebook 
Messenger and LINE have read receipt functions, which 
notify senders when recipients have read a sent message, 
allowing senders to know that recipients have read the 
message before any reply arrives [4]. In such exchanges, 
many senders are concerned not only about the time spent 
waiting for a reply, but also about the time until the read 
receipt appears [4]. For example, the sender may suspect that 
the recipient is ignoring the message if the read receipt is not 
displayed after an extended time (“ignored unread”), or if no 
reply is received long after the read receipt has been 
displayed (“ignored read”). Conversely, recipients may 
worry about being misunderstood for leaving messages in an 
“ignored unread” state when they cannot read messages 
immediately, or in an “ignored read” state when unable to 
immediately reply to read messages. We hypothesize that 

read receipt functions are strongly associated with interaction 
speed. Therefore, this study focuses on relations between this 
display function (which does not exist in conventional 
mobile phone messaging or email) and requirements for 
response speed. 

The study used a questionnaire survey to investigate the 
time before negative emotions occur while waiting for a 
reply in text messaging on smartphones. This covered 
messaging with  read receipt functionality, such as Facebook 
Messenger and LINE, and wait times were categorized as 
read status or unread status. The questionnaire focused on 
four representative negative emotions often mentioned in 
interpersonal communication research: sadness, anxiety, 
anger, and guilt. We recognized that a variety of additional 
factors are likely involved, such as message content and 
context, but as it is difficult to conduct a survey that covers 
all possible factors, we focused on two kinds of message 
recipients: friendships [5] and family relationships [6]. 

The rest of the paper is structured as follows. In Section 2, 
we present method of this study. In Section 3, we present 
results of this study. Finally, we conclude in Section 4. 

II. METHOD 
Survey participants were 213 Japanese female students 

(mean age = 18.67; SD = 0.94; age range, 18–22 years) at 
universities in the Tokyo area. The participants in this survey 
were limited to young women, because young women are 
more inclined to maintain human relationships through text 
messaging, and prefer and use messaging more than do men 
(e.g., [7]). All participants possessed their own smartphone 
and regularly used text messaging applications with read 
receipt functionality. Participation in this survey was 
voluntary. This survey was conducted in July of 2017. 
Participants were asked to answer a paper-based 
questionnaire.  

The questionnaire asked “At noon, you send a text 
message to two recipients (family and relatives and friends), 
from whom you expect a response. Once sent, the message is 
immediately displayed as read. While waiting for a response, 
how long will it take for each of the four negative emotions 
to arise in you? How long would it take for each of the four 
negative emotions to arise if the message remained unread?” 
Each questionnaire item was answered using ten times of 
day: 1 = Until 13:00, 2 = Until 15:00, 3 = Until 17:00, 4 = 
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Until 19:00, 5 = Until 21:00, 6 = Until 23:00, 7 = Until 01:00, 
8 = Until the next morning, 9 = Until noon the next day, 10 = 
Later than noon the next day. Each of the four negative 
emotions and each of the two recipient types were measured. 
Because answers are provided on an ordinal scale, the 
resulting data are subject to nonparametric analyses. 

III. RESULTS 
To compare time before each emotion occurs while 

waiting for a reply from recipients in read and unread 
statuses, we conducted the Wilcoxon signed-rank test using 
time-zone option responses for each of the two recipients and 
for each of the four negative emotions. Results indicated 
significant differences between read and unread status for 
each recipient and for each negative emotion. Table 1 shows 
the times before each of the four emotions occur while 
waiting for a reply from each of two recipients in read and 
unread status. We regarded the period from option 1 to 7 as 
“the same day as the message was sent” by considering 
option 7 (until 01:00) to mean the same thing as “by 
bedtime.” The main results were the following three points: 
1) For both recipient types, negative emotions arise in 
significantly less time when waiting for a reply to a read 
status message than one with an unread status. (Though only 
a marginal difference in occurrence of guilt when waiting for 
a reply from family and relatives). 2) When messages are in 
read status, anxiety occurs when no reply arrives from family 
and relatives on the same day. 3) When a message is in 
unread status, anxiety occurs when no reply arrives from 
family and relatives on the same day. 

To find differences between sadness, anxiety, anger, and 
guilt with respect to the time before these four negative 
emotions occur while waiting for a reply from each of the 
recipients in each of the statuses, we conducted multiple 
comparisons among these emotions for each condition of the 
two recipients × the two statuses. The main results were the 
following four points: 1) Anxiety arises in significantly less 
time than does sadness (p < 0.001), anger (p < 0.001), or 
guilt (p < 0.001) when waiting for a reply from family and 
relatives for both read and unread statuses. 2) Anger arises 
in significantly less time than does guilt (p < 0.001) when 
waiting for a reply from only family and relatives for both 
read and unread status. 3) There is no significant difference 
between sadness and anger in the time before these emotions 
occur while waiting for a reply from only family and 
relatives for both read and unread statuses. 4) There is no 
significant difference between anxiety and sadness in the 
time before these two emotions occur while waiting for a 
reply from only friends for read status. 

IV. CONCLUSION 
The study clarified that sadness, anxiety, anger, and guilt 

arise in significantly less time when waiting for a reply to  a 
read status than an unread status from all recipients. That is, 
senders experience negative emotions when they do not 
receive replies from recipients who were able to read the 
sender’s message. Among the four emotions, anxiety and 
sadness tend to occur early, while anger and guilt tend to 
take longer. We observed that when waiting for a reply from 

family and relatives, anxiety occurred in a shorter time in 
both read and unread status. Relationships with family are 
more intimate than friends, so senders may be more prone to 
worry about accidents or illness when messages remain 
unread for a long period, resulting in faster experience of 
anxiety. There is also likely a strong emotional dependence 
of young people on their families. Late replies may therefore 
more easily lead to anger and subsequently to anxiety. We 
also found that when waiting for a reply from friends, 
sadness occurred more quickly in the read status. While 
family relationships are strong, friendships may be relatively 
fragile [8], and the ending or erosion of such relationships 
results in sadness. Senders may interpret a lack of reply as 
indication of a decline in recipients’ interest in them, 
resulting in a faster experience of sadness. 

In future work we will gather scenes in which users 
intentionally manipulate reply speeds and analyze them in 
detail. In addition, this study solely surveyed young Japanese 
women. To generalize the results obtained in this study, we 
should examine the influence of differences in gender, 
culture, and generation. 
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TABLE I.  TIMES BEFORE EACH OF THE FOUR EMOTIONS OCCURS WHILE WAITING FOR A REPLY IN READ AND UNREAD STATUSES. 

Recipient  
Type 

Status 
Sadness  Anxiety  Anger  Guilt 

Median (IQR) z p  Median (IQR) z p  Median (IQR) z p  Median (IQR) z p 
Family and 
Relatives 

Read 10 (4.5 – 10) 
-4.73 <0.001 

 6 (3 – 10) 
-3.02 <0.01 

 10 (5 – 10) 
-4.13 <0.001 

 10 (9 – 10) 
-1.88 <0.10 

Unread 10 (6 – 10)  7 (4 – 10)  10 (7 – 10)  10 (9 – 10) 

Friends 
Read 9 (4 – 10) 

-6.27 <0.001 
 8 (4 – 10) 

-5.41 <0.001 
 10 (6 – 10) 

-4.75 <0.001 
 10 (7 – 10) 

-3.08 <0.01 
Unread 10 (7 – 10)  9 (6 – 10)  10 (9 – 10)  10 (8 – 10) 

 Note. IQR = interquartile range; z = z-value of Wilcoxon signed-rank test; p = significance probability of Wilcoxon signed-rank test. 
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Abstract—In text-based communication via social media, users 
can communicate using not only emoticons and emoji, but now 
also a third type of graphical symbol called “stickers.” This 
study focused on role of stickers in communication. A 
questionnaire was developed, which asked subjects to 
individually rate the usefulness of 25 features of stickers on a 
Likert-like scale. Using this questionnaire, a survey targeting 
211 Japanese college students was conducted. Data obtained 
from the questionnaire were compared by gender and degree 
of text-messaging dependency for each question item. Results 
indicated significant effects of dependency and gender. 

Keywords—sticker; emoticon; perceived usefulness; text-
messaging dependency; gender differences; text messaging. 

I.  INTRODUCTION 

In recent years, a new type of graphical symbol called a 
“sticker” has appeared in social-media-based text messaging 
applications [1]. This study focuses on the role of this new 
type of graphical symbol. Stickers play a role in transmitting 
emotions, similar to emoticons and emoji, but they also serve 
other functions [2]. Research comparing the features of 
emoticons, emoji, and stickers found that whereas emotional 
transmission is the main role of emoticons and emoji, 
stickers can also change the flow of communication and 
serve as an alternative to text messages [3]. This previous 
research [3] generated a detailed list of sticker features by 
administering a survey to hundreds of Japanese young adults 
who own smartphones and routinely use LINE messenger. 
Participants were asked to provide free-text descriptions of 
the usefulness of stickers. To examine the role of stickers in 
greater detail, a questionnaire was administered that 
contained questions related to each of these features. 

Previous research has examined gender differences with 
respect to emoticon use [4]. For example, various researchers 
have suggested that women use more emoticons in 
computer-mediated communication. Conversely, another 
study showed that, compared with women, men use more 
emoticons in blog posts [5]. Results related to gender 
differences in emoticon use are thus mixed [6]. A previous 
study examined the usefulness of emoticons, emoji, and 
stickers, and showed gender differences in usefulness ratings 
of these three symbol types [3]. The authors suggested that 
ratings were influenced by text-messaging dependency [7] in 

addition to gender. Namely, since symbols serve various 
roles, multifaceted effects of gender and dependency may 
appear within each role. This study separately examines 
these effects for each feature of stickers. 

We prepared a questionnaire asking subjects to rate the 
multiple features of stickers on a Likert-like scale based on 
that employed in the previous study [3]. Using this 
questionnaire, we surveyed 211 Japanese college students. 
Data obtained from this questionnaire were compared by 
gender and degree of text-messaging dependency for each 
question item corresponding to each feature.  

II. METHODS 

Survey participants were 211 Japanese students (110 
women, 101 men; mean age = 19.09; SD = 2.34) at 
universities in the Tokyo area. All participants possessed 
their own smartphone and regularly used messaging 
applications capable of exchanging stickers, such as LINE.  

We constructed questionnaire items based on previously 
identified sticker features [3]. This was done by consensus of 
the authors. This resulted in a 25-item questionnaire that 
asked participants to rate each sticker’s usefulness feature 

TABLE I.  TWENTY-FIVE-ITEM QUESTIONNAIRE ON STICKERS 

 Using stickers makes it easy to convey emotions. 
 Stickers make it easy to interpret emotions. 
 Using stickers can convey facial expressions. 
 Stickers show the facial expression of the sender. 
 Stickers can express messages that cannot be expressed in words.
 Stickers can express subtle nuances. 
 It is possible to see the intent of the message just by looking at the 

sticker.
 Stickers are cute.
 The variety of stickers is abundant. 
 Using stickers can end a prolonged exchange. 
 Stickers accentuate textual exchange. 
 It is possible to express user preferences with stickers.
 Using stickers makes interactions cheerier. 
 A text message is already included in the stickers (so inputting 

characters is unnecessary).
 Using stickers makes interactions fun. 
 Using stickers facilitates interaction.  
 Using stickers can change the topic. 
 Introducing newly found stickers is fun. 
 Sending stickers is a catalyst for interaction. 
 Sending stickers can buy time to prepare text messages.
 Using stickers speeds up interaction. 
 The stickers themselves become the conversation topic.
 Stickers are playful.
 Stickers can entertain recipients. 
 Lighthearted communication is possible using only stickers.
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using a 7-point Likert-like scale from 1 (not useful at all) to 
7 (very useful). These items are listed in Table 1. 

We measured messaging dependency using an 
abbreviated 15-item version of the Text-Message 
Dependency Scale [7] modified by the authors. This scale 
comprises emotional reaction, perception of excessive use, 
and relationship maintenance subscales. Each subscale 
involves five questions scored on a 5-point Likert-like scale 
from 1 (strongly disagree) to 5 (strongly agree). 

III. RESULTS 

To investigate the influence of gender and degree of text-
messaging dependency on each usefulness rating, we 
assigned gender (male or female) and dependency group 
(high or low) as between-subjects factors. We then 
performed a two-way analysis of variance for each item. 
Results indicated a significant main effect of gender for only 
the following items: “Using stickers makes it easy to convey 
emotions,” (F(1, 207) = 5.49, p < 0.05, ηp

2 = 0.03); “Stickers 
are cute,” (F(1, 207) = 10.97, p < 0.001, ηp

2 = 0.05); “Using 
stickers can end a prolonged exchange,” (F(1, 205) = 4.25, p 
< 0.05, ηp

2 = 0.02); and “A text message is already included 
in the stickers,” (F(1, 206) = 14.05, p < 0.001, ηp

2 = 0.06). 
Each of these significant differences indicate that women 
appreciate these features more than men do. 

A significant main effect of dependency group was only 
seen for the following items: “Stickers can express messages 
that cannot be expressed by letters,” (F(1, 204) = 5.63, p < 
0.05, ηp

2 = 0.03); “The variety of stickers is abundant,” (F(1, 
206) = 7.10, p < 0.01, ηp

2 = 0.03); “Using stickers makes 
interactions cheerier,” (F(1, 205) = 4.05, p < 0.05, ηp

2 = 
0.02); “Sending stickers is a catalyst for interaction,” (F(1, 
207) = 6.97, p < 0.01, ηp

2 = 0.03); “The stickers themselves 
become the topic,” (F(1, 207) = 7.53, p < 0.01, ηp

2 = 0.04); 
and “Lighthearted communication is possible using only 
stickers,” (F(1, 206) = 6.79, p < 0.01, ηp

2 = 0.03). Each of 
these significant differences indicates that the high-
dependency group appreciated these features more than the 
low-dependency group did. In addition, a significant main 
effect of the dependency group was seen in “Using stickers 
can convey facial expressions,” (F(1, 207) = 6.17, p < 0.05, 
ηp

2 = 0.03). However, this significant main effect is qualified 
by the significant interaction of gender × dependency group, 
F(1, 207) = 4.15, p < 0.05, ηp

2 = 0.02. To rate this feature, we 
performed a simple main effect test using Bonferroni’s 
adjustment to investigate differences among the dependency 
groups for each gender. The results suggested that the high-
dependency group rated this feature as more useful than did 
the low-dependency group among men (p < 0.01), but there 
was no significant difference among women. 

Only the following items were significant in the gender × 
dependency group interaction: F(1, 207) = 4.22, p < 0.05, ηp

2 
= 0.02 in “Stickers can express subtle nuances”; and F(1, 
205) = 8.28, p < 0.01, ηp

2 = 0.04 in “Using stickers facilitates 
interaction.” We performed simple main effect tests using 
Bonferroni’s adjustment to investigate differences among the 
dependency groups in each gender. The results showed that 
men in the high-dependency group rated these features as 
more useful than did those in the low-dependency group 

(“Stickers can express subtle nuances,” p < 0.05, “Using 
stickers relieves interaction,” p < 0.01), but there were no 
significant differences among women. 

IV. DISCUSSION 

Regarding ratings of sticker roles, we found that some 
ratings are influenced by gender and some by degree of 
dependency. Further, there are both overlapping and unique 
parts within the scope of these influences. 

Some features in which gender differences were found 
are functions common to both conventional emoticons and 
emoji. Many previous studies have found that women have 
higher affinity for emoticons and emoji than do men, while 
other research has shown no gender difference, or even 
opposing findings [6]. This study, which focused on stickers, 
may explain the mixed results related to emoticons and emoji. 
Gender differences were seen in the ratings of some sticker 
roles that are common with emoticons and emoji, but there 
were also effects of text-messaging dependency.  

Roles related to the overall impact on interaction, such as 
“Sending stickers is a catalyst for interaction,” and “The 
stickers themselves become the conversation topic” appear to 
be roles unique to stickers [2][3]. There was no gender 
difference for these roles. The Text-Message Dependency 
Scale [7] measures how people perceive their usage of text 
messages along with their attitudes toward compulsive text-
messaging in the context of interpersonal relationships. In 
particular, high-dependency groups tend to fear disruption of 
relationships in the absence of text messages [7]. Therefore, 
the high-dependency groups may be more careful in 
maintaining interactions via text messaging, and use stickers 
to accomplish this. 
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Abstract—This paper is a reflective paper discussing fear, and
the emotions associated with it, felt by the elderly while using
modern technologies. The pattern of fear emerged from our
initial research activities. The preliminary results presented
here are part of the pre-study phase within the Multimodal
Elderly Care Systems (MECS) project, which focuses on the
design of a safety alarm robot for the elderly. Here, we
explored various design issues that elderly encounter in their
daily interaction with various modern technologies. One of the
explored issues is digital feedback, the subject of this paper.
The aim of our exploration was to look at what potential design
implications that digital feedback may have on the elderly’s
interactions with these technologies, such as triggering the
feeling of fear when using them, and what we could learn from
those when designing a robot safety alarm. Finally, we propose
familiarity as a central design concept for designing feedback.

Keywords-fear; digital feedback; elderly; modern
technologies; familiarity.

I. INTRODUCTION

In this paper, we chose to address the feeling of fear, and
the emotions associated with it, felt by the elderly while
using modern technologies, such as smartphones and
computers. More specifically, we chose to use here the term
fear as an umbrella term for derivatives emotions, such as
angst, anxiety, concern, doubt, dread, unease, uneasiness,
worry, aversion, fright, phobia, presentiment [1]. We
exemplify this through situations experienced by them, in
their daily lives’ interactions with these modern
technologies. Specifically, we focus on situations where the
users do not understand how to perceive the digital feedback
received. This may hinder them to understand correctly these
technologies, as well as discouraging them to use those. We
discuss situations where the feedback provided is improper,
and where there is not provided any feedback at all, e.g.,
lack of feedback.

The preliminary results presented here are part of the pre-
study phase within the Multimodal Elderly Care Systems
(MECS) project, which focuses on the design of a safety
alarm robot for the elderly. We explored elderly’s interaction
with various modern technologies in their daily lives, such as
smartphones and computers. The aim of our exploration is
twofold. On one hand, we look at what potential design
implications that digital feedback may have on the elderly’s

interactions with these technologies, such as triggering the
emotion of fear. We do this by bringing empirical evidence
from our fieldwork. And, on the other hand, we look at what
we could learn from those when designing a safety alarm
robot. There, we propose familiarity as a central design
concept when designing digital feedback.

But why should one focus on the phenomena of
feedback? Introducing modern technologies in the homes of
the elderly, such as robots, requires close scrutiny of the
design of current technologies used by them. Understanding
what issues the elderly experience in their daily lives with
these technologies will help us to develop our understanding
prior to designing new ones, such as a safety alarm robot.
Further, various societal challenges, such as the aging of the
workforce, as shown by [2][3], invoke consequences within
the healthcare field. As for Norway, by 2050, there will be an
increase of 21% in the elderly population [4]. Furthermore,
the active working force will not be able to tackle the
healthcare needs imposed by this increase (ibid p. 20), and
yet among the action plans taken at the European Union’s
level, regarding this societal challenge, is the digitalization of
health through the use of Information Communication
Technologies (ICT’s), so-called eHealth [5]. Moreover,
several studies address directly or indirectly the issue of the
digital divide between users with ICT literacy and those with
reduced ICT literacy. Elderly are often included in the group
of users with reduced ICT literacy as shown in [6]–[9]. Yet,
all of the above yield at how important it is to rethink how
we design new modern technologies, including digital
feedback, for the elderly as the target users.

The rest of this paper is organized as follows. Section II
describes briefly the case. Section III introduced the central
concepts used in this paper, feedback, fear, and familiarity,
by looking at what others have done. Section IV provides a
description of the methodology used. Section V presents
preliminary results from the MECS project, whereas Section
VI discusses those, and proposes familiarity as an essential
design concept to be considered when designing digital
feedback for modern technologies. Finally, Section VII
presents the conclusion, a summary of the paper and future
work.
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II. CASE DESCRIPTION

Multimodal Elderly Care Systems project [10] focuses
on exploring ways of developing in-motion digital
technologies, such as a safety-alarm robot, for the
independently living elderly (≥65 years). Among our project 
collaborators is Kampen Omsorg Pluss [11], an organization
providing accommodation facilities for the independent
living elderly. It has 91 apartments, where the residents can
rent them on their own, or together with their partner. The
building also has a reception, where the staff is available
24/7, in case of emergencies, or otherwise they arrange the
social, cultural and another type of events for them. In
addition, the facilities have a library, a restaurant publicly
open, a gym, and an open area where usually the residents
would have coffee every evening at 5 PM, presentations,
and performances. As a part of our MECS pre-study, we
have conducted three group interviews (n=3), and several
individual interviews (n=6, only three included in this work,
out of which 1 is a pilot-interview). These research activities
are related to the use of modern technology. We present
some partial results in this paper.

III. RELATED WORK

In this section, we present three central concepts used in
this paper: digital feedback, fear, as a feeling triggered by
the use of modern technology, and familiarity, proposed as a
possible design concept solution in preventing fear of new
digital technologies.

A. On Digital Feedback

The term feedback was initially used within control
theory and cybernetics [12] and was described as “the
circularity of action” between “the parts of a dynamic
system” (p. 53). Later, the same term was used within
learning theory, as a form of improving the learning of the
students, or the teaching quality. In this case, the feedback
could refer to a dialogical one, between humans, or between
humans but mediated by systems (e.g., learning platforms),
or between humans and systems, as in human-computer
interaction (HCI) (e.g., getting direct feedback from the
systems). [13] showed five clusters of characteristics of
feedback from learning theories, such as descriptive, task-
related characteristics, time-related, affective and emotional,
as well as characteristics related to its effects on learners (p.
5). Here, we are interested in the affective and emotional
characteristics. Further, according to [14] in [15], within the
HCI field, “feedback refers to a system’s response to users’
action”. Users are here also the learners of the system they
interact with. [16] showed that feedback is important when
errors should be minimized (p. 688-689). Within affective
computing, defined as “computing that relates to, arises
from, or influences emotions” [17, p. 1], feedback is
represented as bio- or multimodal feedback. Bio-feedback is
related to the improvement process, over time, of health and
performance [18], where one gets information (e.g.,
feedback) on this process. Multimodal feedback refers to the

representation of feedback through visuals, audio, haptic, or
video forms etc., and it is often discussed in relation to
design for vulnerable groups [19]–[21]. This type of
feedback is often discussed as a part of affective computing.
Sometimes, feedback becomes affective by design through
its multimodality, whereas in other cases it becomes
affective as a result of how the user experiences it. In this
paper, we look at how visual feedback becomes affective
feedback, when the users, here the elderly, do not
understand it. As an effect of the visual feedback received in
their interaction with the modern technology, they start
having feelings of fear when using it. The term is used here
as an umbrella term for the feelings associated with it. In the
next subsection, we explain it further.

B. On Fear

Within the field of Human-Computer Interaction (HCI),
one of the areas dealing with the notion of fear is affective
computing. [17] classified fear as one of the basic emotions
(p. 540, fig. 3), among the eight: joy, acceptance, surprise,
sadness, disgust, anger, anticipation, and fear.
Etymologically, fear can be “the emotion of pain or
uneasiness caused by the sense of impending danger, or by
the prospect of some possible evil.” [22]. Among its
synonyms are angst, anxiety, concern, doubt, dread, unease,
uneasiness, worry, aversion, fright, phobia, presentiment
[1].

Multiple studies on learning show that individuals, being
young or old, fear to deal with modern technologies. This
occurs either due to their lack of motivation or interest, a
high threshold between the knowledge possessed and the
challenge at hand, or due to the health condition of the
individuals. In [23] it was identified that obstacles in the
learning process affect their interest in learning. Here, if the
individuals’ motivation is sufficiently strong, they will
eventually learn the technologies, whereas if it is lacking,
there is a lower chance for learning to deal with those. [24]
shows that emotional factors affect elderly’s technology
acceptance in their homes, and a technology shall fulfill
their “functional, emotional, and social needs” (p. 711,
emphasis added). [25] emphasizes the importance of
motivation, that will determine the elderly people use
modern technology, such as smartphones, computers, or
robots. To this, the author adds: the importance of the
elderly’s health condition, in terms of mood and depression;
self-efficacy and coping when dealing with different
situations, i.e., the elderly shall feel they have a locus of
control over their environment (here the digital
environment); and the importance of wellbeing and
happiness (positive computing), a subfield of affective
computing, which deals with “the design and development
of technology to support psychological wellbeing and
human potential.” [26, p. 2]. However, in this study, we do
not deal with modeling of fear as explained in other
psychological or medical studies [27], [28], neither with
specific ranges of it as in [29]. Can then digital feedback
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motivate or demotivate the elderly to use the modern
technologies? We describe, in the next subsection,
familiarity, a concept that we propose as central when
designing for the elderly users.

C. On familiarity

Familiarity is often described as “a state” that feels
“friendly or intimate, a friendly interaction; close friendship,
intimacy” [22]. The concept is borrowed by several
researchers from Heidegger’s Being and Time [30, p. 405]
(354), which describes it as “[knowing] its way about” (p.
405 (354)). [31] argues that familiarity consists of
“dispositions to respond to situations in appropriate ways”
(p. 117). Later, [32] has used this concept to explain that
familiarity with technology “has been found to be
something important – if not crucial – in the general
relationship that people have with it and their attitudes
towards it”. Now, this becomes even more essential for the
elderly’s relationship with technology, as they might not
have had the same opportunities of experiencing it during
their “development years” (p. 464). The study presented by
[16] was conducted with 50 people with different
backgrounds and showed that “familiarity is the key” when
learning to deal with digital technologies, being “a form of
understanding”, of “getting involved” with the technology,
without requiring an extra effort when “doing things” (p.
468-469). Similarly, [33] have used this concept in their
study of older adults learning to use computers. The
authors’ advise that one should aim for “human-centered
design” (compare to “user-centered-” and “technology-
centered design”), where the design of technologies shall
“aim to build on the prior skills, self-perceptions and
aspirations of older people as competent individuals” (p.
29). In the same way, [34] describes familiarity as the
“engagement, understanding, and an intimate or close
relationship between the [humans] and the technology” (p.
89). Here, the authors propose implicitly to look at positive
computing as salutogenesis, as a way of focusing on the
factors that contribute to well-being and health, rather than
“treating” or “fixing” a disability, incapability or weakness
(p. 91).

IV. METHODOLOGY

According to [35], interpretive research is afforded
through “language, consciousness and shared meanings” (p.
2). Boland (1985) in (ibid) says that “the philosophical base
of interpretive research is hermeneutics and
phenomenology”. Further, we follow one of Ricoeur’s
thesis [36], that hermeneutics builds upon phenomenology
(p. 85). We interpret the textual data that using a
hermeneutical approach. We explain the data gathering- and
data analysis methods as it follows.

A. Data gathering

During our pre-study phase, we were particularly
interested in the participant’s own understanding of the

concept of robots, and other modern technologies such as
smartphones and tablets, as well as their experiences with
those. We have conducted multiple research activities,
gathering data through various research methods, including
three semi-structured group interviews, a pilot semi-
structured interview, and individual semi-structured
interviews. The details are shown in Table I below.

TABLE 1. OVERVIEW PARTICIPANTS
Research activity Number of

participants
Gender
distribution

3 group interviews 15 8 females, 7 males
Pilot interview 1 Female
Individual
interviews

2 Female

Total 18

The participants are elderly (≥65 years), part of the 
MECS project, recruited through MECS’ partner
organization. Some of the participants participated in
multiple research activities, whereas some did not. The
participants have different backgrounds and present
different levels of interest in modern technologies. No
family members were interviewed.

The interviews covered multiple types of modern
technologies. The same interview guide was used for the
first and second group interview. A pilot interview guide
was then developed, and together with the initial group
interview guide, served later as a base for the third group
interview. These were later used as a base for the individual
interviews.

Complementary to these, we have attended informal
meetings with the elderly at the Kampen Omsorg Pluss’
facilities, and other relevant presentations, in order to
familiarize ourselves with the environment and the
residents, e.g., the elderly. However, for this contribution,
we do not cover all the themes and pattern found in our
material. We focused instead on the pattern explored in this
paper, digital feedback and fear.

B. Ethics

This study is part of the MECS-project. MECS is
complying with the ethical guidelines from the Norwegian
Center for Research Data (reference number: 50689). The
participants were recruited through MECS’s partner
organization. They were given information about the study,
prior the study started, through a formal presentation. Prior
starting the research activities, the information was given
again, and the participants chose to participate on a
voluntary basis after reading the informed consent. They
were informed that they can withdraw at any time, without
any consequences for them. The data is stored on TSD
(Services for Sensitive Data) at University of Oslo, Norway.
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C. Data analysis

Our data analysis can be structured into two types: (1)
through the researchers’ positionality, and (2) through a
thorough analysis following several stages of filtering. Both
are described below.

(1) Positionality of the researchers and data analysis.

The researchers are considered here non-detached from
the data gathered during the research activities, such that
their positionality influence at some degree the results [37].
For instance, there were considered here researchers’ first
impressions on the data gathered on how elderly understand
robots and their experiences with various technologies.
These types of first impressions would result in post
research activity notes that were immediate to the field
activity. [38] calls this method headnotes as [39], which,
according to the author, describe “experiences, impressions,
encounters, and evaluations that are continuously present in
[the] memory” (p. 32). In the same way, in MECS, the
researchers would either discuss the perceived outcomes of
the activity, immediate to it or write down those in the form
of reflections. These would be later used in (2).

(2) The second type of analysis is a thorough one, that
follows several stages.

According to [40], “analysis is less a matter of
something emerging from the data, of simply finding what
is there; it is more fundamental a process of creating what is
there by constantly thinking about the import of previously
recorded events and meanings" (p. 168). In this way, the
process of analysis started already while being in the field,
as a form of doing some preliminary work [37, p. 134], as
described in (1). This has been followed by a multiple stage
analysis process, where the data went through some
analytical filters. We illustrate the process of data analysis
as a three-tier process, as shown in Figure 1.

The first tier embeds the research activities (annotated as
RA): group interviews, pilot-interview, and individual
interviews. The filled-in rounded squares, at the end of each
RA, represent the headnotes, or preliminary-work did right
after each activity in the form of discussions and reflections,
as explained in (1). The second-tier is described as open-
coding. Here, the raw data became textual data, in the form
of transcribed interviews, notes, or interview summaries.
Several of the researchers involved in MECS project has
analyzed hermeneutically the data, on their own, and created
codes through open coding, by reading the material “line-by-
line to identify and formulate all ideas, themes, or issues they
suggest, no matter how varied and disparate" [40, p. 143].
This resulted in a variety of scattered patterns, on one hand,
due to our variation in research activities, and on the other
hand, due to researchers’ own research interests that had
some influence on the research activities and their outcome.
For instance, the researchers analyzed the data on their own,
and thereafter share the analysis both through documents and
orally, during a formal analysis meeting. However, this is
valid for the first two group interviews, whereas the rest
were analyzed independently by the main author of this
paper. Noticing that feedback and fear were present patterns
in the data, but also due to own interest, the main author of
this paper chose to go through the data again, but also to
analyze further the next research activities. Some of the
researchers were either not part of the next research
activities, or other research areas to focus on, therefore we
cannot claim an inter-rater reliability of the study. However,
following [38], validity, in this case, is not of "a particular
concern", as the study focuses on gathering user-
requirements for the safety-alarm robot. Therefore, one
would need first to get insights into the participants'
understanding of modern technologies before creating the
safety alarm robot (ibid, p. 212). In addition, some relations
were developed between the RA, in an iterative way, based
on the findings from previous activities. This is not shown in
Figure 1, but a concrete such example is the understanding of
what a robot is. The elderly understood the concept of a
robot, either as something they have seen on TV’s, such as a
humanoid robot, or semi-autonomous vacuum cleaners and
lawnmower – this is what a robot is for them. For limiting
our scope, we do not cover these relations here, although we
are aware of those. In the third tier of the analysis process,
the main author of this paper went again through the whole
research material collected, for partially merging the data
collected in order to get a holistic view of it, and partially,
with the purpose of a second filtering and re-coding. In the
end, based on the recurrent pattern available, fear has been
selected to be discussed in this paper. In Figure 2, we show
the details of each of the tiers.

RA1 RA2 RAn1st tier …

Open
coding

Open
coding

Open
coding

Re-coding and creation of a pool
of recurrent patterns

2
nd

tier

3
rd

tier
Pattern
selection

Figure 1. Data Analysis Process
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V. PRELIMINARY RESULTS OF FEEDBACK AND FEAR

We illustrate in the next paragraphs two types of
situations from our research: technology providing improper
feedback where the user (here the elderly) does not know
how to proceed, and the technology not providing any
feedback at all, e.g., lack of feedback. We showcase each of
these through real-life situations experienced by the elderly
in their daily interaction with modern technologies, i.e.,
stories from the elderly.

A. Situation 1: Providing improper feedback

“SMS shows full. Do I need to buy a new phone?” - One
of the participants tells about her experience with the mobile
phone and the feedback of SMS - full blinking icon. She
would tell that she is not able to store any new photos
received from her children or grandchildren. The participant
feared that she had to buy a new phone and losing the
photos because of the feedback is shown by the phone.
Regarding the design issue here, we can look at how the
elderly may perceive the digital feedback gotten from the
technology.

“I couldn’t start it—but it was so much more.. among
others, the screen.. disappeared and so..” - Another

participant explains her experience with a semi-autonomous
vacuum cleaner which can be controlled by an app. During a
power outage, the app controlling the domestic robot
stopped working. The participant got a message that the app
“cannot connect to the cloud services”.

“Where is the ‘No’ option when updating software?” -
Another situation described by one of the participants is
related to the feedback received when a software shall be
updated. The participant explained that she is tired of
getting constant updates, and points out that an exit option
does not exist. She would get either the option ‘Now’ or
‘Later’, but not a ‘No’ option. She contacted the company
providing the operating system via a handwritten letter and
asked about this option. To her surprise, got called up by the
customer service, and got offered help on how to deal with
the two options available, ‘Now’ and ‘Later’, but the
company had no regard in planning to introduce a No-
option. The participant explained that she knew how to deal
with the updates, but what she wanted was that the feedback
should embed a ‘No’-option alternative. Regarding this
design issue, this has to do with the continuous update of
software and the point of view of the elderly on these
“never-ending” updates. This example illustrates a situation
where feedback messages do not provide enough options.

“It was just standing still there. Or when I pressed on it
there it says something about cloud-service. It didn’t do
anything, but I thought you will come tomorrow” - Another
participant explains a situation with controlling a semi-
autonomous vacuum cleaner through an app, which did not
provide sufficient feedback. Using the wording “cloud-
services” can confuse a user not-knowing what it means.
The user, in this case, relied on the researchers help to come
along the next days.

B. Situation 2: The software does not provide any
feedback at all, e.g., lack of feedback

“You were terribly afraid of doing something wrong” -
In one of our interviews sessions, one participant describes
that when she learns using new technologies, she is so afraid
of doing something wrong. A concrete example is that the
technology, being it smartphone or tablet, does not provide
any feedback on how to “get back to basics”: “so you were
very afraid that .. I did not feel I could come back to the
base. But I was afraid to do something wrong.”

By this, the participant means that the applications are
built in such a way, that one is expected to have that
intuitive knowledge, but for new learners, it can be difficult
to understand how to navigate within an app, and one can
easily “get stuck”. She explained about her experience when
using a streaming TV-channel app and its search function:
“I think now I will do this… Huuuu (exhales heavy) and I do
not get it.. and there are many of you who have explained to
me. (laughs) But it goes so fast!”.

1st tier
Data collection

 Group interviews
 Pilot-interview
 Interviews

 Headnotes – summaries, reflections, own notes
post research activities

2
nd

tier

Open coding
Step 1: read through each transcription/participant
and write down notes (on paper).

Step 2: organize the notes (relevant) in a table

Step 3: read through the whole document again and
mark with colors the themes

Step 4: gather the identified themes.

Step 5: write down other reflections and eventually
connect with previous observations

3
rd

tier Pattern
selection

Fear

Pool of
recurrent
patterns
 Fear

 Learning

 Robots

 Functionality

 Feeback

 Size

 ...



Figure 2. Data Analysis Process – Detailed View
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“I have an example absolutely horrible. I had to print
something on 3 pages.. and the printer goes fine.. and it
prints and it prints and it prints. I cannot afford it. In the
end, I had a lot of printed files..” - Another participant
explains an experience with a printing machine, where no
feedback was provided at all. She had to call an organization
that provides IT services for the elderly users, in order to be
able to stop the machine. Another participant agreeing on
the story, says: “It can get so difficult when one does not
understand [what’s happening].”

VI. DISCUSSION: FEEDBACK AND FAMILIARITY

In this section, we unpack the pattern of fear emerged
from our data, based on its derivatives, e.g., associated
emotions. The pattern is unpacked with regard to digital
feedback, and how it is experienced by the elderly. We
assigned this based on our phenomenological interpretation
and understanding of what has been communicated. This is
strictly our phenomenological interpretation, and we are
aware that other interpretations are possible. But first, we
typecast the situations described to the corresponding
derivative of the emotion of fear, as shown in Table II.

We can observe from concrete situations presented in the
previous section and typecast in Table 1 above how
feedback, from digital technologies, being it improper, or
lacking completely, may generate at some degree the
emotion of fear, or feelings associated with it. This is due to
either not knowing what happened, or how to proceed
further.

[42, p. 75] propose familiarity as a design aspect in order
to enhance the usability of the digital technology, pointing
out that “usability alone does not guarantee that the
technology will be used (Hirsch, Forlizzi et. al 2000)” (p.
86). Even in our study, the aspect of usability was indicated,
but feeling unsafe (aka feeling fear) is still an indicator of
using or not the technology. For instance, one of the
participants points out on his concrete experiences with new

digital technologies: “As soon as I feel unsafe regarding the
technology, I put it aside.”’; “First, I do not need it to.. go
[meaning learning it] in deep.. and secondly, I am afraid…
I feel unsafe, yes..”

Hence, here we could identify two aspects: on one hand
the aspect of familiarity through the feeling of safety, and

functionality, the value provided by the technology in itself.
But concrete experiences have to be complemented by

the allocation of the ‘appropriate resources’ if one should
follow the zone of proximal development (ZPD) theory on
learning [43]. What if the only ‘appropriate resources’ might
be the technology in itself, or as [31, p. 431] puts it: “~The
medium is the message.”? Specifically, in our case, digital
feedback can be considered as a carrier of design concepts,
such as familiarity. As we show in our findings, feedback
might be either improper or lacking completely. This also
implies that the elderly’s concrete experiences with
technologies are not supported through design. But how can
familiarity be applied to in practice to digital feedback? We
discuss further both situations described in Section VI
Preliminary Results.

A. Familiarity with a design concept for situation 1) –
providing improper feedback

First, a solution for providing proper feedback is, for
instance, through clear messages, avoiding the use of single
modalities of feedback representations, such as the blinking
icon for showing the status of full messages. Although, there
are situations when this type of feedback is supported by a
text informing the user about “full messages”, it does not
guide the user on how to proceed further. One solution is to
decrease the gap, e.g., the zone of proximal development,
between what the user knows, and what has to be achieved,
i.e., deleting messages, by providing proper feedback.
Specifically, we mean by proper feedback, descriptive and
relevant feedback: this can simply be done through a text
that points out how to proceed further, as for instance: “SMS
full. You need to delete some of your SMS before you can
receive new ones.”; or by including more step-by-step
guidelines: “SMS full. You can solve this by 1. Go to your
SMS messages. 2. Click long on one of the SMS from the
list. 3. Mark the checkbox of those SMS you wish to delete.
4. Select delete.” In this way, we decrease the gap between
what is not familiar to the user, and what it is.

Second, one can provide proper feedback, by avoiding
the use of technical terminologies, such as “it cannot
connect to the cloud-services”. Many of the elderly do not
know what a “cloud-service” is. Using such technical
terminology discourages them from using the technology.
Instead, one could build upon the concept of familiarity,
starting from the assumption that one does not know what
the “cloud service” is. This can be done either through
simple visualization or animations or through further
explanations in plain English. Second, this type of feedback
can be supported by additional alternatives, showing step-
by-step how one could connect to the service: “Have you

Situation
Typecast

The emotion of fear and its
derivatives

Situation 1
Not providing
proper feedback

Concern (here for
buying a new phone),
doubt (from getting a
black screen), unease,

uneasiness and
presentiment when the

technology provides
improper feedback

Situation 2
Not providing
any feedback at
all

Angst, anxiety, concern
unease, uneasiness,

fright, phobia, worry –
when there is lack of

feedback

TABLE II TYPECAST SITUATIONS – AND FEAR
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checked out your internet connection – is your router turned
on? Go to..”, without assuming that the users know how to
get around, giving them step-by-step feedback on how to
proceed further.

Third, in the case of not providing enough alternatives
example, one can provide proper feedback through giving
more explanations on why one has to proceed in a certain
way, e.g., such as updating the software when the “No”-
option is not available. Another way of doing it is through
actually making these updates invisible to the user. In that
case, the interaction should be robust enough, so the user
does not end up in not getting any feedback at all, as
described in Situation 2), which is also discussed next.

B. Familiarity with a design concept for situation 2)- not
providing feedback at all, e.g., lack of feedback

One can provide proper feedback before the breakdown
situation, when the user gets stuck, by indicating the user
where it is, or by preventing such a situation and offering
feedback in time. This can be done by building upon the
familiarity of the user – what does the user might not know,
and how can the design prevent breakdown situations? This
way of enhancing the user experience in its interaction with
modern technologies is sometimes referred as feed-forward
[40][41]. This approach relates to showing the way forward
on how the user shall proceed, prior an event occurred as an
effect of the user’s interaction with the modern technology.
In the next paragraphs, we provide a few examples.

First, a solution example is used for instance in Android
Operating Systems, when it is required in a text field, an
input from the user. Some designs allow so-called hints,
which are non-editable texts that are shown in the
background of a text field, indicating the user what to enter
in the respective field. This way of providing feedback to
the user counteracts eventual deviations in the user’s
interaction with the technology, prior to the interaction
occurring.

Second, another example is shown by autofill functions,
for instance, in a web-browser, where the text fields are
filled in with information, based on historical data – name,
email addresses, home address, zip code, phone number etc.
that have been used as input on that respective computer.

Third, a similar example is also the auto-complete input
function, that learns based on the user’s past inputs.

The second and third examples of built-in feedback are
examples, on supporting the user interaction with the
technology, on the go. As the technology learns more about
its user, it can also give appropriate feedback for that
specific user. Appropriate feedback is based in this case on
elements that are already familiar to the user.

These type of approaches are also often discussed in
literature of universal design, as simple and intuitive use,
and as perceptible information (see principles 3 and 4 in
[46]–[48]).

C. Some final reflections and wrap-up

One study, [49] shows that feedback increases
performance encourages reflection “by increasing
knowledge and awareness of behaviors and their impact”,
and has motivational consequences (p. 63). In this way,
feedback, not only encourages what [50] calls ‘reflection on
action’ on “evaluating [own] past behavior”, but also
‘reflection-in-action’, “the analysis of behavior as it occurs”
[49]. One should take into account feedback’s properties
such as: the technology, the content, timing, modality,
duration, frequency, presentation, user experience [49], as
well as spatiality between the user and the technology in
itself, which is important when interacting with robots, as
reported by [15]. Could then it be so that if the technology
embeds a better design of feedback (compare to improper,
or lacking completely as shown in this study), would
eventually contribute to the learning experience of the user
(e.g. elderly)? We argue that if users such as elderly would
be provided with enough and proper feedback, with respect
to the properties enumerated earlier, the zone of proximal
development will provide the user with sufficient resources
for the learner, in such way that the learner will feel safer to
use the technology. In its turn, this will contribute to the
familiarity of the user with the technology, reducing the
threshold between the user’s prior knowledge and the
challenge at hand.

VII. CONCLUSION AN D FUTURE WORK

In this paper, we have presented: what affective
implications the design of digital feedback in modern
technologies may have on the elderly users while they use
those, such as triggering the emotion of fear; and proposed
familiarity as a central design concept to be considered when
designing for the elderly users. We started the paper by
introducing the reader to three central concepts: digital
feedback, fear and the emotions associated with it, and
familiarity. Digital feedback is presented here as visual
feedback received by the elderly in their interaction with the
modern technologies. We argued that feedback can be
affective by its design, through multimodality, or become
affective as a result of how it is experienced by the users,
here the elderly. We exemplified this through the use of the
umbrella term for fear and the feelings associated with it,
e.g., derivatives, such as angst, anxiety, concern, doubt,
dread, unease, uneasiness, worry, aversion, fright, phobia,
presentiment [1]. After presenting our methodology, as an
interpretative phenomenological one, the methods used and
our analysis, we showcased this through empirical data.
Thereafter, we discussed theoretically familiarity as a design
concept that should be considered when designing feedback
in modern technologies. We argue that having familiarity in
mind when designing new technologies, can bridge the gap
between the elderly’s zone of proximal development and the
challenge at hand while learning new technologies. Yet,
specifically, we encourage to consider feedback as the
carrier of the familiarity design concept, which would
support the elderly’s learning process of interacting with new
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modern technologies. However, we do not address here the
issue of cognitive impairments, or representations of visual
feedback through other visual ways (e.g. animations). We
propose this be further investigated through concepts such as
universal design. Specifically, we intend to explore this
further through focusing on the principle five of universal
design, namely tolerance for error, and build further upon it.
Based on our theoretical findings, we hope, in the future, to
contribute to the design of modern technologies that will
encompass the patterns explored here. Based on our reported
work so far in the MECS project, we plan to build further
upon familiarity design concept while designing the safety
alarm robot for the elderly. More concrete, in a second phase
of the project, we introduced semi-autonomous vacuum
cleaners robots in the home of the elderly, in order to learn
more about their daily interaction with a robot. The partial
results presented here, as well as the second phase of the
project, are part of the MECS project phase where we get
insights on the elderly’s understanding of robots and welfare
technologies, as well as of the gathering requirements phase.
We plan to continue our work in this sense, in order to get a
deeper understanding of the pattern explored here.
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Abstract—User reviews is a research method with increasing
application in the application (‘app’) industry in recent years
because it allows development teams to better understand
users’ needs and ideas through user review analysis. However,
deciding how to interpret the massive daily incoming user
review data and how to sort them into useful information is a
challenge that development teams must address. This study
combined the architecture of an app with the excellent
information communication capability of information
visualisation and compiled a priority list of version releases
based on function areas mentioned in user reviews, allowing
development teams to create strategies for updates and
emergency resolution, as well as designing apps to meet users’
expectations, and to therefore achieve better user experience.
Subsequent to a heuristic evaluation, the three most important
suggestions were made: 1. Improve the enrichment of the
visualisation chart; 2. Increase follow-up evaluation; and 3.
Understand the reasons and context that lead users to like
apps. Experts that participated in the evaluation believed that
the visualisation chart generated in this study allows
developers to better understand users’ real needs, to be able to
focus on the more serious issues related to system structure,
and assign them with higher priority for repair such that
product evaluation will be enhanced resulting in more
download volume and profits. The experts also believed that if
visualisation charts can be enhanced with more flexibility and
user reviews will be followed up with ongoing evaluation, the
approach suggested in the present study will surely prove to be
very useful in the app market application.

Keywords-user review analysis; structured system;
information visualization; negative feedback.

I. INTRODUCTION

As the mobile app market continues gaining momentum,
more developers are now paying attention to user reviews.
Consumers usually consult others for opinions to better
understand their products or services of interest and to
support their purchase decisions [17]. To allow consumers
the opportunity to preview an app before downloading it,
the user reviews and Feedback section is located on the app
product download page in each app store download platform
to provide reference to consumers before downloading. The
section also serves as a channel for developers to make
corrections to the app based on the user feedback and to
meet the needs of consumers in the market.

Vu et al. [15] pointed out that conducting manual
analyses of user reviews is a huge challenge because for a
popular app, there are as many as thousands or tens of
thousands of reviews daily, and therefore, it would be very
time-consuming to read through all the reviews. In addition,
user reviews are generally messy due to misspelling, the use
of acronyms, abbreviations, emojis, and others. C. Iacob et
al. [8] also agreed that users often use unconventional
expressions when writing reviews, which can be very brief
and unstructured and do not usually follow syntax and
punctuation rules. This implies that merely relying on
computer programming to sort out and analyse user reviews
is not feasible. Rather, a certain level of artificial judgment
is needed in the preliminary sorting of messy raw reviews
before further computer processing should be performed to
ensure the accuracy of the results that are generated. Thus,
the question of how to filter out invalid reviews to pinpoint
authentic errors for correction and set the stage for
generating accurate results in subsequent computer
processing is an issue that development teams must address.

[7], [9] argued that product characteristics or product
functions identified in user reviews are conducive to
manufacturers in making adjustments to respective
characteristics or functions. In [11], semantics used in user
reviews were analysed for classification based on directional
product characteristics in reviews. Subsequent evaluation
was then conducted to sort out the good reviews from the
bad based on product characteristics. The respective
experimental results showed that this methodology is
effective to developers, as keywords extracted from product
characteristics help developers quickly locate problem areas
and understand the situation. Linking user reviews with the
system functionality and characteristics of an app will
certainly help developers expedite the sorting of messy user
reviews to a certain extent, resulting in the ability to make
up for negative user reviews.

In addition, [10] revealed that among the review ratings
that included the keyword ‘shortcoming’ in the feedback,
the percentages of ratings from 5-star to 1-star were: 0%,
10.84%, 31.03%, 55.36%, and 50.00%, respectively; and
that among the review ratings that included the keyword
‘bug report’ in the feedback, the percentages of ratings from
5-star to 1-star were: 0%, 0%, 22.41%, 33.93%, and
46.38%, respectively. We can see that for the keyword
‘shortcoming’, there was a huge increase from 31% 3-star
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ratings to 50.00% 1-star ratings and similarly, for the
keyword ‘bug report’, there was a big jump from 22.41% 3-
star ratings to 46.38% 1-star ratings. As the data showed, 3-
star was basically the cut-off in users’ app ratings, as the
majority of user reviews related to ‘shortcoming’ and ‘bug
report’ was accounted for in 3-star and below reviews.
Therefore, from the perspective of development teams, user
review analysis that focuses on 3-star and below reviews is
relatively cost-effective in app optimisation.

Appbot is a website exclusively designed to help
development teams further understand user reviews. Appbot
calculates the average star rating, provides rankings of
reviews based on the most frequently appearing words, and
combines star ratings with text to inform development teams
whether there is any need for imminent correction while
serving as correction support to development teams for the
next version release of the app. However, from the
perspective of development teams, information that only
presents flaws in the app is not sufficient for developers to
quickly identify the source of and reasons for the problem,
since development teams still need to spend a lot of time
identifying the exact problem area in the complex
programming before they can further resolve the problem.

The discussion in the introduction section shows that
user favorability can be promoted through the creation of a
good review ecosystem, achieving a high download rate and
an increase in profits. However, most of the current analytic
tools used in user reviews focus on user emotions,
frequently used words and sentences, or custom searches for
specific words or meanings as a basis for analysis; a tool
that can help development teams clearly identify the specific
problem area and the version with ongoing problems is still
missing. Therefore, development teams need to spend a lot
of time analysing the huge volume of reviews in order to
pinpoint the function pain point before they can report to
engineers for repair.

Therefore, the goal of this study is to identify user pain
points from a huge volume of messy consumer reviews.
Combined with the system architecture of the app, the
system function areas identified as pain points were
analysed and presented in a visualization chart format. A
preliminary model was then created to provide development
teams with queries for fast judgment, serving as support for
decision-making in upgrade proposals.

This paper is organized as follows. In Section II, we
present the literature review. Section III introduces the
method and the content analysis study. Section IV reports
on the results and summarizes the related work.

II. LITERATURE REVIEW

As a new genre of word-of-moth information, online
consumer product feedback is an emerging market
phenomenon that is playing a more significant role in
consumers’ purchase decisions. Online user feedback is
information left by users based on their personal
experiences and can therefore be regarded as a novel type of
communication tool that helps consumers identify the most
appropriate products [3]. According to [4], [13], user
feedback is like electronic word-of-mouth (eWOM)

marketing, and WOM marketing is widely recognised as a
very influential communication method. Prior to making a
purchase, consumers tend to refer to online feedback
systems. Therefore, from the perspective of providers of
goods and services, online feedback and feedback volume
directly impacts the sales volume of products and services.
Furthermore, user reviews and evaluations will form an
ecosystem; that is, bad ecosystems will slowly affect the
sales volume of products or sales and gradually deteriorate
into an even worse ecosystem, creating a huge roadblock
during product promotion and sale. Therefore, developers
must pay attention to the trend in user reviews at all times.
When reviews are found to be forming a bad cycle, timely
changes must be made to products and services to prevent a
bad ecosystem from forming. On the contrary, a good
ecosystem will continue increasing the sales volume
intangibly, resulting in a positive multiplying effect in sales;
good mass effect will create widespread benefits to
development teams.

Platform service providers are the medium between
developers and users. Nowadays, all major software and
publishing platforms such as the Apple App Store and the
Google Play Store have provided a user reviews section on
the bottom of each product page that also shows the average
rating of the product, providing consumers with easy access
to other users’ tips and comments on their personal
experiences. Before downloading an app (especially for
apps that are not free), app users can easily check the ratings
of the respective app, hence cutting down the cost of time
spent searching. In addition, since reviews are made by
users who are also consumers of the same product, their
reviews are considered more credible than the information
provided by developers due to conflicts of interests. Ante
[1] pointed out that majority of consumers look up user
reviews and ratings before making a purchase. Because of
this, the consumer’s first impressions become the basis for
consumption. For developers, platform service providers not
only can bring in high subscription volume and browsing
volume but can also save development teams time on
product promotion. Online user reviews also facilitate
development teams to release faster updates on products and
services.

Vasa et al. [13] argued that although the user review is a
new concept in the app industry, user reviews have been
regarded as a business strategy in other industries for many
years. Negative reviews allow developers to focus on
specific areas that need to be corrected. Therefore,
development teams can prioritise updates based on the
urgency expressed in the feedback, which will result in
better subsequent user reviews. According to [14], [16], in
the hotel industry, making appropriate analysis of reviews
will generate business opportunities. These two studies
found that prioritising updates on design or service process
that most consumers felt inappropriate makes consumers
feel valued by the business, thereby increasing the
probability that consumers will make repurchases or leave
better reviews in the future, both of which are beneficial to
the service provider.
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According to [12], user reviews are a form of value co-
creation. [2] additionally found that product evaluation
provided by consumers are perceived by fellow consumers
as more trustworthy than information provided by sales
personnel. One of the reasons why most consumers trust
consumer reviews was put forward in [3]: that consumer
reviews are based on personal usage experiences, leading to
the creation of a unique type of product information that can
help consumers identify products that they really need.
Therefore, online user review systems provide a venue for
consumers to share their opinions and experiences about
products. On the other hand, such venues also provide
valuable information resources to potential buyers,
facilitating effective and rational purchase decisions. Users’
word-of-mouth is more convincing than traditional media
[4].

From the perspective of sellers, [6] indicated that
subsequent to service failure, the majority of service
providers will take remedial measures to improve consumer
experience, hoping to change consumers’ negative word-of-
mouth into positive word-of-mouth. In terms of
development, user’s negative feedback related to system
errors are often valuable information that can be collected
for analysis and upgrades, as well as the promotion of
satisfaction intensity in related products and services. [5]
also pointed out from research results that user reviews are
similar to users’ needs, ideas, or ways of improvement that
provide positive inputs to development personnel.

From the perspective of users, the majority of designs in
product promotion are focused on the strengths of products,
with shortcomings left off. However, user reviews are the
opposite: consumers will take a neutral stance when making
comments, pointing out both the strengths and shortcomings
of the product. This is in essence a type of promotion that is
co-created by a group of consumers, and is therefore of
more reference value and is important information for
decision-making by new consumers.

From the perspective of developers, launching new
versions and functionalities to maintain user freshness is
important, but user reviews will directly impact customer
retention rate such that excessive negative reviews will be a
threat to product promotion and sales, and therefore should
not be neglected. Thus, how to strike a balance between
retention rate and freshness intensity is a serious challenge to
development teams.

III. METHODS

Based on the literature review, this study put forward
two areas of improvement that should be addressed in user
review analysis: 1. The volume of user reviews was too
huge making efficient classification impossible; 2. It was
impossible to pinpoint problem areas from user reviews. In
light of these two areas, this study adopted a system
structure and information visualization to simultaneously
resolve the above two problems. Taking advantage of
information visualization characteristics, complex data
would be converted into images that development team
members could understand, and related problems could then
be quickly clarified.

Thus, this study was divided into four stages: 1. User
review data collection; 2. Data arrangement and analysis; 3.
Visualization of analysed results; and 4. Heuristic evaluation,
as explained in Figure 1.

Figure 1. Study Flowchart

Sample App Selection

The two appropriate sample apps selected for
examination (due to the fact that the maximum number of
user reviews iTunes allows for scraping is 500, app selection
criteria in this study was having more than 500 reviews) in
this study were Walkr (Figure 2) and OPUS: Rocket of
Whispers (Figure 3) after obtaining agreements from the two
related development teams to provide assistance. The
following is a brief introduction of the two development
teams and the respective apps they have developed.

Walkr

Figure 2. Walkr (captured on 13th October 2017), data source:iTunes

Walkr (Figure 2) is a game app developed by Fourdesire
in Taiwan that was released in August 2014 with nearly
30,000 user reviews on versions released in the United
States.
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OPUS: Rocket of Whispers

Figure 3. OPUS: Rocket of Whispers (captured on 13th October 2017),
data source:iTunes

OPUS: Rocket of Whispers was a game app developed
by Sigono in Taiwan that was released on 14th September
2017. Its user reviews in Taiwan reached 4,000 immediately
after release.

The following steps and pictures are presented using
Walkr as an example.

Step 1. User Review data collection

Since it was time-consuming and error-prone to
manually enter reviews, Python programming was
employed because of its simple logic, fast download speed,
and ability to handle massive data. The development team
only needed to enter the review download addresses that
Apple iTunes allowed to open and define the data needed,
and they could then be quickly extracted. The reviews were
from the Apple iTunes stores in United States and Taiwan to
ensure languages used in post-hoc comparison were English
and Chinese only. The following five types of data were
also scraped: review date (Date), review title (Title), review
content (Content), Rating (Rate), and version (Version).
However, due to the fact that the maximum number of user
reviews Apple iTunes allowed for scraping in each app was
500, this study ranked the data based on the feature ‘Most
Helpful’. Users mark that they agree or disagree with other
users’ reviews, and the system would rank the reviews
based on number of users that agreed to determine the ‘Most
Helpful’ feature. That is, the more users who agreed with a
review, the higher the review would be ranked. This ranking
mechanism could eliminate invalid reviews to a certain
extent, alleviating the burden in subsequent data
arrangement. For each app, 500 user reviews would be
scraped as raw data, which were then directly exported to
Excel, as shown in Figure 4.

Figure 4. Partial map of Walkr’s raw review data

Step 2. Data Arrangement and Analysis

This stage involved raw data arrangement and mapping
of the app framework. Raw data were sorted based on Rate
and reviews that were 3-stars and below with emojis or
garbled reviews were eliminated; only raw data refreshed
with text arrangement were retained.

Secondly, the app structure was drawn using mind
mapping, and all clickable buttons in the app were drawn
from left to right according to the page flowchart (Figure 5).
Lastly, Python programming was employed using the text
search function to search for the function areas mentioned in
the reviews, that is, all the reviews that mentioned a certain
function were included in the mind map (Figure 6 is a
magnified version of the area enclosed in red in Figure 5).
Orange text represents 3-star reviews and red text represents
1-star and 2-star reviews.

Figure 5. Partial system structure of Walkr(1)

Figure 6. Partial system structure of Walkr(2)
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Step 3. Visualization of analysed results

App structure is often large, and although problems are
mostly concentrated in certain areas, with reviews included,
too much data and too big a page will not only make it
difficult to spot the problematic function area, but also make
the review text section impossible to read. Therefore, in the
visualization design stage, the functions mentioned in user
reviews were first sorted out in the structure using a version
timeline to sort on the timeline axis that could on the one
hand enhance readability, and on the other hand allow the
development team to gain a clear understanding of whether
the functional problem in the version was ongoing or
coincidental, and facilitate decisions on update priorities.
Figure 8 is a visualization chart.

Figure 7. Partial system structure of Walkr(3)

Figure 8 is a visualization chart showing the user
reviews analyzed by Walkr and it is composed of six block
areas that allowed the development team members to easily
understand and analyze the results. The meanings
represented by the six block areas are presented in the
following accordingly.

1) App name
2) Icon: orange circle represents 3-star user reviews

and red circle represents 1- and 2-star reviews.
3) Problematic functional structure (viewed together

with block area 4): the functional structure mentioned in
user reviews in the system structure in Figure 7. For
example, activity tracking was mentioned by users in Figure
6 and, therefore, activity tracking was included in this block
area to be viewed in conjunction with the version timeline.

4) Version Timeline (viewed in conjunction with block
area 3): version that users reported problematic in the
related function. For example, under activity tracking in
Figure 6, there were 9 users reporting a problem in the
following 8 versions: 1.3.3, 1.3.5, 1.3.6, 2.0.1, 2.0.2, 2.1.8,
2.1.10, and 2.1.13, all of which were 3-star ratings and
were therefore denoted by orange circles. According to the
activity tracking in Figure 8, the order was sorted
according to versions. Among them, version 2.02 appeared
twice and was therefore denoted with “x2” on top.

5) Sentiment Analysis: the higher the number, the more
negative the user sentiment is. Red represents 1- and 2-star
user ratings; orange represents 3-star user ratings.

6) Raw Data: the number of user reviews searched are
noted here; the number of 3-star, 2-star, and 1-star reviews
are also given; grey represents the number of 4- and 5-star
user reviews.

Figure 8. Partial system structure of Walkr(3)

Method

Taking the epic function in Figure 8 as an example:
when users reported problems in version 2.1.2, which were
also reported in version 4.04, it could be deduced that such
functional problems might likely be coincidental and
perhaps had to do with hardware problems in users’ mobile
phones. In that case, developers could choose to repair
functions that were mentioned more frequently in reviews.
For example, for the function of Apple Watch (The sixth
item in block 3 of Figure 8) that users have repeatedly
mentioned about system failure from version 1.1 to version
4.0.4, development teams could intercept the programming
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codes directly to test and repair the related area shown on
the picture.

As for system function (The last item in block 3 of
Figure 8), there were significantly more orange circles (3-
star) than red circles (1- and 2-star), indicating on the one
hand that there was not an urgent need for system
improvement. However, repairs targeted at maintenance
purposes such as system logistics, interface design, and logo
design would make the system more better and could
closely follow users’ needs. On the other hand, it can be
seen (In block 4 of Figure 8) that the development team has
actually made gradual system-related revisions as shown in
the increase in spacing between version 3 and version 4,
indicating that system stability and overall logistics design
were gradually recognised by users resulting in lower
probability of getting reviews of 3 stars (inclusive) and
below. This could be viewed as a sign of the gradual
maturity of the system.

Step 4. Heuristic Evaluation

This study adopted a heuristic evaluation for validation
by sending the development team the system architecture
and a design of the visualisation chart for review together
with two questionnaires that they were asked to fill out as
feedback. There were 7 true-false questions in
Questionnaire I aiming at understanding whether the results
of the present study were useful to development teams.
There were four short-answer questions in Questionnaire II,
the topics of which were focused on the following:
methodology adopted by the development team in previous
user review analysis, possible dilemmas development teams
have encountered, and the development team’s thoughts on
the recommendations made in the present study. Below is a
brief introduction of the background of the three experts
invited to participate in the evaluation (as shown in Table 1)
and the two questionnaires (Table 2 and Table 3) of
questions listed with respective reasons for question design.

The questions were designed not only to help the
researcher of this study obtain the development team’s
thoughts and recommendations on the results, but also (and
equally importantly) to share the development team’s
practical experience in handling issues and bottlenecks in
the past, the essential elements and application approaches
needed for user review behaviour analysis, and the
identification of context from feedback while helping the
development team further understand the advantages and
shortcomings of apps so that the development team can
draw on the advantages for better performance in the future
while making corrections to deficiencies for further
improvement.

The three experts invited to take part in the heuristic
evaluation were team members in charge of user behaviour
studies. In Questionnaire I, all three experts raised the issue
that the system architecture or functions seemed irrelevant
to the overall system architecture. To address this issue, the
following explanation was presented to the development
team: the user review analysis approach provided in the
present study was designed exclusively for internal use

within the development team. Therefore, during
architectural mapping, the development team could refer to
the files of the original system architecture design and edit
the design accordingly until reaching full integration
without leaving any deviation. Regarding mapping function
keywords, the way the present study named and understood
the keywords might be different than that of the
development team. However, if the system functions chart
was created by the development team, not only could the
team focus on new functions for independent analysis, but
common function issues could also be identified for further
investigation, resulting in a higher level of accuracy. The
experts also mentioned that they hoped to have more
detailed user reviews.

TABLE I. LIST OF EXPERTS

Expert Position Years of Experience Affiliation

A Sales 3.5 years Fourdesire

B Sales 4 years Fourdesire

C Product Manager 8 years Sigono

TABLE II. QUESTIONNAIRE I.

No
Reason for question

design
Question

1

To understand the
background and
experience of the team
member.

What is your position in the
development team? How many years
of related experience do you have?

2

To understand whether
the developer agrees
with the importance of
user reviews.

As a study of user behaviour, do you
think that User Review analysis will
help improve development projects?

3
To understand whether
negative reviews have
a higher priority for
consideration of
handling and if
duration is an
important basis.

Did the ratings of 1-, 2-, and 3-star
help the development team quickly
adjust the priority list of issues to be
handled?

4

Was information related to the
problematic version and the duration of
problem an important indicator to the
development team?

5
To understand whether
the present study can
effectively help
alleviate the
developer’s burden in
analysing user
reviews.

The present study combined user
reviews with system function
architecture. Did this approach enhance
the development team’s precision in
identifying and handling the problem
areas?

6

To continue with the above, did the
problems located in the function area
that was identified in user reviews
(such as the area enclosed in red shown
in the figure below) help shorten the
time needed for the development team
in system optimisation?

7

To understand whether
the results of the
present study are
accurate.

According to the development team’s
past experiences, were the problematic
functions listed in the visualisation
chart of the present study accurate?
(Here accuracy is defined as: 1.
whether the system functions pointed
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No
Reason for question

design
Question

1

To understand the
background and
experience of the team
member.

What is your position in the
development team? How many years
of related experience do you have?

out in user reviews were accurate, and
2. whether the function actually existed
in user feedback.

This was due to the fact that iTunes’ limit on the number
of user review downloads allowed for each app was 500, so
the present study could not provide more to the team. The
general public is not allowed to obtain all user reviews for
any single app. However, the app’s developer is allowed to
download every single review. Therefore, if developers are
to take charge of data scraping from different versions,
especially scraping 1-star reviews, a certain degree of
improved operationality is guaranteed, meaning that results
will be more accurate.

TABLE III. QUESTIONNAIRE II.

No Reason for question design Question

1

To understand the benefits
the development team has
gained from the results of the
present study.

What do you think is the most
helpful feature in the areas of
updating and optimisation
provided in the case study of the
present study?

2

To understand the past issues
encountered by the
development team and to try
to resolve them using the
results of the present study.

What are the most common
issues or bottlenecks the
development team has
encountered in previous
versions?

3

To understand the important
features that the development
team will pay attention to
when studying user reviews.

How did your development team
handle user reviews in the past?

4
To understand the expert’s
suggestions to the results of
the present study.

Is there anything else or any
particular item the development
team would like to further
understand that has not been
discussed in the results?

5 Q&A

Lastly, if there are still any
questions or interest in the topic
of this study, you are welcome
to leave message here with your
contact information. We will
reply as soon as possible.

Feedback from the three experts on analysis made in the
present study is arranged and presented as follows:

1) After the new version release of a function, the
follow-up evaluation should be conducted on user reviews
related to this function.

2) Add more enrichment to the visualisation chart.
3) In terms of user reviews of higher ratings, in the case

of Walkr, which had relatively fewer 1- to 3-star reviews,
analysing 4- and 5-star reviews may help find out what
functions users like and why.

4) The suggested approach was able to expedite the
identification of problem areas and versions.

5) Visualisation design facilitated understanding of the
severity of issues and the frequency of occurrence.

6) To understand whether issues were resolved by
version iteration.

7) System architecture and function names did not fit
the overall system.

8) The number of reviews was not enough, and the
flexibility of the visualisation chart was limited.

Lastly, the questionnaires that were returned showed that
after eliminating the programming bugs that needed repair,
the development team did not know how to focus on the
issues raised in user reviews, nor did they know how to set
up a priority list of issues to be corrected. In other words,
team members did not have a dedicated set of analytical
tools that allowed them to handle the large volume of user
reviews from various sources, and they had not set a priority
list of issues to be corrected.

IV. CONCLUSIONS

As seen from the analysis in the present study, user
reviews are a key factor in judging whether there is gradual
growth in an app. If there are enough user reviews, taking a
comprehensive view on user reviews helps developers
understand whether an app is on the right track for growth.
Visualisation charts also provide development teams easy
understanding in user review distribution and direction,
reducing the search time for identifying issues while quickly
understanding the real needs of users.

It is found from the two case studies that if an app only
has a few negative reviews, if user reviews are classified
into directional (clearly pointing out the area in system
function or architecture) system architecture review and
non-directional (mostly focusing on narrative of user
experience) user review, few directional user reviews mean
that the app currently does not have any issues in structural
functions. The majority of users are satisfied with the
system functions and have therefore switched focus to
expressing ideas and suggestions to the system, hoping that
the development team can follow the direction of the
reviews in updating. At this time, the development team can
follow the original plan to announce the new release of
functions to increase user freshness. On the contrary, having
more directional than non-directional user reviews means
that users think that there is problem in the system function.
Ignoring users’ requests at this time will result in user
churn. Thus, the development team must fix the problem as
soon as possible, rather than releasing new functions, to
calm down angry users and alleviate user churn.

The greatest challenge encountered in the course of this
study was in heuristic review because this study is still at
the model design stage; it needs verification and evaluation
from an outstanding and experienced development team in
the industry to help perfect the design process of the
research results. In addition, business secrets may be
involved in the research process, which most developers
cannot provide for assistance in evaluation. At the same
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time, core members of the development team were not easy
to get in touch with; emails sent to development companies
were often declined by the support team, resulting in a
challenge in seeking experts to participate in the heuristic
evaluation.
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Abstract—A robot moving in the home is a new experience
for most people. Classifying the different ways that humans
and robots move together can help in designing interactions.
In this paper, we first put robots’ movements into two cate-
gories: global—where a robot changes position in the home—or
local—where a robot’s position does not change, but parts of it
move. We also look at the idea of animation and how it can
give a robot style. Building on these definitions, we present four
movement conditions to classify movement between a human and
robot at home. Using familiarity, we can recognize some of these
conditions from other interactions we have. Using animation, we
can give the robot a style that can make the robot’s movement
more familiar and easier to understand. We close the paper
with possible ways of using this classification system for future
research.

Keywords–human-robot interaction; animation; style; move-
ment; familiarity; home

I. INTRODUCTION

The “elderly wave” is an issue that many western countries
are examining [1]. The number of people that will be retiring
and needing care will be much larger than the people entering
the workforce for these jobs. Consequently, some countries
and areas have set goals that more elderly should live inde-
pendently at home longer. One way of addressing this issue
is to turn to welfare technology that can assist the elderly [2].
One example is using the Internet of Things and smart home
sensors for reporting and helping elderly complete tasks [3][4].
Another example is using these sensors to provide someone
with a warning when things go wrong, such as an elderly
person falling [5]. But all these sensors in the house may
transform it from a home to a place where elderly may feel
they are under surveillance with no privacy and little control
over their life.

Robots may be an alternative for helping out at home.
Robots can be mobile and customized for handling different
kinds of tasks. A robot may give the person a chance of feeling
in control and a feeling of privacy. For example, an elderly
person could tell the robot to leave the room. Robots cannot
replace a human in every context, but it can provide support
for issues when a person cannot be present or help contact
a person. Robots may help in ways that would otherwise
require another human to always be present, and have diverse
knowledge. For example, robots can collect data and use
algorithms to give early warnings about issues (e.g., falling
down, low blood pressure, or suffering from poor nutrition).

Robots have been making their way into the home. Do-
mestic robots cut the lawn and vacuum, but other robots have
been around to provide entertainment (the robot dog Aibo [6])
or stress relief (the Paro seal [7]). We are working to create
a robot that stays with the elderly at home and serves as a

safety alarm and perform other services that the elderly want.
The aim is to improve quality of life of the elderly at home.
It is an opportunity for collaboration between the robot, the
elderly at home, and the assisted living help.

Unlike other types of technology at home that is either
stationary or wearable, robots can move around and possibly
perform tasks on their own. This raises several questions: How
can we make the robot familiar? How do robots’ movement
affect our interaction with them? Are there better ways for this
movement to happen? We wish to examine these questions. We
will begin by trying to define animation, movement, and style
(Section II). Next, we propose a framework for classifying
movements between a person and a robot (Section III). Then,
we will look at how familiarity can help make this robot
motion familiar, and we will present how style created through
animation can help in this familiarity (Section IV). Finally,
we will look at some limitations with this framework and
ideas for future work (Section V) before concluding the article
(Section VI).

II. BACKGROUND: MOVEMENT, ANIMATION, AND STYLE

First, we will define animation, movement, and style for
this paper. We will also look at some projects that have
involved robots and animation.

The physical idea of movement (or motion) is a change
in position over time that can work for some types of robot
movement we will call this global movement (Figure 1a). If
we were to imagine the robot in a house, global movement
would mean the robot moves in a room or moves to another
room. Let us define another type of motion where parts of the
robot move, but its global position does not change (Figure 1b).
This is local movement. Returning to our imaginary robot at
home above: its local movement would be moving parts on its
body (for example, rotating its body or moving an appendage
on its body) that do not move the complete robot in the room.
There is one situation left: no movement. That is, when a robot
standing still and not moving any parts of the body. To keep the
classification system simple, let us assume that no movement is
a special case of local movement. Of course, local movement
and global movement can be combined.

There are many ways a robot’s movement can be accom-
plished. The robot can move at a constant speed, it can speed
up as it starts out and slow down, or it can back up to get
a running start and can abruptly stop when it gets to the
destination. We can think of these approaches as animating
the robot. Normally, we associate animation with cartoons and
film, where one combines frames together to create movement
on screens, but the American Heritage Dictionary also defines
animation as, “the act, process, or result of imparting life,
interest, spirit, motion, or activity” [8].
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Figure 1. Examples of global and local movement: in global movement (a), the robot moves in a two-dimensional plane; the Aibo laying down and waving (b)
is an example of local robot movement.

Another way we can think of animating robots is moving
with style. With style, we are using Gallaher’s definition: “the
way in which a behavior is performed” [9, p. 133]. Gallaher
pointed out that style can also be thought of as expressive
movement. Gallaher was looking at people’s style, but this
concept has been successfully applied to robots [10].

How does animation make the robot move with style?
Animation gives the robot an interesting way of moving.
This animated motion can make the robot seem likes it has
a personality. The motion can also help the robot to better
communicate what it is planning to do (the robot’s intention
for lack of a better term).

Are there any design principles or guidelines for adding
this style? Looking at the history of animation on film,
Thomas and Johnston [11] documented twelve principles of
animation that animators at Disney used to create good ani-
mations. These principles include: (a) squash and stretch—an
animated object squashes and stretches its form, but never
truly loses its recognizable shape; (b) anticipated action—an
object needs to prepare itself before performing an action;
(c) follow through and overlapping action—actions are not
done in isolation, characters move seamlessly between them;
(d) arcs—limbs move in arcs, not straight up-down, left-right
motions; (e) secondary action—the object’s main action causes
other secondary actions to occur at the same time; and (f ) exag-
geration—over-emphasizing an action helps people understand
a characters feelings.

Adopting principles of animation from film can help in
making robots animated. Breazeal [12] references them when
working on the Kismet robot. Van Breemen [13] tried to apply
these principles in the facial expressions of the iCat [14].
His reason for doing this was to make the robot’s behavior
more natural and less machine-like. This would make the robot
easier to accept and have easier interactions.

As mentioned above, animation can make things “look
alive” or give them animacy. This may also give us some
feelings about them. Several experiments have been run where

a person works with an animated robot for a while, but then is
asked to “kill” it by, for example, destroying it with a hammer
or turning off its power to erase its memory [15]–[17].

There are several examples of using animation to communi-
cate a robot’s intention. Takayama, Dooley, and Ju [18] showed
how the animation principles can make it easier for a human
to understand and predict what a robot is doing. Gielniak and
Thomaz [19] found that creating anticipation for motion (i.e.,
one of the twelve principles of animation from above) made
it easier for people to predict what the robot was going to do.
In a later study, Gielniak and Thomaz [20] experimented with
exaggerating movement for a robot to tell stories. People that
saw the exaggerated movements remembered those parts of the
story better. These movements need not be big or elaborate.
For example, in a nod to the animation principle of secondary
action, a study with elderly people ran by Louie, McColl,
and Nejat [21] found that the participants enjoyed the “facial
expressions and different tones of voice” [21, p. 148]. Finally,
Baraka, Rosenthal, and Veloso [22] made the intentions of a
robot moving around independently more understandably by
adding animated lights to make the robot’s state more visible.

III. CLASSIFYING HUMAN AND ROBOT MOVEMENT

Human-computer interaction (HCI) has a tradition of study-
ing the use, design, and evaluating ways interfaces and inter-
actions are taking place in different contexts between humans
and stationary computers in workplace settings, public places,
and home settings. Mobile computing raised the importance
of the context of use and interaction to researchers’ attention.
This lead to the research area of context aware computing [23].
Ubiquitous and ambient computing raise the idea of computers
in the home, but hidden from view and not moving.

The conditions for the interaction taking place between
humans and computers in a stationary and mobile situation
are similar; there is a stable spatial arrangement between
the people and computers. In both situations, humans and
computers are interacting in the same place, with a stationary
relationship in-between the human and the computer.
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The spatial conditions change when robots enter the scene.
We may be used to moving things outside our home like
automobiles, buses, boats and trams. We are all living in a
shared world where we are used to other people moving around
at home and in public places. Yet in a home setting, we are
not familiar or used to things moving around except when
moving into a place, (e.g., renovating, or moving out of a
place). Furniture is moved, and there is movement of things
by residents and guests in the home, but very few things move
on their own.

In the home context, we can classify this movement:
(a) Things that we move around: furniture, peripherals,
clothes, machines like vacuum cleaners or furniture on wheels.
(b) Things moving themselves: domestic robots (robot vacuum
cleaners and robot lawn mowers) and our safety alarm robots.
If we examine the spatial arrangement for movement between
one human and one robot and classify the movement as
local and global from Section II, we get the following four
conditions (Table I):

1) Human moves locally and the robot moves locally,
2) Human moves locally and the robot moves globally,
3) Human moves globally and the robot moves locally, and
4) Human moving globally and the robot moving globally.

TABLE I. MOVEMENT CONDITIONS FOR HUMANS AND ROBOTS

Condition Human Robot

1 Local Local
2 Local Global
3 Global Local
4 Global Global

This framework for classification also gives a way to
compare the human-robot movement with other objects. In
Condition 1 and Condition 3, when the robot is moving
locally (including being completely still as per Section II),
the human is either moving locally or globally. This is similar
to conditions for interacting with stationary computers. We
can see Condition 1 when a person watches TV, and we can
see Condition 3 when a person approaches a switch or walks
towards a remote control.

The other conditions are more unusual in the home before
robots. For example, Condition 2 happens when toys are
moving. But Condition 4 does not have good analogs other
than perhaps chasing a moving toy. These other conditions
also indicate something that is unfamiliar. Gibson and Ingold
[24] find we are indeed familiar with movement, and they work
out the importance of movement on perception. But what we
are not used to is being around things that move—and not
being controlled or steered by other people! What can we do
to make this situation more familiar?

IV. FAMILIARITY AND MOVING ROBOTS AT HOME

To make robots moving at home more familiar, we need
to examine what familiarity is. Once we have an idea what
familiarity is, we can look at how we can make a robot’s
movement familiar. We can also see how animation and style
can help in making these situations familiar.

A. Familiarity
Familiarity plays a role in how people interact and use

things and objects. The common sense meaning of familiarity
is trivial. The familiar is often what we are comfortable and
safe with, be it situations, technologies, relationships, activities
or other people. We are often unfamiliar with is things we do
not engage with, have no skills with or understanding of, or
are foreign to us.

These three concepts; involvement, understanding and
unity of user-world are, according to Turner and Walle [25],
ideas that we can apply to get a grip on familiarity. Turner
and Walle stated that familiarity unfolds over time. Hence,
familiarity points to activities of daily living where we are
engaged and skillful people going about our everyday lives.
When breakdowns or interruptions happens, i.e., something is
faulty, missing or in our way for us to proceed, the separation
between people and their world is taking place, and equipment
and activities become visible as objects for our analysis [26].
However, this is not the primordial way of being in the world.

Van de Walle, Turner, and Davenport claimed, “What is
observable are the outcomes: easiness, confidence, success,
performance, which are all manifestations or signs of familiar-
ity,” [27, p. 467]. This shows that familiarity is subjective; it
can be described by observing activities or asked questions
in interviews. One way of investigating possible ways of
using robots in the home is to learn from what we already
are familiar with of movement. Harrigan and Rosenthal [28]
provided an introduction into non-verbal human behavior,
including proxemics. Hall [29] observed that human-social
spatial distances vary by degree of familiarity between the
people interacting and the number of people interacting. Hall
later provided a framework that identifies the main social
spatial zones by interaction and situations. He estimated these
distances visually in terms of arms lengths, close contact and
threat/flight distances—and researchers have since assigned
precise numerical values.

B. Making a robot’s movement more familiar
For all people, movement is a phenomenon that they are

familiar with. Moving within a place such as a home are
examples of the movement that we all experience in our
everyday life. We are familiar with seeing other people move.
We are familiar with seeing things move (for example, in the
house). We move about in concert with things such as phones,
watches, and footwear. There is nothing extraordinary with this
familiarity of movement of things and other people.

By focusing on familiarity of movement, we build on
people’s preexisting involvement, understanding and relation-
ship with the everyday world. We know how to move along
bicycles, automobiles, trains, trucks, metro cars as large objects
that move about. Even though we do not see the driver of a
metro car, we are familiar with the movement that unfolds.
In our homes, we are familiar with other people, and perhaps
animals, moving about the house. We are also familiar with
moving things around in our homes by ourselves, or by other
people. Moving a chair closer to the fireplace, or carrying wood
to the stove are two examples that we are familiar with. If not
done by ourselves, it is at least something that we have seen
in pictures or on film.

Walters, Dautenhahn, Te Boekhorst, et al. [30] have used
human-human proxemics for investigating interaction with
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robots. Yet this is all based upon a model of distances
and proxemics that has human-human movement as its base.
Another possibility may be to use human-thing distances and
proxemics as the starting point. This would be grounded in
our familiarity with movement of things.

If we think of familiar movement where an object moves
with us, we can find some examples: (a) navigating traffic, with
cars, bicycle and public transport material, (b) walking with
a rolling suitcase, (c) operating a wheelchair, (d) operating a
walking stick, and (e) operating a walker. We are all familiar
with these movements, but there is no field of literature to find
out more about these types of movement. Yet the concept of
familiarity helps us find these examples.

C. Making a robot more familiar by giving it style
In Section II, we posited that an animated robot moves

with style. Several of the robots from Section II do not move
from their location, but the way they move their parts makes
them appear more friendly and easier to relate to. Animation
also makes it possible to experiment with different kinds of
interaction depending on the animation style.

To jump back to HCI and graphical user interfaces, pro-
grammers can move items across the screen in many ways,
but animating can help people understand what is going on
when they are using a program. There is a different mood or
tone when a window minimizes by shrinking down to a small
area on the screen versus simply scaling the window. Just as
animated graphical user interface elements help explain what is
going on, the way a robot moves can be helpful in explaining
what is going on in an interaction with a robot. Naturally,
there are limitations—for example, robots must obey the laws
of physics and some types of motion put extra strain on the
robot [31]—but we can give a robot its own style by animating
it.

Animation can be present in all conditions in Section III.
For example, in Condition 1, the robot does not move globally,
but its local movement can still be animated by moving parts
of its body. This animation can give the robot a style, add some
personality, and give the effect of presence for the robot [32].
For example, if the person is asking a question or the robot
is providing feedback, animation can provide feedback to the
person about the robot’s state and other relevant information.
This does not have to be complex; a part of the robot rotating
can suffice, or lights blinking to indicate the robot is listening.
A simple rotation that follows the person can help keep the
interaction going in Condition 3.

Condition 2 can build on top of the animation from
Condition 1. Here, the animation of parts of the robot’s body
can be combined with its global movement. For example, if
the person asks for some privacy, the robot can start moving
away. This can give the person a sense of what the robot is
going to do. Animation could also affect how fast the robot
moves, combining animations could make a robot “appear”
angry, sad, surprised, or happy.

Since these two conditions can build on top of each other,
animation can also help with the transition between them. This
can offer the human a cue to the robot’s intention (i.e., it is
about to move or about to stop as Gielniak and Thomaz [19]
researched). From the robot’s side, it can also try to determine
the human’s cue to get information if it too should start or
stop.

Condition 4 is still unfamiliar for most of us in indoor
settings. But animating the robot’s movements can give it a
style to make it seem like this condition is more familiar. The
way the robot moves can imitate another person or an animal.
These imitations can remind us of other situations where we
and something else move, and this can make a robot and human
moving at the same time more familiar.

Looking at proxemics, animation can aid in building a
rapport between the robot and the human. Mumm and Mutlu
[33] discuss how a rapport is necessary for people to be
willing to get (physically) close to a robot or answer personal
questions. Mumm and Mutlu also point out that until a rapport
is established, certain actions that signal a good rapport (like
maintaining eye contact) should be avoided. Obaid, Sandoval,
Złotowski, et al. [34] found different distances for an ap-
proaching robot based on the posture of the human (sitting
or standing).

A framework for looking at movement gives us a way
to animate this movement and give it style. The way these
movements are animated may influence how willing someone
is to interact with it. As Saerbeck and Bartneck [35] found
when looking at how people experienced motion of robots,
the speed and way a robot moved caused people to describe
the personality or mood of the robot. Building on this work,
Noordzij, Schmettow, and Lorijn [36] found people associated
negative and positive emotion to a simple robot simply by
adjusting how it accelerated. On the other hand, if a robot
moves too slow, people may assume that the robot can never
get anything done and simply will not interact with it. If we
desire interaction with a robot that moves, we need to make it
an inviting experience.

Finally, familiarity does not have to just be in the form
of the robot. A challenge we can find from Hoffman and Ju
[37] is that robots that resemble something we are familiar
with (e.g., an animal or human) may bring expectations that
are difficult to achieve with current technology. Instead, a robot
moving expressively can be used for clues to interaction. These
movements follow physical properties in the world that people
are already familiar with and give them a starting point for
their interaction.

V. FUTURE WORK

There are limitations with this classification as it only looks
at a specific case of one human and one robot, and we can
explore different directions of movement as well. Yet, even at
its simple level, it gives us many questions we can investigate:
how can the robot move to bring trust and assurance when the
person is working with the robot? What activities can a robot
do that are not available when a technology is stationary or
only handheld? What conditions are necessary so that people
and robots can work together? How are these interactions
affected by the animation, proximity, automation, control, and
delegation? We can also examine the transition between the
different classifications.

Moving with style can be helpful. But different people
prefer different styles, and some style may work well in some
situations than others. Finding styles that are compatible with
the robot, the people, and the situation will be a challenge.

Returning to the issue of having a robot at home with
the elderly. Another issue to look at is how the animation
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can be tested. Many of the animation studies that we cited
in Section II were run in lab situations. This works well
for testing items in a controlled environment, but robots at
home need to work in more chaotic environments. Testing the
animations out in a home environment may be necessary to
see if the animation is helpful for the elderly.

Though we looked at movement conditions, an issue not
examined here is control. From our discussions in gathering
requirements from the elderly, people have different opinions
about a robot moving at home when they have control of its
movement versus it moving on its own. There is also a question
about what control means in a home situation with the elderly.
In Section I, we highlighted the idea of the elderly asking the
robot to leave, but are there points when the robot should stay?
Can it easily be called back?

As Chanseau, Lohan, and Aylett [38] found, people who
wanted a feeling of control also wanted robots to be more au-
tonomous. The size of the robot and a person’s anxiety towards
robots also influences proxemics. These issues are important
when introducing a robot—especially moving robots—in the
home of the elderly. Introducing a robot that can detect falls
benefits no one if it moves around the home and becomes an
obstacle to stumble over in everyday life. Then, it is a fall
creator for the elderly instead of a detector.

Finally, this classification focused on a single robot and
a single person at home. But there are many questions one
could explore to expand or apply this in other areas. Are
there other situations outside of home where this classification
applies as well? What happens when you add more “moving
parts” like other people and robots? Does animating a robot
work in all situations? What about animating robots that have
limited movement? These are all questions to explore in future
research.

VI. CONCLUSION

We have defined animation, movement, familiarity, and
style. Using these definitions, we have looked at movement
of robots in the home and classified the movement in relation
to humans and their movements. We have found parallels with
other types of movement in the home and ways that having
a robot moving in the home may be unfamiliar to someone.
We have also suggested animating the robot will make it move
with style. This style can give the robot a personality and make
the robot more familiar to people living at home.

We have started our investigation with the elderly by run-
ning focus groups and discussing the issues of robots at home
and how a robot’s appearance and movement affects them.
The information and the elderly’s opinions have been helpful,
and they seem interested in what things robots can do. We
will be presenting this in future work and are integrating their
feedback into our future activities. We hope our classification
of movement and incorporating animation can help in this.
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Abstract—Urinary sediment examination is used to evaluate
the possible urinary tract diseases of patients. Currently,
numerous approaches are applied to automatically detect Red
Blood Cells (RBCs) and White Blood Cells (WBCs) from
urinary sediment images. However, it is still a challenging task
due to the cellular heterogeneity. Deep learning approaches
have been shown to produce encouraging results on image
detection in various tasks. In this paper, we investigate issues
involving Faster Regions with Convolutional Neural Network
(Faster R-CNN) for the construction of an end-to-end urine
analysis system. We propose an effective baseline for RBCs
and WBCs detection on urinary sediment images by using a
pre-train Faster R-CNN model. We evaluate our urine analysis
system on a large dataset of urinary sediment images which
consist of more than 6,000 annotated RBCs and WBCs images.
Our results show competitive accuracy and acceptable run
time. Prospectively, the proposed methods could provide
support to pathology practice in terms of quantitative analysis
of tissue constituents in whole-slide images, and it could
potentially lead to a better understanding of urinary tract
diseases. Code and dataset will be made publicly available.

Keywords- Urinary Sediment; RBC; WBC; Faster R-CNN;
Applications in Medicine.

I. INTRODUCTION

Currently, urinary sediment microscopy plays an
important role in the clinical diagnosis of urinary tract
diseases [1][2]. It is possible to diagnose a patient's disease
by identifying the type and amount of sediment in the urine
specimen which is effective on early detection and disease
control. The development of the Automatic Urinalysis
System has been attractive to scholars over the past few
years.

The higher clinical value of sediment in the urine mainly
includes RBCs and WBCs. The qualitative and quantitative
analysis of RBCs and WBCs in urine sediment can not only
be helpful in detecting the disease but also help to explore
various options for urethral diseases treatment.

Several solutions for urinary sediment microscopy using
computer vision methodology have been proposed by
different studies [3][4]. However, it is still a challenging task
due to the cellular heterogeneity.

In 2005, nephrologists began to report concerns about the
frequent discrepancies in some reported results of urine
sediment microscopy [5][6]. For instance, the diagnostic
accuracy rates of acute kidney injury based on reports by

medical technologists and nephrologists were <25% and 69–
92%, respectively [5]. These differences could be caused by
the number of dysmorphic red blood cells identified, which
tend to be underestimated by image processing technologists.
In addition, dysmorphic RBCs were often misclassified as
WBCs, besides, the reports issued by medical laboratory
technologists overlooked the description of dysmorphic
RBCs.

One way to explore these cell types is to use
morphological clues in local neighborhoods to develop
automated cellular recognition via image analysis, which can
then be deployed for sophisticated tissue morphometry.

There are several factors that impede automatic detection
and classification of RBCs and WBCs. On one hand, the
inferior image quality may arise due to autofocus failure
during the digitization of slide. On the other hand, complex
tissue architecture, clutter of nuclei, and diversity of nuclear
morphology pose a challenging problem.

Particularly, in case of the large numbers of dysmorphic
RBCs appearing at urinary sediment, the detection accuracy
is significantly declined, due to the dysmorphic RBCs is very
similar to the WBCs in terms of cellular morphology (Figure
1). Dysmorphic RBCs are usually transformed by the red
blood cells being squeezed through the walls of the blood
vessels, causing the damage of cell wall. Furthermore, such
cases are not rare. Therefore, we need an effective approach
to distinguish the variety of objects from urine sediment,
especially isomorphic RBCs, dysmorphic RBCs and WBCs.

Figure 1. Isomorphic red blood cells (RBCs), dysmorphic RBCs
and write blood cells (WBCs).
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Figure 2. Our urinary sediment detection pipeline.

Faster R-CNN [14] is a particularly successful method
for general object detection. It consists of two components:
region proposal and estimate object candidates, which is
generally considered to be more effective for smaller objects
detection. However, there are few studies on the use of
Faster R-CNN for urinary sediment detection.

In this paper, we would investigate issues involved Faster
R-CNN for construction of end-to-end urine analysis system.
In addition, we would propose an effective baseline for
RBCs and WBCs detection on urinary sediment images by
using a pre-train Faster R-CNN model. In here, we expect
both isomorphic RBC and dysmorphic RBC to be detected
as RBC.

The rest of the paper is organized as follows: Section 2
introduces the related works. Section 3 presents the pipeline
that we used for detecting RBCs and WBCs. Section 4 is
devoted to experimental evaluation, whereas conclusions are
drawn in Section 5.

II. RELATED WORK

Cell and nucleus classification have been applied to
diverse histopathology related applications. Most existing
methods for cells detection share similar computation
pipelines: thresholding followed by morphological
operations, region growing, level sets, k-means, and graph-
cuts.

Cosatto et al. [7] proposed the detection of cell nuclei
using the difference of Gaussian (DoG) followed by Hough
transform to find radially symmetrical shapes. Vink et al. [8]
employed AdaBoost classifier to train two detectors, one
used pixel-based features and the other merged the results of
two detectors to detect the nuclei in immunohistochemistry
stained breast tissue images on the base of Haar-like features.
Dalle et al. [9] and Cosatto et al. [7] used shape, texture and
size of nuclei for nuclear pleomorphism grading in breast
cancer images.

Recently, the prevalent success of deep learning
approach in computer vision, such as Regions with
Convolutional Neural Network (R-CNN) [10], Region
Proposal Network & Binary Forest (RPN_BF) [11] and
Spatially Constrained Convolutional Neural Network (SC-
CNN) [12] have shown good performance on a large number
of histopathological image datasets. The R-CNN method
[10] trains CNNs end-to-end to classify the proposal regions
into object categories or background. Fast R-CNN [13]
enables end-to-end detector training on shared convolutional
features and shows compelling accuracy and speed. In [11],
an RPN_BF approach has been proposed an RPN that

generates candidate boxes, convolutional feature maps, and a
Boosted Forest that classifies these proposals using these
convolutional features. Korsuk et al. [12] proposed a SC-
CNN classifier to detect colon cancer cells.

III. CONVOLUTIONAL NEURAL NETWORK

CNN is one of the basic theories for deep learning,
therefore we briefly recap such network.

A CNN � is a composition of a sequence of L functions
or layers (��, … , ��) that maps an input vector x to an output
vector y, i.e.,

 � = �(�; �� , … , ��) 
= ��(∙ ;  ��) ∘ ����(∙ ;  ����) ∘ …

∘ ��(∙ ;  ��) ∘ ��(∙ ;  ��)

where �� is the weight and bias vector for the l the layer fl.
Conventionally, �� is defined to perform one of the
following operations: a) convolution with a bank of filters;
b) spatial pooling; and c) non-linear activation. Given a set
of N training data {(�� , ��)}���

� , we can estimate the vectors
��, … , �� by solving the optimization problem

 argmin��,…,��

�

�
∑ �(�(��; �� , … , ��), ��)�

���  

where l is an appropriately defined loss function. Numerical
optimization of (2) is often performed via backpropagation
and stochastic gradient descent methods.

IV. RBC AND WBC DETECTION BASED ON FASTER R-CNN

In this section, we describe our RBCs and WBCs
detection pipeline for urinary sediment images by Faster R-
CNN [14].

Faster R-CNN consists of two components, as shown in
Figure 2: an RPN that generates candidate boxes as well as
convolutional feature maps, and a Fast R-CNN used for
object detection. RPN is used to compute candidate
bounding boxes, scores, and convolutional feature maps.
The candidate boxes are fed into Fast R-CNN for further
classification, using the features pooled from the
convolutional feature maps computed by RPN. Finally, non-
maximum suppression (NMS) is used to merge the similar
results and get the output. In here, we use a urinary sediment
image dataset to train the RPN and Fast R-CNN network.
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A. RPN network

The RPN network shares full-image convolutional
features with the detection network, thus enabling nearly
cost-free region proposals. An RPN is a fully convolutional
network that simultaneously predicts object bounds and
objectness scores at each position. The RPN is trained end-
to-end to generate high-quality region proposals, which are
used by Fast R-CNN for detection.

We fixed the aspect ratio of anchors (Region Proposal
Boxes) [14] as 1:1 (width / height). This is because that we
need a square box to mark the positions of the cells. This is
unlike the original RPN [14] for detect general object that
has anchors of multiple aspect ratios. In order to detect
multi-scale RBCs and WBCs, we use anchors of 3 different
scales, starting from 20 pixels length of square box side with
a scaling stride = 1.2.

Following [14], we adopt the VGG-16 net [15] pre-
trained on the ImageNet dataset [16] to initialize the network
parameters. The RPN is built on top of the Conv5_3 layer,
which is followed by an intermediate 3×3 convolutional
layer and two sibling 1×1 convolutional layers for
classification and bounding box regression (more details in
[14]). The output layer of the RPN net provides confidence
scores and regression coordinate of the predicted boxes,
which can be used as the input for Fast R-CNN network.

B. Fast R-CNN network

For the detection process, we adopt Fast R-CNN
network as mentioned at [14]. To speed up the process, [14]
developed a technique that allows for sharing convolutional
layers between the two networks, rather than learning two
separate networks. For the convenience of the reader, we
briefly recap such approach.

A 4-step training algorithm has been adopted to learn
shared features via alternating optimization. In the 1st step,
the RPN network has been train. And this network is
initialized with an ImageNet pre-trained model and fine-
tuned end-to-end for the region proposal task. In the 2nd
step, they train a separate detection network by Fast R-CNN
using the proposals generated by the 1st step. In the 3rd
step, they use the detector network to initialize RPN
training, but fix the shared convolutional layers and only
fine-tune the layers unique to RPN. Finally, keeping the
shared convolutional layers fixed, and fine-tune the unique
layers of Fast R-CNN. As such, both networks share the
same convolutional layers and form the Faster R-CNN
network. In this solution, the RPN and Fast R-CNN
networks are merged into one network during training.

C. Implementation Details

For RPN and Fast R-CNN training, an anchor is
considered as a positive example if it has an Intersection-
over-Union (IoU) ratio greater than 0.7 with one ground truth
box, and otherwise consider as negative. For Fast R-CNN
training, we construct the training set by selecting the top-
ranked 100 proposals of each image by RPN network. At test
process, we only use the top 300 proposals in an image,
which are classified by the Fast R-CNN. We adopt NMS to
output the detect results.

V. EXPERIMENT AND RESULTS

In this section, we describe our experimental setup details
and the results.

A. The dataset

This study involves electron microscope image. We
collected urine samples from 100 patients, and through urine
centrifuge to obtain urine sediment. It was then magnified
by an electron microscope 400 times and photographed with
a digital camera. All images have a common size of 1280 ×
1024 pixels.

Manual annotations of nuclei were conducted mostly by
an experienced pathologist and partly by a graduate student
under supervision of and validation by the same pathologist.
A total number of 5,215 RBCs and 4,828 WBCs were

marked. Figure 3 shows some examples of the urinary
sediment images in the dataset. We selected 3,000 random
images as the training samples. The test samples also
included 2,000 images selected from the rest of the dataset.

B. Evaluation metrics

The objective of this experiment is to detect all RBCs
and WBCs in an image by locating their positions, and
obtain their class labels. In particular, the performance of an
algorithm is evaluated in terms of the tradeoff between
precision, Recall, and F1 score.

First, a detected bounding box and a ground truth
bounding box (GT) are considered a true positive (TP) if the
area covered by their intersection ≥ 70%. A GT that does
not have a match is considered a False Negative (FN), or a
Miss. A detected bounding box that does not have a
matching GT is considered as a False Positive (FP). The F1
score (also F-score or F-measure) is a measure of a test's
accuracy. It considers both the precision p and the recall r of
the test to compute the score: p is the number of correct
positive results divided by the number of all positive results,
and r is the number of correct positive results divided by the
number of positive results that should have been returned.
Here, we use F1 score to quantitatively assess the detection
performance. The F1 score is computed by the following
equation:

 �� = 2 ∙
��������� ∙ ������

��������� � ������
 



Figure 3. Example images of urinary sediment images dataset used in this
experiment.
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(a) (b) (c)

Figure 4. Qualitative results for RBCs and WBCs detection in urine images. (a) Ground truth image. (b) Detection results of our approach. (c) Detection
results of RPN_BF.



C. Comparative Results

In this section, our final detectors were evaluated with
other state-of-the-art methods using our urinary sediment
dataset.

Figure 4 and Table 1 report the performance on
detection and classification for our dataset. Figure 4 are
qualitative results for RBCs and WBCs detection in urine
images. (a) Ground truth image. RBCs are shown as red
dashed Box, WBCs are shown as green dashed box. (b)
Detection results of our approach. (c) Detection results of
RPN_BF. Here, detected as RBCs are shown as red box,
and detected as WBCs are shown as green box. It can be
seen that our detector show better performance.

TABLE I. COMPARATIVE RESULT FOR RBCS AND WBCS DETECTION

Method Weighted Average F1 score

Our 0.914

RPN_BF 0.862

HOG 0.688

From the results of the images it can be seen that our
detector is competitive in terms of the detection quality with
respect to RPN_BF and provides significant improvement
over HOG+SVM.

In addition, we have observed the shapes of isomorphic
RBCs can change in response to the osmolarity of urine.
The isomorphic RBCs swell to spheres in urine with a low
specific gravity, and they shrink to the shape of a spiked
disk or a spiked sphere in urine with a high specific gravity.

The presence of dysmorphic RBCs leads to the difficulty
of distinguishing, which may seriously affects the accuracy
of the urinary sediment microscopy system. Therefore, a
precise count of dysmorphic RBCs is very important for
evaluating glomerular bleeding before renal biopsy.

We profiled the execution of our system on a desktop
architecture which features a 2.4GHz Intel i7 CPU, a
NVIDIA GTX1080 GPU and 32GB of RAM. The system
requires, on average, 96ms to process a frame at a resolution
of 1280×1080 pixels. It can be consider as an acceptable
running time.

VI. CONCLUSION

In this paper, we investigate issues involving Faster R-
CNN for construction of end-to-end urine analysis system.
We proposed an effective baseline for RBCs and WBCs
detection on urinary sediment images, using a pre-train
Faster R-CNN model. Isomorphic, dysmorphic RBCs and
WBCs were successfully identified. We comprehensively
evaluate this method, the experiment results presenting
competitive accuracy and acceptable speed.

Prospectively, the proposed methods could benefit the
pathology practice in terms of quantitative analysis of tissue
constituents in whole-slide images, and could potentially
lead to a better understanding of urinary tract diseases.

However, this study only focused on type 2 cells in
urinary sediment, our current results will require additional
studies using a wider spectrum of cells and sediment, for
examples, Epithelial Cells, Bacteria, Yeast and Parasites. In
future work, more theoretical and experimental studies will
be conducted to analyze the performance.
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Abstract— The objective of this study is to develop a
presentation method of line-drawings by using a finger-tactile
interface, i.e., an “active-wheel mouse,” which can present
slippages to users via the user’s fingertip skin. The interface
embodies an active wheel being rotatable in any direction, with
any speed and for any duration of time. Through the slippage
stimuli, the interface can present stroke motions with any
direction, velocity and length to users. In this paper, we
proposed two kinds of presentation strategies, called an “after-
recognition go strategy” and a “while-perceiving go strategy” for
some line-drawings being connected with several line-segments,
and their perceptual performance was examined. The former
employed an off-line, open loop scheme, and the latter does an
on-line closed loop control scheme. By evaluating lengths and
directions of subjects’ reproduced line-segments, a feasibility
of the interface and the presentation methods were confirmed.

Keywords-fingerpad; tactile sensation; slippage; interface.

I. INTRODUCTION

Human beings get a large amount of information via
vision from the surroundings. Therefore, once we lose our
vision, we shall suffer inconveniences in daily life. Many
assistive devices were developed as an alternative. Visually
impaired persons utilize sensations other than the vision
such as skin-sensations and proprioceptive sensations. For
examples, some handy-and-portable devices were proposed
for character presentation and walking route guidance [1]-
[4]. They can present motion information by using tactors,

and, yet, there are some tasks to be solved: ① the number of
physical properties to be presented was restricted in such a

way that only motion direction can be presented, ② the
working area was also restricted to several millimeters.

The objective of this study is to develop an operational
strategy by utilizing our developed tactile-device, i.e., an
Active-Wheel Mouse (AWM) [5][6].”

The remainder of the paper is structured as follows. The
hardware and software of the system employed in this work
are explained in Sections II and III, respectively. That is,
Section II outlines our developed AWM, and Section III
introduces two line-drawing-stroke presenting strategies to
be compared in this paper: one is an after-recognition go
strategy (ARG-S), and the other a while-perceiving go
strategy (WPG-S). Next, two stages of experiments follow
the system descriptions. Practically, in Section IV, perceptual

characteristics of simple patterns of 1-, 2-, and 3-strokes are
presented as a basic study, and, in Section V, those for
complicated patterns of 5-strokes are presented as an
example of practical applications. The paper closes with a
conclusion and remarks for further developments.

II. ACTIVE-WHEEL MOUSE, A FINGER-TACTILE INTERFACE

A. Apparatus

In our previous work [5][6], we have developed an
AWM: a specific mouse interface, at the front of which a
finger-tactile interface is attached as shown in Figure 1. The
finger-tactile interface can rotate a wheel around the wheel
central axis in any horizontal direction by two stepping
motors (M15SP-2N and M25SP-6NK (Mitsumi Electric
Co., LTD., Tokyo, Japan) (see Figure 1. ). The former
rotates the wheel, and the latter swivels the wheel rotating
part. The rotation and the swivel result in slippage velocity
and direction, respectively. Here, the velocity together with
the time duration decide the slippage lengths. The diameter
and thickness of the wheel are 20 mm and 6 mm,
respectively (see Figure 1. (b)). Particularly, it is noted that
raised dots are formed on the wheel peripheral surface to
enhance slippage perceptual performance [7][8]: as for the
raised dots, the height is 0.5 mm, and the diameter of the
bottom circle is 1.7 mm. The dot interval was decided as
10.5 mm so that the dots appear one by one on the fingerpad
to make the slippage perception easier [5][6].

(a) Finger-tactile interface is (b) Raised dots formed on a wheel
attached to a mouse interface: peripheral surface.
it constitutes an active-wheel
mouse.

Figure 1. Active-wheel mouse.
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While holding the mouse body, touching their finger-pad
on the rotating wheel peripheral surface from above, users
can accept slippage stimulus (see Figure 2. ).

Figure 2. Side view of the finger-tactile interface.

Here, note that the circumference of the wheel is circular,
and the shape of the slippage is physically not a straight line,
but an arc. However, it is not easy for us to perceive the arc-
shaped slippages. Therefore, users are instructed not to
perceive the slippage as arc segment, but as straight line
segments.

III. LINE-DRAWING-STROKE PRESENTING STRATEGIES

Two control schemes were applied: one control scheme
is off-line and the other is on-line. In terms of the former, we
introduced a line-drawing-stroke presenting strategy, i.e.,
“After-Recognition Go Strategy”, and, in terms of the latter,
“While-Perceiving Go Strategy.” The strategies will be
explained in the following.

A. After-Recognition Go Strategy

In this section, a presenting strategy for line-drawing-
strokes, that is, the after-recognition go strategy, is
explained. The strategy is carried out in the following
procedure.

[Step 1] A subject holds the mouse in his right hand. Then,
he touches his index-fingerpad on the wheel from
above.

[Step 2] Finger-tactile interface swivels the rotating unit in
a given direction. Next, it rotates the wheel with a

given velocity and angle (see Figure 3. ①) .
[Step 3] While accepting the slippage stimulus, the subject

recognize the stimulus as a straight line motion. (See

Figure 3. ②.)
[Step 4] The subject drags AWM so as to reproduce his

recognized motion (see Figure 3. ③).
[Step 5] The subject memorizes the drag motion as a stroke

(see Figure 3. ④).
[Step 6] Just after memorizing stroke, the subject sends a

signal by pressing a button in the left hand.
[Step 7] Return to [Step 2] till all the strokes are memorized.

Figure 3. “After-Recognition Go strategy” for line-drawing-stroke
teaching & learning.

B. While-Perceiving Go Strategy

In this section, the second presenting strategy for line-
drawing-strokes, that is, the while-perceiving go strategy, is
explained.

[Step 1] A subject holds the mouth in his right hand. Then,
he touches his index-fingerpad on the wheel.

[Step 2] As shown in Figure 4. , the finger-tactile interface
swivels in a specific direction. At a time, the wheel
rotates with another specific velocity under a positional
feedback control scheme: as shown in Figure 4. the
direction is given by the positional difference vector
between the present position and a sub-goal of a
desired stroke. The velocity is given by the desired
velocity at the proximal point on a desired trajectory.

[Step 3] While accepting the slippage stimulus, the subject
recognizes the stimulus as a straight line motion, and
drags AWM along with the recognized motion (see

Figure 5. ① and ②).
[Step 4] The subject memorizes the drag motion as a stroke

(see Figure 5. ③).
[Step 5] Just after memorizing stroke, the subject sends a

signal by pressing a button in his left hand.
[Step 6] Return to [Step 2] till all the strokes are presented.

Figure 4. Explanation of a positional feedback scheme employed in
“While-Perceiving Go Strategy “ as a stroke presentation method.

The slippage velocity is given as the desired velocity at the proximal
point on a desired trajectory.
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Figure 5. “While-Perceiving Go Strategy “ for stroke presentation. The
step ② in this figure can be regarded as an on-line integration of the steps

② and ③ in Figure 4, i.e., the “After-Recognition Go Strategy.“

Here, note that the point of the strategy is in a position
feedback control scheme as explained in [Step 2].

IV. BASIC EXPERIMENT

A. Experimental Method

1) Experimental Conditions: In order to confirm a
potential of the “after-recognition go” method as a drawing
presentation, a line-drawing-stroke presenting experiment
was carried out.

Five healthy right handed males in their 20s (22~24, 22.6
(mean) ± 0.9 (SD)) participated in the experiment. The
stroke drawings from single to three strokes were presented
as shown in Figure 6. All the strokes were of the uniform
motion, i.e., constant-velocity straight line motion. The
factors and the factor levels are shown in TABLE I. In the
experiment, the levels for each of the presentation-mode
factor and the stroke-number factor were given by a pseudo-
random order.

Figure 6. Presented drawings used for a stroke learning experiment.

TABLE I. FACTORS AND FACTOR LEVELS IN BASIC EXPERIMENT.

Factor Level

Subject 5 males
Presentation strategy While-perceiving go, After-recognition go

Presented stroke pattern 6 stroke patterns in total: 2 patterns for each of 1-
stroke, 2-strokes, and 3-strokes

Length Randomly chosen between 50 - 150 mm
Speed Randomly chosen between 12 - 50 mm/s

Direction Randomly chosen between 0 - 359 deg.

2) Procedures: The experiment was carried out by the
following procedures (see Figure 7. ).
[Step 1] For each of the presentation strategies, ARG-S or

WPG-S as described in Section III, subjects repeat

accepting slippages until they finish recognizing whole
drawing trajectories.

[Step 2] They repeat accepting slippages until they finish
recognizing the whole velocity variation.

[Step 3] They reproduce the memorized stroke trajectory by
using AWM, while the system records the mouse
movements.

Figure 7. Experimental procedures.

3) Evaluation Values: We obtained secants from
actual strokes where the word “secant” represents the line
segment connected from start to end point. Next, we defined
evaluation values by the differences of the lengths as well as
the angles between the secants of the actual strokes and the
desired strokes for each of the strokes (see Figure 8. ). That
is,

Δl = lsecant – ldesired (1)
Δߠ= secantߠ – desiredߠ (2)

Figure 8. Evaluation values: the differences of lengths and angles between
the secants of actual trajectory and the desired trajectory.

In addition to these, a velocity difference of vmean from
vdesired was also employed as an evaluation value:

Δv = vmean – vdesired (3)

where vmean is the mean velocity of the time-varying actual
velocity, and vdesired is the desired velocity.

B. Experimental Results

As with some three-stroke drawings, experimental
results of the ARG-S are shown in Figure 9. Trajectories
and velocities are shown in (a) and (b), respectively.
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For the errors of the lengths and angles of the
reproduced trajectories, as well as the velocities, means and
standard deviations were calculated and shown in Figure 10.
(a), (b), and (c), respectively. In addition to that, the means
and standard deviations of the per-stroke time duration, i.e.,
the elapsed time, for the recognizing and memorizing steps,
[Step 2] and [Step 3], in Section IV A 2) are shown in
Figure 10. (d). Comparing the two presentation strategies,
i.e., the ARG-S and WPG-S, we found the following results.

1) A result of t-test on population means of the errors:
There was no significant difference between the ARG-S and
the WPG-S with respect to the reproduced lengths, angles,
and velocities (see Figure 10. (a), (b), and (c), respectively.)
On the other hand, as shown in Figure 10. (d), the ARG-S
was superior to the WPG-S by a significant level of 1 %
with respect to the per-stroke time duration: a test statistic t
of 2.70 > a critical value T29,28

0.01 of 2.00 where T29,28
0.01

represents TDOF1,DOF2
significant level.

2) A result of F-test on variance ratios of the errors:
the ARG-S was inferior to the WPG-S by a significant level
of 0.1 % with respect to the reproduced lengths and angles:
a test statistic F of 2.94 > a critical value F59,58

0.001of 2.40
with respect to the reproduced lengths; a test statistic F of
3.03 > a critical value F59,58

0.001 of 2.40 with respect to the
reproduced angles where F59,58

0.001 represents
FDOF1,DOF2

significant level. Yet, there was no significant
difference between them with respect to the reproduced
velocities. On the other hand, the ARG-S was, vice versa,
superior to the WPG-S by a significant level of 0.1 % with
respect to the per-stroke time duration: a test statistic F of
5.57 > a critical value F29,28

0.001 of 3.34.
3) Subjects’ report: In addition, all the subjects

reported that, especially near sub-goals, they felt much more
exhausted in the WPG-S than in the APG-S. They suggest
humans are not able to catch up with the closed-loop
feedback-control scheme: for achieving the closed-loop
feedback-control, it is necessary to respond in a short period
of time, but humans cannot respond so.

(a) Recognized trajectory.

(b) Recognized velocity variation.

Figure 9. Some examples of the recognition with three-stroke drawings.

(a) Lengths.

(b) Angles.

(c) Velocity

(d) Time duration per stroke.

Figure 10. Root mean squared errors with respect to the recognized length,
angles, and velocities for multi-stroke drawings.

The errors of the lengths, angles, and velocities showed
little differences between the two strategies, but the time
duration showed significant differences. Therefore, the time
duration was considered to carry more significant weight
than the errors of the lengths, angles, and velocities. As a
result, the ARG-S, whose time duration had the advantages
in terms of population means and variances, was
recommended for further studies.

202Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-616-3

ACHI 2018 : The Eleventh International Conference on Advances in Computer-Human Interactions

                         212 / 248



V. PRACTICAL EXPERIMENT

A. Experimental Method

1) Experimental Conditions and Procedures: We
carried out a practical experiment in order to confirm the
effectiveness of the above-selected stroke-presention
strategy, i.e., the ARG-S. In the practical experiment, the
number of strokes was increased to five. The experimental
conditions are shown in TABLE II.

TABLE II. FACTORS AND FACTOR LEVELS IN PRACTICAL

EXPERIMENT.

Factor Level

Subject 3 males (around age 23)
Presentation strategy After-recognition go strategy

Presented stroke pattern 2 patterns of 5-strokes
Length Randomly chosen between 10 - 150 mm
Speed Randomly chosen between 12.5 - 70 mm/s

Direction Randomly chosen between 0 - 359 deg.

The procedures were almost the same as those in Section
IV.A.2) except that each of the strokes was presented only
once, and no repetition was allowed. In addition, the
presented lengths were individually adjusted to each of the
subjects to cancel the foreshortening effect of perceived
lengths as shown in Figure 10.

B. Experimental Results

Experimental results are shown in Figure 11. In this
figure, presented drawing patterns are shown in the leftmost
cells, and the perceived drawing patters are in the other
cells.

Figure 11. Experimental results of multi-stroke line drawing perception by
using the active-wheel mouse.

Although it leaves much to be improved, the perceived
drawing patterns capture the essential features of such
complicated patterns. It shows a potential of the proposed
finger tactile interface and the stroke presentation strategy.

VI. CONCLUSION AND FUTURE WORK

Two multiple-stroke presenting strategies using a tactile
interface, i.e., AWM were presented: one is an after-
recognition go strategy, and the other is a while-perceiving

go strategy. As a result of multiple-stroke recognition
experiments, the following conclusions were confirmed.

Although the after-recognition go strategy was inferior to
the while-perceiving go strategy in terms of the variance
ratios of the errors with respect to the lengths and angles, the
after-recognition go strategy was, vice versa, superior to the
while-perceiving go strategy in terms of the time duration
from the viewpoints of population means and variance ratios.
In addition to that, all the subjects reported that they were
much more exhausted in the while-perceiving go strategy
than in the after-recognition go strategy. As a result, it can be
said that the while-perceiving go strategy that does employ a
closed-loop on-line positional feedback scheme does not
work well, while the after-recognition go strategy that
employs an open-loop control scheme does work better.

In the future, accuracy and efficiency need to be
improved. Although it is difficult, further extension of
applicable scope, such as curved strokes and accelerated
strokes is expected.
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Abstract— This paper presents depth perception for virtual 
objects displayed with an optical see-through type head-
mounted display (HMD) when there is a real object in front of 
it. In the real world, we cannot see the object behind another 
object. However, in augmented reality using an optical see-
through type HMD, it is seen overlapping the object in front of 
it. We researched depth perception for a virtual object for this 
case. Perception of the depth of a virtual object in such a 
situation is very important to enable development of a 
technique of interaction with a virtual object. From the 
subjective test performed, we found that human vision could 
perceive the depth of a virtual object for the above case 
although there were significant differences between individuals, 
especially in short distances from the user. 

Keywords- HMD; optical see-through; virtual object; depth 
perception. 

I.  INTRODUCTION 
Research into augmented reality (AR), in which virtual 

objects in a real world assist our activities, has recently 
become popular. ARs that enable users to interact with a 
virtual object are attracting attention [1][2]. In many studies 
on AR, a head-mounted display (HMD) has been used. 
There are two types of HMD; video see-through and optical 
see-through. The former does not show the real world 
directly to the user, but shows it captured by the camera, and 
virtual objects are rendered in the captured image by image 
processing. On the other hand, when using an optical see-
through type, a user can see the real world directly and 
virtual objects are superimposed in the real world; therefore, 
user can see their actual hands directly. This is very 
important when a user interacts with a virtual object using 
their hands because it is natural for users interacting with 
virtual objects directly with their actual hands instead of 
using virtual hand. From this point of view, the optical see-
through type HMD is more suitable. However, a problem 
with this type occurs in that when a virtual object is 
superimposed behind a real world object, it becomes 
translucent instead of being naturally obscured. This 
unnaturalness may affect a user’s depth perception of the 
virtual object. It is important to accurately obtain the depth 
of a virtual object that a user perceives for natural 
interaction. In this study, we evaluated the effect of the 
semi-transparency of virtual objects on depth perception. 

II. DEPTH PERCEPTION FOR INTERACTION 
Figure 1 outlines the importance of the system acquiring 

perceived depth for users. If the depth obtained by the 
system and that perceived by the user are different as shown 
in Figure 1, the system cannot react with the virtual object 
when the user sees that his or her hand touched it. This 
prevents smooth interaction between user’s hand and virtual 
object. 

Figure 2 outlines the problem of the optical see-through 
type HMD. Figure 2 (a) shows that from the side, the virtual 
object is located farther than the user’s hand as the user 
reaches towards it. Figure 2 (b) shows the view from a 
user’s point of view and the subsequent problem of the 
optical see-through type HMD. In the real world, when an 
object is positioned behind another object, it cannot be seen 
due to occlusion by the front object. However, the virtual 
object is seen in a translucent state although it is located 
farther than the user’s hand.  

The main factor for the depth perception of an object at a 
short distance in human vision is binocular disparity; 
however, occlusion is also used as a cue of the depth. In the 

Depth of virtual object perceived by user 

Figure 1. Interaction with virtual object using actual hand. 

Depth of virtual objects obtained by system 

Figure 2. Problem of optical see-through type HMD. 

Virtual object 

(a) Side view (b) View from the user’s 
point of view 
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real world, the depth perceived from binocular disparity and 
occlusion is almost the same, however, in the case shown in 
Figure 2, these two depths contradict each other. Binocular 
disparity is expected to be the dominant factor of depth 
perception; however, the absence of full occlusion by a hand 
has a possibility of affecting depth perception. In this study, 
we conducted a subjective test about the depth perception 
for the case shown in Figure 2. 

III. SUBJECTIVE TEST       
Figure 3 shows the layout of the subjective test. We used 

an HMD with two 1280×720 pixel OLED displays for both 
eyes, which provides the equivalent of an 80 inch display 5 
m ahead by magnifying optics. 

Virtual objects were square white patterns. The pattern 
size was 11 cm on the virtual screen 5 m ahead, therefore if 
it is seen, for example, 1 m ahead; it will be perceived as a 
square of about 2 cm in size. We set the brightness of the 
pattern to a grayscale value of 127, of which the maximum 
is 255. The virtual object is displayed within a distance 
range of 40 to 80 cm, which is the range where people can 
manipulate things directly with their own hands. A real 
object that is white was placed 35 cm from the observer’s 
eye position. Although the virtual object is located behind it, 
it overlaps the real object.  

Five subjects, all with normal eyesight and could see 
stereoscopically, moved a thin plate-shaped marker using 
their right hand and stopped it at a position just beside the 
virtual object to indicate the depth of the virtual object 
perceived by the subject. For reference, we conducted the 
same test without the real object. 

IV. RESULTS AND DISCUSSION  
Figure 4 shows the results of the subjective test. In both 

cases where there was an actual object or not, the perceived 
depth of the virtual object increased as the depth set based 
on binocular disparity increased. However, the differences 
of data between subjects were significant in the case where 
there was an actual object, particularly at a short distance. 
This is considered to be due to the instability of the depth 
perception of the virtual object due to the existence of the 

real object. Furthermore, the reason that this difference 
increases at a short distance seems to be due to the large 
binocular disparity at a short distance. 

The result in this study shows that some technique that 
reduces the influence of the real object for this purpose is 
needed.  

V.   CONCLUSION AND FUTURE WORK 
We researched depth perception for virtual objects 

displayed in an optical see-through type HMD when there is 
a real object in front of the virtual object. We clarified from 
the subjective test that perceived depth of the virtual object 
changed depending on binocular disparity. However, the 
depth perception in human vision became varied under the 
influence of real objects existing in front of it, and the 
difference between individuals was significant. 

In the future, we need to reduce the influence of the real 
object. To achieve this, we will try to develop a technique 
that can display only a part of the virtual object that is not 
obscured by a real object. This will improve the depth 
perception of a virtual object because it is the same in the 
real world. 
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Abstract—Most studies on wearable sensing assume that each
sensor is correctly placed on the body, fixed to a pre-determined
position at a pre-determined orientation. This is not practical
and feasible in many applications where elderly, disabled, or
injured people need to place the sensor units on their own,
especially for wireless and small sensor units. It is a considerable
improvement to make wearable systems robust against the
placement orientations of the sensors, and further, to allow the
sensors to be placed at any orientation. For this purpose, we
propose a transformation based on Singular Value Decomposition
(SVD) that removes the absolute orientation information from
the sensor data. We apply this transformation in the pre-
processing stage of the standard human activity recognition
scheme using multiple publicly available datasets, classifiers, and
cross-validation techniques, and achieve an average accuracy that
is only 7.56 % lower than the reference approach with fixed sensor
orientations. The most common method that is an alternative to
the proposed transformation is taking the Euclidean norm of
3D data vectors, which obtains 13.50 % lower accuracy than the
reference approach. We show that randomly oriented sensors
cause a reduction of 21.21 % in the activity recognition accuracy
when no transformation is applied for orientation invariance;
hence, the standard system cannot handle incorrectly oriented
sensors. On the other hand, the proposed approach allows users
to place the sensor units at any orientation on their body with an
acceptable reduction in the accuracy, outperforming the common
Euclidean norm approach.

Keywords–Human activity recognition; Wearable sensing;
Orientation-invariant sensing; Motion sensors; Singular value
decomposition.

I. INTRODUCTION

The exceptional development of mobile devices and their
sensing capabilities have enabled them to seamlessly obtain
information about people’s activities and behaviors. Human
activity recognition finds application in the human-computer
interaction, healthcare, surveillance, military, and entertainment
domains [1]. There are mainly two approaches in activity
recognition: wearable sensing and computer vision. As a result
of increased computational power and reduced size and weight
of mobile devices, wearable sensing has become applicable
to various scenarios in a less obtrusive manner, whereas the
vision-based approach requires external cameras that reduce
the mobility of the subject and raise privacy concerns [2].

In wearable sensing applications including human activity
recognition, it is often assumed that each wearable device that
contains sensors is placed at a pre-determined position on the
body at a pre-determined orientation. Wearable devices have
reduced in size and gained wireless communication capabili-
ties; hence, they have become more likely to be incorrectly
placed on the body. For instance, smart phones can be carried

in a pocket at different orientations, and it is obtrusive to
require the user to place his/her phone in his/her pocket
always at a fixed orientation. Moreover, in some applications,
these sensors are used by elderly, disabled, injured people, or
children who may have difficulty in determining the orientation
of the sensors for correct placement. However, while there are
many studies on activity recognition using wearable motion
sensors, only a small fraction of them considers incorrectly
orientated sensors [3].

Inertial sensors (accelerometers and gyroscopes) and mag-
netometers are the common types of wearable motion sensors.
Each sensor is typically tri-axial, acquiring data on three mu-
tually perpendicular axes that are part of the device. When the
sensor is placed at the same position at a different orientation,
the acquired data have a representation in a new, rotated
coordinate frame. Wearable systems that assume correct sensor
placement are not robust against this change in general. We
propose a transformation that removes the dependency of the
data on the sensor axes while keeping most of the information
content of the data. In this approach, the transformed data are
invariant to the orientation at which the sensors are placed on
the body, which enables the users to place the sensor units at
any orientation at the pre-determined positions.

The rest of this paper is organized as follows: We summa-
rize the related work in Section II. The proposed method for
orientation invariance is described in Section III. Section IV
includes the description of the datasets, the activity recogni-
tion scheme, and the experimental results. In Section V, the
proposed method is discussed comparatively with the existing
approaches. We state our conclusions and directions for future
work in Section VI.

II. RELATED WORK

The most common and the simplest approach in the liter-
ature to achieve robustness to incorrectly oriented sensors is
to take the Euclidean norm (that is, the magnitude) of the 3D
vectors acquired by tri-axial sensors. The Euclidean norm of
the acquired vectors does not depend on the orientation of the
sensor. References [4]–[7] use the magnitude in classification,
whereas [1][8][9] append the magnitude to the tri-axial sensor
data as a fourth axis.

The second approach assumes that the gravity component
is dominant over the linear acceleration component in the
acceleration vectors during daily activities, and estimates this
direction by averaging the accelerometer data [10]–[13]. Then,
the tri-axial vectors are decomposed into vertical and horizontal
components [10]–[12]. Reference [13] additionally calculates
the forward-backward direction of the body as the principal
axis that is perpendicular to the vertical axis.
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In our earlier work [14], we proposed two alternative
transformations to remove the information regarding absolute
sensor orientation without making any assumptions about the
sensor configurations or usage scenario. The first transforma-
tion extracts geometrical features from tri-axial sensor data,
whereas the second projects the sensor data onto three principal
axes in each time segment. Both transformations are shown to
significantly improve the activity recognition accuracy when
the sensors are randomly oriented. Reference [15] applies
Principal Component Analysis (PCA) to the tri-axial data to
remove the information related to absolute sensor orientation.

Another approach is to estimate the sensor orientation
relative to the Earth frame, based on accelerometer, gyroscope,
and magnetometer data [16]. Then, the sensor readings can be
represented in the fixed Earth frame, independent of the sensor
orientation.

Reference [17] classifies the orientation of the sensor unit
among four pre-determined orientations based on the acquired
data while the unit is moving and rotates the sensor data
accordingly. Reference [18] assumes that incorrect placement
of a sensor unit only affects the class means in the feature
space, which may not be always true, and compensates for
this by using the expectation-maximization algorithm. In [19],
orientation invariance is achieved based on calibration postures
that the subjects need to perform after placing the sensor units.
Reference [20] develops a robust classification methodology
against corruption in some portion of the data to handle
incorrect placement of some of the sensor units.

III. PROPOSED TRANSFORMATION FOR
ORIENTATION INVARIANCE

The tri-axial sensor data are originally acquired in the
sensor coordinate frame in terms of the x, y, z axes that
depend on the orientation at which the sensor is fixed on the
body. To achieve orientation invariance, we apply SVD to the
data to represent them in terms of the principal axes.

The sensor data acquired in a time segment can be repre-
sented as a matrix

A = [a1 a2 · · · aN ] (1)

where ai = [aix aiy aiz]
T

(i = 1, . . . , N) is the acquired
data vector in 3D space at time sample i. We decompose A
into three matrices by SVD as

A = UΣVT (2)

In the compact form, Σ is a 3×3 diagonal matrix containing the
singular values of A. The 3× 3 and 3×N matrices U and V
contain the left and right singular vectors in their columns,
respectively. Since A consists of real numbers, U and V have
orthonormal columns and satisfy UUT = UTU = I3×3 and
VTV = IN×N .

Placing the sensor unit at a different orientation is equiv-
alent to applying the same rotation to all the data vectors in
3D space, provided that the sensor unit is rigidly attached to
the body. Here, we assume that the sensor unit moves together
with the body part it is placed on, regardless of the orientation
at which it is fixed on the body. This assumption is implicitly
made in almost all studies on orientation invariance because
otherwise the sensor unit would rotate independently of the
body and would not be able to capture substantial information
about the body motion.

A different orientation of the sensor causes each of the
acquired data vectors ai to be rotated by the same (unknown)
rotation matrix R as ãi = Rai, which can be represented as
the matrix product Ã = RA. Using (2), the rotated data matrix
can be expressed as

Ã = R
(
UΣVT

)
= (RU)ΣVT = ŨΣVT (3)

The last term corresponds to the SVD of Ã with a new left
singular matrix, Ũ = RU, because the SVD representation is
unique (up to the signs of the principal vectors [21]) and Ũ is
also an orthonormal matrix that satisfies the properties

ŨŨT = (RU) (RU)
T
= RUUTRT = RRT = I3×3

ŨTŨ = (RU)
T
(RU) = UTRTRU = UTU = I3×3

(4)

where the R matrix is orthonormal: RTR = RRT = I3×3.
We observe from (2) and (3) that the matrices Σ and V

remain the same when A is rotated. Hence, the matrix product

B , ΣVT (5)

is taken as the transformed data that are invariant to the
orientation at which the sensor is placed on the body.

This transformation is indeed equivalent to a rotation
by UT (which may be left or right handed) because
UTA = UTUΣVT = ΣVT = B. In this way, the data, which
are originally in terms of the x, y, z axes of the sensor
frame, are represented in terms of three orthogonal principal
axes u1, u2, u3 that are the columns of U.

If a sensor unit contains multiple types of tri-axial sensors
such as an accelerometer and a gyroscope, a joint transfor-
mation can be calculated for all the sensors because they are
exposed to the same rotation. To calculate a joint SVD, the
A matrices acquired from multiple sensors can be concatenated
horizontally. To transform the data, each data matrix is pre-
multiplied by the transpose of the left singular matrix U of
the joint SVD.

The original sensor data A, the randomly rotated data Ã,
and the transformed data B are plotted in Figure 1 for the
walking activity performed by subject 1 in dataset D4. Note that
B can be obtained by applying the proposed transformation to
either A or Ã. We observe that the periodic nature of the
walking activity is preserved in the transformed signal.
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Figure 1. The original, rotated, and transformed sensor data.
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TABLE I. ATTRIBUTES OF THE FIVE DATASETS.
dataset D1 [22] D2 [23] D3 [24] D4 [25] D5 [26]
no. of subjects 8 4 30 14 15
no. of activities 19 5 6 12 7

activities
(*: stationary activity)

(1*) sitting, (2*) standing, (3*,4*) lying on back
and on right side, (5,6) ascending and descending
stairs, (7) standing still in an elevator, (8) moving
around in an elevator, (9) walking in a parking
lot, (10,11) walking on a treadmill in flat and
15◦ inclined positions at a speed of 4 km/h,
(12) running on a treadmill at a speed of 8 km/h,
(13) exercising on a stepper, (14) exercising on a
cross trainer, (15,16) cycling on an exercise bike
in horizontal and vertical positions, (17) rowing,
(18) jumping, (19) playing basketball

(1) sitting down,
(2) standing up,
(3*) standing,
(4) walking,
(5*) sitting

(1) walking,
(2) ascending
stairs,
(3) descending
stairs,
(4*) sitting,
(5*) standing,
(6*) lying

(1) walking,
(2,3) walking left and
right, (4,5) ascending
and descending stairs,
(6) running forward,
(7) jumping, (8*) sitting,
(9*) standing,
(10*) sleeping,
(11,12) ascending and
descending in an
elevator

(1*) working at a
computer, (2) standing
up–walking–ascending/
descending stairs,
(3*) standing, (4) walking,
(5) ascending/descending
stairs, (6) walking and
talking with someone,
(7*) talking while
standing

no. of units 5 4 1 1 1
no. of axes per unit 9 3 6 6 3

unit positions torso, right and left arm, right and left leg
waist, left thigh,
right ankle,
right upper arm

waist front right hip chest

sensor types accelerometer, gyroscope, magnetometer accelerometer accelerometer,
gyroscope

accelerometer,
gyroscope accelerometer

dataset duration (hr) 13 8 7 7 10
sampling rate (Hz) 25 8 50 100 52
no. of time segments 9,120 4,130 10,299 5,353 7,345
segment duration (s) 5 5 2.56 5 5
no. of features
(with no transformation) 1,170 276 234 156 78

IV. EXPERIMENTAL METHODOLOGY AND RESULTS
To assess the performance of the proposed method, we

apply the standard activity recognition scheme on multiple
datasets, classifiers, and cross-validation techniques.

A. Datasets
We use five publicly available datasets, which have different

sensor configurations and have been acquired by different
research groups [22]–[26]. Brief information about the datasets
is provided in Table I.

B. Pre-Processing
The time-domain data are divided into segments of fixed

duration (see Table I). Then, we apply one of the following
pre-processing methods:
• REF (Reference): No transformation is applied.
• ROT (Random Rotation): The tri-axial data acquired from

each sensor unit in each time segment are rotated by a dif-
ferent random rotation matrix generated from independently
and uniformly distributed roll, pitch, and yaw angles [27]
in the interval [0, 2π).

• NORM (Euclidean Norm): The Euclidean norm of each
3D data vector is taken. This is an existing approach for
orientation invariance [4]–[7] and included for comparison.

• SVDT (SVD-based Transformation): We apply the pro-
posed transformation defined in Section III to each sensor
unit in each time segment separately. This method is robust
against placing each sensor unit at a different orientation
in each time segment.

C. Classification
After transforming the time-domain data, the following

statistical features are extracted from each axis of each time
segment: minimum, maximum, mean, variance, skewness,
kurtosis, the coefficients of the autocorrelation sequence for
the lag values of 5, 10, . . . , 50 samples, and the five largest
Discrete Fourier Transform (DFT) peaks (that are at least
11 samples apart) with the corresponding frequencies. Fewer
autocorrelation coefficients and DFT peaks can be used in some
datasets if there are not sufficiently many time samples in a

segment. The number of features extracted from a single time
segment of the untransformed data is provided in the last row
of Table I for each dataset.

The features are normalized to the interval [0, 1] for each
subject in each dataset. Then, PCA is used to reduce the
number of features to 30.

Classification is performed by four state-of-the-art classi-
fiers (see [28] for further information):

• Bayesian Decision Making (BDM): A multi-variate Gaus-
sian distribution is fitted to the training feature vectors of
each class. For a test feature vector, the class that has the
highest class-conditional probability is selected.

• k-Nearest Neighbor (k-NN): The training phase consists
of the storage of the training vectors with their true labels. A
test vector is assigned the most common class label among
the k training vectors that are closest to it in terms of the
Euclidean distance. A suitable value of k is selected as 7.

• Support Vector Machines (SVM): The features are
mapped to a higher-dimensional space by using the Gaus-
sian Radial Basis Function (RBF). A binary classifier is
trained for each distinct class pair to divide the feature
space into two regions by a hyperplane that maximizes the
margin. The classification relies on the decision of the most
confident classifier. The RBF and penalty parameters are
optimized as γ = 0.2 and C = 40, respectively, by a two-
level grid search [14].

• Artificial Neural Networks (ANN): Three layers of neu-
rons with a sigmoid output function are used. The number
of neurons in the input and output layers are 30 and as
many as the number of classes, respectively. The number
of neurons in the intermediate layer is selected as the
nearest integer to the average of the optimistic and pes-
simistic cases [14]. Coefficients of the linear combinations
are randomly initialized in [0, 0.2] and determined by
the back-propagation algorithm with an adaptive stopping
criterion [14] and a learning rate of 0.3. In classification, the
test vector is fed to the input and the class corresponding
to the maximum output is selected.
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Two cross-validation techniques are used to assess the
accuracy: P -fold (with P = 10) randomly divides the feature
vectors into P partitions and tests each partition by a classifier
trained by the feature vectors in the remaining partitions. Leave-
1-subject-Out (L1O) considers each subject’s data as a partition
and follows the same approach as P -fold. L1O is more chal-
lenging and generalizable than P -fold because the training and
test vectors belong to different subjects in L1O.

D. Results
The accuracies for all the classifiers, pre-processing ap-

proaches, and datasets are shown in the bar chart in Figure 2.
A stick centered at the tip of each bar indicates plus/minus one
standard deviation in the accuracy over the cross-validation it-
erations. Figures 2(a)–(c) show the results for all the activities,
stationary activities, and non-stationary activities, respectively.
(Stationary activities are denoted by an asterisk (*) in Table I.)
Figure 3 shows the accuracy values averaged over the four
classifiers and the five datasets for each approach and cross-
validation technique separately for the the whole activity set,
stationary, and non-stationary activities.

As observed from Figures 2 and 3, the highest accuracy is
obtained by using the REF approach where the orientations of
the sensor units are fixed and no transformation is applied to
the data. The accuracy considerably drops in the ROT approach
where the acquired data are rotated randomly to simulate
the placement of the sensor units at random orientations
and no transformation is applied for orientation invariance.
This shows that the standard activity recognition scheme is
not robust against incorrectly oriented sensors. Among the
two types of transformations for orientation invariance, the
proposed approach SVDT performs significantly better than
the widely used approach NORM on the average. This is
especially observed for datasets D1 and D4 and for non-
stationary activities.

V. DISCUSSION

We consider different approaches at the pre-processing
stage to observe the effects of incorrectly oriented sensors and
the transformations for orientation invariance, unlike most of
the existing studies. The sensor units are correctly placed on
the body in all the datasets that we use, and we synthetically
rotate the signals to simulate randomly oriented sensors. This
enables us to use the same data in both approaches so that
we can fairly compare them. If a new dataset were recorded
for randomly rotated sensors, it would have a different level
of difficulty in activity recognition because of the variations
that occur in the data. These variations can be observed from
the standard deviations over the cross-validation iterations in
Figure 2. Reference [29] investigates the variations in the
activity data within and between subjects in detail.

When we apply the existing or the proposed transformation
to the sensor data, we mathematically ensure that the trans-
formed data are not affected by the orientations at which the
sensors are fixed to the body. In other words, the same data
can be obtained by transforming the original and randomly
rotated data (up to the signs of the axes in SVDT). Therefore,
we do not need to record a new dataset with different sensor
orientations to observe the effects of the orientation-invariant
transformations on the activity recognition accuracy.

In the ROT approach, we rotate the tri-axial sensor data
separately for each sensor unit in each time segment. Hence,

the training and test sets contain data corresponding to differ-
ent sensor orientations. This is advantageous for the system
because in the training phase, the classifiers may adapt to the
variation in the data by relying on (the linear combinations of)
the features that are more robust against the changes in sensor
orientations. Keeping the training data unchanged and rotating
only the test data may result in a higher accuracy compared to
the method we use.

In Section III, we allow the user to initially place the
sensors on his/her body at any orientation, but we assume that
the sensor rotates together with the body part on which it is
placed; that is, the sensor is rigidly attached to the body. This
assumption is required even for the simplest approach, NORM,
because otherwise the motion sensors would record different
signals when they rotate freely independent of the body
movements. In particular, the gravity vector acquired by the
accelerometer, the angular rate detected by the gyroscope, and
the magnetic field of the Earth measured by the magnetometer
would be all unrelated to the body motion in this case.

A sudden change in the orientation of the sensor with
respect to the body corrupts the signals for a short time interval.
If the data are transformed by the NORM approach, the same,
short time interval will be corrupted in the transformed data.
If the proposed transformation SVDT is applied, different
principal vectors will be obtained, and the whole transformed
data will be affected. Since we transform each time segment
separately, only the corresponding segment(s) will be affected,
which corresponds to a short time interval because the seg-
ments have a duration of at most 5 seconds.

There is an important advantage of the method we propose
over most of the existing approaches: Our method only requires
a transformation to be added at the pre-processing stage,
without a need to modify the rest of the activity recognition
system. The input and output of the transformation are both tri-
axial and of the same form. The transformation does not change
the physical units of the acquired data and their dimensionality;
hence, does not require any modifications in the following steps
in the activity recognition paradigm.

VI. CONCLUSIONS AND FUTURE WORK

In wearable sensing, it is mostly assumed that the sensors
are placed on the body at fixed orientations, which is not
feasible in many applications such as monitoring of the elderly
or children. We show that incorrectly oriented wearable sensors
significantly decrease the activity recognition accuracy, which
is consistently valid for multiple datasets, classifiers, and cross-
validation tests. We propose an SVD-based transformation to
represent the tri-axial data in terms of three principal axes to
remove the information of absolute sensor orientation. In most
cases, this method significantly increases the accuracy when
the sensors are placed at random orientations, providing an
accuracy close to the reference approach with fixed sensor
orientations in some cases. Our approach achieves a better
overall accuracy than the conventional Euclidean norm method
and can be integrated into most of the existing systems without
much effort.

As future work, the proposed method can be applied to
other applications of wearable sensing, such as fall detec-
tion [30] and physical therapy [31], and extended to handle the
incorrect positions of the sensor units in addition to incorrect
orientations.
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Figure 2. Activity recognition accuracy of each classifier for each pre-processing approach for each dataset. The horizontal stick centered at the tip of each bar
indicates plus/minus one standard deviation in the accuracy over the cross-validation iterations.
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Figure 3. Activity recognition accuracy averaged over the classifiers and the datasets for each pre-processing approach. The horizontal stick centered at the tip
of each bar indicates plus/minus one standard deviation in the accuracy over the classifiers and the datasets.
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Abstract—We are interested in how to realize the natural inter-
action between human and agent in a virtual world the same
way the human-human interaction occurs in real-world. The
differences between virtual experiences and real-world experi-
ences highlight the fact that the former are not equivalent to
the latter. We focused on the mental stances to establish the
social relationships between humans and agents. The purpose of
this study was to investigate whether the extended method to
alternate the estimation of local objectives and global purposes
using a network-connected two-layer model in multiple human-
agent interaction (eAEGL model) could induce the intentional
stance in human participants. We conducted an experiment to
evaluate the effect of the proposed method using two types of
agents: an agent that implemented eAEGL model and a simple
goal-oriented agent. The results suggest that the participants who
interacted with the eAEGL agent considered the agent to be an
interaction partner and they positively involved the agent in their
virtual world experiences.

Keywords–Multi-modal interaction; human-agent interaction;
multi-user interaction; intentional stance.

I. INTRODUCTION

Many people use information technologies and devices
to perform their everyday tasks. Virtual reality (VR) tech-
niques and devices are developing rapidly and virtual reality
technology will be widely applied to training games that
are used in education, medical services, wellness, and fitness
[1]. People can acquire various skills through game playing
[2] or through games used for physical rehabilitation [3].
Additionally, software developers evaluate the user interface
during the game usage [4]. In these applications, virtual agents
are used as interaction partners, such as an instructor for the
training, a rival character for giving motivation, or a crowd
simulating a situation.

However, the differences between virtual experiences and
real-world experiences highlight the fact that the former are
not equivalent to the latter. For example, the character agents
in the virtual world are not usually regarded as familiar friends
but, more prosaically, as multi-modal interfaces that provide
useful information. In such cases, once the user has learned
the rules of social interaction in the virtual world, he or she
may not be able to probe the true nature of those rules. As
a result, the user either obeys the rules blindly or finds them
impossible to follow. Therefore, we should consider how to
establish the social relationships between humans and agents.

In previous studies [6][7], we focused on the mental stances
that people took when interacting with their interaction partner

using three categories: physical stance, design stance, and
intentional stance [8]. The interaction partner can be both a
human and an agent. We considered the intentional stance
and the design stance as follows. The intentional stance is a
mental state in which people assume unobservable inner state
parameters for the interaction partner’s behaviour estimation.
Examples of the unobservable inner state parameters are
a behaviour model, emotional aspects, and decision-making
strategies of the interaction partner. Therefore, people who
assume the intentional stance pay attention to various inter-
action parameters because they do not accurately identify the
parameters that are important to obtain acceptable results in the
interaction. The design stance is a mental state in which people
believe they can estimate the interaction partner’s behaviour by
the observable interaction parameters. Therefore, people who
assume the design stance pay attention to only the observable
parameters that are clearly related to the interaction. The
main difference between the intentional stance and the design
stance is that people expect and accept that the results of the
interaction are different when they provide the same interaction
behaviour to their interaction partner.

In our previous studies [7][9], we proposed a method to
alternately propagate estimates of human’s objectives of the
subordinate tasks (local objectives) and human’s purposes of
the entire task (global purposes) during a collaboration task
through humna-agent interaction, using a network-connected
two-layer model of emphasizing factors. An agent implement-
ing this method estimates the human’s local objectives from
his/her behaviour, and the human’s global purposes from the
time series patterns of the local objectives. We believe that
this method, which could provide consistency and coordination
between local objectives and global purposes, could be useful
to enhance factors that induce and maintain the intentional
stance. For smooth interaction, it is important to understand the
meta-rules to maintain the consistency and coordination, and
the meta-rules are composed of some heuristics. By using this
method, participants spontaneously speculate on the meta-rules
through the interaction and pay attention to the unobservable
inner state of the agent.

Recently, we applied the alternating estimation of hu-
man mental states in one-to-one human-agent interaction in
a previous study [7]. However, multiple users often join a
virtual world simulation and interact with an agent in different
situations. Therefore, we should consider how to estimate
and integrate the alternating estimations of multiple human
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mental states for an agent’s decision making in human-agent
interaction.

In the present study, we extended the method to alternate the
estimation of participants’ local objectives and global purposes
using a network-connected two-layer model in one-to-one
human-agent interaction to multiple human-agent interaction.
We separately described the local objectives in local tasks and
global purposes for the entire task for each human. Then, the
agent decides which global purpose of the human is similar
or conflicts with the agent’s global purpose. Subsequently, the
agent provides a goal-oriented behaviour related to the global
purposes, to support the local objectives in the local tasks.

This paper is organized as follows: In Section 2, we briefly
introduce the related works. Section 3 provides an outline
of the proposed method. Section 4 contains a description
of our experiment that compared experimental and control
groups, and presents our results. In Section 5, we discuss
the achievements of this research and some future work. We
present our conclusion in Section 6.

II. RELATED WORK

The typical way to speculate about a human’s intentions
within human-agent interaction is human-agent communica-
tion through a dialogue. Kitamura et al. [10], for example,
developed a system that matches users’ queries with search
targets by communicating with users throughout the interview.
Most of the research considered that people had reliable
demands and needs and they tried to uncover them. However,
especially in collaborative tasks, people’s demands and needs
are ambiguous and they are interactively changed through the
tasks in many cases. In human-human interaction, we do not
think that we can precisely speculate people’s intentions only
through a dialogue.

Agents that collaboratively perform various tasks have
been proposed in many studies, such as subordinate support
agents when people perform tasks on their own initiative and
automated attentive agents which automatically perform tasks
in line with a human’s wishes [11]. We assumed that the
intentional stance was partially induced in the participants in
the collaborative task because, if not, the engagement for the
collaboration would have been low and they might have failed
in the collaboration.

Some mutually directable methods and concepts affect task
performance [12][13]. Mixed-initiative, for example, refers to a
flexible interaction strategy wherein each agent can contribute
to the task it does best. Furthermore, in general, the agents’
roles are not determined in advance, but are opportunistically
negotiated between them as the problem is being solved. In
many cases, they merely provide a division of roles among in-
teraction members; therefore, the consistency and coordination
for performing the task are still managed by the main person.

Dindo et al. [14] proposed that humans use the intentional
stance as a learning bias that sidesteps the (difficult) structure
learning problem and bootstraps the acquisition of generative
models for others’ actions. They provided an example of how
structure initialization can help in the learning of new parts of
the model. In the example, they connected the action layer and
intention layer by networks and identified the user’s intentions
from the sequence of the actions. This revealed that the
network-connected layered model is effective for estimating
the intentions of humans. They considered the intentional
stance as a template of the structure generating the observed

behaviour. In contrast, we consider the intentional stance
itself as being an important factor to determine interaction
behaviours.

Shirouzu et al. [15] investigated how collaboration leads to
abstract and flexible problem solving. The results indicated that
two factors, namely, individuals’ activeness in choosing and
confirming the initial strategies and the frequent role exchange
between task-doing and monitoring in collaborative situations,
interact in collaboration to generate various solutions differing
in the degree of abstraction. These solutions are then reflected
upon by the participants to lead them to abstraction. This shows
that the observer’s mental factors influence his/her evaluation
of an observation target. In addition, in multiple human-
agent interaction, a participant has an interaction-doing role
whereas another has a monitoring role. Therefore, we should
consider that the development of the human-agent relationships
is different from that of one-to-one human-agent interaction.

III. METHOD TO ALTERNATE ESTIMATION BY
REPRESENTING GLOBAL AND LOCAL GOAL-ORIENTED

BEHAVIOUR

Some methods induce the intentional stance, such as an
agent resembling a human or an animal in appearance [16][17].
These methods mainly focus on inducing the intentional stance
at the first impression. However, if the activities among the
participants, including the agent, were not mutually influenced
by them each other in collaborative long-term interaction, the
participants would regard even human-human interactions as
’mechanical’ because these interactions make people believe
that they can estimate the interaction partner’s behaviour by
the observable interaction parameters.

In previous studies, we proposed a method to alternate es-
timation of local objectives and global purposes in a decision-
making situation [9] and applied the method to a collaborative
task for inducing and maintaining the intentional stance [7].
We called this Alternate Estimation by representing Global
and Local goal-oriented behaviour (AEGL). AEGL separately
describes an interaction partner’s local objectives in local tasks
and global purposes of the entire task. The agent implementing
the method estimates the interaction partner’s local objectives
and global purposes based on the interaction responses. After
the estimation, the agent updates its own local objectives
depending on the estimated partner’s global purposes. We
expected that the interaction partner also estimates the agent’s
global purposes from its behaviour for the local tasks in one-
to-one interaction. However, multiple users often join a collab-
oration task and interact with an agent in different situations.
In addition, when the agent interacts with multiple users, the
agent needs to prioritize the order of the interaction with the
users and consider the user’s global purposes. In this study, we
extended the method used to alternate the estimation of local
objectives and global purposes by a network-connected two-
layer model in one-to-one human-agent interaction to multiple
human-agent interaction. We called this extended method as
eAEGL. Figure 1 shows the outline of this process.

The main difference between the eAEGL in this study
and the AEGL in the previous work is to estimate the purposes
of multiple interaction partners and then to evaluate the effect
of agent’s interaction behavior towards each interaction partner
based on the degree of influence on agent’s purpose. The
eAEGL had lists of local objectives and global purposes, and
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Figure 1. Outline of the alternating estimation process.

the relational networks for each user and its own depending on
the task. The parameters of the network nodes were updated
in a correspondent interaction behaviour of each user that
included verbal and nonverbal responses. Subsequently, the
parameters of the local objective nodes or global purpose
nodes were speculated based on the parameters of the network-
connected nodes. Based on the speculated parameters of global
purpose nodes, eAEGL evaluated whether the user was col-
laborative or competitive, and how strongly influenced was
the user’s purpose on the agent’s global purpose. This is
an extended point. We briefly explain the interaction process
below.

First, an agent with eAEGL determines its local objective
based on weighted global purposes and provides appropriate
behaviour to achieve the local objective. Subsequently, the
agent estimates the local objectives of each user based on
the behaviour and responses. From the estimation, the agent
updates the weights of estimated global purposes of each user.
Based on the updated global purposes, the agent evaluates
whether each user is collaborative or competitive, and how
strongly the user’s purpose influences the agent’s global pur-
pose. The strength of the influence is the priority of the user.
The agent calculates the cost when intervening with the higher
priority user. If the cost is lower than a certain level, the agent
increases the weights of the agent’s global purpose related to
the intervention. Finally, all parameters of the global purposes
of each user and the agent are updated and integrated, then the
agent modifies and determines its local objective based on the
parameters.

The agent’s representation to provide the goal-oriented
behaviour for inducing and maintaining the intentional stance
is different depending on whether the user is collaborative or
competitive. When the user is collaborative, the agent tries
to support the user’s local objectives if possible, but the
agent represents its global purposes through the local objective
activities. When the user is competitive, the agent tries to
interfere with the user’s local objectives. The interference itself
is a representation of the agent’s global purposes. The agent’s
behaviour is modified through the interaction like a trial-and-
error process. By repeatedly conducting the processes, the
agent can represent the goals of the agent’s activities towards
the multiple users.

IV. EXPERIMENT

We conducted an experiment to investigate the effects of
the proposed method on a user’s impressions of the agent. In
the experiment, participants played a ”triangular field game”

as a task. In this game, three players, an agent and two
participants, competed for scores obtained in multiple ways.
The participants could obtain scores regardless of other players
and interfere with other players. The task and the relationships
between the global purposes and the local objectives are more
complex than those in the previous study. One of the reasons
why we used the competitive task was that the participants
usually ignored an agent’s behaviour when multiple human
players participated in a collaborative task. It was very hard
to induce the participants’ active interaction towards an agent
when participants ignored the agent in a collaborative task.

In the task, we used two types of agents: an ’eAEGL
agent’ that provided interaction behaviour to the participants
based on the eAEGL and a ’goal-oriented agent’ that per-
formed goal-oriented actions which took the game states of
all participants into account, such as game scores and the
positions in the game field. Both agents represented their goal
to induce the intentional stance. The eAEGL agent controlled
the representations based on the participants’ inner state,
such as collaborative or competitive. The goal-oriented agent
prioritized its own global purposes. For example, in a situation
in which a human participant interferes with an agent’s purpose
and another human participant very effectively obtain scores,
the goal-oriented agent tries to confront with the interfering
participants, but the eAEGL agent evaluates the effect of each
participant’s behavior and sometimes tries to interfere with the
participant obtaining scores.

The reason we did not adopt the AEGL agent in our
previous research was that, when the AEGL agent interacted
with multiple participants, the agent’s behaviour often changed
owing to the influence of the participant who interacted im-
mediately before. This means that it became rather difficult
to estimate the agent’s intentionality from its goal-oriented
behaviour. We assumed that if the extended alternating esti-
mation could influence the mental stance of the participants
more than providing basic goal-oriented behaviour, the eAEGL
agent could induce and maintain the intentional stance.

Both agents were controlled by the experimenter manually
based on the predefined rules (Wizard of Oz). But, the be-
haviour planning of the agents were automatically determined
based on the corresponding method; the eAEGL agent used the
method to alternate estimation by representing global and local
goal-oriented behaviour and the goal-oriented agent used the
method to plan its own goal depending on the game states and
situations. Each agent provided its next local objective and the
experimenter controlled each agent based on the predefined
rules. The expressions of the multimodal behaviour by the
agents were also automatically produced.

To evaluate this, we analysed how frequently the partic-
ipants spontaneously interfered with the agent’s behaviour.
Although the players competed for scores in the task, the
players could not get scores by interfering with other players.
Therefore, if the participants considered that the agent was not
an interaction partner to perform the task excitingly, it would
be more efficient to get a high score by not interfering with the
other players. We assumed that, when the participants had an
intentional stance toward the agent, they tried to interfere with
the agent. In addition, we asked the participants to complete
a questionnaire after the experiment.
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Figure 2. The experimental environment.

A. Task

An agent and two participants joined a triangular field
game in which three players competed for scores obtained in
multiple ways. In the game, each player had their own field
in which each player stored treasures. The fields were placed
in a triangular form. At the centre of the triangle, there was a
neutral field where three resources existed: gold coins, artistic
statues and weapons. When the players stored the resources
in their own fields, they obtained a score. Each player could
use the resources to get bonus scores, but the player needed to
spend considerable resources and time. While the player spent
time to get a bonus score, other players could interfere with
the process to get a bonus score. The winner was the player
with the highest score. One game session lasted for 20 min.

The agent’s primary global purpose was to gather bonus
scores. First, the agent tried to store statues. After the agent
stored enough statues to get a bonus score, he immediately
spent them to get the score. The agent evaluated the state of
the game including other players’ scores and the bonus process
of other players at regular intervals. The goal-oriented agent
selected a most efficient way to get scores or to keep the score
different from the other players. The eAEGL agent estimates
the global purposes of each participant and the priority. If the
cost when interacting with the higher priority participant was
low enough, the agent tried to interact with the participant.
When the participant was collaborative (e.g., when the par-
ticipant tried to interfere with another participant with whom
the agent also tried to interfere), the agent tries to support
the participant’s local objectives. When the participant was
competitive, the agent tries to interfere with the participant’s
local objectives.

B. Experimental setting

The experimental setting is shown in Figure 2. We used an
Immersive Collaborative Interaction Environment (ICIE) [18]
and Unity3D [19] to construct the virtual environment and the
two agents. ICIE uses a cylindrical immersive display that is
composed of eight portrait orientation liquid-crystal-displays
(LCD) with a 65-inch screen size, arranged in an octagonal
shape. In this environment, participants could look around in
the virtual space with a low cognitive load, as in the real world.
A participant’s virtual avatar could be controlled by a game
pad.
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Figure 3. Results of the number of interferences in the purpose of other
players.

C. Procedure
The interactive agent who joined the game was randomly

selected. First, the participants were instructed regarding the
experimental procedures. The experimenter provided the fol-
lowing instructions about the agent: ’The agent can recognize
simple words. The agent has basic knowledge about the task.
The agent changes its behaviour and strategies depending on
your behaviour’. After the instructions were provided, the
experimenter started the game. The participants first performed
a practice session and then performed two game sessions. Each
game session lasted for 20 min, with a 5-min rest interval
between sessions. In the rest interval and at the end of the
task, the participant completed questionnaires.

Eighteen Japanese college students (14 men and 4 women)
participated in the experiment. They were undergraduate stu-
dents aged 18 to 24 years (an average of 21.1 years). All of
them interacted with one of the agents for approximately 40
min. Ten participants (8 men and 2 women) interacted with the
goal-oriented agent (the ’GO group’) and the rest interacted
with the eAEGL agent (the ’eAEGL group’).

D. Analysis of the number of interferences in the purpose of
other players

We counted the number of the interferences in the bonus
process of other players. The players could not get scores by
interfering with other players. Therefore, it is more efficient
to get a high score by not interfering with the other players.
If the participants considered that the agent was an interaction
partner who would make the task exciting, they tried to interact
with the agent by interfering in the bonus process.

We compared the results from the eAEGL group with those
from the GO group. These results are shown in Figure 3. A
Mann-Whitney U test showed that the number of interferences
with the agent in the eAEGL group was significantly more
than that in the GO group (Z =-2.03, p = 0.047). On the other
hand, there was no significant difference between the number
of interferences with another participant in the eAEGL group
than that in the GO group (Z = 0.835, p = 0.41). This result
suggests that eAEGL was successful in inducing the intentional
stance in multi-user interaction.

E. Analysis of the questionnaires
The purpose of this analysis was to investigate how the

proposed method tested in the present study influenced the
participants’ subjective impressions. The participants rated the
impressions of the agent on a seven-point scale, presented as
ticks on a black line without numbers. The Q1 and Q2 were
rated after the end of each session. The Q3 and Q4 were rated
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Figure 4. Q1: How carefully did the agent consider your intentions?

after the end of the experiment. We post-coded these scores
from 1 to 7. We performed the Mann-Whitney U tests on the
questionnaire data.

1) Q1: How carefully did the agent consider your inten-
tions?: The eAEGL agent estimated the global purposes of
each participant and the estimations were reflected on the
changes of the agent’s global purpose. The GO agent evaluated
the states of the game including the results of the participants’
behaviour and the results were reflected on the changes of the
agent’s global purpose. Therefore, the participants’ intentions
were more quickly reflected on the global purpose of the
eAEGL agent than that of the GO agent. This question was
asked to confirm whether the difference influenced the partic-
ipants’ feeling. This question was rated after the end of each
session. The results have been shown in Figure 4. In the first
and second sessions, there are no significant differences (first:
Z = -0.808, p = 0.44; second: Z = -1.40, p = 0.18). On the other
hand, we performed the Wilcoxon signed-rank test between the
responses regarding the first and second half. Although there
was no significant difference in the eAEGL group (Z=-1.56,
p=0.16), the score for the second session was significantly
higher than that for the first session in the GO group (Z =
-2.38, p = 0.023). This indicates that the participants in the
eAEGL group could quickly understand that the participants’
intentions were reflected on the global purpose of the agent.
The participants in the GO group firstly needed to understand
the game structures and the strategies for identifying the
relationships between the results of the participants’ behaviour
and the changes of the agent’s behaviour.

2) Q2: How strongly do you think that the agent considered
its strategies based on players’ intentions?: Although both
agents changed their global purposes and their behaviour
depending on the participants’ behaviour, there is a difference
in the causal relationship between the global purpose of the
agent and the intentions of the participant. This question was
asked to confirm whether the participants were aware of the
rules to determine the agent’s strategies. This question was
rated after the end of each session. The results are shown in
Figure 5. In both the first and second sessions, the score for
the eAEGL group was significantly higher than that for the
GO group (first: Z = -2.13, p = 0.030; second: Z = -2.40, p =
0.015). In addition, there are no obvious differences between
the first session and the second session. This indicates that the
participants were aware of the effect of the influence of factors
that determined the agent’s behaviour early in the task.

3) Q3: How strongly do you want to play the game with
the agent again?: This question was asked to confirm whether
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Figure 5. Q2: How strongly do you think that the agent considered its
strategies based on players’ intentions?
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Figure 6. Q3: How strongly do you want to play the game with the agent
again?

the agent’s behaviour based on the eAEGL influenced the
subjective feeling of the participants. The result is shown
in Figure 6. There was a marginally significant difference
between the groups (Z = -1.96, p = 0.058), which suggests
that the participants preferred the eAEGL agent.

4) Q4: How actively did you involve this task?: This
question was asked to confirm whether the agent’s behaviour
based on the eAEGL influenced the evaluation of the whole
of the task. The result is shown in Figure 7. The score for the
eAEGL group was significantly higher than that for the GO
group (Z = -2.12, p = 0.042). The human-agent interaction
which was not needed to efficiently achieve the task goal
influenced the positive impression about the whole of the task.

V. DISCUSSION

The main contribution of this study is that the eAEGL
model is useful to induce the intentional stance of the par-
ticipant in complex multiple human-agent interaction. An
analysis of the number of interferences in the purposes of other
players helped us confirm that the eAEGL group spontaneously
interacted with the agent to perform the task excitingly. In
addition, in Q3 and Q4 of the questionnaires, the scores for
the eAEGL group were relatively high. From these results, we
suggest that the participants who interacted with the eAEGL
agent considered that the agent was an interaction partner
(i.e., the participants took the intentional stance) and they
positively involved the agent in their virtual world experiences.
The suggestion is in agreement with our previous research
[7], and it can be said that we can extend the method to
alternate the estimation of local objectives and global purposes
in one-to-one human-agent interaction to multiple human-
agent interaction.

The Q1 and Q2 of the questionnaires were similar but
the results were different. The Q1 asked the impression of
the agent’s attitude towards the participant. The Q2 asked the
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Figure 7. Q4: How actively did you involve this task?

impression of the agent’s attitude towards all participants. In
this study, we applied the eAEGL to multiple-user interaction,
so that a participant could observe the interaction between an-
other participant and the agent. We expect that the observation
is important to estimate the agent’s behaviour model. Multi-
user interaction requires a complex decision-making process
to estimate multiple participants’ intentions and decide their
actions. By providing the opportunity to observe interactions
made by others, there is an advantage that it becomes easier to
estimate the behaviour model of the agent relatively. Although
it becomes easier to estimate the behavioural model of the
agent, we should be careful that participants are more likely
to take a design stance. It is important to continuously and
mutually change the inner state, such as through eAEGL, in
natural long-term interactions.

In this study, we could confirm that the agent could
induce active interaction from the participants. This is one of
the limitations in our previous study. In addition, we could
apply the eAEGL to relatively long-term interactions. On the
other hand, we had to hand-code the two-layered relational
networks depending on the task. In the future, we will apply
the machine learning techniques to reconstruct the relational
networks through the human-agent interaction.

VI. CONCLUSION

The purpose of this study was to investigate whether the
extended method to alternate the estimation of local objec-
tives and global purposes using a network-connected two-
layer model in multiple human-agent interaction could induce
the intentional stance in human participants. To evaluate the
method, we implemented two types of agents: an eAEGL
agent (that mutually estimates and changes global purposes
based on the priority and relationship with each participant),
and a goal-oriented agent (that performed goal-oriented actions
which took the game states of all participants into account).
We conducted an experiment to evaluate the effect of the
proposed method. The results suggest that the participants
who interacted with the eAEGL agent considered the agent
to be an interaction partner and they positively involved the
agent in their virtual world experiences. In future work, we
will attempt to update the relational two-layer network, which
is determined by the agent’s basic strategies and behaviour,
during the human-agent interaction.
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Abstract—Industry 4.0 is a well-regarded concept for 

automation in manufacturing. However, a shortage of high-

skilled workers has necessitated realistic solutions for 

establishing high productivity and quality. We propose an 

information and communications technology (ICT) picking 

assistance system to lower human errors for high quality. In this 

system, MS-KINECT detects whether a hand is inserted into the 

correct cell of a shelf to pick items and whether a hand is 

inserted into the correct box in a cart to put items in. The miss-

detection rate for wrong operation in the picking process is very 

low in an experimental evaluation, and we expect it to be very 

close to zero in a near future. We determine that the proposed 

picking error detection function would be useful for business. 

However, we must improve the delivery detection accuracy 

because of its higher detection error rate in an experimental 

evaluation. In this system, projection mapping technologies are 

used to indicate which cell items should be picked from, instead 

of using a lamp. The indicating system which uses a projector 

lowers the introduction cost than existing one when compared 

to the existing system using a lamp. We clarified that gray 

sandpaper is one of the best materials to serve as a tag for MS-

KINECT to recognize indicated colors and digits. 

Keywords-Smart factory; Industry 4.0; picking; KINECT; 

projection mapping. 

I.  INTRODUCTION 

The German government’s Industry 4.0 (ID4) initiative 
Industrie 4.0 has revolutionized Germany’s manufacturing 
industry [1], with goods in “smart factories” being moved, 
picked, and delivered automatically [2]. ID4 technologies are 
useful for establishing high productivity and quality in light of 
a shortage of high-skilled workers. If the latest manufacturing 
robotics and custom assembly lines were introduced in model 
factories for ID4, products would be automatically conveyed 
and assembled, and there would be fewer workers. However, 
it is impossible for most existing factories to replace all of 
their manufacturing lines with more advanced ones. Realistic 
solutions for establishing high productivity and quality in light 
of a shortage of high-skilled workers are as follows: 

(1) Developing and introducing information and 
communications technology (ICT) systems to assist a low-
skill worker to be close to a high-skill worker and lower 
the human error. 

(2) Replacing workers with robotics step by step. 
 

In this paper, we propose an ICT picking assistance system 
to lower human errors in the picking process. The picking 

process is when a worker picks items, such as assembly parts 
out of numbered cells on shelves and puts them into boxes. 
For example, in an automobile assembly factory, a worker 
takes different parts from cells of a shelf and puts them into 
assortment boxes corresponding to production orders. The 
parts in each cell are the same, and different items are stored 
in different cells. Assortment boxes are carried to workers on 
an assembly line. If a worker picks parts from an incorrect cell 
and the parts are subsequently assembled into a product, it 
would take too much time to detect the incorrect parts and 
exchange them with correct ones. In the worst case, an 
automobile assembled with incorrect parts could be shipped. 
These processes in which such mistakes can occur are widely 
used, not only in assembly factories, but also at delivery 
centers. 

Even though picking operations are monotonous, 
completely preventing mistakes is difficult because workers 
are human. Therefore, there are several kinds of picking 
assistance systems for decreasing incorrect pickings. Aioi 
Systems Co. Ltd. to which one of co-authors belongs provides 
the digital picking system “L-PICK,” which indicates the cells 
of a shelf and the number of items to pick from those cells by 
lighting a lamp mounted on each cell [3]. However, since L-
PICK does not have a function that detects incorrect picking, 
completely preventing it is impossible. Many companies 
request Aioi Systems Co. Ltd. to develop and provide the 
picking error detection system to lower recovery cost. Hence, 
we developed an operation error detection system for the 
picking process with MS-KINECT [4]. In this system, two 
sets of MS-KINECT v1 [5] trace a hand wearing a colored 
glove from diagonally backward and monitor whether the 
hand is inserted into a cell. Since this system uses a color 
tracing function to measure the position of a hand, it cannot 
be applied to a food material delivery service because of 
differences in food color.  

This time, we developed a new picking assistance system 

for the picking process. It uses a set of MS-KINECT v2 

mounted on the top of a shelf. Since our partner Aioi Systems 

Co. Ltd. has developed a new cell lighting technology that 

uses a projector [3], we used it in our new system. Our system 

recognizes the position of a cell lit by a projector and the 

number presented on a tag, detects the position of a cell into 

which a hand is inserted, counts the number of times a hand 

has been inserted into the cell, and compares them with 

recognized ones. In addition to picking functions, we have 

developed delivery functions. Our delivery assistance 
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function detects whether a hand that has items is inserted into 

the correct delivery box. 

The miss-detection rate for wrong operation in the 

picking process is very low in an experimental evaluation, 

and we expect it to be very close to zero in a near future. We 

determine that the proposed picking error detection function 

would be useful for business. However, we must improve the 

delivery detection accuracy because of its higher detection 

error rate in an experimental evaluation.  

After introducing related work in Section II, detection 

methods for incorrect operations are introduced in Section III. 

Detection technologies in which MS-KINECT are used are 

introduced in Section IV. Experiments and results are 

described in Section V. Conclusions and future work are 

described in Section VI. 

II. RELATED WORK 

Human beings have excellent abilities. Workers in an 

automobile assembly factory can use their sense of vision and 

touch to detect subtle depressions or distortions that a 

computer system cannot. On the other hand, human beings 

sometimes make mistakes. Several kinds of assistance 

systems that decrease the number of mistakes have therefore 

been developed. Existing picking assistance systems are 

introduced in this section. 

A picking assistance system has some of the following 

four functions: 

(1) Indicating a cell of a shelf from which an item 

should be picked and the number of items that should be 

picked from that cell. 

(2) Detecting whether a worker has picked the correct 

number of items from the correct cell. 

(3) Indicating the box or cell of a tray in which picked 

items should be stored. 

(4) Detecting whether a worker has put items in the 

correct box or cell of a tray. 

 

There are several kinds of system for indicating cells. Aioi 

Systems Co. Ltd. provides the digital picking system “L-

PICK,” which indicates cells of a shelf and the number of 

items to pick from those cells by lighting a lamp mounted on 

each cell [3]. There are several systems in which a Head-Up 

Display (HUD) and augmented reality technology are used to 

assist picking operations. Schwerdtfeger used a semi-

transparent HUD and augmented reality technology enabling 

a worker to see an arrow or frame displayed in front of a cell 

of a shelf [6]. Baumann used a single-eye HUD, and a worker 

recognized a cell from which he or she would pick up items 

with guidance displayed on a mirror of the HUD [7][8]. 

Guocompared the HUD, cart-mounted display (CMD), Light, 

and Paper Pick List as picking assistance systems [9]. This 

system also provided the delivery assistance function. They 

concluded that the pick-by-HUD and pick-by-CMD were 

superior by all metrics than the current pick-by-paper and 

pick-by-light systems, but the differences between the HUD 

and CMD were not significant and did not show that a HUD 

was better than a CMD. However, experimental results 

should be different in other experimental conditions. In 

practical situations, the number of cells (in that paper they 

were called bins) is usually less than 12, and a worker can see 

a lighted lamp at a glance. And multiple lamps are not lighted 

simultaneously; a single lamp is lighted for each occurrence 

where an item is picked up. Therefore, the practical error 

rates and task times recorded in this study would produce 

better results than those in that study. Furthermore, it is not 

certain whether a worker should have a palm-size PC and 

wear a HUD for extended periods. In our research, most 

workers would not like to carry a barcode reader. 

As described above, systems indicating a cell by a lamp 

have been used in business. Likewise, indicating systems 

using an HUD have been developed in research.  

We consider a picking and delivery error detection 

method in the next section. 

III. PICKING AND DELIVERY ERROR DETECTION METHODS 

In this section, prospective methods for detecting whether 

items are picked from the correct cell and delivered to the 

correct box are introduced and evaluated. This time, in 

addition to detecting when items are picked from a cell, these 

methods determine when a hand is inserted into a cell, when 

a tag, such as the barcode attached to a cell is read, and when 

a picked item is dropped, and a new item is picked. The 

following are the prospective methods: 

(1) Reading a barcode attached on a cell with a barcode  

reader. 

(2) Reading a passive Radio Frequency (RF)-ID set on a 

cell with a RF-ID reader. 

(3) Reading an active RF-ID set on a cell with a RF-ID 

reader. 

(4) Detecting change of weight with a load sensor. 

(5) Detecting when a hand and/or arm is inserted into the 

correct cell with a photoelectric sensor. 

(6) Detecting when a hand and/or arm is inserted into the 

correct cell with a 3D camera, such as MS-KINECT. 

 

The above methods are narrowed down by the following 

evaluation criteria: 

(1) Additional cost to introduce a detection function. 

(2) Additional operations for a worker. 

(3) Detection accuracy. 

 

An evaluation of the picking error detection methods is 

shown in Table I. As for barcodes, the cost of attaching a 

barcode to each cell is cheap, and barcode readers are not 

expensive. However, carrying a barcode reader and scanning 

barcodes are cumbersome for workers.  

Passive RF-ID presents the same difficulties as barcodes. 

In addition to having to carry a RF-ID reader, the weak signal 

strength of passive RF-ID requires positioning the reader in 

close proximity to a RF-ID tag. 

As for active RF-ID, despite having to carry the reader, it 

does not need to be positioned in close proximity to a RF-ID 
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tag because the signal strength is strong. However, because 

of their strong signal strength, active RF-ID readers 

sometimes read RF-ID tags placed in other cells. 

As for load sensors, their detection accuracy is high. 

However, they are usually expensive, and each sensor must 

be wired to a PC. Introduction costs are therefore high. The 

same holds true for photoelectric sensors.  

3D cameras using MS-KINECT usually cost a few 

hundred dollars. While introduction costs would be high 

under our proposed system because one MS-KINECT set 

would be required per shelf, our system alleviates the need 

for workers to carry a reader, and the detection accuracy is 

high. We have determined that 3D cameras would be the best 

method overall for our picking assistance system. 

The following three prospective methods are considered 

for delivery: 

(1) Detecting change of weight with a load sensor. 

(2) Detecting whether a hand is inserted into the correct box 

with a photoelectric sensor. 

(3) Detecting whether a hand is inserted into the correct box 

with a 3D camera, such as MS-KINECT. 

 

The evaluation criteria for delivery is the same as those 

for picking. The evaluations for the above three methods are 

the same as those in Table I. We think a method using a 3D 

camera is the best for delivery when its accuracy is high. 

TABLE I. EVALUATION OF PICKING ERROR DETECTION METHODS 

Method A. Cost A. Operation Accuracy 

Barcode Low Big Middle 

Passive RF-ID Middle Big Low 

Active RF-ID Middle Little Middle 

Load High Little High 

Photoelectric High Little Middle 

3D camera Low Little This paper 

IV. DETECTION TECHNOLOGY 

In this section, a detection technology by which a worker 

picks items from a cell, delivers them to a box,  and a reading 

technology that detects the number on a tag lit by a projector 

are introduced. 

A. Detection technology for picking items from the correct 

cell 

As described in the previous section, a technology that 

detects whether a worker picks items from an indicated cell 

is needed. Since detecting whether a worker is picking items 

from a cell is difficult, we decided to focus on detecting when 

a hand is inserted into a cell and counting the number of times 

a hand is inserted into an indicated cell instead of detecting 

and counting hands picking items from an indicated cell. The 

motion monitoring function in MS-KINECT is popularly 

used to estimate position of joints on the body. However, the 

MS-KINECT must be set in front of the body between 0.5 – 

5 m. It is impossible to set the MS-KINECT in front of a 

worker in a factory or delivery center. Therefore, Open-CV 

color tracing technologies [10] were used to trace hands in 

our previous system. And, since two MS-KINECT sets were 

needed for each shelf, the system was not economical. 

Therefore, we decided not to use the color tracing technology 

and opted to detect a hand inserted into a cell using a MS-

KINECT set. 

From past experiments we have determined that the best 

mount position for a MS-KINECT to detect whether a hand 

enters a cell is just above the surface of a shelf aperture. The 

MS-KINECT 3D camera searches for a hand and arm just 

over the surface of a shelf aperture as shown in Fig. 1. The 

MS-KINECT must be set at a position in which its 3D camera 

can observe the entire shelf aperture. This system detects 

whether a hand is inserted by changing the depth in front of 

a cell. When a hand and/or arm is inserted into a cell, the 

depth in such a view is changed from Lf to Lh. A change in 

depth Lh corresponds to the length between the MS-KINECT 

and the hand and/or arm. Its position is within the cell 

aperture in which the hand and/or arm is inserted. 

The coordinates of the four corners of each cell are pre-

set before estimating the cell number. In Fig. 1, the 

coordinates of 16 corners are pre-set. The number of the cell 

in which a hand is inserted is estimated by comparison 

between a coordinate of the detected hand and the coordinates 

of four corners for each cell ○n . 

 
Figure 1. Mounting position of MS-KINECT and searching zone 

B. Lighting a tag and number 

Since our partner AIOI System Co. Ltd. has developed 

the new lighting method into which the projection mapping 

technology is used to indicate a picking cell, our experimental 

system uses this projection mapping technology. A very short 

focal projector mounted near the MS-KINECT lights a tag 

attached to a cell and projects a digit on it to indicate the cell 

and the number of items to be removed as shown in Fig. 2.  

A computer knows which tag of a cell is lit, so there is no 

need for it to detect which tag is lit with the MS-KINECT. In 

this case, the MS-KINECT is connected to a computer. 

However, we plan to develop a picking robot that picks items 
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up and puts them into an indicated box in the near future. 

Since the robot must detect which tag is lit and read a digit 

on it, we developed a technology that realizes the above 

functions with the MS- KINECT. In this system, the font used 

for digits is a seven-segment font as shown on the right side 

of Fig. 2. Our system recognizes which kind of number is 

presented by detecting which segments are white. 

 
Figure 2. Layout of projector and cells 

C. Detection technology for delivering items 

We imagine a delivery cart as shown in Fig. 3. A MS-

KINECT is mounted to search the surface of a mass of boxes. 

The search zone is just above the mass of boxes. When a 

hand/arm or item is inserted into a box, the PC on this cart 

detects whether a hand/arm or item is inserted into the box by 

the change in depth.  

The number of the box that a hand is inserted into is 

estimated to compare it with a coordinate of the detected hand 

and the coordinates of four corners for each box, the same as 

for a cell in Section IV-A. 

 
 

Figure 3. Image of delivery cart 

 

V. EXPERIMENT 

We developed an experimental shelf as shown in Fig. 4. 

An MS-KINECT is mounted 65.5 cm away from the shelf. 

The shelf consists of 3 x 3 cells. The size of the shelf is 67.5 

x 64.5 cm, and the size of each cell is 22.5 x 21.5 cm. The 

length between the floor and the bottom of the shelf is 98 cm. 

We measured the error rates for detecting a hand inserted into 

a cell and whether the MS-KINECT can recognize a lit tag 

and the number on it using the experimental shelf.  

Before estimation, the coordinates of the corners of each 

cell are pre-set using the pre-set windows shown in Fig. 5. 

The corner number is selected with the corner number button. 

The coordinates of each corner are entered by clicking a 

corner or inputting digits. The red grid of the shelf aperture is 

generated by clicking the grid button. 

 

Figure 4. Experimental shelf 

 

 

Figure 5. Pre-set window 

A. Detection error rate for picking operation 

The detection error rate for picking operation would 

change depending on the width D of the searching zone, the 

searching period, the cell position, and the threshold width to 

detect a hand and/or arm. We measured the detection error 

rate under conditions in which the width D of the searching 

zone is 1 cm / 3cm / 5 cm / 10 cm, the searching period is 500 

msec. / 1000 msec., and the threshold width for detecting a 

hand and/or arm is 1 cm. Beer cans were used as picking 

items. The number of participants was ten. Each participant 

picks an item from each cell five times. The average detection 

error rates of every cell vs. the width of searching zone D are 

1 cm / 3cm / 5 cm / 10 cm as shown in Fig. 6. The parameter 

of this figure is the searching period. The detection error rate 

in 500 msec. is lower than that in 1000 msec. in each the 

searching width D. The average error rate for each cell in 

which the searching period is 500 msec. is shown in Table II. 

The error rate increases in accordance with an increase in 

width D. This is because a participant tends to insert his/her 

hand into a cell through the searching zone in front of other 

cells. 
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Figure 6. Average detection error rates for every cell  

TABLE II. AVERAGE DETECTION ERROR RATES (%) FOR EACH CELL 

 
 

The most serious problem in the picking error detection 

system is that the system recognizes wrong operations to be 

fair. We measured the miss-detection rate for wrong 

operation. In this experiment, a correct cell is No. 5. The 

number of participants is ten. Each participant picks an item 

from cells around the No. 5 cell five times. The detection rate 

for wrong operations to be wrong, detection rate for wrong 

operation to be fair and practical detected wrong operations 

are shown in Table III. Average detection rate for wrong 

operations to be wrong is 95.7 %. And, the proposed system 

did not recognize wrong operations to be fair, completely 

detected wrong operations.  

TABLE III. MISS-DETECTION RATE FOR WRONG OPERATIONS 

 

However, the system recognized that a participant picked 

an item from the No. 6 cell, even though he picked it from the 

No. 3 cell. The reason of this error detection is that the system 

detects an item in front and within 1 cm from the No. 6 cell 

after picking from the No. 3 cell. We think this miss-detection 

rate is low, but not enough. This reason would cause the 

detection for wrong operation to be fair. We plan to constitute 

a few cm non-detection area around each cell, and guard time 

not to detect after detecting an item to be picked from a cell. 

We think these constitutions would lower the detection rate 

for wrong operation to be fair exceedingly close to zero. 

B. Recognition of a lit tag and the number on it 

We noticed that the color through the video camera of the 

MS-KINECT was very different from the color we 

recognized and that the color through the video camera of the 

MS-KINECT changed in accordance with the color and luster 

of a tag. Example colors on a sheet of white paper, black 

paper, and gray sandpaper are shown in Fig. 7. The 

differences between the colors as displayed on a smartphone 

and those as displayed on the MS-KINECT are shown in Fig. 

8. The colors displayed on a smartphone are almost equal to 

those seen with the naked eye. We selected red, green, and 

blue as the colors projected on a tag. The color characteristics 

of the MS- KINECT are very different from those of a 

smartphone. As a result, gray sandpaper is the best material 

for representing original colors. Our system can read every 

number perfectly on a red, green, or blue background. When 

implementing systems for clients, these three colors are 

usable.  

 

 
Figure 7. Colors on tags as displayed on video camera of MS-KINECT 

 

 
Figure 8. Colors as displayed on smartphone and MS-KINECT 

C. Delivery error rate 

We measured the delivery error rate using six boxes on a 

table as shown in Fig. 9 instead of using a delivery cart. The 

MS-KINECT is placed on another table. It was placed 60 cm 

from the top of the boxes. From the results of Experiment A, 

we decided that the searching period is 500 msec. and that the 

width of the search zone is 1 cm.  
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Since we noticed that our system easily detected multiple 

boxes, we constituted a 5 cm wide non-detection area on 

boxes that are on the near side of a worker, as shown in Fig. 

9. When the depth far from the boxes was not fixed, the 

detection accuracy was poor and unstable. We set the screen 

low to fix the maximum depth from the MS-KINECT. The 

average error rate for each box is shown in Table IV. The 

number of participants was five, the same as in the picking 

experiment. Each participant puts an item into each box five 

times. Overall, the error rate, especially the double count rate, 

is high.  

In some cases, a worker might throw an item into a box, 

so we also measured the delivery error rate when items were 

thrown into a box. However, our system could not detect a 

thrown item because the searching period of 500 msec. was 

longer than the necessary period for detecting an item. 

 

 
Figure 9. Experimental system for measuring delivery error rate 

TABLE IV. AVERAGE DELIVERY ERROR RATES (%) FOR EACH BOX 

 
 

VI. CONCLUSION AND FUTURE WORK 

A realistic solution for establishing high productivity and 

quality for the picking process in light of a shortage of high-

skilled workers is to introduce a picking assistance system 

that detects incorrect operations by workers. We introduced 

a picking and delivery assistance system in which an MS-

KINECT detects whether a hand is inserted into the correct 

cell of a shelf to pick items and whether a hand is inserted 

into the correct box on a cart to put items in.  

The miss-detection rate for wrong operation is very low 

in this system, and it is possible to be exceedingly close to 

zero in a near future. We determine that the proposed picking 

error detection function would be useful for business. The 

other hand, we must improve the delivery detection accuracy. 

We try to adopt the MS-KINECT motion monitoring function 

to estimate the position of hand.  
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Abstract—This paper depicts a knowledge management system
developed by the authors as a service to be used by workers of
the production sector. The service has been developed within
the framework of FACTS4WORKERS project, which aims to
provide software, hardware and organizational strategies to
improve the workers satisfaction. The approach to collect the
workers requirements is based on the creation of artifacts able
to support a smarter and easier communication with the end
users. The solution presented in this paper is a Knowledge
Management System developed to cope with the specific
requirements of manufacturing workers. It aims to provide a
real-time decision support to the workers and create a
collaborative and inclusive work environment. The solution
has been tested in a real production environment by the
project partners.

Knowledge Management System; Workers Satisfaction;
Smart Services.

I. INTRODUCTION

One of the challenges that the European Community
must cope with in the next years is the low attractiveness of
jobs in the manufacturing sector. As highlighted in the
Factory of the Future agenda [1], the reduced interest on
younger generations for manufacturing jobs constitutes an
obstacle for the re-industrialization of many European
regions. In the last years, European Community has
promoted many calls for proposal for the development of
solutions to increase the satisfaction of workers in the
manufacturing areas, creating new approaches and tools to
empower and reskill the workers. One of the funded
initiatives is the FACTS4WORKERS project, whose
outcomes are briefly presented in this paper.

The general picture is that young people are not excited
by the idea of working in a manufacturing plant since the
perception of this job is connected to “old fashion” activities
that are mainly focused on dirty-hands tasks without the use
of modern communication tools, common in everyday life.

Many strategies have been proposed to tackle this issue.
Figure 1 shows a priority list of the possible actions,
developed by the World Economic Forum [2]. Among these,
the most important is the reskilling of the operators. This is
not a trivial task since the operators that must be reskilled
come from very different demographic, expertise,
educational, and skill background. The challenge is to

develop a smart approach that could be adopted proficiently
by most of the actual workforce and that could generate
interest and motivation for its continuous use.

Figure 1. Future strategies for manufacturing workers

Many companies are looking to invest in operator
reskilling while trying to keep low the costs, like the time
required and the impact on the organizational structure of the
workforce, especially in the Small and Medium Enterprises
(SMEs). The most common approach is to develop a vertical
solution based on the very specific requirements of a
company, creating a reskilling path that is only partially
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reusable in other contexts. In all cases, the starting point
should be an analysis of the reasons that led the company to
implement a reskilling plan. The analysis starts with the
evaluation of the role of the manufacturing workers. This has
tremendously changed in the last decades: continuous
automation of manufacturing processes has reduced their
manual efforts, whereas managing the increasing complexity
of the production system requires them to acquire higher
skills. The Web has been one of the main sources of
inspiration for new tools that enable the sharing of
information and ideas; applications such as Wikipedia and
Facebook created a new “social” environment where people
could exchange information using new approaches.
Nowadays, users do not only consume, but actively produce
information and engage with the information produced by
others in a collaborative way. This creates new possibilities
and challenges for the industrial sector. Whereas younger
workers “expect” to be able to work with recent
technologies, older workers must not be left behind by
creating a “digital divide” [3]. A growing number of studies
has shown how social and mobile technologies can help
capture and process social information [4]–[7].

When facing problems, especially of a technical nature,
in their daily life most people use social environments to
look for a solution. Some examples include repairing a
broken household appliance, consulting information about
the use of electronic devices, etc. The challenge of the
developed service is to transfer this approach to the shop
floor, enabling a smarter and faster problem-solving attitude
of the workers and creating a more motivating and
supporting social environment. A usability study of the
online training approach highlights how the perception of
new and innovative tasks could increase the satisfaction of
the users [8]. Hence, production workers, often involved in
manual work, could benefit from this innovative industrial
social environment.

To meet this goal, the creation of a social environment
within a manufacturing plant is required, supported by a
highly usable platform and infrastructure, that will adopt
smart services to enable the exchange of information among
peers. The system will be composed of a Web front-end,
able to run on a smart device, and a number of services that
provide communication service and access to consult,
generate and modify a knowledge database.

The rest of the paper is structured as follows. In Section
II, the architecture of the developed solution is presented,
while Section III depicts the approach used for the collection
of worker requirements. Section IV describes the features of
the developed Knowledge Management System, while
Section V concludes this work.

II. FACTS4WORKERS PROJECT AND INDUSTRIAL

CHALLENGES

This activity has been developed within the larger frame
of FACTS4WORKERS project, whose aim is to create a
smarter and a more satisfying working environment for
manufacturing operators. The developed tool, able to support
the knowledge sharing among workers and sustain the
development of a collaborative environment, is only one of

the industrial challenges defined by the project. These are
summarized in Figure 2 and briefly described in the following
list:
 Industrial Challenge 1: Provide a personalized and

augmented reality (AR) tools for the workers through
which they can get immediate, context aware and hands
free access to information on the shop-floor.

 Industrial Challenge 2: Provide a worker-centric
knowledge management system through which the users
can capture and access the knowledge shared by the rest
of the coworkers, with main focus on the shop-floor level
flows instead of office centered functionality.

 Industrial Challenge 3: Self-learning manufacturing
workplaces are established through linking
heterogeneous information sources from the worker’s
environment and beyond, and extracting patterns of
successful production, transferring the result as decision-
relevant knowledge to the worker.

 Industrial Challenge 4: The use of generated knowledge
through knowledge management system and insight
provided by the self-learning manufacturing workplace
for an in-situ mobile learning to instruct and support
operators during production.

Figure 2. Industrial Challenges of F4W project

The objective of the developed tool is to support the
workers in all the Industrial Challenges with different
approaches.

Industrial Challenge 1: The augmented operator will
profit from a social platform especially for the possibility to
define specific “channels” for the information posting. One
operator could decide to be updated about all the content
created by a specific operator, that has more experience with
the manufacturing process or is usually well trained in
problem solving. Moreover, the data fed to the operator
could be studied and analyzed thanks to the support of the
other workers that “animate” the social platform and, in the
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past, have carried out similar task or have verified a similar
behavior in the collected data.

Industrial Challenge 2: the second challenge is about the
knowledge management and sharing. Here the developed
service has the aim to enable the sharing among the peers of
the knowledge about defect solving. In this case the class
“defect” must be considered in a broader sense: a defect
could be any issue that the production worker has to solve in
order to have the production running smoothly. The database
of the service stores all the encountered defects and the
solutions adopted by the operators. The descriptive
information will be augmented with multimedia content,
such as video and audio tracks that show and further improve
the provided solution. Additionally, social interactions will
be captured in the form of comments and ratings, that again
can include multimedia content to integrate the knowledge
content for further use. The success rate of each solution will
be calculated based on the feedback of the operators in order
to allow the selection of the best solution available based on
the evidence of the validity of the approach and the social
comments received.

Industrial Challenge 3: the third challenge is related to
self-learning; in this case the social exchange of data will
enable the training of the operator directly thanks to the
access to the data created by the other users. The availability
of comments, video and other media created by expert
workers will enable a self-learning of the operators. This will
allow an easier organization of the workforce at the different
machines in the shop-floor, incrementing the mobility of the
workers in the plant and empowering them into the use of a
larger number of machines/stations.

Industrial Challenge 4: the last industrial challenge wants
to deal with in-situ learning, for which the operator needs to
access a lot of different documents and multimedia contents.
In this case is crucial to have a system able to motivate the
production of media contents able to populate a training
platform. The social service backbone is going to support the
development of a repository of peer-to-peer process
information. This information will be highly usable by the
workers because produced by his peers. It is expected that
the material will be produced by workers for workers,
characterized by a very focused problem-solving attitude and
a functional language and representation approach.
Moreover, the content rating and the associated success rate
of the solutions will allow the workers to select quickly the
most interesting material to use, avoid time-consuming
search and the reading of a lot of less-useful material.

After the definition of the objective of the service, an
analysis of “off-the-shelf” solutions has been performed,
highlighting the need to develop something smarter and
more focused on the specific case. In order to have a tailored
solution for the project objectives, many interviews have
been carried out with manufacturing workers, implementing
a user centered approach.

III. USER CENTERED APPROACH TO DESIGN THE SERVICE

The knowledge management system could be a powerful
tool to be deployed in an industrial environment, but some
barriers could limit its successful introduction on the

shopfloor. For this reason, a user centered approach has been
designed and adopted in order to define the architecture of
the optimal solution, keeping always the workers within the
loop. Many authors, like Kukko [9], report that some barriers
must be overcomed to have an effective sharing system, that
otherwise lead to a knowledge mismanagement, responsible
for unsatisfactory performance. These are mainly related to
the users acceptance of the solution and a correct definition
of the rules for managing the knowledge. However,
supporting the knowledge sharing is one of the main drivers
for continuous improvement actions [10]; it is one of the
most useful approaches to cope with fast changing
environment and context.

To design the architecture of a solution that could
effectively support the workers and have a high degree of
acceptability, it is crucial to fully understand the daily tasks
and main issues that a worker must face. The approach used
to collect such needs is based on widely known standards,
like ISO9241-210, and human-centered design of interactive
systems and Design Research’s process model approach
[11]. Both approaches are based on the assumption that
complex problems [12] cannot be solved in a straightforward
way but needs usually many iterations.

The used approach is based on the development of an
initial context-of-use analysis that evolves in the definition of
application scenarios. These scenarios have been developed
by the researchers of the projects and later validated with the
operators. An interesting solution developed by Heinrich &
Richter [13] is the use of comics to contextualize the
developed scenario and facilitate the communication with the
workers, keeping the information level to its core and using a
simple and context aware language. After the definition of
the scenarios, the software developers elaborated a
preliminary solution to cope with the challenge, providing
mock-ups for its evaluation by the workers. Based on their
feedback, the final release of the software has been deployed
on the shop floor. During the whole process, the users are
kept in the center of the definition process, with the aim to
develop a user-centered application.

IV. DEVELOPED KNOWLEDGE MANAGEMENT SYSTEM

The Knowledge Management System developed allows
the workers to share their experiences and knowledge. The
system supports a worker in case of a defect - general
definition for a problem in the production area - and provides
the support to deploy a corrective action. The study of
different industrial organization, carried out within the
framework of FACTS4WORKERS project has highlighted
how the knowledge required to support the worker’s activity
could be described in the form defect->solution. This is a
result exploited by many authors, like Vera et al. [14], that
recognized how the knowledge required in a production
environment is usually in the form problem/defect->
solution, since most of the cases that require a direct
operation of the workers are related to the events’
occurrence. Hence, the required knowledge is the causal
relation between an event (defect) and a possible corrective
actions (solution). This is not a univocal link since multiple
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solutions could be adopted to solve the same problem. To
cope with this issue a solution ranking concept has been
introduced, where the ranking is a measurement of the
effectiveness of the suggested approach to resolve the
events’ occurance. General solution (e.g., “clean the device”)
could be applicable to a large variety of defects but have a
poor effectiveness in some cases. The solution ranking
allows the use of the same solutions based on their context
effectiveness. The ranking is measured thanks to the
worker’s feedback on the adopted solutions. As the amount
of the workers’ feedback increases over time through the use
of the system, the ranking functionality becomes more
rapresentative of the best solutions for the frequently
encountered defects.

The knowledge is initially generated by the users in term
of new solutions that are able to solve a specific problem.
After a training period in which the database is populated by
the workers, following use of the system will enable the
worker to receive a suggestion by the system about how to
solve a specific issue, with the indications and suggestions of
workers that have dealt with the same issue previously. In
case of no solution for a defect, the system will use a
semantic search engine to guess the best solution for the
specific case looking for similar problems or offer the
possibility to register a new solution. The algorithm uses
natural language processing approach in order to extract
information from the defect and solutions definitions, as
stated by the operators in its own language – usually without
a structured definition. Moreover, the Artificial Intelligence
of the system will keep track of the acquired experience of
the workers and suggest if the operator has enough
experience with the application of a specific solution and, if
necessary, will call a supervisor (Team Leader) to support
the implementation of the suggested solution. The basic
scheme of the solution is reported in Figure 3.

Defect detected by
Operator / Quality

Plant

AI search a
possible solution

HMI shows the
solution with ranking,
comments and who

implemented it

User tries the “most
valuable” solution and

reports the results

Database is updated
after each try

AI evaluate training of
operator

Operator
not capable

AI propose call
Team Leader

Figure 3. Scheme of how AI manage the workers generated knowledge

Moreover, the knowledge is filtered considering the
worker profile. Profiling is fundamental to provide the
correct/adequate information to a specific worker. The basic
idea is that some information is not useful, or sometimes
misleading, for people that do not have enough training to

correctly understand them or are not authorized to deploy the
corrective action. An example could be a complex
maintenance operation. In general, the most skilled machine
operators have some experience in maintenance operations.
Based on the action required, the system recognizes if the
operator is able to carry out a specific maintenance operation
autonomously and provide all the needed instruction to him,
otherwise another skilled operator is called in order to solve
the problem as soon as possible.

The knowledge is generated by the workers thanks to a
visual approach; it allows them to use actual and high
usability technologies to insert the linked information
(defect->solution) into the database. Since the information
will be retrieved by a semantic search engine, it will be
possible to use free text and multimedia file (pictures and
videos) to describe both the problem and the solution. A
mock-up that explains the user interface for generating
knowledge is reported in Figure 4. Comment with text and
other multimedia (video) could be later added. The AI will
be able to select the optimal solution based on ranking. An
example of interface is reported in Figure 5. The ranking of
the solution is calculated by the system using the feedback of
the workers after the application of a specific solution. This
is a measure of the success of a specific solution to solve a
problem and could be used to suggest the best solution to a
worker to deal with a problem.

The developed system has been installed on-premise in
different working environments, thanks to the availability of
FACTS4WORKERS project partners. After a period of use,
the feedback of the workers has been collected. All workers
involved in the test of the prototype declared their
satisfaction about the functionality and potential support that
the KMS could provide. During this preliminary evaluation,
we received feedback about the organization of the content
on the HMI. This led to a reorganization of the information,
to avoid reporting data with low interest for the workers and,
in general, avoid distractions or low value added steps in the
software application. Some appreciated features are the low
intrusiveness of the system and its user friendly interface,
since it requires very low IT expertise to be operated. The
expected results for this implementation is not the reduction
of defect rate but an increased capability of the workers to
solve autonomously the problems/defects that could arise
during their daily tasks, with positive effects in production
rate (reduced down time of the production machines) and
increased autonomy of the workers that lead to their
empowerment and satisfaction. A more detailed presentation
of the developed service is reported in [15]. An important
characteristic of this service is the applicability of the
solution in a large variety of production contexts. During
FACTS4WORKERS project, the service has been deployed
and tested in different companies, with business ranging
from the assembly to the production of plastic and metal
parts. In every case only minor adjustments of the front-end
have been carried out, to comply with the different requests
of the workers in terms of available data.
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Unknown defect

Figure 4. Mock-up for the user generated information

Known
defect

Ranked solutions

57%

?

28%

Figure 5. AI suggests the feasible solution with ranking

V. CONCLUSIONS

The knowledge management and sharing system
proposed in this paper has been designed using a structured
approach that enabled the smart evaluation of the workers
requirements, allowing a faster and more user centered
design of the service. The developed service has been
installed on premises by many industrial partners, allowing a
testing and validation phase of the effectiveness of the
approach. The formalization of the knowledge has been
carried out by the definition of a casual relation among
defects and solutions, integrating in the system the tools to
search and rate all the content introduced in the service
database. At the end of the test phase, the developed service
has been fine-tuned and the feedback form the workers have
been very positive. In most of the cases, the proposed
solution enabled the workers to solve the problem and
promoted the culture of exchanging data and knowledge
among peers, creating a more collaborative working
environment.
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Adrien Malaisé, Pauline Maurice, Francis Colas, François Charpillet and Serena Ivaldi

Inria, Villers-lès-Nancy, F-54600, France
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Abstract—In this paper, we address the problem of recognizing
the current activity performed by a human operator, providing
an information useful for automatic ergonomic evaluation for
industrial applications. While the majority of research in activity
recognition relies on cameras observing the human, here we
explore the use of wearable sensors, which are more suitable
in industrial environments. We use a wearable motion tracking
suit and a sensorized glove. We describe our approach for activity
recognition with a probabilistic model based on Hidden Markov
Models, applied to the problem of recognizing elementary acti-
vities during a pick-and-place task inspired by a manufacturing
scenario. We show that our model is able to correctly recognize
the activities with 96% of precision if both sensors are used.

Keywords–Activity recognition; Hidden Markov Model; Wear-
able sensors.

I. INTRODUCTION
In developed countries, work-related musculoskeletal dis-

orders (MSDs) are a major health issue. MSDs affect almost
50 % of industrial workers and represent an important cost
for companies [1]. In order to reduce the prevalence of work-
related MSDs, the ergonomics of the workplace needs to
be evaluated and improved. Standards ergonomic assessment
methods rely on pen-and-paper worksheets filled by experts,
such as the commonly used European Assembly Worksheet
(EAWS) [2][3]. Some digital human modeling software pro-
vide automatic filling of these ergonomic worksheets [4], but
this cannot be done directly from raw data (video, motion cap-
ture, etc.) because the scoring system depends on the activity
that is being performed (e.g., walking, bending, carrying an
object). The software user has first to manually identify the
different types of movements occurring in the task. Therefore,
there exists no tool to inform a worker in real-time whether
s/he is performing a task in an ergonomic way or not. Yet, such
an evaluation could help reducing the risk of MSDs. This is
one of the objectives of the European AnDy project [5].

The first step towards a fully automatic ergonomic as-
sessment is to automatically identify the different activities
within an industrial task. To address this problem, this paper
proposes a method based on wearable sensors and Hidden
Markov Model (HMM). We focus our activity recognition on
a pick-and-place task inspired by a manufacturing scenario.
The whole-body motions of the operator are recorded with
inertial sensors embedded in a suit. Though motion-capture
based activity recognition using HMM already exists [6][7],
the recognition rate is not yet perfect and could be improved.
This can be an issue for industrial applications. Therefore,

a.

b.
Figure 1. Wearable sensors used in the experiment: (a) XSens MVN suit

[16]; (b) e-glove from Emphasis Telematics.

we propose to complement the motion capture system with
a glove embedding force sensors to detect hand contacts with
the manipulated objects. This paper focuses on evaluating the
benefit of using the contact information for the recognition
performance with HMM-based models.

The paper is organized as follows: Section II presents
state-of-the-art activity recognition methods based either on
external sensors or on wearable sensors. Section III describes
the proposed HMM-based recognition method and presents the
experimental test-bed. The results of the comparison with vs.
without contact information are presented in Section IV and
discussed in Section V.

II. RELATED WORK
A. Motion capture based activity recognition

Human activity recognition methods can exploit external
or exteroceptive sensors and wearable sensors [6][8][9].

Most external sensors approaches use vision-based sys-
tems, such as RGB-D cameras or optical motion capture
systems. RGB-D cameras, such as Microsoft Kinect, require
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A. B. C. D. E.
Figure 2. Examples of activities extracted from the MVN Studio software. A: WAIT, B: REACH, C: CARRY, D: PLACE, E: WALK.

image processing to extract motion features. Conversely, in
optical motion capture, the 3D trajectories of markers placed
on the user are directly retrieved. A major problem of vision-
based systems is that the user must always be in the camera’s
field of view, which limits the applicability in complex spaces.
Occlusion of markers is another issue for robust motion
detection, especially in cluttered environments.

To avoid these issues that are frequent in industrial con-
ditions, wearable sensors can be used. Such sensors are then
directly attached to the user, and no external sensor is needed.
Inertial sensors placed on the limbs and torso of the user are
the most commonly used [10] [11].

B. Algorithms for activity recognition
Classification algorithms have been widely used to recog-

nize human daily activities, such as walking, sitting or lying
[12][10]. Using three inertial sensors placed on the chest, right
thigh and left ankle, Attal et al. [10] compared the k-Nearest
Neighbor (k-NN), Support Vector Machines (SVM), and HMM
algorithms for both supervised and unsupervised learning.
They showed that with supervised learning k-NN gives the
best performance, whereas with unsupervised learning HMM
performs best. They showed that main advantage of using
HMM was that the model took the temporal aspect into
account. Dubois and Charpillet [12] showed that HMM can
efficiently discriminate falls from other daily life activities.
Mandery et al. [13] used HMM to identify the best performing
sets of features for dimensionality reduction of motion capture
data. They showed that a small subset of features was sufficient
to perform accurate recognition. Interestingly, the velocity of
the whole-body center of mass was always included in the
relevant features.

All the aforementioned studies only used motion capture
data. Conversely, Wächter and Asfour [14] used optical devices
to track not only humans but also objects motions. The distance
between the human and tracked objects was used to detect
contact and pre-segment the data before the recognition step.
Coupeté et al. [15] addressed the problem of real-time activity
recognition in an industrial environment using HMM and
object-related information. They used depth-cameras to capture
human motion and inertial sensors to track tools manipulated
by the worker. They showed that the tool-related information
improved the classification performance from 80% to 94%.

III. METHOD
A. Experimental protocol

1) Material: We used two wearable systems: the MVN
Link suit from Xsens [16] (Figure 1a) and the e-glove from
Emphasis Telematics [17] (Figure 1b). The XSens MVN suit
was used to capture the whole-body human motion with
17 wireless inertial sensors embedded in a lycra suit. The

suit information was combined with a glove containing force
sensors on the fingertips of thumb, index and middle fingers
and on the palm. However, in this paper, we used only the
palm force information to detect contacts.

The sample rates of the MVN suit and the glove are 240 Hz
and 100 Hz, respectively. To synchronize the data, both systems
used the same wireless network during data collection, and
each recorded sample was associated to an absolute time-
stamps value.

2) Task description: To evaluate our method, we designed
a pick-and-place task of a 6 kg bar, inspired by packaging tasks
on assembly lines in manufacturing industry.

One male participant performed 8 sequences of the task,
with each sequence consisting of 6 to 8 pick-and-place. Each
sequence started and ended in the same neutral pose. The bar
was initially placed at a height of 45 cm on a 100× 50 cm flat
support. The participant was instructed to take the bar with
both hands, carry it to the other side of the support, place the
bar there and return to the initial position to perform the next
iteration. Each sequence lasted around one minute. In order
to add variability in the data, the participant was instructed to
change the position of his hands on the bar, and to follow two
different paths when going to and coming from the bar final
position.

We defined seven states/activities (Figure 2):

• WAIT: standing still
• REACH: bending forward, without the bar
• PICK: standing up straight while holding the bar
• CARRY: walking while carrying the bar in the hands
• PLACE: bending forwards with the bar in the hands
• RELEASE: standing up straight with empty hands
• WALK: walking without holding the bar

B. Activity recognition algorithm
1) Hidden Markov Model: We use HMM-based supervised

learning to recognize the activities with the hmmlearn [18]
library in Python. The model is defined by N states repre-
senting the activities, such as WALK or PLACE (all activities
are presented in Section III-A2), with S = {s1, s2, ..., sN}
being the set of possible states. Each recorded sequence
k ∈ [1,K = 8] is represented by a series of discrete states
Qk = {qk0 , qk1 , ..., qkt , ...qkT } and a series of T observations
Xk = {xk1 , ..., xkt , ..., xkT } corresponding to motion capture
and glove data. For each instant, the goal is to infer the current
hidden state, such as qkt = si.

Three parameters {Π, A,B} represent the model. Π =
{π1, π2, ..., πN} denotes the initial state probabilities and is
learned from the training set. For each state, πi is equal
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Figure 3. Probability transition diagram. The graph is not fully connected
because some transitions are impossible. For instance, to PLACE an object, it

first needs to be PICKED.

to the frequency of appearance of this state at the start of
a sequence as in (1). A = {aij} is the transition matrix
probability, where aij is equal to the frequency of si following
sj in the training set (2) The transition matrix can also be
represented by a probability transition diagram (Figure 3).
B = {b1, ..., bN} represents the emission distribution that
models the observation (3). For each state, the emission bi
is computed as a multivariate Gaussian N (X,µi,Σi) with
µi and Σi the mean vector and the covariance matrix of the
Gaussian variable, respectively. µi and Σi are learned from the
observations X related to the state si in the training set.

πi = p(q0 = si) =

K−1∑
k=1

qk0 = si

K
, i ∈ [1, N ] (1)

aij =

K−1∑
k=1

T∑
t=1

(qkt = sj).(q
k
t−1 = si)

K−1∑
k=1

T∑
t=1

(qkt−1 = si)

, i, j ∈ [1, N ] (2)

bi = p(X|qt = si) = N (µi, σ
2
i ), i ∈ [1, N ] (3)

In this paper, we used N = 7, while T is different for each
recorded sequence, from 444 samples for the shortest sequence
to 715 samples for the longest one.

2) Normalization: As the data (observations) have different
units (e.g., Cartesian position, velocity, contact information),
they need to be normalized. x̃t is the vector containing the
data xt normalized within the range [-1,1]:

x̃t = 2.
xt − xmin

xmax − xmin
− 1 (4)

where xmin and xmax are constants computed from the data
in the training set.
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Figure 4. Example of normalized data used to train the model. Top:
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Figure 5. Comparison of manually annotated activities (red) and predicted
activities (green).

3) Sliding window: In order to decrease the computational
complexity and to reduce noise in the data, a sliding window
filter is applied to the recorded motion capture and glove data.
For each time window, the observation vector contains the
average values of the data across this window. A 60 samples
window is used, with an overlap of 30 samples between each
window. As the frequency of the MVN Link system is 240 Hz,
a window is 250 ms long. Given the 30 frames overlap, there
is a new observation every 125 ms. This rate is sufficient since
each activity lasts more than one second.
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Figure 6. Recall and Precision scores for each state without (top) and with (bottom) contact information.

4) Data annotation: Given that we used supervised learn-
ing, the recorded sequences were manually segmented and
annotated with the start and end of the different activities by
using the Anvil annotation software [19]. .

C. Features selection

Based on the results of [13] and our pilot tests, we include
the following motion-related features in the observation X:
the vertical position of the center of mass, the 3D velocity
of the center of mass, and the 3D velocity of both hands. The
contact information is the normal force on the palm. Therefore,
the observation vector xt at each instant t is xt ∈ R10 without
the contact information, and xt ∈ R11 with it.

D. Data analysis

1) Evaluation: The model is evaluated with cross-
validation on the dataset consisting of K = 8 recorded
sequences. At each iteration, the database is split between the
training set that contains K − 1 sequences and the test set
that contains 1 sequence. The training set is used to learn the
parameters of the model, while the test set is used for the
evaluation.

2) Metrics: In order to evaluate the advantage of adding
the contact information, the recognition performances with
and without contact information are compared on the same
sequences. The model is evaluated with the Recall score,
Precision score and F1-score (harmonic mean of precision and
recall) as in (5 - 7):

Recalli =
Number of samples correctly classified as class i

Number of samples that belong to the class i
(5)

Precisioni =
Number of samples correctly classified as class i

Number of samples classified as class i
(6)

F1-scorei = 2.
Precisioni.Recalli

Precisioni + Recalli
(7)

For each metric, an average score is computed on all the
iterations of the cross-validation.

IV. RESULTS
A. First insight

Some patterns are observable when the data of the vertical
position of the center of mass and contact information are
compared to the annotated activities (Figure 4). When the par-
ticipant performs the activities WALK, REACH and RELEASE,
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TABLE I. RECOGNITION PERFORMANCE (%) WITH AND WITHOUT
CONTACT INFORMATION (LEFT AND MIDDLE COLUMNS), AND

PERFORMANCE COMPARISON WITH WILCOXON TEST (RIGHT COLUMN).

No contact Contact p-value
Recall 90.07 93.38 0.06
Precision 94.08 96.12 0.16
F1-score 91.99 94.71 0.05

the contact information data are equal to the minimum possible
value. Whereas during PICK, CARRY and PLACE activities, the
contact data have positive values. We can also identify when
the user bends forwards and stands up straight by looking at
the center of mass position. During the WALK and CARRY
states, there are oscillations around a value of 0.5.

B. Margin of error

Most activities are correctly identified (Figure 5), but the
transition between two states does not always happen at the
exact same frame on the real and the predicted case. This
kind of error is not relevant, as our future application does
not require a 125 ms accuracy. Therefore, the performance
scores are computed with a margin of error of one 125 ms time
window before and after each observation. The classification is
considered correct if the predicted state at time t corresponds
to the annotated state at either time t− 1, t, or t+ 1.

C. Overall results

The performance for each score with and without glove is
presented in Table I. For each score, the contact information
improves the results. The results are compared with a Wilcoxon
signed-rank test and we found a significant difference for the
F1-score (p-value = 0.05).

D. Performance for each activity

Figure 6 presents the precision and recall scores for each
states. There is mainly a confusion between the RELEASE and
WALK activities. This is mainly due to the fact that at the end
of each sequence, the subject returns to a neutral position with
a little step after placing the last bar. In the annotation, it was
labeled RELEASE then WAIT without WALK transition, but the
step was classified by the model as walking (this error can also
be seen in Figure 5).

Figure 7 presents a comparison of the scores for each state
for both conditions. We computed a Wilcoxon signed-rank test
on the measure performance of recall, precision and F1-score.
For most of the measures, there is no significant difference
with or without the use of the contact information. We found
a significant difference with the F1-score of PICK task, the
precision score of PLACE activity, the recall score of REACH
task and the precision and F1-score of WALK activity. However,
when the contact information is added, there is an improvement
of the performances for the recognition of each activity and a
reduction of the uncertainty.

Overall, our results show that using both kinetics in-
formation and contact information is beneficial for activity
recognition with our HMM-based model.
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Figure 7. Classification performance with and without contact information
for each activity: Recall score (top), Precision score (middle), and F1-score

(bottom).

V. CONCLUSION

This paper presents a contextual use of Hidden Markov
Model for activity recognition, applied to a pick-and-place
task. We evaluate the benefit of using the hand-object contact
information in addition to kinetics information to improve
the classification performance. The overall performance is
better by about 3 % when the contact information is added.
The contact information could also increase the robustness
of the recognition in case of data loss. For instance, if data
corresponding to the PICK activity is unavailable, WALK and
CARRY can easily be confused when the recognition is based
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on motion features only. With the contact information, the
differentiation becomes trivial.

Nevertheless, the dataset we used consists of a single task.
In order to test if the usefulness of the contact information
can be generalized, future work includes collecting a dataset
with more tasks and more variability in the tasks and related
activities. Finally, the automation of the recognition process
could be increased by adding an automatic selection of relevant
features among all the available ones.
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Abstract- Visually impaired persons recognize their
surrounding by using a white cane or a guide dog while they
walk. This skill called “Orientation and Mobility” is difficult to
learn. The training of the “Orientation and Mobility Skills” is
performed at the school for visually impaired persons.
However, the evaluation of this skill is limited to subjective
evaluation by teacher. We have proposed that a quantitative
evaluation of the “Orientation and Mobility Skills” should be
required. In this paper, we tried to execute the quantitative
evaluation of the “Orientation and Mobility Skills” using brain
activity measurements. In this experiment, brain activity was
measured when subjects are walking in the corridor alone or
with a helper guide. Experimental subjects were sighted
persons whose visual information was blocked during walking.
The blood flow of prefrontal cortex was increased as the
movement distance of the subject increased when subjects
walked alone. From this result, it can be considered that the
feeling of fear and the attention relayed to “Orientation and
Mobility Skills” could be measured quantitatively by
measuring human brain activities.

Keywords-NIRS; Visually impaired person; Brain activity.

I. INTRODUCTION

A visually impaired person recognizes the surroundings
using a white cane and/or a guide dog while walking. It is
very important to hear the environmental sounds for
recognition of their own position and surrounding situations
in details. This means, visually impaired people need
“Orientation and Mobility Skills” [1][2] to recognize the
surrounding situation by using sound information [3][4].
“Orientation and Mobility Skills” are necessary to move in
an unfamiliar place. The training to gain “Orientation and
Mobility Skills” is carried out at the school for visually
impaired. However, the evaluation of the education received

is a subjective method by teachers belonging to the school
for visually impaired person. It is difficult for the teacher to
understand everything the student recognizes even if a
student is able to successfully walk a very difficult path.
There is also a method of estimating the stress state during
exercise from HF / LF. However, HF / LF is affected by
heart rate variability due to exercise [5]. Therefore, we have
proposed that quantitative evaluation of the “Orientation and
Mobility Skills” should be required.

Near-infrared spectroscopy (NIRS) is easier to be used to
measure brain activity compared to other measurement
methods of brain activity such as Positron Emission
Tomography (PET) and functional Magnetic Resonance
Imaging (fMRI). In these other brain activities measuring
methods, the subject's posture needs to be fixed in a supine
position. Obviously, brain activity measurement during
walking is impossible with these devices. NIRS can measure
brain activity while subjects exercise. However, NIRS
measurement data is influenced by noise of various factors.
For example, there are noises due to heartbeat and body
movement. It is also difficult to separate multiple
information stimuli into individual elements. In this paper,
we measured the brain activity data for the quantitative
evaluation of the “Orientation and Mobility Skills”.

In Section II, we describe the experimental method
conducted in this paper. In Section III, we describe brain
activity data obtained by these experiments. In Section IV,
we describe the relationship between brain activity data and
the stimulation by experimental tasks. In Section V, we
present the summary of this paper and future works.

II. EXPERIMENTAL METHOD

The three experiments performed in this paper are
described below.
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A) Measurement of brain activity when walking alone in
the corridor without visual information.

In this experiment, the brain activity when subjects
walked alone was measured. The walking distance was
approximately 20m. The subjects had their visual
information blocked by the eye mask. The resting time for
stabilizing the brain activity of the subjects was set before
and after walking. This resting time was more than 10
seconds. The experimental place was the corridor where
subjects walk on a daily basis. These experiments were
performed with no other pedestrians. Subjects were 6 males
who were sighted persons. The average age of them is 23.6
years old (SD = 0.47).

The experimental task setting was set as shown in the
upper part of Figure 3. All subjects of the experiment walked
on the same corridor. The subjects were instructed to walk at
a constant speed as much as possible. Subjects were orally
instructed the timing to start walking and stop walking. The
measurement equipment of brain activity used for the
experiment is “Pocket NIRS”, which was produced by
DynaSense Inc. in Japan (Figure 2). This NIRS device is
lightweight and could measure brain activity in two channels
in the prefrontal cortex. Measurement can be performed at a
sampling rate of 100 Hz.

B) Measurement of brain activity when subjects walk with
helper guide in the corridor.

In the above experiment, subjects walked alone in the
corridor. In this experiment, the subjects walked with the
pedestrians who simulated the guide helper. The experiment
method was the same as the previous experiment. The
experimental method is shown in the lower part of Figure 3.
Subjects were the same persons as the A) experiment.

C) Measurement of brain activity when walking in a wide
space with visual blocking.

The environment of this experiment is different from the
A) and B) experiments. This experiment was performed in a
gymnasium. A large space like gymnasium has different
acoustic characteristics from the corridor. Auditory
information is important for visually impaired persons to
perceive the surrounding environment. Visually impaired
persons also use their echoes and environmental sounds to
recognize their position and situation. Such ability is referred
to as obstacle perception. In the corridor, subject’s footsteps
sound from corridor floor reach the ear of the subject in a
short time. Thus, there is a possibility that the existence of
the wall could be recognized from the echo sound. In the
gymnasium, it takes longer time for subject's footsteps from
gymnasium floor to reach the subjects. On account of not
making the subject conscious with the floor, we conducted
this experiment in the gymnasium. The method of this
experiment was the same as the previous two experiments.
Subjects were the same persons as the A) and B)
experiments.

III. EXPERIMENTAL RESULTS

A) Measurement of brain activity when walking alone in
the corridor without visual information.

Figure 4 shows an example of brain activity data when
one subject walked alone. The red line shows the change in
oxygenated hemoglobin. The blue line shows the change in
deoxygenated hemoglobin. As a result of this experiment,
the cerebral blood flow did not increase when the subject
started walking according to the instructions. When the
movement distance of the subject increased to some extent, a

Figure 1. NIRS and eye mask which were wear when these
experiments.

Figure 2. NIRS used in these experiments.

Figure 3. Flow of experiments
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large increase in oxygenated hemoglobin could be confirmed
on right and left prefrontal cortex. After subjects were
instructed to stop walking, the blood flow on right and left
prefrontal cortex gradually decreased. This tendency was
seen from most subjects.

B) Measurement of brain activity when subjects walk with
a helper guide in the corridor.

Figure 5 shows the brain activity result of the subjects
when walking with a pedestrian who simulated a guide
helper. In this experiment, the subject's cerebral blood flow
decreased slightly after the onset of the gait task. Even when
the migration distance increased, the concentration of
oxygenated hemoglobin in the blood did not increase greatly.
In an oral survey after the experiment, subjects said that they
were able to concentrate on walking without feeling uneasy
in this experiment.

C) Measurement of brain activity when walking in a wide
space with visual blocking.

Figure 6 shows the measurement results when walking
alone. Figure 7 shows the result of brain activity when
accompanied by a pedestrian simulating a helper guide. An

increase of blood flow on the prefrontal cortex was seen
when the subject received instructions to walk. However, an
increase in oxygenated hemoglobin that continued was not
confirmed during walking. When subjects walk with a helper
guide, there was no change in oxygenated hemoglobin
similar to the previous experiment in the corridors.

IV. DISCUSSION

In these experiments, measuring brain activity was
performed when subjects walked with a helper guide and
when subjects walked alone. When subjects walked alone, it
could be considered that subjects were in the state of mental
strain. When subjects walked with a pedestrian who
simulated a helper guide, subjects could rely on a pedestrian
for safety confirmation and were able to walk by
concentrating on walking. When subjects walked alone,
most subject's oxygenated hemoglobin on prefrontal cortex
did not show an increase after instruction to start walking.
As subject's walking distance increased, most subject's
oxygenated hemoglobin on prefrontal cortex was increased.
Such a change in oxygenated hemoglobin is considered that
subjects are strongly conscious of the possibility of collision
with the wall or other obstacles. When subjects stopped
walking, the oxygenated hemoglobin in prefrontal cortex
decreased gradually.

In the case of accompanying the pedestrian who

Figure 4. Measurement result of brain activity when the subject
walked alone.
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Figure 5. Measurement results of brain activity when subjects
walked with guide helper.

Figure 6. Measurement result of brain activity when the subject
walked alone.
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Figure 7. Measurement result of brain activity when the subject
walked alone.
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simulated with helper guide, an increase of oxygenated
hemoglobin in prefrontal cortex as compared with the case
of walking alone could not be confirmed. Oxygenated
hemoglobin in the prefrontal cortex of the subjects
decreased slightly during walking.

In addition, when subjects walked alone in the large
space such as a gymnasium, no increase in oxygenated
hemoglobin was observed with increased walking distance.
Therefore, it is considered that the subject was able to walk
without being conscious of a collision with a wall or an
obstacle.

V. CONCLUSION

NIRS devices can measure brain activity easily without
restraining the subject compared to other brain activity
measuring devices. However, the obtained brain activity
data may contain many noises originating from body
movements and heartbeats. In the experiment conducted in
this paper, the subjects were instructed to keep the walking
speed as constant as possible. As the result, only heartbeat
noise could be confirmed. This noise was sufficiently
smaller than the brain activity data. Previous studies have
not observed a large change in oxygenated hemoglobin
during slow walking as well [6].

It is thought that brain activities data which were
measured in these experiments include subjects'
consciousness of collision with walls and obstacles. We
think that there is a possibility to quantitatively measure if
visually impaired persons correctly process the information
and walk without feeling uneasy.

In the future work, we think that it is necessary to
increase the number of subjects and types of experimental
tasks. The place we used for experiments in this paper was a
facility frequently used by subjects. As a psychological
element, it is an experimental task that does not include
brand new environment or interest.
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