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The Seventeenth International Conference on Advances in Computer-Human Interactions (ACHI

2024), held between May 26th and May 30th, 2024, in Barcelona, Spain, was a result of a paradigm shift

in the most recent achievements and future trends in human interactions with increasingly complex

systems. Adaptive and knowledge-based user interfaces, universal accessibility, human-robot

interaction, agent-driven human computer interaction, and sharable mobile devices are a few of these

trends. ACHI 2024 also brought a suite of specific domain applications, such as gaming, social, medicine,

education, and engineering.

The event was very competitive in its selection process and very well perceived by the international

scientific and industrial communities. As such, it is attracting excellent contributions and active

participation from all over the world. We were very pleased to receive a large number of top-quality

contributions. The accepted papers covered a wide range of human-computer interaction related topics

such as graphical user interfaces, input methods, training, recognition, and applications. We believe that

the ACHI 2024 contributions offered a large panel of solutions to key problems in all areas of human-

computer interaction.

We take here the opportunity to warmly thank all the members of the ACHI 2024 technical program

committee, as well as all the reviewers. The creation of such a high-quality conference program would

not have been possible without their involvement. We also kindly thank all the authors who dedicated

much of their time and effort to contribute to ACHI 2024. We truly believe that, thanks to all these

efforts, the final conference program consisted of top-quality contributions. We also thank the members

of the ACHI 2024 organizing committee for their help in handling the logistics of this event.

We hope that ACHI 2024 was a successful international forum for the exchange of ideas and results

between academia and industry and for the promotion of progress in the field of human-computer

interactions.
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Abstract—Virtual reality has undergone drastic developments 

in recent years. At the forefront are almost perfectly rendered 

real-life objects that can hardly be distinguished from the original. 

However, while the improvements in the realism of the 

environment significantly increase the user's immersion in the 

world, the increase in the realism of human-like avatars seems to 

have the opposite effect. Extremely realistic depictions of people in 

computer games, films, or other immersive applications often 

evoke negative feelings and can thus lead to a break in immersion. 

This emotional break is illustrated by looking at the uncanny 

valley curve. In this work, we have tried to develop a way to 

evaluate human-like avatars according to the uncanny valley 

curve and thus to determine more precisely where the discomfort 

comes from. To do this, we created a database of over 200 images 

of avatars and used studies to determine various precise 

characteristics that make these avatars like humans. In addition, 

we were able to evaluate the approach of this work with a pilot 

study and thus offer a possibility for evaluations of avatars 

according to the uncanny valley for future research. 

Keywords—Uncanny valley; avatars; human-likeness; database; 

virtual reality. 

I. INTRODUCTION  

The Uncanny Valley effect is a psychological phenomenon 
that describes the unease or discomfort people experience when 
encountering human-like entities that are almost, but not quite, 
convincingly realistic. This emotional break is illustrated by 
looking at the uncanny valley curve. In Figure 1, you can see a 
slight increase until the graph reaches around the 50 percent 
mark and then drops rapidly. This drop is known as the uncanny 
valley. The term “Uncanny Valley” was coined by robotics 
professor Masahiro Mori in 1970 [1]. The concept suggests that 
as the appearance or behavior of humanoid entities becomes 
increasingly close to human-like, there is a point at which they 
elicit a strong negative emotional response before eventually 
becoming indistinguishable from real humans. 

There have already been many far-reaching attempts to 
investigate the effects of the human likeness of robots on 
people's emotional reaction [2–8]. One example of this is the 
work of Kim et al. [6], who used the open-source 
Anthropomorphic RoBOT (ABOT) database to analyze the 
human similarity of 251 robots. They asked a group of 150 
participants to rate images of robots from the ABOT database 

according to their human likeness and uncanny valley factor. 
With the results of this survey, they have found evidence of 
Mori's uncanny valley [1]. This valley was evident in 
participants' perceived uncanniness of 251 robots that varied 
widely in terms of the range and characteristics of human 
likeness. They also found evidence of another, second valley of 
uncanniness in robots that showed a moderately weak 
resemblance to humans. 

The developers of the ABOT [3] database took a similar 
approach in their study, providing a basis for research in this 
area. The researchers found that the human-like appearance of 
robots can be divided into three dimensions of human-like 
appearance: the robots' surface features (e.g., skin, hair, 
clothing), the main components of the robots' body manipulators 
(e.g., torso, arms, legs) and the robots' facial features (e.g., eyes, 
mouth, face) [6]. These results suggest that the overall 
perception of the physical human-likeness of robots and its 
relationship to emotional reactions to the robots can be 
explained by different constellations of the three human-like 
appearance dimensions. If the hypothesized uncanny valley 
phenomenon could be understood at the level of specific human-
like appearances, this could also lead to the improvement of 
virtual avatars. 

Figure 1. Graphical representation of the uncanny valley. Retrieved from [9]. 

This approach of using a large database, such as ABOT, to 
evaluate different human-like robots for their uncanny valley 
factors does not exist in relation to digital avatars currently. One 

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                           12 / 224



reason for this could be the absence of such a database and the 
associated basis for the resulting research. Another reason is that 
there is currently no systematic, evidence-based approach for 
categorizing avatars into a continuum of perceived human-
likeness. Consequently, researchers and designers are usually 
forced to rely on heuristics and intuitions when it comes to 
selecting human-like avatars for studies or developing human-
like features in avatar design. This approach faces several 
problems. Firstly, there is currently no quantitative system to 
describe the degree of human likeness in different avatars, which 
makes it difficult to compare research results between different 
studies. Therefore, a precise scale is needed to compare different 
avatars on a common scale and allow researchers to replicate 
their results with their avatars. 

Secondly, even when researchers manage to quantitatively 
assess the impression people have of an avatar's appearance, 
they usually treat the concept of “human likeness” as one-
dimensional. However, human likeness can be expressed in 
different ways. For example, through gestures and facial 
expressions or, more generally, through the mere presence of 
arms and legs. Humanity has many different characteristics and 
therefore also different features that need to be considered. 

Thirdly, the effects of the appearance of avatars on different 
types of avatars must be considered in the investigations. While 
it may be of practical advantage to limit yourself to a certain type 
of avatar, such as simplified human likenesses like the ones 
Meta uses in her Horizon. However, these constraints can mean 
that certain minor differences between avatars are lost. 
Consequently, the psychological insights from such work may 
not generalize to a diverse range of avatars. 

In addition, previous studies have extensively explored 
methods to overcome the uncanny valley in character design. 
For example, the work by Schwind et al. examined how atypical 
features (strong deviations from the human norm) for high levels 
of realism cause negative sensations in humans and animals [10] 
[11]. The negative effects of atypical features, such as 
unnaturally large eyes or human emotions in realistic animals, 
are stronger for more realistic characters, than for characters 
with reduced realism. Consistently, rendered realism can reduce 
the negative effects of atypicality and increase affinity, as shown 
by the first peak in the uncanny valley. Therefore, it is important 
to avoid combining realistic renderings and detailed textures of 
skin or eyes with non-human-like features. At high levels of 
realism, atypical features can cause the uncanny valley. Another 
possibility is to avoid so-called “dead eyes”. A virtual 
character's eyes are crucial in determining its realism. The work 
of Schwind et al., which used eye tracking, found that users first 
fixate on the eyes before assessing other features. This is 
consistent with previous research showing that the realism and 
inconsistencies of human characters are primarily judged based 
on the realism of their eyes [12]. This also explains why skin 
makeup does not affect animacy, unlike atypical eyes or the eyes 
of a deceased person. The symptom of “dead eyes” can make 
artificial characters feel eerie and strange. The eyes 
communicate intentions, behavior, and well-being, which are 
essential for assessing and creating affinity for the depiction. It 
is important to clarify this and many other problems regarding 
the appearance of the avatars beforehand in order to increase 
user acceptance. Uncanniness could distract the user from the 
actual idea and thus reduce acceptance [11]. 

To solve these problems and to offer a way to conduct more 
systematic, general, and repeatable research on virtual human-
like avatars, we developed a database for avatars based on the 
findings of Phillips et al. and thus continues the research of the 
uncanny valley. This paper begins by highlighting the problems 
that arise when there is no fixed way to evaluate the concept of 
the uncanny valley. Section 2 presents the methodologies 
employed to construct the database of avatars, the instructions 
for the human-likeness and uncanny valley questions, and the 
specific details of the survey. Section 3 presents the results of 
the survey and Section 4 interprets the results accordingly. 
Finally, Section 5 summarizes the results of the collected work. 

II. METHOD 

A. The Avatar Database 

Similar to the ABOT database by Phillips et al., the avatar 
database pursues three goals. Firstly, it offers an overview of the 
broad landscape of different human-like avatars. Secondly, the 
avatar database provides standardized images of human-like 
avatars and a growing dataset of people's perceptions of these 
avatars, both of which will be made public for further research 
in the future. Thirdly, the Avatar Database can help us better 
understand what makes an avatar appear human. To begin, we 
will discuss the development of the database. Then, two 
empirical studies will identify various dimensions of avatar 
appearance and determine which of these dimensions contribute 
to the perception of overall human-likeness of avatars. 
Subsequently, a further empirical study on the validation of the 
database is presented and a possibility for future research is 
introduced.   

B. The Development of the Avatar Database 

To create a comprehensive database of human-like avatar 
images, we searched for as many avatars as possible with the 
required human-like appearance characteristics. The avatars 
were identified from various sources, such as game characters, 
technology-oriented media, companies and university websites, 
online communities and discussion forums, and general Google 
searches. To identify avatars that had not yet received significant 
media attention, we also created our own avatars based on real 
humans and fictional characters, using various modular systems 
and scanning tools. Between January 2024 and April 2024, we 
created an initial collection of over 200 images of human-like 
avatars, each with one or more different characteristics. 

Next, we reviewed the collection of avatars and removed 
those that were already represented in the same or similar 
enough form, for example avatars that only differed in clothing 
but not in body. In addition, avatars that are too similar to 
animals have also been removed because this study explicitly 
looks at human avatars.  Each image also had to fulfil a certain 
standard to be included in the collection: No obstacles, no 
motion blur, no groups pictures, in color, and the entire body 
(With feet, hands, and head). In addition, all pictures were taken 
one more time in a close-up of the face. This allowed the 
participants to examine the entire body and then explicitly the 
face for the individual features. Any image that did not fulfil this 
standard was either not included in the collection or removed 
accordingly. For characters that were important for the 
collection, such as avatars that reflect a well-known personality, 
we created a suitable avatar ourselves. We also included avatars 

2Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                           13 / 224



based on images created by artificial intelligence (Midjourney) 
and labelled them for later investigation. Based on this approach, 
we have created a collection of 200 avatars, with the 
corresponding source for downloading the avatars.  

It was important to us that we cover as many different types 
as possible with the large number of avatars, such as cartoonish, 
stylized, realistic or minimalist. In addition, it should be possible 
to find an avatar that is reduced to the desired characteristics 
with the help of filters. This is a similar concept to searching for 
robots in the ABOT database. With the difference that here the 
avatars can be downloaded with the help of the source and used 
for further purposes. Some of the characters were also tested 
with the help of the unity engine and put to the test for suitable 
images. This was especially the case with avatars that we 
developed ourselves for this collection.  

The images in the database were sorted and edited to ensure 
uniform recognition. This was done to ensure consistency in the 
images. Avatars were photographed in a frontal and neutral 
position with a neutral facial expression whenever possible. For 
avatars where this was not possible, and the model was available 
for free download we rendered them again in the unity engine 
and photographed accordingly. Finally, the images were 
cropped to just the avatars with a white background using 
photoshop and tagged with different tags for better analysis. 
Here, for example, attention was paid to the recognizable 
gender, potential age, art style and source. In Figure 2 you can 
see all the avatars used for this study. 

C. Measuring the human-likeness 

To accurately determine the degree of humanity in avatars, 
the individual avatars must be evaluated according to clearly 
defined characteristics. Because we are dealing here with 
human-like avatars and not anthropomorphic robots, we are 
unfortunately unable to use the results of the work by Phillip et 
al. [3] But, we can use a similar approach to determine the 
characteristics that we will use later. We rely on a bottom-up, 
feature-based approach and base our expectations on the results 
of the work of Phillip et al. Our goal with this approach was to 
define the individual features that constituted humanity in 
avatars and then bundle them together. 

To determine the appearance characteristics of our avatars, 
we have created a collection of possible characteristics based on 
the work of Phillip et al. [3]. We then checked all the images for 
the respective characteristics and deleted any that did not fit. 
This included features that were rare, repeated, or confusing. As 
a result, we defined 16 characteristics that we used for our 
further procedure. In addition, like Phillip et al., we decided to 
contribute definitions for the features. We started with relevant 
definitions from the Oxford English dictionary [13] and adapted 
them according to our application. For example, we were able to 
retain the biological functions for features such as “mouth” 
because our test objects are not robots but human-like avatars. 
This resulted in a table of features and their definitions. These 
definitions served as a way for our participants to focus on 
certain characteristics when evaluating the avatars. Since they 
are human-like avatars and not robots, all characteristics are 
always present in some form. They only differ in their design. 
For example, each avatar has a “skin” that can be black, white, 
brown, et cetera. However, there are also avatars that do not have 
smooth white skin and are instead green with lots of dots. 
Therefore, the question here is not whether the respective 

characteristic is present, but rather to what degree it stands out. 
With the help of these characteristics, we were able to provide 
clear points of reference for the participants to evaluate the 
avatars. 

TABLE 1. COLLECTION OF APPEARANCE FEATURES AND ASSOCIATED 

DEFINITIONS 

Feature Definition 

Arm The upper limb of the human body, 
or the part of the upper limb between 
the shoulder and the wrist. 

Eye The organ of sight. Either of the 
paired globular organs of sight in the 
head of humans. 

Eyebrow The (usually arched) line of short 
fine hair along the upper edge of 
each of a person’s eye sockets. 

Eyelashes The line of hairs fringing each edge 
of an eyelid, serving to help keep the 
eye free of dust or other extraneous 
matter. 

Face The front part of the head, from the 
forehead to the chin, and containing 
the eyes, nose, and mouth. 

Finger Each of the five slender jointed parts 
attached to either hand. 

Genderedness Features of appearance that can 
indicate biological sex, or the social 
categories of being male or female. 

Hand The terminal part of an arm, 
typically connected to the arm by a 
wrist. A hand is normally used for 
grasping, manipulating, or 
gesturing. 

Head The uppermost part of a body, 
typically connected to the torso by a 
neck. The head may contain facial 
features such as the mouth, eyes, or 
nose. 

Head hair A collection of threadlike filaments 
on the head. 

Leg The lower limb of the human body, 
or the part of the lower limb between 
the hip and the ankle. 

Mouth The orifice in the head of a human or 
other vertebrate through which food 
is ingested and vocal sounds 
emitted. 

Nose The part of the head or face in 
humans which lies above the mouth 
and contains the nostrils.  

Skin The layer of tissue forming the 
external covering of the body.  

D. Measuring the uncanniness 

For the question of how uncanny the avatars are, we used the 
study by Kim et al. [6] as a guide. They also conducted a large-
scale study with the help of the ABOT database and, based on 
the results of Phillip et al. [3], conducted a follow-up study in 
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which they compared the robots in terms of human-likeness and 
uncanniness.  We also used the same definition of uncanniness 
to encourage participants to apply a standardized criterion in the 
evaluation. The participants were given the following definition, 
uncanniness is: “The characteristic of seeming mysterious, 
weird, uncomfortably strange or unfamiliar.” This definition 
was derived from the Oxford English dictionary's definition of 
uncanniness. 

E. Participants 

For the study, we recruited a total of 160 participants via 
Prolific crowdsourcing website. Data collected via 
crowdsourcing, websites such as Prolific is currently very much 
in vogue. This is mainly due to the fact that the data can be 
collected very easily and quickly and there are already studies 
showing that the data collected here can keep up with traditional 
methods in terms of quality [14]. Nevertheless, the data should 
also be checked for quality [15]. We have therefore decided to 
incorporate various quality checks into the data collection 
process. Firstly, all data sets with incorrect answers to six or 
more “catch trials” are removed. Secondly, we considered a lack 
of variation in ratings between participants as an indicator of 
inattention. Therefore, we removed data from participants 
whose ratings had a standard deviation of less than 10 (SD < 10) 
on a scale of 0 - 100. Finally, we compared each participant's 
ratings with the average of the remaining judgements in their 
group (between participants) by calculating the correlation 
between the individual judgements and the remaining 
judgements in their group. If this correlation between the 
individual participant's ratings and the group mean was less than 
30, the participant's data were discarded as these individuals 
may have been performing a different assessment task to the 

group. After this quality check, the total number of participants 
was 143 (M Age = 20, SD Age = 10, 104 Male, 41 Female, 2 
No Responses). This means that each avatar had a rating of 15 - 
20 participants. 

F. Design and procedure 

 The 200 avatars were divided random into four groups of 50 
avatars each. Each group was also provided with 10 catch trials. 
This meant that each group had 60 avatars, which were rated by 
20 participants. Because two different questions were asked in 
this study, one asking, “how human-like is the avatar?” and the 
other “how uncanny is the avatar?”, we asked each group twice. 
This gave us a total of 4 groups of 60 avatars per question. 
 The participant begins the survey with a brief introduction to 
the topic and a short briefing on how to complete the survey. 
This was followed by an example task on how the participant 
should rate the avatars. The same example avatar was used for 
each block. The participant sees two pictures of an avatar on 
their screen. On the left the entire body and on the right the 
profile picture with the face in focus. Below the pictures is the 
definition of the respective question. For the question about 
human likeness, the participant sees the various characteristics 
that make an avatar like humans and a slider from 0 to 100. 
Above the slider is the question “How similar to humans do you 
think this avatar is?” (0 - not at all like humans and 100 - very 
similar to humans). We used a similar method for the question 
of how uncanny you think the avatars are. You can see the same 
pictures and again a slider from 0 to 100 but this time with the 
definition about uncanniness and the question “How uncanny do 
you think this avatar is?” (0 - not uncanny at all and 100 - very 
uncanny). The participants are randomized into one of the 
respective groups and are only allowed to answer one question 

Figure 2. All 200 human-like VR avatars in the database. 
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type. This is to prevent the questions from influencing each 
other. The catch trials are pictures of real people or objects that 
have also been randomized into the respective groups.  

After half of the questions, the participants were given a 10-
second break during which their attention was drawn to the 
definition and characteristics again. After judging all the images, 
participants were asked to complete a demographic 
questionnaire in which they were asked to indicate their age, 
gender, native language, level of education, previous knowledge 
of robotics and experience with virtual avatars. The entire study 
took approximately 5 minutes to complete, and participants 
received $1 as compensation for their participation. 

III. RESULTS 

For the data analysis, all the results of the individual surveys 
were added together and an average for human likeness and 
uncanniness was calculated for each avatar. We then inserted 
these results into Microsoft Excel to generate various graphs. 
Looking at the first graph (Figure 3 a), no uncanny valley can be 
recognized. Instead, there is a linear gradient between the two 
factors uncanniness and human likeness, with uncanniness 
decreasing as human likeness increases. However, if one does 
not look at the entire amount of data and instead only at certain 
categories, such as only avatars that represent children, an 
uncanny valley is clearly recognizable. Just as in Mori's uncanny 
valley hypothesis [1], a large valley can be recognized between 
the moderately realistic and realistic avatars. When looking at 
other avatar categories, a slight uncanny valley can also be 
recognized. The other avatar categories, such as avatars that are 
based on a real person and represent them as a caricature, also 

have a slightly uncanny valley. The same applies to avatars that 
are not based on a real person but are depicted as a cartoon. 
based on a real person and represent them as a caricature, also 
have a slightly uncanny valley. The same applies to avatars that 
are not based on a real person but are depicted as a cartoon. To 
further investigate these results, we performed a polynomial 
mixed fit for the three different categories of. We determined the 
different coefficients of determination = r² for different 
polynomial mixed effects 3rd, 4th, and 5th models. In addition, 
based on the results of Kim et. al. [6] we also assumed that if 
there are one or more valleys here, then these are recognized in 
the 4th or 5th polynomial model. 

IV. DISCUSSION 

Using a database of 200 different VR avatars, we were able 
to find evidence for the uncanny valley phenomenon of Mori et 
al. [1]. Contrary to expectations, however, this was not the case 
for the entire sample, but only when we looked more closely at 
different sub-categories of avatars. This means that when many 
different avatar categories, such as different age classes or 
different styles, are analyzed together, the individual graphs 
overlap and thus close the uncanny valley.  The valley can only 
be created if the data is sorted precisely.  

Particularly noticeable here were avatars representing 
children. We found that when trying to make this type of avatar 
more realistic, some avatars were perceived much more 
negatively than avatars that did not try. Avatars that received a 
lower human-likeness score of under 40 out of 100 points for 
uncanniness were significantly better than those with a higher 
humanlike score and over 60 out of 100 points for uncanniness. 

Figure 3. Four scatterplots a) Total scope of all avatars b) Only avatars representing children c) Avatars caricaturing a real-life person d) Avatars representing a 

cartoonized style. This Y axis has been inverted to represent the uncanny valley. 
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This phenomenon cannot be replicated in the other age groups. 
We assume this is due to the proportions of the avatars. Because 
the unrealistic avatars in particular have a significantly larger 
head than the realistic avatars, which have normal proportions 
here. We were able to make this observation with the caricatures 
of real personalities such as former presidents of the USA. An 
uncanny valley can also be recognized here and, like the avatars 
representing children, these are mainly avatars with unusual 
proportions. This could be since an attempt was made here to 
depict real people and by increasing the similarity the avatars 
fall into uncanny again. However, categorization has also 
significantly reduced the number of data sets, which means that 
the coefficients of determination are very low and therefore not 
highly representative. This in turn can lead to the fact that certain 
types of avatars could not be evaluated to their full extent and an 
even larger database with many more avatars is needed. For 
example, a minimum number of avatar types could be 
predefined to ensure representativeness and thus fill the database 
more evenly. Furthermore, as a pilot study, the work focused on 
the development of the database and the study itself. As a result, 
the chapters Results, Discussion and Conclusion are somewhat 
shorter. The focus on the results and thus the length of the 
respective chapters will change in the subsequent papers.  

V. CONCLUSION 

With the drastic development of virtual reality and the 

constantly growing environment and possibilities it offers us, 

human-like avatars are also becoming an important topic that 

will affect us in the coming years. Even now, avatars from 

different areas are being rated according to their appearance and 

the term uncanny valley is being used more and more 

frequently. Based on the results of this study, we were able to 

find out that the uncanny valley is not an all-encompassing 

phenomenon in relation to VR avatars. Instead, the uncanny 

valley can only be found when taking a closer look at the 

individual subcategories of avatars. For example, if you take all 

the avatars in this database, there is an increasingly linear 

development between human-likeness and uncanniness, with 

the uncanny factor decreasing as human-likeness increases. 

However, if you look at certain subcategories, you can see a 

valley. This observation can also be observed in other 

categories, which leads us to assume that an overlap between 

the individual categories means that the uncanny valley is 

closed and thus balanced out by different avatars. In order to 

confirm this assumption, further and possibly even larger-scale 

studies than this one are needed. And by continuing to develop 

this database, we want to make this possible for everyone. 
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Abstract— This work is a follow up to our previous studies “2D 

Virtual Learning Environments for Tertiary Education” 

carried out in 2022 and “Comparison of 2D Virtual Learning 

Environments with Classic Video Conferencing Systems for 

Tertiary Education” carried out in 2023. The main focus was to 

analyse the suitability of a 2D Virtual Learning Environment 

(VLE) for tertiary education using the desktop-based 2D 

immersive environment 'gather.town' and to compare it with 

classic video conferencing systems. In these two studies, the 

results suggest that the immersive 2D environment is holistically 

suitable as a learning environment in the tertiary sector and, 

including exam grades, it was found that students perform 

better with virtual 2D learning environments than with classic 

video conferencing systems. In this short paper, we conclude the 

study of the Master`s courses with the video conferencing 

system in the series of seminars and look forward to the next 

round of examination with the virtual 3D learning environment. 

Keywords-Virtual Learning Environments; Online Teaching; 

Tertiary Education; 2D Environments; Desktop Virtual Reality; 

Zoom; gather.town; 3D Environment. 

I.  INTRODUCTION 

This paper is based on the first studies published in 2022 

in the International Journal on Advances in Systems and 

Measurements, vol. 15, no. 3 & 4 with the title “2D Virtual 

Learning Environments for Tertiary Education” [1] and the 

related to that “Comparison of 2D Virtual Learning 

Environments with Classic Video Conferencing Systems for 

Tertiary Education” published in 2023 [2] [3]. To complete 

the comparison, the two seminars were conducted and 

examined, as shown in Figure 1. Contrary to the original 

planning in [2], a 3D desktop environment was not used, but 

Zoom as a classic videoconferencing system. The use of 3D 

desktop is now planned for the winter term 24/25. Several 

studies have been published on online learning, especially 

with Learning Management Systems (LMS) such as Moodle 

and video conferencing systems, especially Zoom [4] [5] [6], 

accompanied by papers on the phenomenon of “Zoom 

fatigue” [7] [8] [9]. This highlights the need for alternative 

online learning environments with less immersive desktop 

environments such as gather.town [10]. Lo and Song [11] con-  

Figure 1. Timeline, seminars, learning environments and measuring 

instruments for this study. 

ducted a review of the empirical studies in gather.town and 
found that there is still a lack of studies outside of computer 
science courses that examine students behaviour and learning 
outcomes. The authors also found that most of the studies 
were of short duration and suggested studies of longer 
duration. In conclusion, the suitability of 2D Virtual Learning 
Environments for tertiary education has been analysed 
descriptively  and tested statistically through a first 
comparison between 2D Virtual Learning Environments and 
classic video conferencing systems. This comparison will now 
be completed with the inclusion of the second seminar 
strategy. The aim of this and the following research is to 
analyse the differences between the learning environments in 
order to improve online education in tertiary education. As the 
learning environments gather.town and Zoom have been 
described in our previous paper [2], as well as the 
measurement tools used, the Online Learning Environment 
Survey (OLLES) [12], the Igroup Presence Questionnaire 
(IPQ) [13] and qualitative interviews we only give the 
experimental procedure and the sample in Section 2. Section 
3 summarises the results, which are then discussed  with some 
limitations in Section 4. Section 5 concludes the paper with 
the main conclusions and future research. 
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II. METHOD 

A. Experimental procedure 

Before the first seminar, all subjects were familiarised 
with the Zoom environment, which was quite common for 
students. In addition, the OLLES questionnaire was 
introduced as it was used in its original English language, but 
the subjects were not native English speakers. Both seminars 
were held over 4-5 days, with each session starting in the early 
afternoon and lasting 5-6 hours. Both seminars were held 
exclusively in Gather and Zoom, respectively, with a total of 
one measurement point after the last seminar. Both 
questionnaires were completed online immediately after the 
seminar. Assuming similar results for the qualitative 
interviews at the point of Zoom as in the previous round [2], 
they were not condurcted for the Zoom seminar in this round. 

B. Sample 

All data were collected at the Technical University of 
Applied Sciences Würzburg-Schweinfurt during the seminar 
“Scenario-based Strategic Planning” (hereafter just 
“Strategy”) of the master programme “Integrated Innovation 
Management”. The seminar “Strategy” was held in Zoom, as 
shown in Figure 1. As could be shown in the previous studies, 
it seems to be sufficient to have only one measuring point. 
This was proved by using the Wilcoxon test, which showed 
that there was no difference between time point 1 and time 
point 2 regarding the OLLES questionnaire. The same was 
done for the IPQ. There were differences on one scale, which 
can be explained, and the difference was not confirmed in the 
second seminar Trend [2]. A total of 12 subjects participated 
in the Strategy seminar. However, only 10 subjects completed 
the questionnaires. This leaves n = 10 valid subjects for the 
final analysis. The average age of the subjects is 24.3 years, 
with a minimum of 22 years and a maximum of 26 years. Of 
the n = 10 subjects, 6 are female (60.0%) and 4 are male 
(40.0%). 

III. RESULTS 

In this first round of data analysis, the results of the 
OLLES questionnaire were compared to check for differences 
between the two different online learning environments. This 
was done by checking whether the central means and medians 
of the two surveys were significantly different. This is done 
by calculating whether the mean or median of the “Strategy 
Zoom” survey differs from the mean or median of the 
“Strategy gather.town” survey. The t-test for independent 
samples (two-sample t-test) is used to calculate the differences 
between the means. This requires that the indices are normally 
distributed. This is not the case for the CC_Mean and 
TS_Mean indices. Therefore, the analyses are recalculated 
using the U-test for independent samples (Mann-Whitney U-
test). This calculates whether the two medians are 
significantly different. As shown in Table I,the medians of the 
two surveys, gather.town and Zoom, are not significantly 
different. 

IV. DISCUSSION 

In contrast to the results of the second round in winter term 
22/23, the results show no significant differences between the 
virtual learning worlds gather.town and Zoom. In the second 
round, significant differences were found in the variables 
Active Learning (AL) and Information Design and Appeal 
(IDA) [3]. Although it was a different seminar, the didactic 
and structural elements are very similar and therefore do not 
explain the difference. Probably the small number of subjects 
makes it difficult to interpret the results. A further analysis of 
the not yet evaluated  data could possibly help. Therefore, in 
the next step, also the results of questionnaire IPQ and the 
exam grades of the Strategy and Trend seminar will also be 
examined. Furthermore, it might be interesting to look at the 
different results of the two seminars in Zoom, once in Strategy 
and once in Trend (Figure 2).  

TABLE I.  MANN-WHITNEY U TEST WITH RESULTS OLLES FOR STRATEGY 

Dimension 
Median 

gather.town 

Median 

Zoom 
exact p z-Value Effect size r 

Student Collaboration (SC) 3.30 3.80 0.169 -1.401 -0.275 

Computer Competence (CC) 5.00 4.90 0.858 -0.201 -0.039 

Active Learning (AL) 3.10 3.20 0.521 -0.667 -0.131 

Tutor Support (TS) 3.80 3.60 0.159 -1.432 -0.281 

Information Design and 

Appeal (IDA) 
3.40 3.60 0.765 -0.318 -0.062 

Material Environment (ME) 4.05 4.00 0.907 -0.133 -0.026 

Reflective Thinking (RT) 2.85 3.00 0.688 -0.422 -0.083 
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V. CONCLUSION AND FUTURE WORK 

This study, with the partial results of the third round of the 
long-term study on virtual learning environments, confirms 
the previous rather small differences between the virtual 
learning environments gather.town and Zoom. At least for the 
results of the OLLES questionnaire that has been analysed so 
far in the third round. The differences in the OLLES variables 
Active Learning (AL) and Information Design and Appeal 
(IDA) could not be confirmed in this round; in fact, there were 
no statistically significant differences. The results of the IPQ 
questionnaire have yet to be analysed. In addition, another 
round is planned for WS 24/25, in which the same seminars 
will be held in a virtual 3D desktop environment (Figure 2). 
As discussed in previous publications, the small number of 
subjects is a limiting factor in interpreting the results, but at 
the same time the research design allows for comparative 
analysis over a long period of time. Nevertheless, it will be 
explored how the number of subjects could be increased and 
also to what extent ethical aspects could be addressed by the 
use of VLE in education [14] [15]. 
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Figure 2. Overview of seminars, learning environments and measuring instruments for finished and planned studies. 

Time

Winter Term  21/22 Winter Term  22/23 Winter Term  24/25 (plan)Winter Term  23/24

Seminar „Trend and Innovation Measurement“ (Trend)

Seminar „Scenario based Strategic Planning“ (Strategy)

Learning environment:

Measuring instruments:

2D Desktop gather

OLLES

Qualitative Interviews

Exam Grades

Video Conference zoom

OLLES, IPQ

Qualitative Interviews

Exam Grades

Face to Face classroom

Exam Grades

3D desktop (system 1)

OLLES, IPQ

Qualitative Interviews

Exam Grades

Learning environment:

Measuring instruments:

Not included in survey

2D Desktop gather

OLLES, IPQ

Qualitative Interviews

Exam Grades

Video Conference zoom

OLLES, IPQ

Exam Grades

OLLES, IPQ

Qualitative Interviews

Exam Grades

3D desktop (system 2)
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Abstract—This paper introduces a digital platform concept
derived from a comprehensive study of a clothing charity thrift
store and its operational model, aimed at enhancing communica-
tion and coordination among a diverse workforce. The platform
was created using Participatory Design (PD) and Computer
Supported Cooperative Work (CSCW) principles. Insights into
the thrift store’s operations were gained through observation and
interviews, informing subsequent co-design workshops where the
final artifact was collaboratively developed. The resulting plat-
form prioritizes accessibility and usability, featuring a dashboard
display with a stylus and a mobile application that promotes
collaboration and communication via mixed-reality technology
and shared space. It emphasizes the ability of collaborative
digital platforms to improve communication, organization, and
productivity among charity thrift store employees.

Keywords-participatory design; PD; computer supported cooper-
ative work; CSCW; thrift store.

I. INTRODUCTION

Fast Fashion (FF) is a retail technique whereby businesses
use marketing strategies to keep up with the newest fashion
trends by regularly updating products with quick renewal
cycles and quickly turning the inventory [1]. The Spanish
corporation Zara introduced the concept of FF to the United
States in the 1980s, which quickly gained popularity. Over the
past two decades, there has been significant growth in the FF
market share. In fact, the consumption of apparel is predicted
to increase by 63% by the year 2030 [2]. Though clothing
poverty is a topic that sheds light on the uneven development
of our society, revealing a hidden world of fashion that many
are not aware of emphasizing the social and environmental
consequences associated with the FF industry [3]. For many
people who are living in poverty, buying clothes is a luxury
that they simply cannot afford. This issue has led to a growing
movement of charitable organizations that focus on providing
clothing to those in need. Not only is this work beneficial for
those who lack the means to buy new clothes, but it can also
be environmentally friendly.

Non-Profit Organizations (NPOs) with philanthropic and so-
cial goals are known as charities [4]. Charity thrift stores play
an important role in assisting those in need by providing low-
cost or free clothing and other items. It has a significant posi-
tive impact on the economy, society, and the environment [2].
However, volunteers frequently face difficulties collaborating
with one another while organizing donations and maintaining
inventory [5]. Compared to for-profit organizations, NPOs tend

to be more decentralized [4]. This study focuses on creating a
collaborative digital platform for charity thrift store employees
to enhance communication and task coordination, ultimately
improving the efficiency and effectiveness of the store’s op-
erations. This platform aims to address these challenges and
provide a more rewarding work experience for charity thrift
store employees while better serving their communities by
leveraging the principles of PD and CSCW.

Our study is based on a Clothing Center, which has provided
free clothing to more than 1,600 people since May of 2022.
According to the clothing center, a significant number of
people in this area are experiencing financial difficulties, with
low-income households relying on social benefits, disability
allowances, unemployment benefits, and other forms of assis-
tance. The clothing center exemplifies how charitable organi-
zations can have a significant impact on the community, and
our proposed digital platform will help similar organizations
by streamlining the donation and inventory management pro-
cesses by improving communication and coordination among
employees.

The purpose of this study is to investigate the creation
of a collaborative digital platform specifically designed for
charity thrift store employees. Our primary goal is to answer
the following research question: ” How can a collaborative
digital platform improve the efficiency and effectiveness of
communication and task coordination among workers in a
charity thrift store?”.

The paper is structured as follows. Section 2 provides an
overview of existing literature, while Section 3 presents the
framework used in this study. Section 4 outlines the method-
ology utilized, and Section 5 presents the study’s findings.
Finally, Section 6 engages in a discussion, while Section 7
concludes the study.

II. LITERATURE REVIEW

Few researchers have looked into the possibility of PD and
CSCW collaboration in a variety of settings. Paras et al.,
investigated the current clothing reuse industry in order to
develop a charity-driven model for the reuse-based clothing
value chain in their study [5]. David and his co-authors
proposed a new online collaboration platform for the exchange
of goods between various organizations in order to improve
communication, foster collaboration, and more efficiently and
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effectively fulfill each organization’s mission while also in-
creasing community involvement [6].

Vyas & Dillahunt, emphasize how people who are finan-
cially struggling demonstrate resilience in the face of adversity,
which may assist them in understanding how technologies can
support their current efforts [7]. Then, they offer empirical in-
sights into their participants’ situated resilience and articulate
how design can support their existing social and collaborative
practices. In a study conducted by Bysani et al., they proposed
an Remote Sharing Network (RSN) solution for the workplace
that promotes collaboration [8]. The system enables people
to work both independently and collaboratively, spawning a
new category of professionals known as e-professionals, who
can collaborate online regardless of their physical location
[8]. Michelini et al., aimed to shed light on how new digital
technology is reshaping alternative distribution networks and
what kind of value is added by the many developing models
in their paper [9].

However, few or no studies have focused on enhancing
collaboration and communication within NPOs such as charity
thrift stores using the PD method and CSCW. Therefore, this
study aims to fill this research gap by exploring how PD and
CSCW principles can be tailored to the context of NPOs,
specifically charity thrift stores, to enhance collaboration and
communication among volunteers and staff members.

III. FRAMEWORK

Effective collaboration demands diverse participation and
clear communication, integrating varied perspectives for suc-
cess [10]. Cultural backgrounds shape communication styles
[11]. Shared-space technologies enhance coordination in coop-
erative work environments [12]. Mixed reality expands collab-
oration possibilities, reshaping how we understand and model
collaborative efforts [13]. Our project leverages mixed reality
in a dashboard display and mobile application. Cooperative
work relies on communication to determine task significance.
Activity theory informs our understanding of human-computer
interaction [14].

CSCW is a field of study that looks into individual collabo-
ration and the impact of technology on teamwork. Understand-
ing team member roles, assessing the effects of technology
on collaboration, and promoting effective communication are
all necessary design principles and guidelines for encouraging
authentic teamwork. The location or context of CSCW design
is not fixed or predetermined [15] [16] [17].

PD is a collaborative design approach where designers
involve end-users in the design process to prioritize their needs
and promote empowerment and ownership over technology.
PD has been globally implemented and demonstrated its
effectiveness in meeting users’ requirements [18] [19]. PD
considers users as domain experts, ensuring their crucial role
in the design process and producing computer systems that
address real-world practical challenges [20]. Designers choose
PD for practical or political reasons, recognizing users’ right
to have a say in the technology they use [21].

IV. METHODOLOGY

Our research aimed to develop a collaborative digital plat-
form for charity thrift staff members to enhance their com-
munication, organization, and productivity. The methodology
included observation, interviews, and workshops with the staff
members. The following sections describe each step in detail.

A. Contextual Background of the Thrift Store

The charity thrift store, which serves as the focus of our
project, operates as a small organization reliant on the efforts
of approximately 30 individuals. Among these workers are
individuals of varying ages, with most facing disabilities or
illnesses. Operating for four days each week with two shifts,
the store undertakes diverse tasks. Initially, workers interact
with customers and collect clothing donations, meticulously
documenting each item received to ensure equitable distribu-
tion. Subsequently, workers transition to the warehouse phase,
where tasks include sorting, cleaning, and organizing items.
Communication and task management are facilitated through
platforms like Facebook, aiding in information dissemination
and task coordination. Additionally, workers handle diverse
items such as children’s toys, accessories, sports equipment,
shoes, and ornaments. Periodic events necessitate enhanced
communication and collaboration among staff members. Con-
sidering the diverse backgrounds and abilities of volunteers,
the development of an accessible and user-friendly collabo-
rative digital platform is deemed imperative for the organi-
zation’s productivity and success. Such a platform has the
potential to optimize communication, task organization, and
overall workplace efficiency.

B. Initial Discussion

Before engaging in formal data collection, an initial discus-
sion session was conducted to establish rapport and gain an
overview of the thrift store’s history, mission, and operational
dynamics. A sense of trust and collaboration was hoped to
be established with the staff members by authors, through
establishing a relationship with them, which was believed to
help facilitate the research process.

C. Observations

Two observation sessions were conducted to gain insights
into the thrift store’s operations. The first session, held after
an initial discussion, aimed to validate and contextualize infor-
mation obtained during discussions. This timing allowed for
observations of day-to-day activities, collaboration patterns,
and interactions among staff members and with customers.

The second session, conducted after interviews, included a
visit to their warehouse to observe activities, collaboration, and
cooperation inside the warehouse and between the store and
warehouse, and the overall setup of both the warehouse and
the store. Activities, communication patterns, and interactions
during both sessions, noting any notable behaviors or practices
was observed by the authors. During the warehouse visit, it
was observed that staff members are using a manual dash-
board, including a blackboard and pen to manage their work
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(a) Whiteboard (b) Whiteboard

Figure 1. Manual dashboard inside the warehouse.

schedules and a whiteboard to write their to-do lists. The to-
do list included different themed Facebook posts that needed
to be posted and a goods holding list for customers. The
customer holding list included the date, the type of goods the
customer needed, its size, and customer details. Refer to the
manual dashboard, as illustrated in Figure 1, observed during
the warehouse visit. This observation provided additional
insights into the daily operations of the charity thrift store,
supplementing the data obtained through interviews. These
observations were structured to provide a holistic view of the
thrift store’s functioning and complement insights gained from
discussions and interviews.

D. Interview

The interview was conducted after the initial observation
session to gain a deeper understanding of the thrift store’s
daily work processes and communication patterns among staff
members. To accomplish this, a semi-structured interview was
conducted with the founder of the thrift store. The reason for
interviewing the founder is the founder’s extensive experience
since the store’s inception and their role as both leader and
worker.

Pre-prepared open-ended questions facilitated discussions
on topics including tasks, workloads, and communication
systems used within the store. This approach aimed to un-
cover challenges, identify opportunities for improvement, and
explore potential technological interventions.

The interview was scheduled during a working day at the
thrift store and took place in a private room within the store.
Throughout the interview, detailed notes were taken, and audio
recordings were made to ensure the accuracy and completeness
of the data. The interview session lasted approximately 30
minutes.

E. Workshop for Co-Design

The workshop was conducted on two different days, with
each day featuring different sessions. The first session focused
on ideating the artifact, while the second session centered on
implementing the ideas generated in the first session. Five staff

members from various roles within the charity thrift store,
all above 18 years old, participated in the workshop. This
diverse representation aimed to capture unique insights and
experiences to enrich the design process. While the selected
participants may not fully encompass all roles within charity
thrift stores, they were chosen to reflect common responsi-
bilities. An introduction to the research and the goals of the
PD workshops was provided to the participants. More details
about the workshop are provided below.

1) Ideation: After conducting observations and interviews,
a workshop was held with the staff members of the charity
thrift store, involving five participants. The workshop included
the founder of the thrift store and various staff members
involved in different activities from different sections of the
store. Customers were not included as participants, as the
collaborative platform was initially aimed at serving the needs
of the store’s staff exclusively.

The main objective of the ideation session was to utilize the
information and challenges that the participants shared through
interviews and observations to create a possible solution for the
thrift store employees, making their work easier and more effi-
cient. Participants and authors engaged in detailed discussions
about potential features and technologies. Pen and paper were
provided to facilitate the drawing and explanation of ideas and
features. Additionally, different types of application examples
were shown to the participants to provide insight into possible
technologies and stimulate brainstorming.

Through their involvement in the ideation process, partici-
pants developed a collective understanding of the platform’s
essential features. While they initially expressed uncertainty
about their exact needs, they ultimately concluded that an
application and digital dashboard would be beneficial for the
staff.

2) Design Implementation: After the conclusion of the first
session, it was collectively decided that what kind of digital
tools they will have. Subsequently, a second session was
conducted to design these digital tools in collaboration with
the staff.
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Figure 2. Photos during the workshop activities.

During this phase, a hands-on approach was adopted, using
paper and colors to create an interactive environment. Mobile
interface-sized paper pieces were provided in green, reflecting
the staff’s preference as indicated in the previous ideation
session and aligning with the store’s logo color. Additionally,
small pieces of paper containing function names suggested
by the staff were distributed to aid in the design process.
Furthermore, additional A4-sized papers, mobile screen-sized
photos, paper pieces to add new features, crayons, colored
pencils, markers, pen, pencil, scissors, and a scale were
provided to empower staff members to introduce new features
or elements to the application. Refer to Figure 2 for photos
from the workshop. Though most of the implementation was
for the mobile application, for the dashboard, they preferred
it the same as the manual dashboard that they were using and
only added some other functionalities as they could access the
dashboard using their mobile application. This participatory
approach aimed to facilitate flexibility in design, allowing
for customization according to the staff’s preferences and
operational needs.

F. Ethical Considerations

Participants were provided with informed consent forms be-
fore observations, interviews, and workshops, ensuring trans-
parency and respect for privacy. The consent form outlined the
scope of discussions, confidentiality measures, and data han-
dling procedures. These measures upheld participants’ rights
and privacy throughout the research process.

V. RESULTS

After the ideation session, the team agreed on implementing
a dashboard display with a stylus and a mobile application
for the charity thrift store. The application offers essential
functionalities for collaboration and communication. Partic-
ularly, the dashboard with a stylus aims to replace traditional
whiteboards and blackboards in the warehouse. The mobile
app enables staff to access and manipulate the dashboard,
along with other features. Instead of using manual whiteboards
and blackboards to keep track of tasks and schedules, workers
can write on the dashboard just like they would with a pen

Figure 3. Designed application interface.

and paper. They can easily update tasks, mark off what’s been
done, and see what needs attention, all in one place. With the
help of mobile app, workers can access the warehouse dash-
board from anywhere. Even if they’re not in the warehouse,
they can still see what’s going on and add notes or tasks as
needed. The team opted for a green color to align with the
store logo and specified desired application features.

During the design implementation phase, the team collab-
orated to design the mobile application interfaces based on
staff preferences for color, features, and aesthetics. Figure 3
illustrates the designed mobile application interface. The home
page (Figure 4a) showcases various features divided into left
and right sections. The left side includes the Work schedule,
To-do-list, Announcement, and contact information for staff
and officials. The right side contains the Schedule calendar,
Etterlysninger, and a chat option. Features marked with a
star indicate newly designed interfaces. The Work schedule
allows staff members to choose their schedules, similar to
Doodles (refer to Figure 4c). The To-do list (refer to Figure
4b) outlines daily tasks. The Announcement feature facilitates
event announcements, while including staff phone numbers
enable easy communication.

The Schedule Calendar resembles the Outlook calendar for
scheduling appointments and tasks. The Etterlysninger feature
lists customer requests (refer to Figure 4d), including the date,
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(a) Home page (b) To-do list (c) Work schedule (d) Hold items

Figure 4. The application interface designed during the workshop.

type of goods, name, and number. The chat option supports
both group and individual chats.

Regarding the display with the stylus, staff preferred func-
tionalities similar to their current manual system in the ware-
house (refer to Figure 1). Staff can input information using
the stylus on the display or through the mobile application,
allowing access to information from anywhere without the
need for multiple applications or being physically present in
the store.

VI. DISCUSSION

The principles of PD and CSCW as key concepts throughout
our study. PD principles guided our approach to engaging char-
ity thrift store staff in the different methods, ensuring that the
end-users voices and perspectives were central to the design
of the collaborative digital platform. Our goal was to empower
and instill a sense of ownership over technology among staff
members by actively involving them in the design process.
This approach aimed to cultivate a feeling of investment and
commitment to the project.

The sequential approach of our observation sessions and
interviews provided valuable insights into the activities of
the thrift store. The first observation session yielded valuable
insights into collaboration patterns and interactions among
staff members, customers, and donors. Meanwhile, the second
observation session, which occurred after conducting the inter-
view, helped us to learn more about the warehouse operations
and the store itself. This sequential approach allowed us to
deepen our insights into how the store and warehouse work
together.

The initial observation phase laid the base for our interviews
with the founder. In the interview, the founder shared the
foundation of the store, experiences, store’s functioning, daily
work processes, work culture, and the challenges they’ve
encountered. Their reflections enhanced our understanding and
provided valuable context for the observations made earlier, as
well as for the second observation.

In the second observation, it is observed that the staff
members use a manual dashboard in the warehouse. Although
this aspect wasn’t explicitly mentioned by during the interview,
it highlights the practical tools and methods integrated into

their daily work routines. This observation emphasizes the
significance of triangulating data from multiple sources to
attain a comprehensive understanding of the event [22].

By combining insights from both observation sessions and
interviews, we were able to gain a thorough understanding
of the thrift store’s operations and procedures. This approach
enabled us to capture the nuances of how the store operates
on a day-to-day basis, as well as the broader context in which
it functions.

After the workshop, collaboratively proposed a solution to
enhance collaborative systems within a charity thrift store.
That was a mobile application and a digital display dashboard
with a stylus. Workers can access and manipulate information
using both the mobile application and the digital dashboard,
with the latter containing essential features such as a to-do
list.

One significant advantage of this solution is its accessi-
bility to workers of varying technological familiarity, as the
digital dashboard offers a user-friendly interface, particularly
beneficial for older workers. Moreover, the platform grants
employees the capability to access the dashboard from any
location, harnessing the power of mixed reality technology to
facilitate more efficient collaboration and communication. This
means that workers can seamlessly interact with the digital
dashboard and engage in tasks regardless of their physical
proximity to the workplace. By leveraging mixed reality
technology, the platform transcends traditional boundaries,
enabling employees to collaborate effectively whether they are
in the store, at home, or on the go.

Indeed, shared space demonstrates the potential benefits of
creating a common information space that promotes collabora-
tion and improves communication among workers. By estab-
lishing a shared space and common information, employees
can easily access and contribute to a centralized repository of
information, facilitating collaboration and ensuring everyone is
aware of tasks and progress. This fosters a sense of unity and
shared purpose among team members, ultimately enhancing
efficiency and productivity within the workplace.

During the PD work, participants expressed enjoyment
and effectiveness in being engaged throughout the process,
especially during workshops where they had the opportunity
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to design their own technology and prioritize their needs and
preferences. One member even found it effortless to explain
design concepts. This positive feedback from staff members
regarding the PD approach underscores the importance of
actively involving end-users in the design process of tech-
nological solutions. Ultimately, this user-centered solution is
poised to enhance their work experience, fostering easier,
happier, and more effective work for employees overall.

As the next step, we will conduct separate evaluations for
the application and the digital dashboard. First, a high-fidelity
prototype of the mobile application will be created and dis-
tributed to staff members for a week-long evaluation. During
this period, we will provide them with notes to capture any
comments or thoughts about the application. Following this
evaluation, we will gather feedback, including insights from
the provided notes, to iteratively improve the application’s
performance and user interface. Secondly, we will evaluate the
digital dashboard. Staff members will interact with the mobile
application, and we will simulate the interaction between
the digital dashboard and the mobile application to ensure
seamless communication and functionality between the two
platforms. Throughout these evaluations, we will focus on
assessing various efficiency metrics, such as the time taken by
users to perform tasks, user satisfaction levels, and the effort
required by users. These metrics will be compared between the
existing methods and the proposed platform in charity thrift
stores, providing valuable insights into the effectiveness of the
digital solutions.

VII. CONCLUSION

In conclusion, this research paper aimed to develop a
collaborative digital platform for charity thrift staff members to
enhance their communication, collaboration, organization, and
productivity. The research methodology involved several steps,
as described in Section 4. The study revealed valuable insights
into the daily work processes, communication patterns, and
needs of the staff members, which allowed for the identifica-
tion of potential opportunities for technological intervention.
The workshops were designed to involve the staff members
in the design process of the digital platform, which resulted
in two promising solutions, a dashboard display with a stylus
and a mobile application. Overall, this paper highlights the
importance of PD in developing technological solutions that
meet the needs of users and contribute to their productivity
and success.
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Abstract— Designers facilitating processes of co-creation to 
innovate socio-technical solutions often have the need to better 
understand stakeholders’ familiarity with the technologies 
being addressed. This article investigates the utility of 
technology probes to elicit such insights from participants 
concerning emerging technologies, such as Augmented Reality 
(AR) and Virtual Reality (VR). Focusing on an early phase 
workshop in a multi-stage co-creation project, this study 
scrutinizes the utilization of a custom-built application as a 
technology probe. Findings from the workshop shed light on 
how the technology probe elicited the participants' varying 
levels of familiarity and perceptions regarding the technologies 
in question. These insights enabled the designers to customize 
how technologies were mobilized and used in creating the 
representational tools needed in facilitating for further co-
creation activities. 

Keywords-co-creation; co-design; technology probes; 
participatory design; mixed reality; cultural heritage; education. 

I.  INTRODUCTION 
In recent years, technology probes have gained 

prominence as valuable tools in the pre-design stage of co-
design frameworks, facilitating exploration and understanding 
of emerging technologies within specific contexts [1]. As 
described by Newaz, Karlsen, and Herstad [2] “the 
pARTiciPED project, jointly financed by the Norwegian 
Research Council and the Østfold University College, aims to 
undertake research on how cross-sectorial collaboration can 
lead to better ways of learning for future generations. The 
overall goal of the project is to develop concepts and 
principles to explain how Cross-Sectoral Collaborations 
(CSC) should be organized and implemented to secure 
transformative mutuality. Further, the goal is to explore and 
provide empirical evidence on how to organize and implement 
CSC in teacher education, to empower teacher students as 
confident, interested and engaged autonomous actors in these 
projects. This may improve and enhance the student teacher’s 
pedagogical toolbox and strengthen the research-based 
foundation for educating new teachers.” Throughout the 
project, the student teachers (from Østfold University 

College) collaborated with museum educators (from Moss 
town and industrial museum), teacher educators (from Østfold 
University College) and us (as designers), in order to co-create 
a technology-assisted teaching activity, as opposed to 
traditional lectures with limited scope for engagement and 
interactivity. The aim of the activity would be to help middle 
school students actively learn about their cultural heritage, 
more specifically the industrial history of Moss town. Within 
this framework of co-design, understanding the role of 
technology probes becomes imperative, particularly in 
gauging participants' familiarity and perceptions of emerging 
technologies. This may include technologies, such as 
Augmented Reality (AR) and Virtual Reality (VR), which 
may enable a greater engagement among students within 
educational settings. Reflecting on our pre-design workshop, 
we discuss the role of technology probes in understanding the 
participants’ familiarity with technology, and how the process 
itself may contribute to building familiarity. In the following 
sections, we discuss existing literature with regards to co-
design and technology probes (Section II), present our 
methodology (Section III), discuss our findings (Section IV) 
and finally present our conclusion and plans for future work 
(Section V). 

II. RELATED WORK 
Theoretical underpinnings of co-design frameworks 

emphasize the importance of active participation and 
engagement of stakeholders throughout the design process 
[3]. Technology probes serve as lightweight interventions or 
artifacts that elicit responses and insights from users, thereby 
informing the design process [1]. In the context of the 
pARTiciPED project, probes were chosen as a means to 
understand the student teachers’ attitudes towards technology 
in general, as well as a specific technological solution 
prepared specifically in the context of the project. 

Hutchison et al. [1] describe technology probes to be a 
specific type of probe that can serve multiple goals: social - 
they gather information about technology use and users in 
real-world settings, engineering - field-test the technology, 
and design - inspire users and designers to envision new 
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technological solutions. A well-designed technology probe 
must strike a balance between these different disciplinary 
influences. From a social science perspective, technology 
probes depart from the notion of collecting ‘unbiased’ 
ethnographic data. Rather, they acknowledge that the 
introduction of probes may alter user behavior. In the first 
workshop of the pARTiciPED project, which we consider as 
part of the pre-design stage of the co-design process [4], the 
focus was on the social goal, observing changes in the student 
teachers’ attitude towards and their understanding of the 
technologies presented. However, as the project progressed to 
its generative stage, the focus shifted towards the design goals, 
exploring the possible implementation of these technologies 
as part of a future solution. 

From the perspective of design research, technology 
probes draw parallels to cultural probes, such as those 
introduced by Gaver, Dunni, and Pacenti [5], which aim to 
stimulate reflection through materials like disposable cameras 
and diaries. The term 'cultural' denotes the particular 
technique employed, which can be adapted to other 
approaches, such as empathy or technology [6]. Cultural 
probes, however, often are tied to a single activity conducted 
at a specific time and may be a representation of the relevant 
technologies rather than the actual technology itself. Unlike 
cultural probes, technology probes involve the use of actual 
technology in real-world contexts to observe its use and gather 
insights to inform future technology design [7][8]. 

 

 
Figure 1. Project Timeline 

A successful technology probe is characterized by 
simplicity and flexibility, serving as a tool to identify 

promising avenues for future technology design rather than a 
fully-fledged prototype. Moreover, it is open-ended and co-
adaptive, allowing users to both adapt to the technology and 
creatively shape its use for their own purposes [1][9]. Previous 
research has highlighted the effectiveness of technology 
probes in stimulating creativity, imagination, and 
collaboration among participants in various domains, 
including education [10][11]. This was also the case in our 
project, where we observed creativity both in the content that 
was created during the use of the probe, and in the suggestions 
of how different technologies could be used to enhance 
cultural heritage teaching. 

III. METHODOLOGY 
The research methodology employed in the pARTiciPED 

project draws upon Participatory Design (PD) principles, 
emphasizing active involvement and collaboration among 
stakeholders. Figure 1. Project Timeline presents the timeline 
of major activities of the project. Over the course of nine 
months, a series of 9 workshops were conducted (Figure 1), 
guided by PD principles, such as 'having a say' and 'mutual 
learning' [12]. In this article, we discuss the first student 
workshop. This workshop was held on June 10, 2021, serving 
as a foundational exploration of various emerging 
technologies, such as AR, VR and geolocation in the context 
of educational innovation. 

A. Pre-Design Workshop 
The main participants for this workshop were 51 pre-

service students (university students studying to become 
teachers) who were currently in the 4th year of their teaching 
studies. The workshop commenced with an introduction to the 
industrial history of Moss, Norway, facilitated by a museum 
educator from Østfold Museums (Figure 2). They were then 
given time to discuss the different themes that emerged in the 
presentation and visualize their ideas in the form of mind 
maps. This contextualization provided participants with 
insights into the historical significance of the town, setting the 
stage for the exploration of AR and VR technologies.  

 

 
Figure 2. Museum educator presenting historical context 

Following the history lesson, the participants were asked 
to fill out an online survey so we, the designers, could gain an 
understanding of their familiarity with technology. As 
presented in the first image in Figure 3. From left to right, 
Screen shot of 1st survey, 2nd survey, and geolocated content 
creation app the survey included questions regarding the 
participants’ previous experiences with technology. We 
subsequently introduced the participants to several 
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technologies, such as AR, VR, 360 imagery, and projection 
mapping. The presentation included images and videos of how 
these technologies are, and could be, used to share knowledge, 
especially in the context of cultural heritage and museums. 
 

 
Figure 3. From left to right, Screen shot of 1st survey, 2nd survey, and 

geolocated content creation app 

 

 
Figure 4. Screenshot of results of all the submitted geolocated content that 

was presented in front of all the participants 

After a lunch break, we conducted a 45-minute session 
that focused on our technology probe which also introduced 
the students to geolocation technology. The students were 
given a custom-made mobile application, to create a ‘virtual 
museum’ of the university campus. They did this by taking 
pictures, recording videos, and adding text descriptions about 
different parts of the campus, while positioning the media on 
a map (this could be done automatically using their device’s 
GPS, or by selecting the location manually). The 3rd image in 
Figure 3 shows the interface of the mobile application that was 
used by the participants. All the content created by the 
participant groups were automatically accumulated into one 
‘virtual museum’.  

The content was visible as markers on a map, and upon 
clicking the markers, it was possible to see the images and 
videos, and read the text. The interface where all the submitted 
content was aggregated and could be accessed, is presented in 
Figure 4. The map is the most prominent feature, with text 
content below it. Images and videos are visible on the right 
side of the interface. 

We spent another 30 minutes together with all participants, 
looking through some of the content that was created, and 
ended the session with another survey (second image in Figure 
3) about the activity they had just completed. The survey 
consisted of questions about their experience with the mobile 
application, any challenges they faced, as well as possible 
applications of such technology in the context of this project. 

The final session of the workshop lasted for 30 minutes. 
During this session, the participants were asked to identify 3 
important takeaways from the day’s activities, reflecting on 
the history of Moss town, the impact the industry had on its 
society, the technological possibilities, as well as the 
educational component of engaging middle school students to 
learn about these topics. We ended the day with a 15-minute 
session to wrap up and discuss what we would be doing going 
forward. The data from this workshop formed the basis for the 
subsequent workshops in the pARTiciPED, and also informed 
the tools and techniques that would be used going forward. 

B. Scientific Method 
As briefly described by Newaz, Karlsen, and Herstad [2], 

a combination of observation, and surveys was employed to 
gather comprehensive data during the workshop. Each method 
was selected to provide a nuanced understanding of the 
collaborative process and the participants’ interaction with the 
technology probe, their surroundings, and each other. We also 
wanted to learn about the participants’ familiarity with various 
technologies, as well as their creativity during the workshop. 

Observation, as a research method, offers insights into 
phenomena within "naturally occurring settings" [13][14]. By 
immersing ourselves in the participants' environment, we 
gained invaluable insights into their interactions, experiences, 
and reactions. Through direct observation and retrospective 
examination via notes, photographs, and audio recordings, we 
uncovered unspoken cues and authentically observed how 
participants engaged in the activities. 

Survey responses from all participants formed another 
crucial aspect of our data collection strategy. Participants were 
given 2 surveys to complete. One at the beginning of the 
technology session, and a second survey after they had 
completed the activities related to the technology probe. The 
surveys were designed to capture both tangible and nuanced 
aspects of the participants’ engagement throughout the 
workshop. The first survey was aimed at learning about the 
participants’ familiarity with technology and consisted of 
questions related to the use of technology in their daily lives, 
as well as questions related to their knowledge of emerging 
technologies. The second survey was more reflective about 
the workshop. The questions focused on the different 
technologies that were presented, the technology probe that 
was used, and relevant future applications of the technologies 
presented in an educational context. Combining survey data 
with qualitative observations fostered a holistic understanding 
of the role of the technology probe. 

Given the exploratory nature of our study, we opted for an 
inductive approach to data analysis, building codes from the 
ground up [15]. Initially, each question was assigned a distinct 
code category for analysis. We conducted an initial round of 
in vivo coding, meticulously examining responses to the 

18Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                           29 / 224



selected questions. Subsequently, a second round of coding 
was performed through thematic analysis, grouping responses 
into cohesive themes [16]. Our analysis encompassed a 
detailed examination of the responses from both surveys 
provided by the 43 student teachers that participated in this 
workshop. 

By analyzing the gathered data, we were able to reflect 
upon the influence of the technology probe on the 
participants’ familiarity with the technologies. 

IV. FINDINGS AND DISCUSSION 

A. Technology probe 
During the probing activity, as the students were going 

around the university campus in their groups, we observed a 
high level of engagement, and energy. The participants were 
actively creating photo and video content and uploading it to 
the ‘virtual museum’ application. It was apparent that they 
were enjoying the activity, as many of the participants were 
laughing as they were creating content and reviewing it before 
submitting it to the system.  

Several of the participants approached us during the 
activity as they were not able to upload their videos. We 
realized that the system would not be able to accept files larger 
than 10 megabytes. This was one of the major challenges that 
many of the participants faced. We categorized this as a 
technical challenge. Interestingly, most of the participants 
were able to troubleshoot the problem themselves. They 
understood the file size limit, and subsequently created and 
uploaded shorter videos. However, some of the participants 
were not able to identify the reason for the upload error by 
themselves (despite the error message as shown in Figure 5), 
and therefore were not able to troubleshoot the error either. 
They of course received help from us to circumvent the error. 

 

 
Figure 5. Error notification about file size that popped up for many of the 

participants 

More than half of the participants did not feel this technical 
issue was a major challenge (Figure 6). Rather they expressed 
frustration with the following: the fact that it was hard to be 
creative when choosing the location and creating relevant 
content for that location; practical things, such as background 
noise and people moving in the background when filming. 
25% of the participants did not feel they faced any significant 
challenges during the activity.  

 
 

 
Figure 6. Various challenges reported by the participants 

In terms of interest and aptitude, the participants displayed 
a strong inclination for the technology in use. The hands-on 
experience provided valuable insights into their 
comprehension of the available technologies and its potential 
benefits within an educational environment. The participants 
recognized the ability of this technology to improve student 
engagement and learning experiences. This was evident when 
all agreed on the relevance of geolocated content-creation 
application for teaching middle school students about their 
cultural heritage, with many highlighting its pedagogical 
value. Some recommended the use of VR and AR to enhance 
the students' experience, while others suggested using tools 
that the middle school students are already familiar with. One 
student said, “most of our students these days use TikTok, so 
we could use something like that, to let the students share their 
knowledge with others”. 

B. Familiarity 
The idea of using tools that are familiar, is also relevant in 

the context of our workshop. Analysis of participants' 
interactions with the technology probe, coupled with survey 
responses before and after the activity, provided valuable 
insights into their familiarity and comfort levels with the 
technologies we presented, such as Augmented Reality (AR) 
and Virtual Reality (VR) and geolocation. Initially, less than 
14% of participants were acquainted with AR, while over 90% 
demonstrated awareness of VR technology. Those familiar 
with AR cited examples, such as 'snapchat filters' and 
'Pokémon Go', showcasing their understanding of the concept 
in relation to systems they were familiar with. Interestingly, 
all participants were familiar with GPS technology, although 
only 23% could fully articulate its definition. 

Drawing from Herstad and Holone's [17] insights on 
familiarity as a subjective phenomenon, we understand that 
familiarity encompasses individuals' understanding of 
themselves, their surroundings, and the activities they engage 
in. It manifests through signs, such as easiness, confidence, 
success, and performance [18]. In the context of our project, 
familiarity with the presented technologies is crucial for 
participants' readiness to incorporate these tools into their 
teaching practices. Heidegger's [19] concepts of involvement, 
understanding, and the unity of self and world further explain 
the nuanced relationship between individuals and technology. 
Participants' interactions with the technology probe during the 
workshop provided tangible evidence of their engagement 
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Creativity

None
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with the tools and their ability to adapt to new technological 
environments. 

Despite encountering technical challenges during the 
activity, such as file size limitations, participants 
demonstrated problem-solving skills and adaptability, 
reflecting their familiarity with the technology and their 
willingness to overcome obstacles. This proactive approach to 
troubleshooting aligns with Heidegger's [19] notion of 
readiness to respond and act appropriately in each situation. 

On the other hand, the challenge of being creative, though 
only raised by a smaller number of could also be attributed to 
familiarity. Perhaps, those students were not familiar with the 
process of creating digital content? Our data shows otherwise, 
as only 2 of the 43 students had never edited a video before. 
Perhaps they were not creating content online? Or perhaps, 
despite regularly creating content to share with friends and 
family, these participants were not comfortable doing the 
same when the content would be available publicly, or at least 
to a group that extended beyond a certain threshold. While we 
did not collect any data in this regard, it could be valuable to 
explore these questions from the perspective of familiarity. 

The workshop not only provided insights into participants' 
familiarity with various technologies but helped us create 
scaffolds that contributed to their increased understanding and 
enthusiasm for utilizing these tools in educational contexts. 
Sanders [20] suggests that that designers should understand 
the aspirations of ordinary individuals and create scaffolds to 
help them realize these aspirations. These scaffolds, according 
to Sanders and Stappers [3], are frameworks for experiential 
engagement that can facilitate collaborative innovation and 
creative expression among stakeholders. In our project, we see 
parallels with Sanders' notion of scaffolds. In our case, we 
employed technology probes as tools to elicit insights, foster 
collaboration, and inspire creative expression among 
participants. Sanders [21] further elaborates on the concept of 
scaffolds, defining them as tools that foster everyday 
creativity and collective creativity. This conceptualization 
aligns closely with our approach to Technology Probes, where 
we aim to provide participants with tangible experiences and 
opportunities to explore emerging technologies, such as 
Augmented Reality (AR) and Virtual Reality (VR) in the 
context of education. 

C. Outcomes 
 Based on the final feedback session of the workshop, the 

top 3 insights we could extract from the workshop include: 1) 
as a result of all the activities throughout the day, the 
participants were able to establish some common goals for the 
project at large, 2) the participants were able to achieve 
collaborative creativity while working with each other, not 
only in the context of the thematic discussions, but also in the 
context of creating content for the ‘virtual museum’ 
application, and suggesting future developments, and finally 
3) the participants gained a heightened awareness of 
technological possibilities.  

The participants displayed varied levels of understanding 
and familiarity regarding the technology introduced. Initially 
hesitant about the unfamiliar technology, their understanding 
improved as the workshop proceeded, eventually 

transforming skepticism into inspiration. Their recognition of 
the pedagogical value of technology, particularly in teaching 
middle school students about cultural heritage, underscores 
the potential of technology probes in fostering co-creation and 
collaborative innovation in education. When asked whether 
they could see this kind of technology could be relevant to 
teach cultural heritage to middle schoolers, an overwhelming 
majority responded positively, as evident from the following 
selection of responses: 

 
“Yes, it can. Then you don't have to travel to places to visit 
them - which can be nice in a pandemic.” 
“Yes; absolutely, you can go around and explore different 
places and at the same time document it for others” 
“Yes absolutely! One can use it to make informative videos 
about cultural history” 
“Yes, you can use technology to convey so that you can 
see what you want and see at any time. Not just when there 
is a lecture.” 
 
The hands-on experience with the technology probe also 

helped create a scaffold and enabled participants to imagine 
its potential applications. This served as a springboard for 
structuring subsequent generative workshops. As the 
participants became more familiar with the technology and its 
applications, they also gained a deeper understanding of 
history from the museum educator. To further the design 
process, we realized we needed to devise tools and techniques 
that could build on this newly gained familiarity and 
understanding of both the historical theme and the 
technology's potential. The ultimate goal was to allow the 
student teachers to conceive of an engaging teaching activity 
using the technology, effectively familiarizing middle school 
children with their cultural heritage in a fun and easy way. 
Consequently, we decided to create design cards, and use 
them in the next co-design workshop to represent the 
historical themes, technological landscape, and educational 
requirements for such a teaching activity. 

V. CONCLUSION AND FUTURE WORK 
The utilization of technology probes in the pre-design 

stage of the co-design process proved instrumental in eliciting 
responses and insights from participants. The hands-on 
workshop allowed us to gauge the participants' familiarity 
with emerging technologies like AR and VR and laid the 
groundwork for a collaborative design process that can 
facilitate collaborative innovation among the stakeholders, 
thereby informing the design and implementation of certain 
tools and techniques in the subsequent stages of the co-
creation process. Moving forward, further research in this area 
holds the potential to enrich our understanding of the role of 
technology probes in educational innovation and participatory 
design processes, ultimately contributing to the enhancement 
of learning experiences for students. 

ACKNOWLEDGMENT 
We would like to thank all the wonderful participants in 

schools, museums, and universities. 

20Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                           31 / 224



REFERENCES 
[1] H. Hutchinson et al., ‘Technology probes: inspiring design for 

and with families’, in Proceedings of the SIGCHI Conference 
on Human Factors in Computing Systems, Ft. Lauderdale 
Florida USA: ACM, Apr. 2003, pp. 17–24. doi: 
10.1145/642611.642616. 

[2] F. B. M. Newaz, J. Karlsen, and J. Herstad, ‘Making 
Technology Matter for Processes of Co-Creation and 
Innovation in Cross-Sectorial Collaborations’, ACHI 2023, 
The Sixteenth International Conference on Advances in 
Computer-Human Interactions, Apr. 2023. 

[3] E. B.-N. Sanders and P. J. Stappers, “Co-creation and the new 
landscapes of design,” CoDesign, vol. 4, no. 1, pp. 5–18, Mar. 
2008, doi: 10.1080/15710880701875068. 

[4] A. Liem and E. B.-N. Sanders, “The Impact of Human-
Centred Design Workshops in Strategic Design Projects,” in 
Human Centered Design, vol. 6776, M. Kurosu, Ed., in 
Lecture Notes in Computer Science, vol. 6776. , Berlin, 
Heidelberg: Springer Berlin Heidelberg, 2011, pp. 110–119. 
doi: 10.1007/978-3-642-21753-1_13. 

[5] B. Gaver, T. Dunne, and E. Pacenti, “Design: Cultural 
probes,” interactions, vol. 6, no. 1, pp. 21–29, Jan. 1999, doi: 
10.1145/291224.291235. 

[6] K. Boehner, J. Vertesi, P. Sengers, and P. Dourish, “How HCI 
interprets the probes,” in Proceedings of the SIGCHI 
Conference on Human Factors in Computing Systems, San 
Jose California USA: ACM, Apr. 2007, pp. 1077–1086. doi: 
10.1145/1240624.1240789. 

[7] T. Hemmings, K. Clarke, M. Rouncefield, A. Crabtree, and T. 
Rodden, “Probing the probes,” in PDC, 2002, pp. 42–50. 

[8] A. Voida and E. D. Mynatt, ‘Conveying user values between 
families and designers’, in CHI ’05 Extended Abstracts on 
Human Factors in Computing Systems, Portland OR USA: 
ACM, Apr. 2005, pp. 2013–2016. doi: 
10.1145/1056808.1057080. 

[9] P. Knierim, P. W. Woźniak, Y. Abdelrahman, and A. Schmidt, 
“Exploring the Potential of Augmented Reality in Domestic 
Environments,” in Proceedings of the 21st International 
Conference on Human-Computer Interaction with Mobile 
Devices and Services, Taipei Taiwan: ACM, Oct. 2019, pp. 
1–12. doi: 10.1145/3338286.3340142. 

[10] C. DiSalvo, P. Sengers, and H. Brynjarsdóttir, “Mapping the 
landscape of sustainable HCI,” in Proceedings of the SIGCHI 
Conference on Human Factors in Computing Systems, Atlanta 

Georgia USA: ACM, Apr. 2010, pp. 1975–1984. doi: 
10.1145/1753326.1753625. 

[11] F. Kensing and J. Blomberg, “Participatory Design: Issues and 
Concerns,” Computer Supported Cooperative Work (CSCW), 
vol. 7, no. 3–4, pp. 167–185, Sep. 1998, doi: 
10.1023/A:1008689307411. 

[12] J. Simonsen and T. Robertson, Eds., “Tools and techniques: 
ways to engage telling, making and enacting,” in Routledge 
International Handbook of Participatory Design, 0 ed., 
Routledge, 2012, pp. 165–201. doi: 10.4324/9780203108543-
14. 

[13] M. Crang and I. Cook, Doing ethnographies. Los Angeles: 
SAGE, 2007. 

[14] J. Lazar, J. H. Feng, and H. Hochheiser, Research methods in 
human-computer interaction, Second edition. Cambridge, 
MA: Elsevier, Morgan Kaufmann Publishers, 2017. 

[15] J. Fereday and E. Muir-Cochrane, “Demonstrating Rigor 
Using Thematic Analysis: A Hybrid Approach of Inductive 
and Deductive Coding and Theme Development,” 
International Journal of Qualitative Methods, vol. 5, no. 1, pp. 
80–92, Mar. 2006, doi: 10.1177/160940690600500107. 

[16] V. Clarke and V. Braun, “Thematic Analysis,” in 
Encyclopedia of Critical Psychology, T. Teo, Ed., New York, 
NY: Springer New York, 2014, pp. 1947–1952. doi: 
10.1007/978-1-4614-5583-7_311. 

[17] J. Herstad and H. Holone, “Making sense of co-creative 
tangibles through the concept of familiarity,” in Proceedings 
of the 7th Nordic Conference on Human-Computer 
Interaction: Making Sense Through Design, Copenhagen 
Denmark: ACM, Oct. 2012, pp. 89–98. doi: 
10.1145/2399016.2399031. 

[18] P. Turner and G. V. D. Walle, “Familiarity as a basis for 
universal design,” Gerontechnology, vol. 5, no. 3, pp. 150–
159, Jul. 2006, doi: 10.4017/gt.2006.05.03.004.00. 

[19] M. Heidegger, Being and Time. in Library of philosophy and 
theology. Basil Blackwell, 1962. [Online]. Available: 
https://books.google.no/books?id=qLvvEAAAQBAJ,et 
[retrieved: May, 2024] 

[20] E. B.-N. Sanders, “Scaffolds for Experiencing in the New 
Design Space,” 2002. [Online]. Available: 
https://api.semanticscholar.org/CorpusID:111744729, 
[retrieved: May, 2024] 

[21] E. B.-N. Sanders, “Scaffolds for building everyday 
creativity,” Design for effective communications: Creating 
Contexts for Clarity and Meaning, pp. 65–77, 2006. 

 

21Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                           32 / 224



Facilitating Labs for Innovating Cross-sectorial Collaborations in Teacher 

Education 

 

Kristine Høeg Karlsen 

Faculty of Teacher Education and 

Languages 

Østfold University College 

Halden, Norway 

kristine.h.karlsen@hiof.no 

Joakim Karlsen 

Faculty of Computer Science 

Engineering and Economics 

Østfold University College 

Halden, Norway 

joakim.karlsen@hiof.no 

 

 

Lisbet Skregelid  
Faculty of Fine Arts 

University of Agder 

Kristiansand, Norway  

lisbet.skregelid@uia.no

 
Abstract—Teacher education programs should equip future 

teachers with the knowledge and experience needed to engage 

in cross-sectorial collaborations with external partners. Within 

our teacher education programs, we have strategically planned 

and organized multiple labs to explore how such learning 

activities should be designed. In this article, we present and 

discuss the implementation and impact of the three labs from 

the perspective of the project leaders. By using the design 

choice framework for co-creation, we shed light on the 

decision-making process undertaken by project management 

to facilitate these labs as third spaces. 

Keywords: co-creation; cross-sectorial collaboration; teacher 

education; third space. 

I.  INTRODUCTION 

External partners increasingly seek and gain access to 
Norwegian schools to provide learning activities. Examples 
of initiatives organized as Cross-Sectorial Collaborations 
(CSCs) include The Technological Schoolbag, Young 
Entrepreneurship, and The Cultural Schoolbag (TCS). To 
ensure value for both the external partner and the school, 
both parties need to take active roles in organizing teaching 
activities. The skills needed to actively participate in such 
collaborations need to be considered in teacher education. 
This increases the likelihood that student teachers will be 
able to create value from these partnerships as future 
professionals to a greater extent. 

In the current article, we elucidate the findings of our 
research project, pARTiciPED, led by Østfold University 
College (ØUC) and funded by the Research Council of 
Norway. As part of this project, we have carefully planned 
and organized multiple interventions for student teachers to 
acquire new skills, perform new roles, and become confident 
in cooperation with external partners. The work undertaken 
by project leaders (management) has focused on 
orchestrating “co-creation processes” that emphasize active 
participation and mutual learning, situated in dynamic and 
democratic frameworks, or “third spaces” [1, s. 205]. To 
understand the many design choices that we have made to 
support the learning activities undertaken in this project, we 
present and discuss them according to Lee et al.’s [2] design 

framework for co-creation. The framework, with its roots in 
participatory design [3] and action research [4], supports the 
democratic values pursued in the pARTiciPED project and 
systematizes the main aspects that have been considered by 
the research team. 

In the following, we examine the design and 
implementation of three labs where stakeholders from 
multiple sectors have come together to co-create courses in 
teacher education, with the objective of empowering student 
teachers in CSCs as future professionals. The following 
research questions guided the analysis: 

 
What are the merits of the design choices made when 

implementing labs to understand and innovate CSC within 
teacher education? 

 
The present article follows a six-section structure, as 

follows: Section II describes our empirical context—TCS—
an example of CSC in teacher education. In Section III, we 
delve into the details of the three laboratories. The labs 
aimed to engage participants in dialog and co-creation. In 
Section IV, we gain insights into the various decisions made 
by project leaders to facilitate “third spaces” using the design 
choice framework for co-creation. Finally, Section V 
discusses the implications of the innovating labs for both 
practice and the field of research, culminating in the final 
remarks in Section VI. 

II. THE CULTURAL SCHOOLBAG AS THE EMPIRICAL 

CONTEXT OF THE STUDY 

In the three labs, TCS is utilized as an example of a CSC, 
representing the most extensive third-party collaboration 
with Norwegian schools. Since 2001, the program has been 
part of the government’s culture policy, offering arts and 
culture to every primary and secondary school in Norway, 
which encompasses literature, music, visual arts, performing 
arts, film, and cultural heritage. Internationally, there are 
similar arts-in-school programs that provide arenas for pupils 
to experience professional arts and culture, such as the 
Skapande skola (Creative School) in Sweden, the Lincoln 
Center Institute in New York City, and Listaleypurin on the 
Faroe Islands [5][6][7]. According to Breivik and 
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Christophersen [6, s. 27, authors translation], these 
“programmes, and others in for example, Denmark, the 
United Kingdom, and Australia, are however less 
comprehensive and reach out to fewer pupils.” Due to its 
widespread coverage, TCS stands as “one of the largest 
programmes in the world that aims to bring professional arts 
and culture to children” [8, s. 33]. 

Nevertheless, research indicates that teachers often 
perceive themselves as having limited influence on TCS 
activities they participate in [9], that they lack a clear 
understanding of their role [10], and that there is an 
asymmetric power relationship between schools and cultural 
institutions in TCS [11][12][13][14]. The tensions that may 
arise in connection with TCS school visits could be rooted in 
different perceptions of the status quo [15]. These challenges 
may hinder the fulfillment of the government’s requirement 
for TCS, which clearly assigns teachers the responsibility of 
“enabling students to have enriching art and cultural 
experiences, while also deriving academic benefits from 
DKS visits.” [40]. As a result, it is crucial to prepare future 
teachers to take active roles when collaborating with artists 
and cultural workers, thereby creating value for their pupils. 

Recently, there has been a notable increase in the number 
of studies offering valuable insights into TCS within the 
context of teacher education, addressing various aspects, 
such as codesign [16][17], educational design [18], 
educational dissensus [19][20][21], and evaluations of course 
design [22][23][24]. However, few studies have attempted to 
develop concepts and principles that not only describe but 
also elucidate how CSCs can be facilitated in teacher 
education. This underscores the need for further research to 
advance this field. 

III. THREE LABS FOR STRENGTHENING THE RESEARCH-

BASED FOUNDATION FOR TEACHER EDUCATION 

The three laboratories led by the three authors of this 
article all aimed to strengthen the research-based foundation 
for TCS/CSC in teacher education and thus promote change, 
pursuing a research strategy summarized by Lars Mathiassen 
as “engaged research” [25]. The three laboratories were 
involved in two different types of teacher education in 
Norway from 2021–2022. 

Laboratory 1: Performing Arts (Lab Art) invited 
participants from teacher education, art education, and 
primary schools to co-create a mandatory course unit in 
teacher education. The unit provided fourth-year student 
teachers, studying to become educators for grades 1–7, with 
the opportunity to team up with professional art students to 
develop and implement a TCS-performing art project as part 
of their placement practice in primary schools. The first 
phase focused on sharing practices and finding common 
ground; subsequent sessions utilized a multimodal 
choreography-informed method to design the first parts of 
the course units; and the final stage centered on 
implementing and evaluating the course module as a whole. 

Laboratory 2: Cultural heritage (Lab Museum) 
included an interprofessional design team with participants 
from teacher education, museum education, technology 
design education, and primary education to co-create and 

implement a course unit for fourth-year student teachers to 
becoming educators for grades 5 through 10. In the co-
creation of the course unit, most of the time, they were 
accustomed to finding common ground and negotiating roles 
and making contributions to the plan and the course 
materials. In the course itself, the student teachers first 
obtained insights into the museum’s collections, topics, 
goals, and aspirations to consider how these resources could 
fit with the requirements for their teaching. In the next 
activity, they used a design game, here using bespoke design 
cards, to co-create learning experiences requiring 
museum/school partnerships and collaboration in schools. 
Finally, the students tried some of these ideas in secondary 
schools in the county as part of their placement practice. 
Both the Lab Art and Lab Museum were constructed at a 
university college in southeastern Norway. 

Laboratory 3: Visual art (Lab Dissensus), which 
included a range of partners in a forum, was initiated in an 
earlier phase prior to pARTiciPED. The Forum consisted of 
representatives from teacher education at a university in 
southern Norway, a teacher, an artist, and researchers who 
collaborate on and discuss on a local level how the inclusion 
of TCS in teacher education can lead to a better integration 
of art in general and TCS in particular in schools. In the first 
phase, the students participated in a TCS visual art project. 
The experiences were reflected on and discussed in the 
Forum and influenced how the next TCS project was 
organized for the student teachers. Here, master’s students in 
arts and crafts responded to and discussed observations with 
pupils taking part in the project. Based on that, they brought 
these responses to the Forum, which was used to inform 
further realization of the project for student teachers. 

The three laboratories were organized and implemented 
with the aim of establishing “third spaces” where 
participants learned from each other through dialog and co-
creation. The staging of such a third space aimed to invite 
researchers and practitioners to “come together to rehearse 
‘the possible’” [1, s. 205]. The notion of the third space is 
found in a range of writings [26][27]. In the literature on 
education, for example, it is used to describe the gap 
between the knowledge that is disseminated at school and the 
knowledge that students bring with them themselves [28]. 
Recently, the concept has been adopted in art educational 
contexts [21][29] to provide fresh ground for exploring the 
space between art and pedagogy and between artists and 
teachers [30][31][32]. 

TABLE I.  THE DESIGN CHOICES FRAMEWORK FOR CO-CREATION [2] 

Group Design choice Brief explanation 

Project 

preconditions 

Openness of 

the brief 

Decides the degree of flexibility 

available for interpretation and 

innovation within the 
requirements of the design 

project. 

 Purpose of 
change 

Decides how the co-creation 
activities seek to achieve change. 

 Scope of 

design 

Scope of design decides what is 

to be designed in the co-creation 
workshops. 

23Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                           34 / 224



Group Design choice Brief explanation 

Participants Diversity in 
knowledge 

Assemble participants who, 
collectively, encompass all the 

necessary knowledge and 

practice-based expertise relevant 
to the practices impacted by the 

co-creation. 

 Differences in 

interests 

Accommodate for differing 

interests between the participants. 

 Distribution 

of power 

Equalizing power asymmetries 

between the participants. 

Co-creation 
events 

Types of 
activities 

Deciding types of activities. 

 Setting for 

co-creation 

Selecting the appropriate setting. 

Project results Outputs of the 

project 

Immediate deliverables. 

 Outcomes of 

the project 

Long-term impact. 

IV. FACILITATING THE LABS 

To gain insights into the various decisions made by 
project leaders to facilitate the use of labs as third spaces, we 
use the design choice framework for co-creation developed 
by Lee et al. [2]. The framework comprises 10 design 
choices categorized into four groups (Table 1). 

A. Navigating design choices for project preconditions 

The design choices pertaining to project preconditions, as 
outlined by Lee et al. [2], is openness to the brief, purpose of 
the change and the scope of design. In all three labs, the 
project team started with a predefined brief with the clear 
aim of strengthening student teachers in future collaborations 
with the art and cultural sector. The mode of inquiry and the 
level of flexibility afforded were, in accordance with Lee et 
al. [2], limited, because there was little openness to thinking 
outside the box regarding the objectives and problems the 
laboratories were meant to address. The main reason for this 
was that the laboratories originated from pARTiciPED, an 
externally funded project, and the project leaders had 
received support specifically to address challenges in teacher 
education regarding CSC. 

According to Lee et al. [2, s. 21], instigating change 
through co-creation activities can be directed at diverse 
levels (from individuals to organizations) or extend across 
multiple organizations. The overarching goal across all three 
laboratories was to make contributions to innovation 
processes and instigate transformative practices spanning the 
various sectors in the domains of art, culture, and education. 
In all three cases, the main purpose of change was to 
strengthen student teachers’ ability to take new roles in TCS. 
Although the Lab Art and Lab Museum sought to challenge 
traditional roles in which artists create art and teachers 
handle the preparations and follow-up of TCS workshops, 
the Lab Dissensus chose to innovate in other novel ways and 
did not seek to contest these role understandings. 

According to Lee et al. [2, s. 21–22], the scope of design 
varies from tangible components, such as service 
touchpoints, to more abstract and comprehensive elements, 
such as cross-organizational collaboration models. Across 
the three laboratories, we provided the materials, structure, 

and content for TCS learning activities where student 
teachers could explore multiple collaborative modes in TCS. 

B. Design decisions shaping how participants were 

engaged 

Design choices related to participants, as proposed by 
Lee et al. [2], encompass critical decisions regarding making 
room for diversity of knowledge and interests and the 
distribution of power in co-creation activities. In all three 
laboratories, essential stakeholders with expertise in their 
respective fields and domains actively participated. In line 
with Lee et al. [2, s. 22], these participants collectively 
possessed comprehensive knowledge about the processes 
they were developing, along with extensive understanding of 
the practices affected by their co-creations, spanning 
performing arts (Lab Art), cultural heritage learning (Lab 
Museum), and visual art (Lab Dissensus). Labs 1 and 3 
included student teachers, teacher educators, teachers, and 
professional artists. The Lab Museum included museum 
educators and design researchers, in addition to student 
teachers, teacher educators, and teachers. 

In a co-creation project, participants will “have different 
degrees of power because of their different knowledge 
levels, interests, roles, societal, and organizational 
backgrounds, and so on” [2, s. 23]. It is imperative for Lab 
leaders to thoroughly assess how various participants are 
engaged and accommodated in sharing their perspectives, 
thoughts, and reflections, irrespective of their knowledge 
levels, backgrounds, or roles. In the establishment of the 
Forum in Lab Dissensus, all involved stakeholders gained a 
voice in the discussion regarding how the inclusion of TCS 
in teacher education can enhance the integration of art, both 
in general and specifically within TCS. Student teachers 
were also provided with the opportunity to share their 
perspectives on the Forum, ensuring that their opinions were 
voiced. 

Reflecting on the Lab Museum, several of the student 
teachers would have benefited from additional preparatory 
tasks and lessons in history. This would have enabled them 
to engage with the historical topics and material with more 
confidence and to motivate them to try a more equal role in 
relation to the museum educators. This is, of course, a well-
known issue in the participatory design (PD) literature—the 
importance of providing training to less-knowledgeable 
parties in the design process to equalize power relations 
when they are unbalanced. 

In Lab Art, all participants were afforded the opportunity 
to present their approaches to learning and teaching and/or to 
the learning and teaching of art, aiming to establish a 
foundation for co-creation. However, challenges arose early 
in the project because the participants’ opportunities to 
influence workshop plans were not clearly articulated from 
the outset. When disagreements about workshop activities 
surfaced, the group found itself lacking the necessary tools to 
resolve them. 

C. Facilitating effective co-creation events 

The three laboratories strategically framed a range of co-
creation activities to ensure that the project goals could be 
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achieved. In the Lab Art and Lab Museum, tools and 
techniques from PD were chosen, while a forum was 
established in Lab Dissensus. Across the three laboratories, 
the teacher education campuses served as the main venues, 
but also included excursions to art institutions and museums. 
The Lab Art and Lab Museum utilized schools in the region 
as venues for experimenting with and implementing new 
collaborative modes for TCS production. 

Exploring Lab Art, the process started with a future 
workshop and subsequently advanced through two full-day 
dialog-based workshops. During these workshops, various 
stakeholders shared their perspectives, theories, and 
methodologies. Choreopattern [16], a PD method, was then 
developed by the PhD candidate, together with the other 
teacher educators, aimed at co-creating the course unit. 
However, disagreements arose regarding this method, which 
ultimately led to its abandonment after two iterations. 
Subsequently, the design team convened regular meetings to 
develop the final days of the course. In this course, student 
teachers collaborated with art students to develop and 
implement a performing art TCS project in primary schools 
within the county. This involved 45 student teachers and art 
students, seven schoolteachers, and approximately 175 
pupils. During placement practice, the design team closely 
followed the projects in the schools. The course concluded 
with a collaborative evaluation on campus, in which both art 
students and student teachers were invited to reflect on the 
completed curriculum. Subsequent iterations of the course in 
the following years integrated additional art forms, such as 
literature and film, involving new cohorts of student 
teachers, artists, educators, and pupils. 

In the Lab Museum, the design team organized four 
preparatory workshops before the course, with the goal of 
exploring the participants’ competencies and knowledge. As 
part of the course, the student teachers participated in three 
full-day workshops to plan and prepare their placement 
practices. The first day focused on exploring the materials 
provided by the museum educator, the school curriculum, 
and relevant AR/VR technologies for use in cultural learning 
designs. On the second day, they designed concepts for 
AR/VR learning activities using crafted design cards [17]. 
On the third day, they explored a prototype for engaging 
with historical images, together with reacting to the past 
historical role-playing framework [33]. They used all the 
outputs from the full-day workshops in planning and 
implementing multimodal cultural learning activities in their 
classrooms during their placement practice. Overall, 
approximately 70 student teachers, 15 schoolteachers, and 
376 pupils were involved in this process. Similar to Lab Art, 
this lab persisted over the subsequent years, incorporating 
new art forms, students, and pupils. 

In Lab 3, a forum similar to a local advisory board was 
established, holding regular meetings throughout the project 
duration. The members of Forum who were directly involved 
in the two TCS productions of this lab planned, realized, and 
discussed the initiatives and brought these discussions to the 
Forum meetings. During these meetings, the stakeholders 
had the opportunity to comment on what was shared and to 
contribute ideas about upcoming events. The student 

teachers participated in two types of TCS productions 
focusing on visual art [21]. This was carried out very 
similarly to what was done for the children in school. The 
responses from students taking part in the workshop 
contributed to how these productions were realized for the 
student teachers in the following years. Members of Forum 
and students from master’s in arts and crafts who observed 
when carried out for pupils thought the workshop should be 
altered. In line with principles in action research, preliminary 
results from the first intervention led to an action and change 
in the second intervention. Approximately 300 student 
teachers participated in the workshops over the two years. 

D. Design choices related to project outputs 

The immediate outputs from the three labs are 
multifaceted. Across all three laboratories, a significant 
achievement was in the development of course designs that 
center on art and culture framed by TCS. The course designs 
emerged through collaborative efforts within the design 
teams and were subsequently integrated into the respective 
teacher education programs. All courses reflect knowledge, 
outcomes, and activities stemming from the diverse domains 
of the interprofessional design team. This integration was 
pivotal for empowering student teachers to take part in the 
design and implementation of TCS projects in schools 
together with art students (Lab Art) and museum educators 
and designers (Lab Museum). The present study provides 
valuable insights into the use of TCSs as CSCs in schools 
(all three laboratories). 

V. DISCUSSION 

In the following section, we will discuss the merit of the 
design choices made in facilitating three labs for 
strengthening future teachers in CSCs. Because the context 
of this contribution is a research project, we frame this 
according to Matthiassen’s [25] framework for engaged 
scholarship. 

A. Contribution to practice 

A key objective of the laboratories, here aligned with 
Mathiassen [25, s. 19], was to ground the research in a real-
world problem, specifically addressing the challenge faced 
by teachers who occasionally perceive a lack of influence 
and involvement during the TCS visits. This situation can 
lead them to disengage from their assigned responsibilities 
and encounter challenges in helping them create meaningful 
experiences for their pupils. In the three laboratories within 
the pARTiciPED project, we have strived to engage student 
teachers in various ways. First, on an emotional level, they 
are allowed to experience art and culture (Labs 1–3). Second, 
we provide firsthand exposure to how TCS projects can be 
developed through collaboration with professional artists and 
museum educators (Labs 1–2). The subsequent discussion 
will outline this in more depth. 

As project leaders of the three laboratories, our initial 
step was to explore and identify new ways of working 
together in teacher education based on principles, methods, 
tools, and techniques from PD. The project thereby chose an 
antiauthoritarian and multivocal approach to innovation and 
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problem solving to ensure that the experts, in our case, the 
teacher educators, were not the sole makers of the 
curriculum. Finding common ground is not always 
straightforward, however, and disagreements and conflicts 
arose because of the diverse knowledge, interests, and power 
dynamics among the participants in the labs. 

Another essential component of our work was the 
establishment of TCS courses in teacher education programs 
as part of the three labs. In the Lab Art and Lab Museum, 
these courses are mandatory. Since 2021, student teachers in 
their fourth year (of their five-year program) have taken a 
one-year unit, including a placement practice, where they are 
required to contribute to the implementation of a real TCS 
project that tours schools. The course is given in 
collaboration with the local TCS in the municipality and 
involves a wide range of professional artists from various 
fields. In 2023/2024, students, for example, had the valuable 
opportunity to collaborate with the film director Carl Javér 
on the implementation of the documentary film 
“Reconstructing Utøya,” [41] as well as interact with Madam 
Pysj, the theater troupe behind the playful production “Star 
Wårs (med å)” [42].  

At Lab Dissensus, all student teachers in year three 
participate in TCS workshops on campus, which are carried 
out in the same way as for pupils in school. As part of the 
course, the student teachers were invited to reflect on and 
discuss their participation in TCS workshops. Examples of 
production include “Tapeorama” (orig. Tapeorama) 
workshops in 2021 (21) and “To build new buildings” (orig. 
“Å bygge nye bygg”) in 2022. It is worth mentioning that the 
course is part of an interdisciplinary holistic framework that 
covers various subjects to ensure that teachers gain relevant 
knowledge beyond their specific subjects. 

The courses that have been developed as part of Lab 1-3 
have both gained national recognition [34] and have raised 
awareness among other teacher educators [35][36]. 
Furthermore, the activities undertaken across the three 
laboratories have contributed to several articles, sparking 
fresh insights into our understanding of CSC within the 
context of teacher education [16][17][21][24][36]-[39]. 

B. Contribution to the field of research 

When we conceptualized the pARTiciPED project, our 
intention was for the laboratories to contribute knowledge 
that extends beyond the immediate context of the co-creation 
activities (the local workshops conducted during Labs 1–3). 
Thus, these laboratories can be viewed as a scientific inquiry 
approach, generating new knowledge and contributions to a 
broader area of concern [25, s. 19]. As proposed by 
Mathiassen [25, s. 25], this area should align with the context 
of the problem, allowing for a two-way knowledge 
contribution from the area to the problem and from data 
collected in the setting to the area. The three laboratories in 
pARTiciPED have significantly deepened our understanding 
of three key areas: i) cross-sector collaboration, ii) 
interprofessional practice, and iii) the role of art within 
schools. Following this, we elaborate further on the 
particular contributions made by these labs, which can serve 
as a foundational basis for enhancing teacher education. 

First, our laboratory provides a clear contribution to 
understanding how CSC can be understood in the context of 
teacher education. The labs provided knowledge about the 
organizational context, including frameworks, opportunities, 
and challenges for new collaborative models to emerge in 
TCS. The active forward oriented facilitation of co-creation 
activities supported new modes of collaboration that 
articulated how such modes could and should be supported.  

Second, our labs contribute to how we perceive 
interprofessional practice in teacher education. The labs 
provide insights into the goals, values, and skills of all 
stakeholders (i.e., student teachers, artists, arts educators, 
cultural workers, and teacher educators) and how these 
matter in developing new interprofessional practices in 
teacher education. Furthermore, we have learned about co-
creation as a process and collaborative model, explored 
resources and conditions (opposition and collaboration 
forces), communication, and, importantly, role understanding 
in interprofessional collaboration. 

Third, our labs contribute to understanding the role of art 
in schools. The labs have provided insight into how TCS 
program can enrich art education and inform the 
implementation of aesthetic approaches to teaching, 
highlighting opportunities and challenges within teacher 
education. Lab Dissensus, for example, contributes to what 
could be referred to as the pedagogy of dissensus, an arts-
based pedagogy informed by the dissensual and what can be 
referred to as the disturbing characteristics of art [29]. At 
Lab Dissensus, discussions about what art can offer 
education are initiated. The student´s experiences often 
center around how art, with its processual and open-ended 
character, has the possibility to challenge existing norms and 
habits and contributes to new ways of seeing oneself, others, 
and one’s surroundings. Placing art at the center and 
enabling dissensus in education can contribute to a contrast 
to the dominating policy led by economic ambition and 
competition. 

VI. CONCLUSION AND FUTURE WORK 

In pARTiciPED, we explored core concepts and 
principles to elucidate how CSCs can be effectively 
organized and implemented to empower student teachers to 
be confident, interested in, and actively engaged in such 
collaborations. In this article, drawing upon Lee et al.’s [2] 
design choice framework, we explored how CSCs in teacher 
education, particularly centered on TCS as the main 
platform, can be organized and planned within 
interprofessional teams comprising stakeholders from the 
education and cultural sectors to provide student teachers 
with the knowledge and experience needed to take more 
active roles in TCS. Across all three labs, various TCS 
productions have either been developed or refined to align 
with the context of teacher education. Through this work, we 
have developed a critical understanding of how co-creation 
activities, facilitated as “third spaces” [1, s. 205], can 
strengthen the research-based foundations for teaching CSC 
in teacher education. 

Future research can take two distinct directions. First, 
future research can contribute by providing concrete tools 
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and techniques that project leaders can employ in the case of 
conflicts. Such contributions would be valuable additions to 
Lee’s [2] design choice framework. Second, research can 
enhance our understanding of laboratories as a research 
methodology; this involves delving into the fundamental 
essence—the ontological and epistemological foundations—
of utilizing co-creation labs as a research approach. Only by 
doing so can laboratories become dynamic spaces where 
future teachers forge the knowledge and experience 
necessary to actively participate in CSC to the advantage of 
students in school. 
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Abstract— This paper presents a work in progress on the 
design and development of a user-centered mobile application 
intended for data collection in Randomized Controlled Trials 
(RCTs) and longitudinal studies. Focusing on the future 
implementation of gamification and other engagement 
strategies, this project aims to mitigate survey fatigue—a 
significant challenge in sustained data collection efforts. The 
proposed application will incorporate user involvement 
throughout its design and development to ensure features that 
promote consistent and reliable data submission, thereby 
aiming to reduce the necessity for data imputation and 
minimize attrition bias. The paper outlines anticipated 
elements critical to the success of the application, including 
questionnaire design, strategic incentive usage, and adaptation 
of surveys to align with user preferences and technological 
interfaces. Through a planned iterative design and testing 
process, involving A/B testing and focus group evaluations, the 
study will seek to determine effective methods for user 
involvement and develop a mobile tool that closely meets the 
needs of both researchers and participants. 

Keywords-Survey Fatigue; Gamification; Data Collection; 
Mobile Application Design and Development; User-Centered 
Design 

I.  INTRODUCTION 
This paper explores theory and concepts to consider into 

the planning stages of the development of a mobile 
application centered around user involvement, aimed at 
enhancing the quality and consistency of data collection for 
research purposes, particularly where standardized 
questionnaires are used to collect quantitative data over a 
longer period. The essence of our approach lies in the 
hypothesis that incorporating user feedback and 
involvement throughout the development process will 
significantly boost the frequency and reliability of data 
submission from study participants. By doing so, we 
anticipate a reduction in the need for data imputation, a 
decrease in attrition bias, and the maintenance of statistical 
power, thereby preserving the integrity and longitudinal 
insight of the study. 

Randomized Controlled Trials (RCTs) and longitudinal 
studies rely on participants to complete and return 
questionnaires over extended periods. This fundamental 
requirement remains unchanged whether the data collection 
is via traditional pen-and-paper methods or through digital 
forms. Inadequate compliance and incomplete surveys lead 

to several challenges, including missing data, necessitated 
data imputation, attrition bias, diminished statistical power, 
and potentially, an increase in project costs and resource 
utilization [1][2]. 

There are numerous web and mobile application 
solutions available for data collection, catering to various 
user groups including domain experts and general users, 
such as healthcare apps. The purpose of these solutions 
varies based on the technology employed and the 
involvement of stakeholders. For instance, health apps are 
commonly utilized for self-assessment. Enabling users to 
monitor diverse health metrics like heart rate, stress levels, 
sleep patterns, activity levels, and food and water 
consumption  [3]. Much of this data is seamlessly collected 
through wearables such as smartwatches, activity trackers, 
and the latest addition, activity rings [4]. Meaning that 
collecting data through wearables eliminates the need for 
manual input from the user. However, the potential of 
wearables as a data collection tool in research can be 
restricted by privacy regulations like General Data 
Protection Regulation GDPR [5], and the high costs 
associated with providing participants with devices like 
smartwatches. 

This paper aims to explore different methodologies for 
designing a user-centric mobile application tailored for data 
collection in research settings. We aim to investigate 
different strategies for involving users in the development 
process and how to motivate and encourage to regularly and 
timely submit data, which is crucial for the success of 
longitudinal studies and RCTs.  

This paper is structured as follows: Section II delves into 
the theoretical framework, focusing on gamification and 
questionnaire design, and explores how these elements can 
enhance user engagement and reduce survey fatigue. 
Section III discusses practical strategies for involving users 
in the research process and addresses the challenges 
encountered in survey design to engage users effectively. 
Finally, Section IV provides an overview of future work, 
detailing further research on questionnaire design and the 
use of gamification to improve response rates and data 
integrity. 

II. THEORY 
 This section explores the theoretical foundations focusing 
on gamification and questionnaire design, which are central 
to the development of our mobile application for data 
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collection in controlled studies. This insight aims to deepen 
our understanding of how gamification can enhance user 
engagement and how effectively designed questionnaires 
can mitigate survey fatigue, thereby improving data quality 
and participant retention in RCTs and longitudinal studies. 
By analyzing existing literature and outcomes from previous 
research, we seek to identify and integrate the most effective 
practices and innovative approaches from these areas. 
Emphasizing gamification, we will examine how game-like 
elements can motivate and maintain participant interest over 
time. In terms of questionnaire design, we will consider 
various strategies to ensure clarity, reduce bias, and enhance 
the overall user experience, thereby ensuring high-quality 
data collection tailored to our research needs. 

A. Gamification 
 Gamification is a method that has become popular across 
various domains, including education at both primary and 
tertiary levels [6][7], as well as in self-assessment and 
health applications [8]. Additionally, gamification elements 
have even been integrated into various gaming platforms to 
motivate and encourage users to engage in gameplay. 
Examples of this is awarding players with trophies for 
different playing styles or for in-game achievements [9]. 

Gamification is frequently employed in subjects that 
demand logical thinking and problem-solving skills, 
particularly within STEM disciplines, such as mathematics 
and programming [10][11]. This approach has been shown 
to motivate students by presenting challenging and abstract 
concepts through mediums they are more familiar with, such 
as games [12] [13]. The incorporation of game-like 
elements, including rewards, points, trophies and badges, 
leverages the concept of "positive reinforcement," thereby 
enhancing student motivation. This strategy capitalizes on 
the inherent human response to rewards, as detailed in 
psychological research on positive reinforcement [14]. By 
rewarding students for their achievements, gamification in 
educational contexts encourages engagement and 
persistence in learning, making difficult subjects more 
accessible and enjoyable. 

Gamification elements have increasingly been integrated 
into health and self-assessment mobile applications [15], 
creating engaging and motivational aspects found in 
different game elements. Acknowledging the inherent 
challenges of maintaining a healthy lifestyle and engaging 
in regular exercise these apps utilize gamification strategies 
to make the process more appealing and rewarding. Through 
challenges and reward systems, like being awarded stars and 
badges for completing specific tasks or reaching goals, users 
find it more motivating to reach their health objectives [16]. 
Leveling systems which reward users with various benefits 
as they progress to higher levels are also a familiar element 
in health apps, ranging from step counters to water 
consumption trackers. 

Level and bonus systems isn't limited to health 
applications but also extends to other sectors, including 
booking platforms and numerous other service-oriented 
applications, demonstrating the broad applicability of 

gamification strategies. Furthermore, these apps often 
employ mechanisms of loss aversion, a psychological 
principle suggesting that the fear of losing is more 
compelling than the prospect of gaining [17]. By 
"punishing" users through the removal of benefits, level 
down-grade or the breaking of "streaks," apps tap into this 
aversion to loss, compelling users to stick to the app's 
requirements to maintain or enhance their status, levels, 
points, or other forms of rewards [18][19]. Indicating that 
the use of both positive reinforcement and negative 
reinforcement creates a powerful motivator for users to 
engage regularly with the apps. 

B. Questionnaire design 
Crafting a questionnaire or survey that yields reliable 

and unbiased responses is a nuanced psychological science 
[20]. The formulation, presentation, context, and language 
of questions can significantly influence how participants 
respond [21]. How questions are phrased and their 
placement within the survey can also impact how 
participants respond to other previous or later questions, 
called “order-effect bias” [22]. Research on survey 
methodology shows that small changes in question 
formulation can lead to significantly different answers [21]. 

UserGuiding identifies five types of survey fatigue: 1) 
Questionnaire fatigue, 2) Frequency fatigue, 3) Repetition 
fatigue, 4) Design fatigue, and 5) Incentive fatigue. These 
factors, including lengthy and complex questionnaires, 
survey frequency, repetitive questions, poor design, and 
incentive-driven responses, can overwhelm users and affect 
the quality of survey responses, potentially leading to biased 
results [23]. 

Bias can be introduced into surveys through various 
means, including participant recruitment, questionnaire 
design, and the way questions are posed. Similar to how 
survey fatigue affects participants, different types of biases 
can impact data collection, such as sampling bias, non-
response bias, acquiescence bias, social desirability bias, 
question order bias, and interview bias [24]. Effective 
measures to mitigate these biases include avoiding leading 
questions, using interview guides, maintaining respondent 
anonymity, and providing the option to skip questions. 
Being able to skip questions has been shown to prevent 
users from quitting mid-process.  

Additionally, it's crucial to ensure that surveys are 
compatible with various browsers and systems to prevent 
non-response bias and facilitate comprehensive data 
collection. Inaccessible or unreadable surveys can lead to 
significant data loss. Therefore, conducting a test round 
where surveys are sent to different emails and opened in 
various apps and browsers can help identify and prevent 
potential issues before the actual dispatch. 

III. DISCUSSION 
 In this section of the paper, we will discuss and ideate 
around how users can be involved in the project, identifying 
specific stages where their input is crucial. The research 
indicates that survey fatigue could be a primary reason for 
reduced participant motivation. Therefore, it's essential to 

30Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                           41 / 224



strategically involve users where feasible. However, there 
are constraints, such as the formulation of questions, where 
user input is limited due to the standardized nature of the 
questionnaires planned for the study. The challenges 
associated with question frequency and repetition are 
significant, especially since the study aims to measure 
changes over an extended period, requiring participants to 
complete the same survey weekly. While the structure and 
frequency of the surveys are fixed to meet the study's 
objectives, this setup presents an excellent opportunity for 
user involvement in designing app features that could help 
mitigate typical survey fatigue issues. This involvement can 
enhance user engagement and potentially improve the 
quality and consistency of the data collected.  
 The list below presents some of the key elements and 
focus points we must consider and further research 
continuing the project before development:  

● Question bias.  
● Survey fatigue. 
● Design layout and instructions. 
● False participants, only there for gifts. 

 Working with the hypotheses that incorporating user 
feedback into the design and functionality of the tool is 
essential for enhancing participant engagement and 
mitigating survey fatigue. One effective strategy to keep 
participants motivated throughout the study is the 
integration of game-like elements. Previous research has 
demonstrated that gamification can significantly enhance 
motivation and engagement. In determining the specific 
game-like elements to incorporate the involvement of 
potential participants is key. Actively engaging them in this 
process allows for a design that is more effectively tailored 
to their preferences and needs, which in turn boosts their 
overall engagement with the mobile application [25]. 
Techniques such as loss aversion and positive 
reinforcements including leveling, rewards, and bonuses 
have been shown to be effective. Exploring the 
incorporation of these elements in the way incentives are 
given or achieved could be a valuable strategy to enhance 
participant interaction and satisfaction.  
 However, careful consideration should be given to the 
use of incentives, ensuring they are appropriate for the 
target group to avoid attracting participants who are not 
genuinely interested in the study or rushing participants to 
“just answer something”. Sharing insights with participants 
about how their responses are used can also reinforce the 
value of their contributions, enhancing their engagement 
and willingness to participate [23]. 
 Effective survey design is also essential. Surveys should 
have clear instructions, easy navigation, and a user-friendly 
layout. Conducting A/B testing on different survey designs 
can help identify the most effective elements that enhance 
user experience and response rates. Deciding when, how 
often, and where surveys are administered is another critical 
factor. Utilizing focus groups can provide insights into the 
preferences and aversions of potential participants, helping 

to plan survey delivery that minimizes disturbance and 
annoyance. This strategic involvement of users at various 
stages not only helps in tailoring the survey experience to 
their needs but also ensures that the tool developed is user-
centered and effective. 

IV. CONCLUSION AND FUTURE WORK 
 This paper explores the preliminary planning for the 
design and development process for a mobile application 
aimed at enhancing data collection in controlled studies, 
specifically RCTs and longitudinal trials. The primary 
objective is to reduce data loss caused by participant 
dropout or response failure. By gathering insight into 
various theories and concepts, such as gamification we 
explored how we can better motivate participants to stay 
engaged and consistently report data. It is evident the 
theoretical frameworks that studies involving data collection 
through surveys are susceptible to survey fatigue. This paper 
examines the factors contributing to survey fatigue and 
discusses strategies for involving users in the design process 
to mitigate these risks. 
 Several key features and design elements require 
additional research before proceeding with development. 
Future plans involve further investigation and usability 
testing focused on questionnaire design, particularly how 
different biases can be minimized through strategic layout 
and question presentation. Preliminary research suggests 
that allowing participants to skip questions could prevent 
them from abandoning the survey midway. We intend to 
explore this aspect through A/B split testing and interviews 
to assess the potential impacts on data integrity when 
participants have the option to skip and return to questions. 
 Additionally, gamification has shown promise in 
enhancing user engagement across various platforms. 
Moving forward, we will investigate how to integrate 
gamification effectively into the research data collection 
application to encourage frequent and consistent participant 
responses. Another area of interest is the integration of 
incentives into reward and leveling systems, ensuring they 
do not inadvertently prompt participants to rush through 
responses, thereby compromising data quality. 
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Abstract—Virtual simulations for medical training and 
learning should be designed together with expert users to 
ensure that the digital learning environment reflects the 
complexity of their practice. Practitioners and educators are 
often brought into the design process only to validate 
prototypes, which can leave the final application unfitting to 
the practice it is intended to support. In this paper, we explore 
how a generative design game can support medical educators 
to make meaningful decisions about design. The design game 
was developed to mitigate the practitioner’s unfamiliarity with 
the technical and domain specific languages of designing 
virtual simulations. Reporting from the design process of 
creating the design game and a collaborative workshop with 
medical educators and students, we reflect on how a design 
game using design cards and specific rules can structure design 
activities, enable non-designers to explore design ideas 
together, and create concepts for feasible solutions for virtual 
medical simulations. 

Keywords-design game; design cards; generative tool; virtual 
simulation; co-design. 

I.  INTRODUCTION  
The tools we use in design can be both influential and 

critical to successful design outcomes [1]. Design tools 
provide a range of benefits in a design process as they are 
“useful for catalysing interactions, building relationships, 
and enabling diverse communities to creatively take action 
and innovate” [1, p. 3]. Sanders and Stappers [2] explain 
how users can take part in the design process and become a 
part of the design team as experts of their experiences. By 
contributing directly to the design process, the users can 
become co-designers. Bringing users into the process, 
allowing them to be a part of the design of a solution, needs 
careful structuring and facilitation. Non-designers can 
however make feasible design decisions when given the right 
tool for expressing themselves. Sanders and Stappers [3] 
explain how methods and tools for making enable both 
designers and non-designers to “make ‘things’ that describe 
future objects, concerns and opportunities” [3, p. 2]. Such 
frameworks and generative tools are often specific to their 
purpose and reveal a new language of both verbal and visual 
components that can be combined in various meaningful 
ways to enable both designers and non-designers to express 
ideas, thoughts and feelings. Sanders [4] found that 
generative tools are useful for collaborative thinking, 
mapping, dreaming, storytelling and visioning. One type of 

generative tool is design games. As described by Brandt [5], 
design games are a form of play where we use props and 
specific rules to structure and organize design with users, 
where the “aim is to take advantage of the various skills and 
expertise’s represented and jointly explore various design 
possibilities within a game setting” [5, p. 2]. With a growing 
number of tailored design games available, design tools like 
analogue design cards are reported being used in the early 
stages of collaborative design processes [1]. Many design 
cards (also referred to as ‘ideation cards’) have been made 
and deployed in various research settings, like the IDEO’s 
Method Cards, Tiles and PLEX [1][6][7]. Design cards can 
be used to address specific domains, like exertion games [8], 
internet of things [7] and mixed reality games [9]. In the 
fields of domain-specific human-centered design, design 
cards are used in systematic design methods and procedures 
[10].  

In this paper, we reflect on how a design game using 
cards and a specific ruleset in a co-design workshop with 
medical educators support the claim that design cards enable 
non-designers to make meaningful decisions about the 
design of information and communication technological 
(ICT) solutions. The design game we created focuses on 
virtual simulation technologies and serious games created to 
support training and learning on medical procedures and 
routines. Using virtual simulations in the training of medical 
practitioners are today being explored, and several 
commercial companies specialize in creating these types of 
training applications (see for example InSimu [11] and 
Virtual Medical Simulation [12]). There is, however, a 
dearth of research into how these should be designed to 
support everyday collaborative medical practice [13][14]. 
Multiple studies do recommend involving end-users in the 
design and development process [15][16] [17].  

Collaborating with a medical training and education 
center at Østfold University College in Norway, we 
investigate how these virtual simulations should be designed 
as an educational learning platform with the goal of ensuring 
a high use value and adequate learning possibilities for 
medical students. To explore this, we created the MixED 
design game – a toolkit consisting of 47 design cards and 
ruleset – and used it in a co-design workshop with educators, 
students, and research-designers. The main rationale for 
creating the design game was to mitigate the practitioner’s 
unfamiliarity with the technical and domain specific 
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languages of design so as to enable them in expressing 
feasible and fitting solutions to their educational needs.  

In this paper, we will present our reflections on the 
lessons learned when creating and using the design game in 
the workshop, and we ask: how did the design game support 
non-designers to make meaningful design decisions? 

The paper is structured as follows: in Section II, we 
present related research, before presenting the MixED design 
game in Section III. Here, we describe the design process, 
the cards and the rules that constitute the game. In Section 
IV, we retell the collaborative workshop held with 
stakeholders and participants. In Section V, we present the 
study’s methodology, before summarizing the findings in 
Section VI. In Section VII, we discuss the lessons learned 
and provide insights to the design community. Section VIII 
summarize the study with implications for future work.  

II. RELATED WORK  
Organizing participatory and co-design events often 

involves including people with different backgrounds, 
expertise, interests and professional languages [5]. These 
differences need to be accommodated for by the designers 
with the aim of allowing every participant to explore, 
negotiate multiple views and make decisions about design. 
Design is all about making decisions based on inquiries and 
explorations of possibilities and the process is not straight 
forward. Löwgren and Stolterman [18] shed light on two 
approaches in design thinking, namely convergent and 
divergent design. Where divergence is about designers 
expanding their thinking, and exploring possibilities and 
alternatives to design, convergence is about “focusing on a 
specific solution or a synthesis of several ideas” [18, p. 29]. 
The design process often ends in a convergence phase, but 
the early design phase is mostly driven by divergent 
activities where designers develop and explore several ideas 
instead of a singular one. This divergent thinking keeps 
designers from “falling in love” with one initial idea, by 
working with several ideas in parallel [18, p. 30].   

In these early phases in design processes, non-designers 
are dependent on appropriate tools to help them think like 
designers without having extensive knowledge in the field of 
design. Non-designers need to be allowed to be experts in 
their own fields and be given tools that can help them 
express their expertise in an easy way. This is especially 
important in interdisciplinary teams where domains may 
collide (e.g., in the design of new ICT solutions in 
healthcare). With the right tools, non-designers can explore 
feelings, past experiences, and/or assess their understandings 
and insights. Using the right tool for the job is important as 
different tools can yield different insights in different 
contexts [4].  

Design games are one such tool designers can create and 
utilize to help non-designers express themselves. Brandt [5] 
describes four types of exploratory design games, namely 1) 
games to conceptualize design, 2) the “exchange 
perspective”-design game, 3) the negotiation and work-flow 
oriented design game, and 4) the scenario-oriented design 
game. Common for these is that they provide a structure that 
is flexible and provide people with game materials (tangible 

game pieces and rules) that they can relate to and make 
meaning from. The design game helps people to explore 
aspects of the project and context together and to generate 
new insights and a common ground for “where the future 
design work should be headed" [5, p. 9]. Design games to 
trigger a creative ideation process can take many forms, 
including future workshops, tabletop games with game 
pieces and boards, and design cards.   

Design cards can support designers across all stages in a 
design process but are most often used early on for ideation 
[19]. According to Tahir and Wang [20], design cards “offer 
an approachable way to introduce information as part of the 
collaborative design process, and their abstraction level has 
enabled researchers to successfully use them in a wide 
variety of fields” [20, p. 2]. Domains include emergency 
medical services technology [21] and mixed reality games 
[9]. In a recent study, Hsieh et al. [19] analyzed 161 decks of 
design cards and identified seven types of design knowledge 
supported by the decks: creative inspiration, human insight, 
material and domain, methods and tooling, problem 
definition, team building, and value in practice.  

Design researchers have found various characteristics of 
cards that make them valuable to design practice [20]. Li et 
al. [22] explain how designers can leverage the modularity of 
the cards to address complex design problems across 
disciplines by letting the cards represent different categories, 
like domain cards and technology cards [22]. Wetzel et al. 
[9] reports that ideation cards are a ‘viable design method 
utilized by professional designers’ [9:4] and give examples 
of cards used for ideation; IDEO method cards, PLEX cards 
[6] and Verbs, Nouns and Adjective cards [23]. Li et al. [22] 
also points out how design cards can be used to support both 
designers and non-designers, like with their Flexi Card 
game. Kwaitkowska et al. [24] report how design cards or 
game-like cards can support ideation in co-design and 
participatory design processes. Wetzel et al. [9] describes 
how they used their ideation cards to synthesize design 
knowledge about mixed reality games, and how their cards 
“enable collaborative design in a playful manner” [9, p. 2]. 
They report the cards being a helpful tool for rapid idea 
generation and for in-depth idea development for designers 
of mixed reality games. In their work, they identified six 
properties the design decks should elicit. Design cards 
should 1) encapsulate domain-specific knowledge, 2) foster 
collaboration between teams of designers, and they should 3) 
avoid overwhelming designers. Further, the cards should 4) 
avoid making designers feel restricted, 5) support initial and 
rapid generation of ideas, and they should 6) support a more 
in-depth development of ideas. 

III. MIXED DESIGN GAME 
In this section, we will present the MixED design game. 

First, we will describe the process of designing the cards, the 
categories and layout, before explaining the rules of the 
design game.  

A. Designing the Cards  
The cards were the result of an iterative design process 

involving four meetings and workshops with stakeholders, 
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including three educators from the medical center. These 
interactions supported the gradual emergence of a common 
language and a shared understanding of the domains. These 
meetings, along with observations, e-mails, informal 
conversations, and discussions, informed the selection of 
content and categories.  

The research-designers conducted six design workshops 
(total of 54 hours), with a focus on integrating the categories 
and content into the card’s layout. Inspiration was also drawn 
from established decks like PLEX, Tiles and Ideation decks 
[6][7][25]. As can be seen in Table 1, this resulted in a deck 
of 47 cards in five categories: scenario, medium, interaction, 
learning outcomes, and challenges. 

As illustrated in Fig. 1, the layout was kept simple. Each 
category was color-coded and displayed a background-image  

TABLE I.  THE CATEGORIES AND KEYWORDS IN THE DESIGN GAME 

Category Keywords 
1 Scenario Traffic accident, drowning accident, fire accident, 

home nursing, psychiatry, accident site, prison, falling 
accident, inside the body, overdose, heart attack. 

2 Medium 2D images (slideshow), 2D video, 3D video, 360 
video, augmented reality, virtual reality, mixed reality. 

3 Interaction Speech, button, gesticulation, holding objects, 
movement, looking, feeling. 

4 Learning 
outcome 

Empathy, time management, stress management, 
collaboration, multitasking, communication, 
confidence, physical skills, technical skills, focus, 
problem-solving, critical thinking, adaptivity, 
leadership.   

5 Challenges How is this performed individually? How is this 
performed in a group? How does the educator fit in? 
How does collaboration work? How does the marker 
fit in? Too little time. Too small or big space. 

 

 

Figure 1.  Layout of the cards. 

representing the card's content and a keyword or single line 
of text. These keywords were chosen based on the labels 
listed in Table 1. The images were sourced from royalty-free 
services, like Unsplash. 

B. Rules of Play  
The workshop was divided into four phases, each with a 

specific time limit. We have summarized the phases in 
Table 2, as well as giving a longer description in Section IV. 
Each phase builds on the previous one, leading the non-
designers through the design process. We also created a rule 
sheet intended for the participants during the workshop, 
explaining the rules and phases. Here, the colors of the text 
corresponded to the cards they would be drawing (i.e., green 
for Medium cards, blue for Learning outcome). 

IV. CONCEPTS GENERATION IN A CO-DESIGN WORKSHOP  
The two-hour workshop was held in a classroom at the 

medical center on April 1st, 2022. In total, nine participants 
divided into teams of three partook in the workshop. The 
participants were four educators and facilitators from the 
center, three bachelor students in production design and one 
design-researcher. The classroom was big enough so that the 
teams were able to be placed far enough from each other so 
that there would be no distractions or collaboration between 
the different teams. In addition, the workshop had two 
facilitators, one who led the workshop and one who observed 
and took notes. The nine participants were intentionally 
placed in mixed teams of three by the facilitators to 
encourage interprofessional discussions and avoid 
reestablishing old ideas and thinking between colleagues. 
Before starting the workshop, the lead facilitator gave a short 
presentation on the day’s agenda, the cards and the rules. 

TABLE II.  PHASES AND TASKS IN THE DESIGN GAME  
Phase Task  

 
Individual 
assignment 
(15 minutes) 

1. Random draw: participants choose one card from 
category one to four. 
2. Create a scenario using the selected cards and 
take notes. 
3. Repeat this process three times using 5 minutes 
for each round. 

 
Team 
assignment  
(20 minutes) 

1. Participants present their individual ideas and 
scenarios. 
2. The team decides on one scenario to work with, 
either from an individual segment or by combining 
aspects from multiple scenarios. 

 
Team 
assignment 
with challenge 
cards  
(10 minutes) 

1. The team is introduced to the  challenge cards, 
and applies two random drawn cards from this deck 
to the chosen scenario from the previous phase. 
2. Discuss how the challenge card impacts the 
scenario and make any necessary changes. 
3. Repeat this process twice for 5 minutes each 
round. 

 
Team 
assignment and 
presentation 
(50 minutes) 
 

1. The teams finalize their scenarios and prepare 
presentations with freedom in how the scenario is to 
be expressed (e.g., roleplay, video, PowerPoint). 
2. Each team have 5 minutes to present their 
scenario, with opening for questions from other 
teams. 
3. All teams participate in a discussion and use a dot 
voting system where the participants vote on their 
favorite idea/scenario with stickers. 
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As illustrated in Fig. 2, the participants were also given a 
worksheet with the tasks and times as referenced during the 
workshop. They were also provided with materials like 
papers, post-it notes and pencils to document and illustrate 
their ideas. 

In phase one, the participants picked three random cards 
from each category except the challenge-cards and were 
asked to create three scenarios. The ideas where then shared 
with the rest of the team members in phase two. After 
sharing their ideas, the participants discussed all the ideas 
from phase one with the goal of creating one shared scenario 
they would work one and develop further into a concept. 
They were allowed to mix and match individual ideas to 
create this scenario. When the second round was done and all 
the teams had one scenario to work with further, the 
challenge cards were introduced. In this third phase, the 
participants picked two challenge cards and were asked to 
improve their scenario to accommodate for these. The 
challenge cards sparked interesting discussions in the teams 
as some of their scenarios had to be completely re-designed 
based on the new cards. The teams finally presented their 
final scenario (illustrated in Fig. 3) to the rest of the 
participants leading to creative and open discussions 
regarding the feasibility of the three scenarios. 

  

 

Figure 2.  Participants using MixED when designing scenarios in the 
workshop. 

 
 

Figure 3.  Participant presenting the scenario and the design outcome. 

In this section, we have looked closer at the use of the 
design game in a co-design workshop. We will now report 
on the study’s research method and analysis.  

V. METHODOLOGY  
We will here give an overview of the methods used for 

collecting and analyzing data both prior and during the co-
design workshop.  

A. Research Method 
This study employs research through design (RtD) as a 

qualitative method to gain new insights. RtD, a method 
rooted in practical inquiry, involves creating and evaluating 
novel artifacts or systems to generate knowledge that can be 
applied across contexts [26]. These artifacts not only have 
the potential to reshape our world toward desired outcomes 
but also serve as benchmarks, facilitating the seamless 
transfer of research insights to the Human-Computer 
Interaction (HCI) community. 

As Gaver [26] suggests, integrating design practices into 
specific HCI research allows researchers to discern both 
challenges and opportunities. Through RtD, we can delve 
into novel ideas, theories, or concepts, while also exploring 
the practical applications of newly designed artifacts within 
the field.  
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B. Data Collection 
Prior to the workshop, information was gathered in the 

form of notes and memos from formal project meetings and 
an online workshop with three educators at the medical 
center. We also performed direct observation of physical 
simulation training during class at the medical center. The 
goal was to gain insight on how student learning is organized 
and facilitated for at the center. We also observed a large-
scale simulation which included students and educators, 
medical emergency responders from the local hospital and 
the municipality’s fire department. The data was collected 
through notes and images and was analyzed and used as a 
basis for the design cards. 

We also held an initial pilot workshop with one design-
researcher and four master students in applied computer 
science at Østfold University College, testing the preliminary 
version of the design game. Data gathered during the pilot 
were audio recordings, photos, notes, and the design output 
created by each team. The data lead to a revision of some of 
the keywords and accompanying illustrations. During the co-
design workshop, data was gathered via audio recordings, 
photographs, note-taking, subsequent discussions with 
participants, and the tangible design results produced by each 
team, including Post-it notes and paper sketches. 

C. Analysis  
The data was individually analyzed by two of the design-

researchers using the method thematic analysis. Thematic 
analysis involves organizing data and identifying recurring 
themes and aims to enhance comprehension of the data 
gathered from workshops, meetings, and observations [27]. 
The researchers were here able to have an open mind during 
the analysis, find themes and discuss their findings with each 
other. The audio recordings from the workshops were 
transcribed and analyzed iteratively in a step-by-step process. 
The steps included 1) line-by-line color-coding, 2) narrowing 
the data down, 3) creating descriptive categories, and 4) 
generating the themes presented in Table 3 by finding data 
that correlated with each other, e.g., participant's statements 
from different teams [27].  

The study adhered to ethical guidelines set forth by 
Østfold University College and the Norwegian Center for 
Research Data (NSD). Data management and consent forms 
utilized in the study received approval from NSD (NSD 
number 788872). Participants gave written consent to the 
gathering and use of data from the workshop and other 
research activities related to the collaboration. 

TABLE III.  THEMES FROM THE DATA FOUND BY THE TWO 
RESEARCHERS. 

Researcher  Themes 
1 Breaking or changing the rules, management and 

organization, difficulties, content creation, 
clarification/collaboration/negotiation, 
engagement/motivation, technical skills and practical 
skills, decision making 

2 Creative collaboration, own experience, stakeholder 
experience, technology knowledge, health 
knowledge, the use of terms, understanding the rules, 
feedback. 

VI. FINDINGS 
Before using the design game, the three design-

researchers and three of the educators at the medical center 
spent a lot of time trying to agree on how we were going to 
proceed with design and development of a medical 
educational platform for the center. There was little 
consensus, and a lot of ideas were being exchanged back and 
forth with little structure to the conversation. The educators 
suggested solutions with a lack of regard to how a virtual 
simulation could be implemented at the center, or how the 
simulations would work in practice. In this phase, it became 
evident that we struggled to find common ground and bridge 
our respective fields [28].  

Introducing the design game to the process provided 
structure to the conversations and opened for a more 
constructive negotiation of ideas and concepts. It enabled the 
educators to think like designers by giving them a tool that 
enabled reflection on not only what type of technology 
should be used, but how it should be used in the context of 
the practice of providing medical training. The different 
teams in the workshop grounded their ideas, they set realistic 
expectations regarding suitable technologies and discussed 
how the simulations could be implemented as an educational 
component in the training of many students. 

From analyzing the data, the teams (referred to as G1, G2 
and G3) worked very differently in the four phases of the 
design game. They all, however, created three feasible 
scenarios regarding the choice of technology, facilitation and 
learning outcomes. Several themes emerged from analyzing 
this process.  

Firstly, the teams demonstrated the ability to express 
ideas beyond the cards. For example, G1 discussed how they 
could implement difficulty levels and variations in the 
scenarios, adding elements outside normal procedure and 
represent the complexity of patient treatment. They also 
discussed adding multiple-choice and branching scenarios, 
where events evolve over time based on the choices of the 
students.  

Secondly, they demonstrated joint decision making and 
an ability to conceptualize scenarios together. For example, 
when finishing working on their presentation, G1.1 said “this 
is the type of things we can make. We can create videos of 
emergency situations, and then students can play the roles [of 
patient or bystanders]”.  When summarizing their idea into 
one concept, G3 quickly went through everything they had 
discussed up until that point, including facilitation and 
collaboration during training sessions, the roles of everybody 
involved, and technical requirements of visualizing 
sequences of events, exclaiming that “this is absolutely 
doable” #G3.3. They expressed engagement, as G3.1 says “I 
think this is really exiting, if we can make this happen. […] 
There is a lot of students that can experience enjoyment from 
this.” 

Lastly, they displayed an ability to make realistic 
decisions about the use of technologies by tempering their 
expectations. They discussed pitfalls with the different 
technologies and considered the utility and cost of choosing 
between them. When one member in G3 suggested an 
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advanced multimedia representation of escalating events, 
another said “You know… this is fun, but it will be difficult 
to make” #G3.1.  

VII. DISCUSSION 
As part of our discussion for this paper, we will first 

reflect on the three findings from our analysis, and why and 
how the design game supported the participants in creating 
ideas and feasible concepts. We will then discuss how 
divergent and convergent design thinking is equally 
important to facilitate for when using generative design 
tools. 

A. The Rules of the Game  
The participants demonstrated an ability to use the cards 

to create and express ideas beyond what was stipulated in the 
cards. Reflecting on this, we believe that the card’s 
expressiveness (the categories, the keywords in each 
category, and the images) fostered creativity. Not only that, 
but the cards represented the two fields (design of ICT 
solution and healthcare) with just the right amount of 
ambiguity for non-designers to make meaning from them. It 
is our understanding that the groundwork we did prior to 
designing and using the cards contributed to the card’s 
usefulness in the design game. The project meetings we held 
with the stakeholders, the simulations we observed at the 
center, and the e-mails and conversations we had gave us 
insights into the everyday work of the educators and their 
field. When designing the cards, this deepened understanding 
helped us make better choices regarding categories and 
keywords. It shall be said that not all the cards captured the 
field of medical practice well. Participants were confused 
about some of the cards, like the medium card ‘MR’. MR is 
the Norwegian term for MRI and while the design-
researchers intended this card to stand for ‘mixed reality’ it 
was interpreted by participants with medical backgrounds as 
a medical device similar to an X-ray. As design-researchers, 
it should fall to us to help cross boundaries and create 
something that makes sense across disciplines. We therefore 
recommend other designers and researchers working in the 
intersection of disciplines to use extensive time with the 
stakeholders to gain a good understanding of the domain the 
deck of cards are expected to express and represent.  

During the workshop we also saw how the participants 
were able to create good ideas together through joint 
decision making. We believe this is due to the rules of the 
design game and how we structured the activities in the 
different phases. Where we previously held several 
unstructured meetings discussing the design choices, the 
rules in the design game structured collaboration in a 
constructive way. Rapid, individual ideation in phase one 
broadened their view of what this ICT solution could be, and 
each participant brought their unique ideas into the next 
phase. In phase two, they spent a lot of time negotiating and 
coming to an agreement on which ideas to pursue further, 
evaluating design decision and making design moves 
together.  

In initial project meetings between the design-researchers 
and stakeholders, there seemed to be little consensus on what 

to design. Stakeholders often discussed unrealistic ideas 
about what this ICT solution should be, with little regard for 
how the technology would work. For example, when 
discussing what technology to implement, one stakeholder 
voiced a need for creating educational training modules 
using virtual reality as medium. This would require a specific 
setup in the room intended for the virtual simulation, and it 
would be difficult for 60+ students to use these efficiently. 
What we saw during the workshop was that the participants 
could use the cards to generate ideas and then evaluate those 
ideas in a constructive way, for example to make realistic 
choices regarding the choice of technologies. Phase three 
urged them to reflect on the limitations that space (physical 
room), cost and organization of the simulation would require. 
The cards helped them to concretize, understand and 
evaluate the components of the technical solution. This 
enabled the participants to make meaningful decisions about 
the creation of complex ICT systems – something which is 
well outside their domain of expertise. 

B. Convergent Design Games 
Reflecting on what took place in the design game, we 

seem to have found a balance between openness and 
preciseness in the rules of using the cards. The ideation 
activities in phase one and the start of phase two gave room 
for exploration of the categories and components of a virtual 
simulation for learning. By dividing the workshop into 
sequential phases where design activities built upon each 
other drove the design process forward in a natural way. This 
gave the workshop a constructive pace: the facilitator 
controlled the workshop's activities and guided the 
participants to the next phase. During the activities, 
participants were given room to openly explore ideas and be 
creative all the while moving forward to a more concrete and 
realistic design outcome.  

We believe that this is a good example of the divergent 
and convergent design thinking processes described by 
Löwgren and Stolterman [18]. Where divergent design 
thinking is about creating choices, convergent design 
thinking is about which choices to pursue further. By 
analyzing the structure of our workshop, we see that phases 
one and two are clear examples of divergent design 
activities. Further, we see a mixture of divergent and 
convergent activities in phase three. Introducing the 
challenge cards helped narrow and focus the scenarios by 
putting contextual constraints on their solutions. In phase 
four they demonstrated their ability to discuss, negotiate and 
make decisions by converging their ideas into one final 
concept.  

Brandt [5] explains how exploratory design games can 1) 
stage participation (organize collaboration) and 2) help open 
up for multiple ideas. In the literature, the terms “ideation 
cards” and “design cards” are used interchangeably. Ideation 
is the process of opening up and producing many ideas, but 
for anything meaningful to coming from a design process, 
designers and participants also need to close in and make 
decisions regarding the design. Therefore, it is important to 
balance divergent and convergent activities when creating 
and facilitating design games. Design cards are usually used 
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in the fuzzy front end of design, which by nature is messy 
[2]. The same can be said of interdisciplinary collaboration; 
before common ground is found, cooperation across 
disciplines can be challenging. Therefore, at the start of a 
design project, where people from different disciplines come 
together to create a product, an artefact or a solution, ideas 
are bounced back and forth based on each participants’ 
expertise and experiences. In turn, this can result in nonstop 
divergence, with new ideas and concepts being generated but 
where no move is made towards the making of meaningful 
decisions. Using a design game with cards and a specific set 
of rules to support participants in understanding the problem 
space and giving them ‘things-to-think-with’ is most 
certainly useful. However, designers also need to provide 
non-designers with tools and a framework that helps them 
make design moves and choices when creating design 
concepts that have a real chance of being built. Rules that 
stop the generation of new ideas, help them discuss these 
ideas, and move from ideation to conceptualization. To 
facilitate for decision making through both divergent and 
convergent design activities. 

VIII. CONCLUSION AND FUTURE WORK 
In this paper, we have reported on the creation of a 

generative design game for medical virtual simulations, as 
well as findings from a co-design workshop with medical 
educators. In so doing, we have shed light on the need for 
collaborative design approaches in the design of virtual 
simulations for medical training and learning. The 
conventional practice of involving expert users solely for 
prototype validation often results in digital learning 
environments that inadequately capture the intricacies of 
medical practice.  

Through a collaborative workshop involving medical 
educators and students, we demonstrated how the design 
game facilitated for meaningful decision making about 
medical virtual simulation. Utilizing design cards and 
structured rules provided a framework that enabled non-
designers to engage in design activities. By bridging the gap 
between practitioners' expertise in medical education and 
design of virtual simulations as learning environment, the 
design game empowered participants to explore innovative 
design ideas, and critically reflect on possibilities and 
limitations with ICT-solutions.  

Drawing on Löwgren and Stoltermans [18] notion on 
divergent and convergent design thinking, this study also 
shed light on the importance of finding a balance between 
ideation and making design moves. For future work, it would 
be interesting to see more research on how designers and 
researchers can structure design activities after the principles 
of divergent and convergent design, and in so doing facilitate 
for both ideation and decision making during co-design 
activities.  
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Abstract-This article reviews and maps the literature on how co-
creation and co-design have been used in relation to research on 
interprofessional collaborations in education and in practice. 
Through a review of the 105 research articles, we find that both 
co-creation and co-design have mattered more recently, both as 
methodological approaches and to describe aspects of 
interprofessional collaboration. Researchers attuned to working 
directly with practitioners to solve pressing societal issues 
increasingly use co-design and co-creation for this purpose.     

Keywords-co-creation; co-design; interprofessional 
collaboration; mapping literature review. 

I.  INTRODUCTION 

Interprofessional collaborations are needed to develop 
solutions for many current problems in society. Often 
problems that can be characterized as being "wicked" [1]-[3] 
requiring ongoing collaboration between disciplines and 
professions to provide sustainable solutions.  

 
Wicked problems, including conflict and sustainability, that 
transcend the resources for any single disciplinary or even 
traditional interdisciplinary approach for solution have become 
primary sources of material for contemporary transdisciplinary 
work. [3, p. 9] 

 
Methods, tools, and techniques to address wicked 

problems have been developed in the design fields, 
popularized by the spread and use of "design thinking" [1][4] 
One such flavor of design thinking is co-design, a practice 
focusing on involving various stakeholders in envisioning and 
creating solutions that address complex problems. While co-
design practices are often object oriented, aiming to provide 
products, services and systems, the more general practice of 
co-creation can have broader aims, focusing for instance on 
collaboration, and to innovate and transform future practices. 

In our case, we aim to shed light on the conditions for 
cross-sectorial collaborations between schools and cultural 
institutions in Norway. We undertake a research project 
aiming to bridge existing contradictions within the cultural 
schoolbag—an ongoing program designed to grant students 
access to cultural expressions within educational settings. 
Specifically, we explore how student teachers can transform 
into agents of change by facilitating connections between 
schools and the cultural sector as part of their teacher training. 
The backdrop for our investigation lies in the asymmetric 

power relations between schools and cultural institutions 
within the cultural schoolbag [5]-[8] where teachers view 
themselves as having limited influence in TCS activities they 
facilitate for [5][9] and lack a clear understanding of their role 
[10]. Our project seeks to empower these educators through 
co-design and co-creation activities, equipping them with the 
knowledge and tools to navigate this complex landscape. In 
organizing the co-creation activities, we have sought to 
provide support and scaffolding for new collaborative 
practices to emerge – to be able to understand the socio-
material conditions for such practices to be made more likely 
and durable. We have been guided by the ideal captured by 
the concept of “transformative mutuality” which Eyal & Yarm  
[11, p. 680] describe as collaborations,  

 
…characterized by both parties taking an active approach, 
engaging willingly and enthusiastically in shared educational 
deliberation, and devising and implementing educational 
activities that have a synergistic effect, contributing to the growth 
of both parties on an individual and organizational level, as well 
as to the students. [11, p. 680] 

 
To support an investigation of the potential of co-design 

and co-creation activities to shed light on the conditions for 
establishing sustainable transprofessional practices in cross-
sectorial collaborations, we have performed a mapping 
literature review to ground further studies. Before describing 
the methods followed in Section III, the mapping in Section 
IV and its implications for our research in Sections V and VI, 
we will provide definitions of the key concepts used in our 
search, co-design, co-creation and cross-, multi-, inter-, and 
trans-professionality in Section II. 

II. CONCEPTS 

A. cross-, multi-, inter-, and trans-professionality  

The distinctions between cross-, multi-, inter-, and trans-
professionality closely follow the distinctions between cross-, 
multi-, inter-, and trans-disciplinarity. According to Mahler et 
al. [12] the difference between a discipline and profession is 
that a discipline seeks to develop theory to understand the 
world, while a profession is a practically applied discipline. 
For both disciplines and professions, the prescripts cross, 
multi, inter and trans denote the degree of collaboration in a 
x-disciplinary or x-professional team as categorized in Table 
I.  
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TABLE I.  DEGREE OF COLLABORATION IN X-DISCIPLINARY TEAMS. 

Prescript Collaboration 

Intra Mono 

Multi Alongside 

Cross Alongside and informing each other 

Inter Partially overlapping 

Trans Almost fully overlapping 

 
The knowledge about the nature and utility of x-

professional collaboration so far relies heavily on the mostly 
programmatic research on x-disciplinarity. The origins, 
development and current issues of transdisciplinarity have 
been presented by Bernstein [3]. In the following, we 
therefore ground our search concepts on Choi and Pak’s [13] 
thorough review of the differences in the definitions of 
multidisciplinarity, interdisciplinarity and transdisciplinarity 
in the literature from 1982 to 2006. They distinguish between 
multi-, inter-, and transdisciplinarity this way:  

 
Multidisciplinary, being the most basic level of involvement, 
refers to different (hence "multi") disciplines that are working on 
a problem in parallel or sequentially, and without challenging 
their disciplinary boundaries. Interdisciplinary brings about the 
reciprocal interaction between (hence "inter") disciplines, 
necessitating a blurring of disciplinary boundaries, in order to 
generate new common methodologies, perspectives, knowledge, 
or even new disciplines. Transdisciplinary involves scientists 
from different disciplines as well as nonscientists and other 
stakeholders and, through role release and role expansion, 
transcends (hence "trans") the disciplinary boundaries to look at 
the dynamics of whole systems in a holistic way.[13, p. 359]. 
 

In summary, they define multidisciplinarity as additive 
(2+2=4), interdisciplinarity as interactive (2+2=5) and 
transdisciplinarity as holistic (2+2=yellow). They denote the 
output of transdisciplinarity as yellow to signify that 
transdisciplinary collaborations have to potential to make 
contributions that can’t be traced directly to the individual 
contributions made by disciplines being involved. Figure 1 
depicts a common graphic to explain the differences between 
the x-disciplinarities. 

B. Co-design and co-creation 

Sanders and Stappers [14] provide much cited definitions 
for co-creation and co-design. According to their 
perspective, co-creation encompasses “any act of collective 
creativity, i.e., creativity that is shared by two or more 
people.” [14, p. 6] They further relate co-design to co-
creation, asserting that co-design is a specific instance of co-
creation. In essence, Sanders and Stappers [14] co-
design represents a subset of the broader concept of co-
creation. Mattelmäki and Visser [15] offer an alternative 
perspective. They view co-creation as a “creative moment” or 
“method” within the co-design process. We believe these 
problems with mapping the relationship between co-creation 
and co-design signifies that the phenomena the concepts seek 
to describe are on the same level – it is equally sensible to 
write that co-creation activities relies on co-design or that co-
design activities rely on co-creation. We have recently 
clarified this by understanding co-design and co-creation as 
related but different practices, involving many of the same 
practitioners, but with differing goals and rationales – co-

design being mostly object oriented and co-creation being 
mostly process oriented. 
 

 
Figure 1: Based on graphic from Holistic Education Network (no 

longer available online). 

 
Figure 2. Pre-planned and designer/researcher-led activities to study users 
for insights informing the design of something. Image from Sanders and 

Stappers [14, p.11]. 

For our purposes here, we follow Sanders and Stappers 
[14] in that co-creation emphasize the importance of 
participation and creativity in co-design processes. How co-
creation signifies how all stakeholders should be involved in 
design, and where the designers need to take on new roles to 
facilitate for this. 
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Figure 3. Designers, researchers and stakeholders co-creating insights 

together using fitting representational tools. Image from Sanders and 

Stappers [14, p.11]. 

Co-creation inspires a move from pre-planned and 
designer-led activities where design researchers study users 
for insights informing the design of something, to a model 
where the designers and stakeholders co-create insights 
together using fitting representational tools. Figures 2 and 3 
show how the two collaborative models are depicted in 
Sanders and Stappers [14] 

III. METHODOLOGY 

The targeted scope [16] of the mapping literature review 
was research using co-design or co-creation to enhance x-
professional collaborations in problem solving. In addition, 
we used English and scientific peer-reviewed articles 
published in electronic databases without a year limit, as 
inclusion criteria (cf. [17]). Table I summarizes the five 
criteria of inclusion used for this mapping. An important 
clarification is that for inclusion, articles must employ or 
investigate co-design or co-creation as a means, i.e., as an 
action or intervention, not solely as, for example, “co-creation 
of knowledge”, where the output stems from any kind of 
dialogue or activity. Furthermore, the study must aim to 
describe and develop an understanding of what supports x-
professional collaborations (or cross-, multi-, trans-), where it 
is not merely one finding among several. 

TABLE II.  CRITERIA OF INCLUSION 

No. Criterion type Description 

1 Topic  Research using co-design or co-creation to 
enhance interprofessional collaborations in 
problem solving. 

2 Date No limit 

3 Language  English  

4 Type of paper Scientific peer-reviewed articles 

5 Source  Electronic databases  

 
Four searches were conducted in discipline-specific 

bibliographic databases: Web of Science, Scopus, Eric 
(Education Resources Information Center), and ACM Digital 
Library in March 2024. ACM is the largest collection of 
literature in computer science, information technology, and 
telecommunications. We made this decision to include studies 
emphasizing interprofessional collaboration drawing upon 
methodologies from the design fields, which we considered 

relevant to our research aims. Each search undertaken, utilized 
either the term co-creation or co-design, along with one of the 
four terms cross-, multi-, inter-, trans-professional, to identify 
relevant studies. In the searches we used Boolean operator 
“OR” to combine the terms within each concept, and “AND” 
to combine the different concepts (cf. [17, p. 109] as follows: 

 
 

co-creation  
OR  

co-design 
 

AND 
 

cross-professional  
OR  

multi-professional  
OR  

inter-professional  
OR 

trans-professional 

 
Based on the search, a total of 148 references were 

considered potentially relevant and consequently listed in a 
spreadsheet. The articles were then independently coded by 
the two first authors using the codes co-x (covering the terms 
co-design and co-creation) and x-professional (for the terms 
cross-, multi-, inter-, trans-professional). To identify whether 
the study uses, for instance, co-x as a method or if the 
researcher(s) addresses co-x as a phenomenon, each axis was 
further divided into two aspects, resulting in four codes: co-x 
method, co-x phenomenon, x-prof method, and x-prof 
phenomenon. The first author coded the articles based on the 
abstract, while the second author reviewed the full articles.   

The outcome of the coding was that 29 studies were 
immediately excluded because they were coded only on either 
the co-x axis or the x-prof axis by both coders. Out of the 
remaining articles (119), the first and second authors coded 
differently on one or more of the four codes in 35 of the 
studies. After a brief screening, we found that nine of these 
could be excluded because, despite different coding, they 
were not coded along both axes of co-x and x-professional. 
Subsequently, we were left with 26 studies that the first and 
second authors reviewed and coded together, ultimately 
agreeing upon a final coding. As a result of this process, an 
additional five articles were excluded because they were not 
coded along both axes. In summary, out of the 148 studies, we 
were left with 105 articles that met all inclusion criteria. 

The final step in the coding involved identifying the sector 
addressed in the studies—whether it pertained to health, 
education, or other domains—and categorizing the research 
into vocational research and educational research. 

IV. FINDINGS 

A. The relationship between co-x and x-professional 

The first group of articles in Table III (Group 1) [18]-[49] 
uses variants of both co-x and x-professionality only as 
descriptive, analytical concepts – as is common in the social 
sciences. Four groups (Groups 2, 3, 4 and 6) all use co-x as 
methodological approach, and in addition engaging x-
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professionals in this. The difference between these groups is 
whether they also use the terms as analytical concepts:  

• only to describe x-professionality (Group 2) 
[50]-[72]  

• to describe both co-x and x-professionality (Group 3)  
[73]-[93] 

• neither to describe co-x nor x-professionality (Group 4) 
[94]-[113] 

• only to describe co-x (Group 6) [114][115] 
 

Two small groups of articles (Groups 5 and 8), [116]-[119] 
use co-x as methodological approach but combined with x-
professionality only as an analytical concept. A few articles 
(Groups 7 and 9) use x-professionality methodologically but 
combined co-x only as an analytical concept [120]-[122]. 

Overall, the main finding is that the studies reviewed in 
this article either use both concepts as a methodological 
approach (66) or purely analytically (32).   

TABLE III.  MAIN MAPPING. 

 Group Art# 

 co-x x-professionality 

 Meth. Phen. Meth. Phen. 

1 n y n y 32 

2 y n y y 23 

3 y y y y 21 

4 y n y n 20 

5 y n n y 3 

6 y y y n 2 

7 n y y y 2 

8 y y n y 1 

9 n y y n 1 

    SUM 105 

 

B. Field and type of research 

In the coding of the 105 studies, it became evident that 
among the articles identified in this review, the majority are 
situated within the health sector (92 studies) (see Table IV).  

TABLE IV.  EDUCATION OR PROFESSIONAL PRACTICE. 

Type Sectors 

 Health Edu. Other 

Vocational research 78 5 6 

Educational research 14 1 1 

Summary 92 6 7 

In total   105 

 
Looking at the type of research conducted within these 

studies, vocational research predominates, represented in 78 
of the 92. These are studies that explore professional practices 
and how practitioners acquire knowledge and skills within 
health and care services, both in the private and public sectors. 
Out of the health studies, 14 constitute educational research, 
focusing on how higher education institutions prepare 
students for the workforce. 

In the field of education, 6 in total, 5 are vocational 
research, while only one focuses on higher education. 
Additionally, 7 studies were identified in other sectors (cf. 
enterprise, management) of which 6 are vocational research.  

Given these findings, it is evident that there is a dearth of 
research on x-professional collaborations through co-creation 

in the educational sector both in the health and educational 
sector (and others, in the review). Specifically, how higher 
education institutions equip students for such collaborative 
efforts in their professional lives as educators. Bridging this 
research gap could lead to future studies aimed at enhancing 
pedagogical practice in higher education institutions, which in 
turn demand innovative approaches to curriculum design and 
development.    

V. DISCUSSION 

Most of the studies identified and mapped in this review 
use the term interprofessional (Table V). According to the 
distinctions between degrees of collaboration in x-disciplinary 
teams made by Choi and Pak [13] this signifies a high degree 
of collaboration between the professionals being studied, 
where the professionals actively engage with one another to 
provide better solutions (2+2=5). Very few studies use the 
term transprofessional, however. 

TABLE V.  THE USE OF INTER-, MULTI-, CROSS- AND 

TRANSPROFESSIONAL IN THE MAPPED STUDIES. 

Search engine Term Occurrences 

Web of Science Inter 66 

 Multi 13 

 Cross 2 

 Trans 0 

   

Scopus Inter 79 

 Multi 19 

 Cross 1 

 Trans 1 

   

Eric Inter 9 

 Multi 0 

 Cross 0 

 Trans 0 

   

ACM Inter 54 

 Multi 6 

 Cross 4 

 Trans 1 

 
There could be several reasons for little use of the term 

transprofessional in this literature. Many researchers will 
probably use transdisciplinary instead, or maybe it is because 
the precise meaning of transprofessional collaboration 
remains elusive, or maybe we don’t need a category denoting 
an even higher degree of collaboration than interprofessional 
[13]. Regardless, the answer to these questions, our mapping 
indicates the need for more theory building and research to 
clearly delineate transprofessional- from other types x-
professional collaborations – and further, into how such 
collaborations can inform research on what conditions 
sustainable practices involving multiple sectors, disciplines 
and / or professions.  

VI. CONCLUSION AND FUTURE WORK 

The literature mapping clearly indicates that more research 
is needed to provide more certainty in what transprofessional 
practice is. Providing such clarity will meet the increased 
demand to better understand and accommodate for inter-
agency working often requested in public policies [123]. 
Hulme et al. [123] clarify the notion of transprofessionalism 
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as an "expanded professionalism" relying on common 
language and shared understandings with the potential to 
overcome professional and disciplinary boundaries. They seek 
“new forms of collaborative working and a commitment to the 
co-construction of knowledge” [123, p. 539] and work with 
operationalizing “collaborative practitioner enquiry” to “open 
up spaces that allow new transprofessional dialogues to 
develop.” [123, p. 542] While Hulme et al. [123] frame 
practitioner inquiry as facilitating for third spaces, we look to 
co-design and participatory design to achieve the same goals. 
In participatory design there is a well-established discourse on 
how to facilitate for the emergence of a third space [124] more 
specifically and in line with Hulme et al. [123] of how to 
facilitate spaces for reciprocity and mutual learning [125]. 
Exploring such an agenda is in our valuable, and something 
we will pursue in our ongoing and future research projects. 
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Abstract - In today’s rapidly changing world, educators stand at 
the crossroads. Tomorrow’s teachers are responsible of 
equipping their pupils with essential 21st-century skills, a task 
that transcends mere professional boundaries. As the 
educational landscape evolves, teacher education programs 
grapple with the mandate to adapt curricula to this new societal 
complexity. Our study delves into uncharted territory: the 
intersection where arts, culture, technology design and 
pedagogy converge. Collaborations between stakeholders from 
these diverse domains yield a wealth of insights. Through co-
design, we negotiate roles, seeking common ground - a reflective 
practice that may give rise to a “third space”. Drawing from our 
analyses, we propose essential aspects for facilitators of such 
processes to consider. These insights could contribute to the goal 
of nurturing safe, innovative “third” spaces where educators 
assume new roles and shape the future of interdisciplinary 
course design in teacher education. 

Keywords - curriculum design; co-design; professional 
collaboration; teacher education; role release; role expansion. 

I.  INTRODUCTION 
To prepare teachers who can adeptly respond to the rapidly 

changing future demands in both society and the workforce, 
teacher education must align with 21st-century skills [1][2]. 
This imperative extends to the curriculum, which serves as a 
pivotal policy document across educational levels [3]. While 
primary school curricula have received significant attention in 
curriculum research, there has been a noticeable gap within 
higher education according to Karseth [3]. In this study, we 
delve into the dynamics that unfold when stakeholders from 
diverse disciplines collaborate to co-design a course in 
Teacher Education (TE) with the purpose of empowering 
future teachers through cross-sectoral collaboration. Through 
this effort, the aim is to enhance student teachers’ ability to 
navigate the complexities of education, that extends beyond 
professional boundaries. 

Internationally, Cross-Sectoral Collaboration (CSC) in 
school is common [4]-[7]. In Norway, increasingly, school 
time is allocated to external partners such as The 
Technological Schoolbag, Young Entrepreneurship, and The 
Cultural Schoolbag (TCS). While these partners play a role in 
realizing the curriculum, their primary purpose is to enrich 

students’ experiences, knowledge, and skills. However, this 
development can pose challenges for teachers who must 
balance achieving educational goals with limited time for 
CSC. Therefore, it is crucial to empower future teachers to 
maximize the benefits of working with external actors and 
effectively integrate these experiences into the school day. 

The study originates from the extensive project, 
pARTiciPED, which receives funding from The Research 
Council of Norway (2020-2024). The aim of pARTiciPED 
has been to foster CSCs between the cultural and educational 
sectors. Specifically, it seeks to address the contradictions 
within TCS program, which aims to provide students with 
access to cultural expressions during their education. The 
project investigates how student teachers can be empowered 
to act as agents of change in bridging the gap between schools 
and the cultural sector. Notably, this initiative arises from the 
asymmetric power relations that exist between schools and 
cultural institutions within the cultural schoolbag [8]-[11], 
where some teachers view themselves as having limited 
influence in TCS activities they facilitate for [8][12] and lack 
a clear understanding of their roles [13].  

In the pARTiciPED project, we have aimed to facilitate 
for the emergence of novel collaborative practices and to 
understand the socio-material factors supporting the 
likelihood and longevity of such practices. In this, we have 
been steered by the aspirational concept of ‘transformative 
mutuality’ [14]. This concept encapsulates a reciprocal and 
transformative relationship, where participants engage in 
mutual learning, growth, and change. It transcends mere 
cooperation and delves into a deeper synergy—one that 
reshapes perspectives, empowers individuals, and enriches 
collective actions characterized by Eyal and Yarm as: 

 
…both parties taking an active approach, engaging willingly and 
enthusiastically in shared educational deliberation, and devising 
and implementing educational activities that have a synergistic 
effect, contributing to the growth of both parties on an individual 
and organizational level, as well as to the students. [14, p. 680] 
 
We remained committed to nurturing ‘third spaces’ where 

transformative mutuality can develop, fostering connections 
that transcends disciplinary and professional boundaries, to 
facilitate dialogue among stakeholders in teacher education 
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institutions (both students and teachers), partner schools, and 
TCS. According to Gutiérrez [15] a third space is “a 
transformative space where the potential for an expanded 
form of learning and the development of new knowledge are 
heightened” [15, p. 152], where staff are engaged “in 
substantive dialogue about educational values, goals, and 
methods, leading to pedagogical innovation” [14, p. 651]. 
Third spaces thus aim at becoming “a place of invention and 
transformational encounters” [16, p. 244]. The third space is 
intended to operationalize the role of the (future) teacher, in 
line with Mølstad and Prøitz’s [17, p. 4] understanding of the 
teachers’ autonomy, defined as “the freedom and 
responsibility given to the teaching profession to plan teaching 
based on professional decisions and justification” (p. 4). A 
prerequisite when facilitating such third spaces is to develop 
an acute awareness and understanding of the importance of 
negotiating roles across the intersecting disciplines and 
professions. The negotiating of roles is critical to foster 
interprofessionality or even transprofessionality. 

In this paper, we investigate the negotiation of roles when 
stakeholders from diverse disciplines collaborate to co-design 
a course in TE with the purpose of empowering future teachers 
through CSC in the pARTiciPED project. In Section 2, we 
present an elaborated background on roles in transprofessional 
collaborations, followed by the introduction of the two labs in 
the pARTiciPED project in Section 3. Our methodology is 
described in Section 4, while Section 5 presents our findings 
from unpacking the role negotiation concept in our labs. 
Lastly, in Section 6, we propose three central aspects for 
negotiating roles and fostering mutual understanding within 
professional co-design teams. 

II. BACKGROUND 

A. Roles in transprofessional collaborations  
To understand types of professionalism we need to 

distinguish between a discipline and a profession. A discipline 
involves developing theories to comprehend the world. It 
encompasses the systematic study of a specific subject or 
field. A profession is essentially a practically applied 
discipline [18]. Disciplines can be separate and distinct from 
one another, each focusing on its unique area of inquiry. The 
degree of collaboration between disciplines can vary, leading 
to different levels of interaction: 

• Intra: Disciplines exist in isolation 
(monodisciplinary). 

• Multi: Disciplines coexist alongside each other. 
• Cross: Disciplines interact and inform each other. 
• Inter: Disciplines partially overlap. 
• Trans: Disciplines almost fully overlap, fostering 

mutual learning and reciprocity. 
Bernard C.K. Choi and Anita W.P. Pak [19] thoroughly 

review the differences in the definitions of multidisciplinary, 
interdisciplinarity and transdisciplinarity in the literature 
(1982-2006). They conclude by giving the following 
distinctions.  

• At its most fundamental level, multidisciplinary 
collaboration is additive and involves various 

disciplines working independently or in sequence on 
a problem, maintaining their distinct boundaries.  

• Interdisciplinary, on the other hand, fosters reciprocal 
interaction between disciplines, leading to the 
merging of boundaries and the creation of new shared 
methods, perspectives, and knowledge.  

• Finally, transdisciplinary extends beyond academic 
disciplines, including non-scientists and other 
stakeholders, to examine whole systems holistically.  

They emphasize how transdisciplinarity requires both role 
release and role expansion. Role release refers to the 
intentional relinquishing of specific responsibilities or tasks 
by team members. It involves allowing others to take over 
certain functions that were previously within an individual’s 
domain. Role expansion involves broadening the scope of a 
team member's responsibilities. It encourages individuals to 
take on additional tasks or explore new areas. 

The types of disciplinarity and how they depend on the 
(re)negotiation of roles in teams apply to transprofessional 
teams as well. It is important to note however, that in the same 
team the same individual can negotiate disciplinarity and 
professionality differently, depending on context. 

B. Curriculum planning in transprofessional teams 
In our context, a collaborative effort unites team members 

from diverse backgrounds, including cultural work, 
technology design, and education. Together, they co-design a 
TE course with the aim of fostering CSCs between the 
cultural and educational domains.  

Curriculum planning, according to Goodlad [20], is an 
ongoing, hands-on process that aims to design educational 
programs to enhance learners’ knowledge, skills, and 
attitudes. It is driven by the desire to close the gap between 
current state and future goals, with educational institutions 
bearing the responsibility to achieve these objectives [20]. 
Curriculum development requires decision-making at various 
level. Despite its importance across all educational levels, 
research on higher education curricula is relatively sparse [3]. 
This study contributes to this area by analyzing 
transprofessionalism in TE course design. 

In Norway, TE is regulated by Framework Plan for 
Primary and Lower Secondary Teacher Education for Years 
1-7 and 5–10. These plans outline the goals, structure, content, 
and desired educational outcomes for teaching at these levels 
[32][33]. This article zeroes in on curriculum for a course in 
TE focusing on CSC in Norwegian schools (from here 
referred to as the “CSC-course”), developed during the 
pARTiciPED project. The main aim of the course is to deepen 
student teachers understanding of interprofessional 
collaboration in schools and to elucidate their role in such 
cooperative undertakings. 

Goodlad et al. [21] present five curricular perspectives, 
with this article focusing on the perceived level—how the 
formal curriculum is interpreted into local lesson plans. Støren 
[22] suggests that local curriculum efforts can be seen in three 
dimensions: as a recipe to be understood, as a framework to 
be filled, and as a framework to be developed further. She 
posits with reference to Tronsmo [23] that at the third 
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dimension, teachers in their professional community 
creatively engage with the curriculum to evolve their practice 
and understanding of it.  

C. Operationalizing spaces for negotiating roles and 
finding common ground 
In pARTiciPED, we have aimed to democratize not only 

the way student teachers are empowered to become change 
agents as future teachers, but also how the course has been 
designed. In this, we have developed a methodological 
approach indebted to the core principles of co-design [24] 
adapted to our purposes as securing:  

• alternative visions of 1) how new knowledge is 
created and shared and 2) how new skills and 
competences create conditions, opportunities and 
challenges related to what to learn and how in CSCs. 

• mutual learning by finding common ground and 
ways of working that emphasize engagement, 
expressiveness, negotiation, and problem solving 
and that take place in actual settings in teacher 
education. 

• democratic practices where power relations are 
equalized by giving everyone a voice and where all 
stakeholders act both in their own interest and in the 
interest of the common good. 

In line with how Muller and Druin [25] see co-design as 
operationalizing third spaces in design, where the third space 
represents an in-between region where participants in the 
design process can engage in collaborative activities that 
transcend traditional boundaries, an intermediary zone where 
diverse knowledge and insights converge to inform the needs 
of organizations, institutions, products, and services. The 
experience is characterized by the 1) questioning of 
assumptions, possibly leading to fresh perspectives, 2) 
reciprocal learning where participants learn from one another, 
fostering mutual understanding, 3) the creation of new ideas 
by negotiating and co-creation of identities, working 
languages, and relationships and 4) polyvocal discussions 
where diverse voices contribute to rich discussions across 
differences [25]. 

III. TWO CASES – ONE CURRICULUM 
The pARTiciPED project has established various TCS 

labs, bringing together participants from diverse educational 
and creative backgrounds such as student teachers, teacher 
educators, artists, art educators, cultural workers, designers, 
and intermediaries. These labs host co-design workshops that 
employ a variety of methods and tools, promoting mutual 
learning and transformative partnerships. As part of this effort, 
the CSC-course in TE, was co-designed (in TE). A summary 
of two pivotal labs analyzed in this study is presented below. 

A. Lab Performing Arts 
The first TCS lab, hereafter referred to as Lab Art, 

fostered a collaboration between teacher education and an art 
institution, involving both educators and students, along with 
local partner schoolteachers, to solidify a practical 
application of co-design. Among the participants, some had a 

shared history of collaboration from previous projects, while 
others joined in the pARTiciPED project. The aim was to co-
design and implement the CSC-course in TE tailored for 
aspiring primary school teachers. The process involved five 
workshops: the initial three focused on establishing a mutual 
understanding and mapping competencies and roles within 
the design team, allowing stakeholders to share perspectives 
on curriculum development. Choreopattern, a novel 
choreography-based design approach, merging station-based 
tasks with movement section, was employed in the two latter 
workshops to jointly co-design the content of the course [31]. 
A crucial aspect of this work was to develop relations 
between professional practice of education and art, as 
outlined in [32]. The intriguing aspect of role dynamics lies 
in the challenges encountered by the participants in the design 
team, which will have the primary focus in the discussion. 

B. Lab Museum 
The second TCS lab focused on engaging student teachers 

in designing Cultural Heritage Learning Experiences (CHLE) 
in collaboration with museum educators for four whole-day 
seminars. Student teachers were challenged to collaborate 
with museum educators and to include gaming technologies 
in their CHLE designs. To facilitate these student seminars, 
we had four co-design workshops involving teacher 
educators, technology experts, teachers, and museum 
educators. Between these workshops, weekly digital 
collaboration meetings were held to address practical issues. 
The initial co-design workshop served as an icebreaker, 
fostering mutual understanding, exchanging expectations, and 
providing an overview of the project and the applied co-design 
methodology. The second workshop inquired into TCS 
focusing on the challenges and opportunities in schools. The 
third workshop entailed a museum visit fostering a mutual 
understanding of the museum educator’s perspective. Lastly, 
during the fourth workshop, we developed design cards to be 
utilized by students in the seminar to enable them to design a 
CHLE. An account of the seminars has been reported by [30]. 
Here, we focus on the collaboration of experts to co-design the 
student seminars. 

IV. METHODOLOGY 
In this paper, we revisit our experiences from co-designing 

the CSC-course in TE to discuss how we negotiated roles and 
found a common ground as reflective practice. Reflective 
practice is ‘learning through and from experience towards 
gaining new insights of self and practice’ [26]. John Dewey 
[27] was among the first to identify reflection as a specialized 
form of thinking. He considered reflection to stem from doubt, 
hesitation, or perplexity related to a directly experienced 
situation and stresses how we learn from ‘doing’, i.e., practice. 
Donald Schön [28] defines reflection as a method to move 
from one design cycle to another until one reaches a final 
product. He proposes two types of reflection that contribute to 
the advancement of design work: reflection-in-action 
referring to the act of thinking and doing while in action, and 
reflection-on-action referring to the analysis of a design move 
after the process has happened. We have applied Schön’s 
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notion of reflection-on-action to reflect on negotiating roles 
and finding common ground in two labs in the pARTiciPED 
project, where we have been leading researchers and have 
collaborated with other stakeholders to maintain a co-design 
methodology to enable transprofessional collaboration in the 
course design.  

We did our reflective analysis in two steps. The initial step 
commenced with a meeting among us researchers, where we 
shared our experiences from the two labs. We reviewed 
archived materials including meeting minutes, workshop 
plans, and prior publications detailing the lab activities. 
Through this process, we identified and categorized the 
evolving roles of participants and analyzed how these roles 
were manifested during workshops. We applied the concepts 
of role release and role expansion in another cycle of analysis 
in each of the two labs to explore the different facets of 
negotiating roles and finding common ground. We have 
chosen a storytelling approach to share our findings by 
exemplifying findings with vignettes from our labs. We were 
inspired by the concept of method stories [29], where Lee calls 
on the design field to “reflect and re-specify its research 
direction for design methods, especially for empathic design 
methods, that is, not by developing new tools or pinning-down 
practices into recipes, but rather towards empowering 
designers to be more sensitive and comfortable with the 
design-led, local approaches that are essential to empathic 
design methods”. 

V. UNPACKING ROLES  
In the following, we aim to highlight three intriguing 

aspects that illustrate the complexity of negotiating roles and 
finding common ground in transprofessional course design in 
teacher education: the challenge of balancing many roles 
simultaneously, overlapping competence, and perceived 
ownership. 

 

TABLE I.  FORMAL ROLES IN LAB ART 
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Participants no. 1 1 1 3 1 2 
Project/Lab leader x      
PhD-candidate   x    
PhD supervisor x      
Scientific researcher x x x    
Artistic researcher  x  x   
Educator x x x x   
Student     x  
School teachers       x 
Art teachers   x x   
Professional artists   x x   
Principals    x   
Workshop leader x x x x   
Manager of the co-
created course in TE 

 x     

 

A. Balancing roles in course design 
During Lab Art, educators from teacher education and 

professional art institutions assumed multiple roles that were 
not sufficiently articulated or negotiated throughout the series 
of workshops. Rather, the roles were fluid, with educators 
transitioning between them as they deemed necessary. Table I 
illustrates some of the formal roles that became apparent as 
participants engaged with the lab.  

Notably, the table indicates that educators from teacher 
education and art education face a particularly demanding 
challenge in managing multiple roles, ranging from at least 
four to six each. They must make strategic decisions about 
which roles to adopt as the project unfolds. For example, 
within a single session, the project leader (first author) must 
balance PhD supervision, manage the pARTiciPED project, 
and lead and facilitate the workshop. Meanwhile, art 
educators are balancing their responsibilities as principals of 
their art university college, their roles as professional artists, 
and their participation in co-design workshops. The potential 
for ‘role release’ adds another layer of complexity to 
managing these roles on an individual level. To illustrate, 
consider the first workshop in the Lab Art: Teacher educators 
had organized a session employing scenario-based drama to 
simulate a typical visit by TCS to a school. The participants 
were cast in acting roles, which some of them found 
uncomfortable and ineffective. Consequently, the activity fell 
short of its potential. 

In Lab Museum, roles were assigned based on 
participants’ backgrounds. A workshop facilitator 
orchestrated the workshop activities, informed by participant 
input, and worked closely with the project leader. Each 
participant had a specific role: a project leader, a PhD 
candidate, a teacher educator, a museum educator, a student 
teacher, and two in-service teachers (see Table II). 
Participants’ roles intersected mainly in the role as scientific 
researcher, emphasizing a shared commitment to research 
objectives and the collection and analysis of workshop data. 

TABLE II.  FORMAL ROLES IN LAB MUSEUM 
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Participants no. 1 1 1 1 1 1 2 
Project/Lab leader x       
PhD-candidate   x     
PhD supervisor x       
Scientific researcher x x x x    
Teacher educator    x    
Student      x  
School teachers        x 
Museum educator     x   
Workshop leader  x      
Manager of the co-
created course in TE 

   x    
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B. Overlapping competence  
From Table 1, it is evident that the design team in Lab Art 

have overlapping roles. Although at different educational 
levels, all participants are educators in some form, except for 
the two students. One of the teacher educators, who is also a 
PhD candidate, has formal education in art and art pedagogy, 
expertise that aligns with that of the art educators. Moreover, 
several participants have informal background in art, such as 
theater, dance, and music, indicating a level of disciplinary 
expertise. The art educators, having been associated with 
various TE programs in Norway for years, possess knowledge 
of that context. They also share a research interest with one of 
the teacher educators who engages in artistic research. 
Additional role overlaps also exist. However, what is 
particularly intriguing are situations when participants in the 
workshop bring to the table expertise usually confined to 
other’s domain, necessitating a release of roles to allow others 
to take over certain functions, a transition that can be 
challenging.  

An example that stands out is the instance where the PhD 
candidate utilized her art expertise to co-develop 
Choreopattern with the other teacher educators, drawing upon 
choreographic elements. This joint effort led the teacher 
educators to venture into the realm of the art educators, which 
introduced challenges in the design team [31]. These 
challenges demanded immediate attention to propel 
curriculum development forward. During this period of 
change, art educators stepped into principal roles, while 
teacher educators shouldered the responsibilities of project 
leaders and PhD supervisors. Notably, the shift in roles among 
some team members precipitated new roles for others.  If not 
handled judiciously, such role shifts can swiftly lead to 
counterproductive interactions.  

In Lab Museum, participants assumed roles as experts in 
their respective fields, with minimal overlap in competence. 
During the second workshop, the in-service teachers took 
center stage, discussing challenges and opportunities in 
facilitating for TCS activities in schools. The expertise of the 
teachers in framing TCS within school practices was 
acknowledged by the other participants. Likewise, during the 
third workshop, the museum educator took the lead, guiding 
the group through the museum and offering an enriching 
learning experience for the design group. 

C. Perceived ownership 
In Lab Art, stakes were high for both teacher- and art 

educators, each demonstrating significant perceived 
ownership. Teacher educators were invested, motivated by the 
course’s alignment with their student teachers’ needs and the 
overarching goals of the pARTiciPED project, of which they 
were owners. Similarly, the art educators, who also served as 
principals of their college, were committed to supervising 
their students in their artistic work. This shared perceived 
ownership of the outputs of a co-design process have 
numerous advantages: collective sense of responsibility, the 
imperative of a successful outcome, and intrinsic motivation 
for the tasks.  

In contrast, not all participants perceived a high degree of 
ownership of the process and outputs in Lab Museum. The 

student teacher tended to adopt a polite and somewhat guest-
like position in most workshops, perhaps due to feeling junior 
in comparison to other participants. While the in-service 
teachers contributed to discussions in the second workshop, 
they had few responsibilities throughout the seminars and 
workshops. The teacher educator and the project leader (who 
also had roles as PhD supervisor and researcher) felt the 
greatest sense of ownership for the co-design activities, the 
teacher educator being responsible for the implementation of 
the course being co-designed and the project leader being 
responsible for overall goals for the lab. The low perceived 
stakes made it less challenging to facilitate for safe 
interactions in Lab Museum, and we believe a higher degree 
of perceived ownership would have benefited the outputs and 
outcomes of the lab.  

VI. FINDING COMMON GROUND  
There are certain considerations project leaders must take 

when aiming to provide safe “third” spaces [25] for sharing 
and assuming new roles. We highlight three aspects worth 
considering when seeking to negotiate roles and establish 
common ground in professional co-design teams: the 
facilitators level of investment, the need for renegotiating 
roles and the degree of association between the professions. 

A. The facilitators level of investment  
In Lab Art and Lab Museum the facilitators assumed 

markedly different roles in organizing and leading the 
workshops. In Lab Museum, an external and experienced 
facilitator from the design field (third author) led the 
workshops. Her relatively low level of investment in the co-
design outcomes allowed her to concentrate on optimizing the 
process. In Lab Art, teacher educators with limited 
participatory design experience at the time, led most 
workshops, including the first author. They had a high level of 
investment in the process however, as they were not only 
facilitators, but also directly responsible for the course to be 
co-designed. This required them to balance their facilitator 
role as securing participation from all parties with making 
active contributions in the design of the curriculum.  

Based on these insights, we acknowledge that experienced 
facilitators, with relatively low level of investment in the 
outcomes of the process, have more flexibility to strategically 
position themselves to optimize the workshops by adapting 
the process to unforeseen situations. They can more 
effectively maintain focus on the processes and other 
participants are potentially less inclined to suspect the 
facilitator of pursuing his or her own interests. Therefore, it is 
essential to consider the level of investment that facilitators 
have in the co-design outcomes to ensure mutual learning, 
growth, and change within professional co-design teams  

B. (Re)negotiating roles  
In professional teams doing co-design workshops, the 

roles of participants need to be continuously negotiated. This 
collaborative process extends throughout the project, allowing 
participants to renegotiate their roles based on the specific 
design needs in different phases of the work. In Lab Art, 
where prior collaboration existed among several participants, 
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role negotiation was informed by shared work history, and 
primarily served to integrate new team members rather than 
redefining roles held by existing team members. Conversely, 
in Lab Museum, where participants were initially unfamiliar 
with each other, role negotiation commenced from the 
project’s inception to establish common ground. 

This highlights the substantial influence of participants’ 
shared work history on role negotiation. When team members 
are already working together, proactive negotiation or even 
reevaluation of roles becomes critical before delving into co-
design activities, such as curriculum design. This deliberate 
step must facilitate for both role release and role expansion, to 
secure transprofessionality in the co-design activities. Upon 
reflection, Lab Art could have benefited from one or more pre-
workshops where participants established a new common 
ground and explicitly defined new roles and expectations. 
Such clarity would have allowed for thorough discussions 
about each participant’s responsibilities and contributions in 
the new project, ultimately enhancing dialogue among 
stakeholders. 

Explicitly agreeing on roles, as well as re-negotiating and 
redefining them, emerges as a central topic when professional 
teams collaborate in co-design, becoming transprofessional. 

C. Association between the professions 
In the two labs, participants engaged in collaborative 

efforts, each contributing from their unique professional 
vantage point. The degree of collaboration between the 
professions varied, resulting in distinct negotiation dynamics 
among stakeholders.  

When analyzing the interplay between teacher education 
and external partners in the pARTiciPED project, we observe 
a more solid association between the professions represented 
in Lab Museum compared to Lab Art. History dissemination 
as a practically applied discipline in museums is relevant for 
teacher education and teacher educators with history as 
subject. Both professional groups have compatible skills, 
knowledge, and educational aims. Conveying history is not 
exclusively reserved for museum educators. Teachers, social 
scientists, guides, and others can effectively communicate 
historical narratives across various contexts. In contrast, art 
occupy privileged positions in society. Creating art remains 
the domain of professional artists and artists participating in 
Lab Art can more readily leverage this position to assume 
power in the collaborative process. 

Facilitators must possess the skills to detect and balance 
these emergent power dynamics. This necessitates a 
willingness among all involved participants to adapt their 
perspectives in alignment with the activities and project’s 
overarching goals. Such adaptability can prove challenging 
for everyone, also artists, who naturally hold a strong sense of 
ownership over their artwork and their artistic processes. 

VII. CONCLUSION 
Facilitating safe “third” spaces for negotiating roles and 

finding common ground across professions remains a 
challenge. In this paper, we have highlighted and discussed 
some aspects of this work, using the ongoing research project 
pARTiciPED as case. When facilitating for negotiating roles 

it is important to 1) map the roles in play (one participant can 
have many), 2) map the participants’ overlapping and not 
overlapping competence, and 3) map the participants’ 
ownership of the outcomes of the process. The three maps will 
be helpful in the facilitation of co-design activities. We 
believe that to achieve high degree of collaboration (and 
engagement) between the professionals in design teams, 
articulating roles, goals, and competence is what should come 
first. 

When facilitating for finding common ground we find it is 
important 1) to make sure that the facilitator has not 
conflicting roles and is not to invested in particular outcomes, 
2) to provide participants with a shared work history the 
opportunity to renegotiate and reset their roles before going to 
deep into the design work and 3) to identify and handle power 
dynamics that become barriers to role release and role 
expansion – for instance if the participants insist on holding 
on to professional roles that traditionally have had a privileged 
position in society (i.e., artists, doctors and professors).  

In conclusion, achieving high degree of collaboration in 
professional collaborations is not a straightforward process 
and demands deliberate and thoughtful facilitation. 
Sometimes a transprofessional outcome remains elusive, 
however. We believe that if there is little potential for both 
role release and role expansion in the team being mobilized, a 
facilitator needs to handle this head on. If the initial co-design 
workshop phase fails to facilitate for articulation and re-
negotiation of roles, it is better to reassemble the group rather 
than re-articulating entrenched disciplinary and professional 
barriers to collaboration. 
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Abstract—In the current study, we focus on student teachers’ 

perceptions of their involvement in InterProfessional 

Collaboration (IPC) as part of a mandatory course centered 

around The Cultural Schoolbag (TCS). The course emerged 

through collaborative efforts, drawing participants from the 

fields of education, design, and culture, guided by core 

principles of participatory design. Our article explores how 

student teachers perceive their participation, their roles, and 

responsibilities in promoting democracy, as well as their 

experiences in facilitating learning processes within their 

educational context. To analyze student teachers’ active 

participation in the TCS, we employ an analytical framework 

that differentiates between three types of democratic 

participation: “about,” “for,” and “through.” We find that by 

enhancing student teacher’s ability to contribute to the design 

of the TCS through the course, they gained firsthand 

experiences democratic participation. Hence, their autonomy as 

educators increases, allowing them to voice concerns and foster 

active learning during their placement. 

Keywords- democratic participation; codesign; 

interProfessional collaboration; cultural heritage; AR technology. 

I.  INTRODUCTION 

In a global context, external programs are gaining greater 
entry into schools. Norway serves as an example, with 
initiatives such as The Technological Schoolbag, Young 
Entrepreneurship, and TCS actively engaging with 
educational institutions. While these programs provide 
valuable opportunities, they may also vie for precious 
classroom time, alongside teachers’ current curricula. To 
address this challenge, integrating InterProfessional 
Collaboration (IPC) within Teacher Education (TE) has 
emerged as a promising approach. By incorporating IPC, 
student teachers gain a deeper understanding of their roles and 
responsibilities, which empowers them to assert their voices 
when utilizing activities provided by external associates. 
Ultimately, this integration ensures that the learning 
experiences seamlessly align with the school’s curriculum. 

The pARTiciPED project [1], led by Østfold University 
College (ØUC), centers around a groundbreaking cross-
sectorial partnership with schools in Norway. At its heart lies 
The Cultural Schoolbag (TCS) [2], which secured substantial 
NOK 330 million in government funding in 2023 (28 386 600 
euro). Since 2001, TCS has been an integral part of Norway’s 
cultural policy, enriching pupils’ lives through high-quality art 
and cultural experiences. These cultural experiences span a 

diverse spectrum of forms, including literature, music, film, 
performing arts, visual arts, and cultural heritage (as outlined 
in White Paper 18 [3, p. 141]). However, despite its value, 
TCS faces challenges rooted in inherent power imbalances 
between schools and cultural institutions. Researchers, such 
as Christophersen et al. [4], Digranes [5], and Hauge et al. [6], 
have identified these complexities, emphasizing the need for 
more research to fully realize the artistic potential within this 
dynamic partnership. 

In the present study, student teachers assume a distinctive 
role, empowering them to convey a cultural heritage TCS 
projects using AR, during their placement. This empowerment 
is facilitated through a collaborative design effort involving 
stakeholders from the cultural, design, and education sectors. 
Guided by core principles of participatory design outlined by 
Kensing and Greenbaum [7, pp. 33–34], these principles were 
tailored to achieve several objectives, with a key focus on 
establishing democratic practices. By doing so, the team 
aimed to equalize power dynamics, ensuring that every 
participant had a voice. All stakeholders were encouraged to 
act in both their individual interests and the collective good [7, 
p. 33]. The primary focus of the current article is to assess the 
level of participation and action competence acquired by 
student teachers as they prepare for and carry out the TCS 
project during their placement. To explore this issue, we 
formulated the following research question: “What 
perspectives do student teachers hold regarding their 
involvement in the TCS project targeting cultural heritage?” 

The theoretical framework of this article draws from two 
key sources in participatory design: John Dewey’s 
understanding of democracy [10] and Paulo Freire’s insights 
into adult literacy [11]. These foundational perspectives 
inform our exploration of democratic participation within the 
context of our study. Additionally, we employ the analytical 
framework outlined by Stray and Sætra [9]. This framework 
categorizes democratic participation into three dimensions: 
“about,” “for,” and “through.” These distinctions guide our 
examination of how democratic processes unfold. In Section 
II, the theoretical grounding and the analytical framework of 
the analyses are accounted for. Section III we provide an 
outline of the empirical case, followed by a description of the 
research design and analysis. In Section IV, we analyze and 
discuss the empirical evidence considering the theoretical and 
analytical framework. Finally, in Section V, we draw 
conclusions and recommendations for future work. 

 

56Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                           67 / 224



II. PARTICIPATION IN SOCIETAL INTERCULTURAL 

COLLABORATION 

In the context of participatory design, democratic 

participation does not occur spontaneously. Instead, it 

requires deliberate effort. One influential thinker in this realm 

is John Dewey [10]. His ideas emphasize educating and 

engaging individuals to act in their own interests while also 

considering the common good (as discussed by [7], p. 33). 

Schools hold a crucial position as societal institutions with a 

democratic educational mandate. Education is essential not 

only for individual growth, but also for maintaining and 

actively participating in society. An education system that 

aims to foster democratic practices must be built on certain 

foundational principles. According to Dewey [10], equal 

communication plays a pivotal role. This principle ensures 

that individuals have a voice and can actively shape both their 

personal interests and collective well-being within society. 

The current article explores the relationships among the 

pedagogy of the oppressed [11] and participatory design to 

understand how power dynamics can be aligned by providing 

student teachers with voice and action competence in the TCS 

as part of TE. In the twentieth century, the liberation educator 

Paulo Freire [11] was among those who laid a foundation for 

understanding power relations, humanity, and dialog for 

social change, aiming at a better future society. Born in Brazil 

in the 1960s, he developed an adult literacy methodology that 

has become one of the most respected pedagogical references 

in the world [12]. Freire created his liberating pedagogy 

based on how all people should become equal participants in 

communities and develop their identities by taking charge of 

their own environment [11, p. 11]. According to Freire [11], 

self-determination and codetermination are fundamental to 

people’s quality of life. Unequal democratic practices and 

power relations make it necessary to transform the context of 

oppression-oppressors. Equalizing power relations includes 

finding ways to give a voice to those oppressed by structural 

conditions and social differences. 

     In school, Freire [11] points out that students become 

patient listening objects, while teachers are narrative subjects 

“filling the students’ heads” with their understanding and 

reality, which might be completely foreign to the students’ 

existential experience (p. 54). In this way, education becomes 

knowledge from those who “understand it” to those whom 

they consider completely ignorant. If one regards others as 

ignorant, this is a characteristic feature of the ideology of 

oppression. According to Freire, literacy is not only the 

ability to read and write, but also a transformative medium 

where individuals, through awareness, authentic experiences, 

and critical consciousness, might be given the ability to 

“understand the world”. Allowing individuals to critically 

understand, problematize, and communicate their reality 

enables the transformation of the oppressed through 

“dialogical action” [11 p.71]. Dialog and action meet when 

there is a common desire to express views and transform the 

world (p. 72).   

  A goal of democracy education in Norwegian schools is to 

motivate and prepare students to act. The development of 

action competence is also linked to studies of power relations 

in which identifying and assessing alternative actions are 

important [13]. Mogensen and Schanck [14] discuss action 

competence as an ideal for education; they state that “action 

should be addressed to solutions of the problem and should 

not just be the activities as a counterweight to academic 

tuition” [14, p. 61]. This is because action competence and 

action-oriented teaching and learning have important 

learning potential. Being conscious and purposive might 

challenge the criteria on which today’s education is based. 

This perspective on the notion of action means that action 

competence is necessary to change the circumstances that 

create and sustain challenges in the school system [14]. 

Hence, action competence can be viewed as a specific 

activity that potentially leads to increased consciousness and 

transformation. 

A. Analytic framework 

Working with democratic principles, such as equal 
participation, in the education system means having a 
conscious relationship with what democratic participation 
may entail. The analytical framework used in the current study 
is the three dimensions of teaching democratic participation, 
outlined by Stray and Sætra [9] and further elaborated by Stray 
[15], about, for, and through democratic participation. In 
addition, we emphasize the importance of developing action 
competence through practical experiences to be able to reflect 
on and transform current practices. 

The starting point is that both democratic participation and 
actions can be learned [13]. We can differentiate between 
different dimensions of democratic participation. According 
to Stray [15], education about democracy means knowledge, 
that is, about the history of democracy, organizations, and 
political processes. This is important knowledge for 
understanding the functions of the society in which we live 
and become informed citizens. The purpose of education for 
democracy is for students to develop competence in critical 
thinking and communication skills [15]. Values and attitudes 
are explored and developed in the school’s learning 
environment. In the last dimension, education through 
democratic participation, students acquire experiences of 
active participation in democratic processes. This implies that 
the teacher is a decisive participant, supervisor, and facilitator 
for active participation and for understanding democratic 
processes in the classroom [9]. We depart from this 
framework to examine and understand how student teachers, 
here through participatory approaches, were given a voice to 
communicate changes in asymmetric power relations when 
working with TCS and cultural heritage projects in TE and in 
their placement. 

III. CULTURAL SCHOOLBAGS AS PARTICIPATORY DESIGN 

INTERVENTIONS 

The following section provides an outline of the empirical 
case, followed by a description of the research design and 
analysis. 
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A. Making use of AR technology in cocreating TCS art 

projects 

The pARTiciPED project aimed to provide empirical 
insights into organizing and implementing TCS within TEs. 
The goal was to empower student teachers as they transition 
into their roles as future educators. The project established 
three laboratories, each dedicated to different domains: 
performing arts, visual art, and cultural heritage. These 
laboratories served as spaces for exploring the educational 
practices related to TCS. In the Cultural Heritage Laboratory 
(CH lab), a design team of four coresearchers planned and 
organized five workshops together with one museum 
educator, two teachers, and one student teacher at ØUC. A 
primary objective was to employ participatory design with the 
use of serious games to facilitate the collaboration of museum 
educators, teachers, and students in creating cultural heritage 
TCS projects. 

Furthermore, as part of the HC lab, the design team 
cocreated and conducted a course design tailored for fourth-
year student teachers in TE (ØUC, 2023). The course 
comprised a total of four seminars. In the course, the student 
teachers were provided with tools and techniques from 
participatory design, such as the design card methodology 
[16]. Additionally, they were introduced to hybrid museum 
experiences centered around industrial history provided by the 
local museum, Moss town and industrial museum. Based on 
this foundation and working closely with the design team, the 
student teachers were assigned to cocreate a new learning 
experience (in alignment with [17]). This involved utilizing 
AR technology via a mobile application to grant pupils access 
to historical material and opportunities for self-expression 
within it. This project was integrated into an IPC during the 
student teacher’s placement. 

Through this work, we examine the reflective notes 
created by student teachers after their active participation in 
co-creating and implementing the project, allowed them to 
adapt and shape the content of TCS to align with their specific 
subjects, classes, and interests.  

B. Empirical data and analysis 

The pARTiciPED project has collected extensive data to 
explore various aspects of IPC within the context of TCS. 
These contributions include new and innovative methods for 
TCS in TE [18][19], insights into collaboration between artists 
and student teachers, highlighting the integration of TCS 
within everyday learning in schools (see, e.g., [20][21][22]) 
and negotiating roles [23], and building capacities for artist 
visits beyond generic knowledge and skills [24]. 

In the current article, our primary data source consists of 
reports written by the students upon completion of the course 
and placement. These reports span a total of 199 pages. The 
report was divided into two sections: collective and 
individual. In the collective part, the student teachers 
collaboratively reflected on their group efforts during the 
placement. This section provides insights into their joint 
experiences and observations. In the individual part, each 
student participated independently. We were particularly 
interested in their thoughts regarding their own involvement 

in the projects. Each report included 14 questions addressing 
these aspects. 

In our data analysis, we followed a three-phase qualitative 
coding approach inspired by the method proposed by Saldaña 
[25]. In phase 1, we thoroughly reviewed all the material (199 
pages). Our goal was to gain an overview of potential codes 
and interpretations related to student teachers’ involvement 
and their own thoughts on the process (in accordance with 
[25], p. 19). We rapidly selected relevant codes, marking text 
passages within the material (p. 105). Examples of these codes 
included terms such as “collaboration and mutual support in 
implementation” and “multiple levels of engagement and 
action competence.” This initial phase was conducted 
collaboratively, and an interesting observation emerged: 
Student teachers strongly believed that teachers should play a 
more significant role in planning and implementing TCS 
projects. In phase 2, we delved into the textual passages that 
we had coded in the initial review. Our aim was to organize 
these passages into a “smaller number of categories” [25, p. 
236]. This step helped us prepare for the final phase. In the 
third and final phase, we realized that the analytical 
framework proposed by Stray and Sætra [9] could be used to 
effectively synthesize the material. By applying this 
framework, we identified emerging patterns and themes 
related to student teachers’ experiences and perspectives. 

Upon analyzing the data, a clear pattern emerged. Student 
teachers, when given the chance to cocreate their own TCS 
design using participatory design principles, not only 
encountered a markedly different approach to TCS, but also 
observed an intentional effort within the CH lab to balance 
power relationships—a departure from the typical dynamics 
associated with TCS projects in schools. Power relations are 
interconnected and complex. It is important to be aware that 
this analysis simplifies the complexity. Nevertheless, our goal 
is to shed light on an area that, as far as we know, has received 
limited research attention. This exploration may contribute 
with intriguing insights into new ways of understanding TCS 
and the collaboration between cultural, design and educational 
domains. In the subsequent sections, we present the results of 
the analysis and discuss these findings, which are firmly 
anchored in the research question. 

IV. PARTICIPATION THROUGH THE CODESIGN OF 

CULTURAL HERITAGE 

The TCS aims to democratize access to art and culture for 
pupils in schools. It operates as a decolonized initiative, 
ensuring that all students can engage with various professional 
arts and cultures during their years in school. Teachers play a 
crucial role in integrating art and culture into the curriculum. 
Their mission is to make these visits accessible to all pupils, 
regardless of their backgrounds or abilities [3, p. 136]. 
However, achieving this goal involves navigating several 
challenges, especially when considering the democratic 
values of participation. In most cases, TCSs follow a “top-
down” approach, where teachers are informed “about” when 
and what the TCS project entails by the school management 
or a coordinator. One of the student teachers reflected on past 
experiences with TCS: “I have gotten the impression that 
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teachers experience many TCS projects are just something 
they need to undertake, without knowing much about them.” 

In this framework, teachers are actors who, once informed, 
can align their actions in accordance with the goals set for 
TCS. However, there is a risk, as per Freire’s [11] perspective, 
that the teacher is cast in the role of “uninformed” (cf. [23]); 
they find themselves in a position where they must 
accommodate a TCS project that may or may not align with 
ongoing school activities. However, by enhancing action 
competence through participatory design workshops, student 
teachers increase their competence and critically reflect on the 
learning potential of TCS activities. This process bridges the 
gap between cultural experiences and the specific situations 
faced by student teachers in schools. This shift occurs when 
the focus moves from learning “about” democratic 
participation, as defined by Stray and Sætra [9], to learning 
“for” and “through” democratic participation. 

When student teachers actively participate in democratic 
processes, they can critically adjust the TCS project in 
accordance with their knowledge of the pupils and their 
learning situations. One of the student teachers commented, “I 
envision that if teachers at the schools actively involve themes 
and teaching methods, it may encourage more pupils to drive 
TCS projects.” Another student teacher put it this way: “I feel 
this has been a good exercise in making creative plans for the 
pupils. We have been pushed to think outside the box.” The 
students’ reflections imply that bridging the gap between 
cultural expertise and pedagogical knowledge will be 
advantageous for the TCS project. 

Achieving this without expecting (student) teachers to 
become artists and artists to become teachers but rather 
allowing them to pursue their own professions (cf. [26]) 
presents a challenge, but it is essential for meaningful 
educational experiences for pupils in school. The participatory 
design process of TCS projects has given student teachers the 
ability to reflect on their own pedagogical practices. They 
have gained autonomy in implementing TCS projects related 
to cultural heritage, which has enhanced their action 
competence. Additionally, this has enabled them to think 
creatively and find new ways to engage pupils as active 
“subjects” in their own learning process. As one student 
stated, “I strongly believe that the pupils get more out of it and 
learn more by being a participant yourself.” Another student 
affirmed, “The own-design TCS project was engaging and 
dealt with several activities where the pupils could try out 
something new, discuss, reflect, and try your hand at role-
playing.” 

According to Freire’s [11] perspective, involvement in 
work leads to a critical understanding of current practices. 
Through dialog and action, the student teachers have 
increased their voices and critical thoughts on TCS projects in 
school. This process allows them to address structural 
conditions that prompt democratic values and principles. The 
pupils do not enter school with empty heads. They are 
knowledgeable citizens who need to engage themselves in 
learning processes that not only make them informed citizens 
but also see different perspectives and critically assess their 
surroundings through exploratory teaching. This might 
contribute to developing pupils’ understanding of how to learn 

and engage in activities in a wider community context. As one 
student teacher expressed, “being able to let go of control is 
an important learning, which gave a new aspect to the learning 
outcome for us students teachers.” Dewey [10] emphasizes 
that learning and education are necessary both for individual 
development and for being active and independent citizens in 
a democratic society. 

The significance of addressing solutions to handle 
challenges related to activities that counterbalance formal 
education is underlined by Mogensen and Schanck [14]. We 
argue that enhancing student teachers’ action competence can 
be achieved by integrating it into TE programs. Thus, TE can 
serve as a catalyst for change. One of the student teachers 
highlighted that “what worked well with the TCS project we 
developed was that we had collaborated well [among us 
students] during the preparations, which allowed us to work 
seamlessly during the TCS project implementation in school.” 
In the CH lab, these students were tasked with taking part in 
TCS on their own terms, and we observed an attempt to “level 
out” power dynamics. 

In pARTiciPED, student teachers assumed new roles that 
allowed them to experience and work through democratic 
participation. Consequently, this experience may empower 
them to influence the educational system as they transition 
into school as future professionals. One student teacher 
expressed this as follows: “…. teachers can submit requests 
for which goals they want the students to achieve and themes 
that can be used. This will contribute to teachers seeing TCS 
as something meaningful for the school and not just a 
‘happening.’” 

Based on this discussion, we have tailored Stray and 
Sætra’s [9] three types of democratic participation “about,” 
“for,” and “through” to the context of TE when educating 
student teachers for IPC with artists and cultural workers as 
future professionals (see Table 1). We have incorporated 
strategies that succinctly describe the activities encountered 
by teacher students during their TE. Furthermore, we have 
revised and clarified the goals and explanations, drawing on 
relevant excerpts in our data corpus. 

TABLE I.  THREE MODES OF DEMOCRATIC PARTICIPATION DURING 

SCHOOL VISITS 

Dimensions Strategies Goals Excerpts 

Teaching 

about TCS 

project 

 

Knowledge-

based 
competence 

of the TCS 

projects and 

their subject-

related 

content 

Student teachers 

are “handed 

over” TCS 

project on 

campus to take 

part in, or to be 
implement as 

part of their 

placement. 

Students’ teachers 

acquire knowledge 

about TCS either 

during their classes 

on campus or as 

part of placement. 
This knowledge 

equips them to act 

in accordance with 

the instructions 

provided for TCS 

in schools. 

“I have got the 

impression that 

teachers 

experience many 

TCS project as 

just something 
they need to 

undertake, 

without knowing 

much about 

them.” 

Teaching for 

democratic 

participation 
 

Value and 

attitude 

competence 

Student teachers 

engage in 

exploratory 
teaching. Here, 

they develop 

competence in 

critical thinking 

and 

Student teachers 

actively cultivate 

attitudes and values 
essential for 

democratic 

preparedness. Their 

understanding of 

the teacher’s role 

“…. teachers can 

submit requests 

for which goals 
they want the 

students to 

achieve, and 

themes that can 

be used. This 
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communication 

skills through 

active 

communication, 

sharing their 
own views, and 

actively 

listening to 

others. 

undergoes 

transformation. 

will contribute to 

teachers seeing 

TCS as 

something 

meaningful for 
the school, and 

not just a 

‘happening.’” 

Teaching 

through 

democratic 

participation 
– action 

competence 

The student 

teachers are 

given 

opportunities to 
act as an agent 

of change, 

striving to 

equalize 

participation and 

communication 

of TCS project. 

Student teachers 

develop action 

competence 

through 
experiencing and 

exploring varied 

TCS project either 

on campus or in 

placement. The 

experience must 

create opportunities 

for the students to 
participate in 

democratic 

processes based on 

democratic 

principles when, 

for example, taking 

part in or co-

designing and 
implementing TCS 

projects in schools. 

“This was both 

new for me and 

for the pupils. It 

was, therefore, a 
bit scary to 

venture out on 

such a project. 

Having said that, 

being able to let 

go of control is 

an important 

learning, which 
gave a new 

aspect to the 

learning outcome 

for us student 

teachers.” 

V. CONCLUSION AND FUTURE WORK 

Teachers play a crucial role in integrating art and culture 

into the curriculum. The mission of TCS is to make these 

visits accessible to all pupils, regardless of their backgrounds, 

interests, or abilities. However, achieving this goal involves 

navigating several challenges, especially when considering 

the democratic values of participation. In the future, 

enhancing the action competence of student teachers can 

increasingly enable them to reflect on TCS activities, 

communicate with them, and further develop TCS learning 

potential. This process bridges the gap between cultural 

experiences and the specific situations faced by student 

teachers in school, shifting the focus from learning “about” 

democratic participation to learning “for” and “through” 

democratic participation. This perspective aligns with 

Freire’s [11] concept of adult literacy, which suggests that 

effective communication with others involves a range of 

skills beyond reading and writing. 

What is intriguing about the participatory design process 

utilized in the CH lab in the TE is that our students’ teachers 

gained a significantly different approach to TCS through 

active involvement. Moreover, based on their participation 

and input, the student teachers cocreated a digital museum 

experience for their pupils that they were able to test during 

their placement. What occurred in the CH lab was an attempt 

to “level out” the asymmetrical power imbalance to meet the 

criticism of the TCS, where teachers learn about the TCS 

project and often feel that they lack the necessary competence 

to collaborate in equal terms in the TCS project in schools. 

By collaborating with the design team and peers, the student 

teachers gained insight into an alternative approach to TCS, 

where they experienced significant autonomy, an important 

aspect of being professional teachers. We argue that when 

teachers embrace TCSs as future educators, they should not 

relinquish their autonomy; rather, they should assert it. The 

following question then arises: How can teachers engage as 

professional educators in TCS projects in schools without 

sacrificing their autonomy? We believe that by being 

“subjects” in their own teaching context and exercising their 

own action competence through IPC, the potential of TCS 

can be realized, aligning well with the mandate of 

professional teachers. 

Teachers know their students well and can develop their 

action competence and critical thinking skills if they are 

allowed to participate actively in the development of TCS 

projects, not only by learning about them, but also by 

instructing them. This had a significant spill-off effect on the 

involvement of pupils in their own learning process, hence 

motivating both student teachers and pupils to work with TCS 

projects on cultural heritage. In this IPC undertaken in TE, 

student teachers had the opportunity to cocreate their own 

TCS design based on principles from participatory design, 

meaning that they were not provided with a preexisting TCS 

project that they learned about, and were instructed to 

implement. They worked with participatory principles from 

which they generated ideas for TCS projects to be further 

developed for practical use during their placement.  

We posit that enhancing teachers’ dialogical actions 

through IPC not only grants them increased autonomy but 

also empowers them to assume novel roles as conveyors of 

art and culture. However, we do not advocate for this 

approach to replace or supplant traditional modes of museum 

experiences (or art visits) facilitated by professional cultural 

workers. Instead, it can serve as a complementary supplement 

that directly engages teachers and offers a potential avenue 

for an actual collaboration between culture, and education. 

Further research on creating “dialogical space” could explore 

possibilities for articulating such possibilities within the 

framework of TCS. This might further contribute to 

transforming the teaching and learning processes of TCS 

from the more instruction “about” cultural heritage to active 

participation “for” and “through” their experiences as 

professions working with TCS projects. 
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Abstract— We examine the fake news problem, emphasizing 

user-led solutions. Students were assigned a task to design a 

technology-based solution to combat online misinformation 

defined as fake news. Eighteen teams participated, a total of 89 

students. Analysis reveals that 38.9% of teams devised 

algorithm-focused solutions, 27.8% proposed human-focused 

solutions, while 33.3% designed solutions that incorporated 

both algorithmic and human-centered approaches to 

addressing the misinformation problem. We identified a 

fundamental assumption regarding the effectiveness of 

Artificial Intelligence and algorithms, highlighting 

technological sophistication. These findings contribute to the 

ongoing discourse on combating fake news and provide 

directions for future research and development of effective 

technological interventions by considering human factors. 

Keywords- fake news; solutions; human factors; design. 

I.  INTRODUCTION 

Fake news is fabricated and untruthful information 
spread deliberately to deceive a readership or viewers. It 
often resembles real news stories but contains false 
information and may mix real and fake sources, quotes, and 
information. While the Internet has enabled people to stay 
informed about global events, it has also become a breeding 
ground for spreading false and malicious news [1]. 
Consequently, fake news has become a global issue that 
affects people in various aspects of life, such as healthcare, 
transportation, education, and business.  

Researchers have explored many techniques for detecting 
fake news [2]. These detection approaches often focus on 
social media, as fake news is frequently distributed on social 
media, also known as social media platforms or social 
network sites. While the consumption of news through social 
media is increasing due to its speed, accessibility, and 
affordability, social media also provides a platform for the 
widespread dissemination of fake news, which intentionally 
contains false information for political purposes, trolling, or 

other nefarious objectives [3]. The popularity of social media 
has led to a shift in how people access news, with traditional 
sources of journalism being replaced by online social media 
sources. In particular, the rapid rotation of news on social 
media can make it difficult to determine its reliability [4].  

The creation and dissemination of fake news can 
potentially deceive users and influence their opinions, 
leading to undesirable consequences for society [5]. Online 
social networks like Twitter have increased the spread of 
false information and fake news. This misinformation can 
lead to harmful consequences for individuals who believe in 
inaccurate claims and articles. Therefore, the prevalence of 
false information and deceitful content in the form of 
articles, posts, videos, and URLs on popular social media 
platforms has raised concerns among journalists and editors, 
among other stakeholder groups, emphasizing the need for 
tools and processes to aid in content verification [6].   

Detecting fake news is essential to prevent panic and 
confusion [7]. To tackle the issue of fake news, researchers 
tend to develop algorithms, models, and systems that aim to 
distinguish between real and fake news and help scientists 
and the public access accurate information [8]. However, the 
computing research community has not thus far been 
successful at delivering definitive solutions to the fake news 
problem. Despite impressive results in laboratory settings, 
these results are rarely implemented in real systems, and 
when they are, they are unable to address the full scope of 
issues relating to users’ behaviors, psychology, and 
sociology, i.e., factors that cannot easily be affected using 
algorithms alone. So, there is a need to better understand the 
full scope of the fake news problem.  

The current research approaches the problem through co-
creation with students [9]. In our study, university 
undergraduate students who are experts in neither Machine 
Learning (ML) or fake news research (apart from general 
knowledge as users of online media) propose solutions to the 
fake news problem – the naïveté of these solutions can reveal 
novel angles about the problem, as business students are not 
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“pre-programmed” by the current paradigms and models of 
approaching the problem, thereby potentially observing 
aspects that might be hidden or left with little attention in the 
computational research on fake news.  

We analyze students’ proposed solutions through six 
Research Questions (RQs), justified as follows: 

RQ1: How many student teams designed algorithm-
focused and how many human-focused solutions? This 
question is relevant as computational literature tends to focus 
on algorithms rather than human factors, potentially limiting 
the scope of solutions. We examine the division of the 
proposed solutions into these two broad categories. 

RQ2: What themes can be observed in the students’ fake 
news solutions? We conduct an open coding [10] of the 
material submitted by the student teams in order to 
inductively identify central themes in the solutions. This 
inquiry is of a qualitative nature. 

RQ3: What are the central assumptions that the student 
solutions rely on? By analyzing the assumptions underlying 
the solution, i.e., what factors are required for the solutions 
to work, we aim to shed light into the conditions, especially 
those extending beyond the technological realm, of 
practically workable fake news solutions. The literature does 
not often discuss such conditions (see Section 2).  

RQ4: What are the central risks that the student solutions 
involve? We asked the students to identify key risks in their 
solutions; here, we analyze the types of risks they identified. 

RQ5: How realistic are the student solutions? What are 
the more realistic aspects? What are the less realistic 
aspects? With this RQ, we aim to dissect the parts in the 
student solutions that have a degree of possibility of 
succeeding and, symmetrically, the parts that are likely to 
fail (according to our assessment). For this, we conduct a 
critical inquiry into the content of the solutions. 

RQ6: What metrics do students propose to measure if 
fake news solutions work? Finally, we address the question 
of how the students would suggest measuring the success of 
fake news solutions. Prior research has focused on technical 
metrics (e.g., F1 score, accuracy, precision, recall) to 
evaluate research contributions–however, these metrics focus 
on the internal performance of the models while ignoring 
their ecological validity, i.e., how well the models would 
contribute to the solution of the fake news problem when 
implemented. Naturally, this question is beyond the 
computational paradigm based on ML, but we precisely 
argue here that fresh ideas on evaluating fake news solutions 
can be fruitful and interesting for the research community. 
So, we analyze the metrics proposed by the students. 

Our analysis is based on a qualitative interpretation of the 
student-based solutions. We do not attempt to present 
definitive facts about solving the fake news problem, as we 
believe doing so is extremely complex. What we aim to do 
instead is to shed light on the more rarely discussed aspects 
of the fake news problem – those not directly associated to 
the creation of better systems, models, and tools but instead 
indirectly affecting the implementation in actual user 
environments. While most research in this field is of 
technical nature, focused on factors like algorithm selection, 
hyperparameter optimization, training and test splits, and so 

on [11], we believe that the current study complements these 
technical views by offering a perspective closer to the 
everyday user of social media platforms. As such, we believe 
this inquiry has value for the research community. 

Section 2 reviews prior research on this topic. Section 3 
outlines the methodology for data collection and analysis. 
Section 4 presents the results, followed by a discussion of 
findings and future work in Section 5. 

II. LITERATURE REVIEW 

As discussed above, the fast spread of fake news is a 
significant concern. This has motivated researchers to 
introduce solutions for automatically classifying news items 
[12]. Much research has focused on Artificial Intelligence 
(AI). Previous research has concentrated on classifying 
online reviews and publicly accessible social media-based 
posts [13]. Automated fake news identification technologies, 
such as ML models, are essential in the current body of 
research [14]. Current techniques primarily rely on Natural 
Language Processing (NLP) and ML models [15]. While 
traditional ML methods have been used to detect fake news, 
genetic algorithms are potential due to converging to near 
optima with low computational complexity [15]. 

Many news agencies publish news on their websites, but 
not all are trustworthy. Therefore, before quoting any news 
from a website, it is necessary to evaluate the reputation of 
the news resource using a trusted website classifier. Mughaid 
et al. [2] proposed using the world rank of news websites as 
the main factor for news accuracy, along with a secondary 
factor that compares the current news with fake news to 
determine its accuracy [2]. Thus, the source of the news is 
considered a crucial factor in determining fake news.  

According to Shu et al. [3], existing detection algorithms 
focus on clues within news content (e.g., text, semantics, 
images), which may not always be effective as fake news is 
often intentionally written to mimic true news; e.g., by 
making it sound professional and convincing. Therefore, it is 
necessary to explore auxiliary information to improve 
detection [3]. For example, sophisticated techniques are used 
to deliberately modify text or images to create fake news. 
Giachanou et al. [5] proposed a multimodal system that 
combined textual, visual, and semantic information to detect 
fake news. They utilized Bidirectional Encoder 
Representations from Transformers (BERT) to capture the 
underlying meaning of text. For a visual representation, they 
extracted image tags using the Visual Geometry Group-16 
(VGG-16) model. The semantic representation was 
calculated using cosine similarity between the title and image 
tags embeddings [5].  

Nikam and Dalvi [16] proposed a method for classifying 
fake news on Twitter using a web-based Graphical User 
Interface (GUI). They developed an ML model that 
compared tweets to genuine sources to identify fake news, 
using the Naïve Bayes (NB) and Passive Aggressive (PA) 
algorithms with Term Frequency-Inverse Document 
Frequency (TF-IDF) feature extraction [16]. 

Sheikhi [12] presented a system for detecting fake news 
articles based on content-based features and the Whale 
Optimization Algorithm-Extreme Gradient Boosting Tree 
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(WOA-xgbTree) algorithm. The proposed system can be 
applied in different scenarios to classify news articles. The 
approach consisted of two main stages: first, the useful 
features were extracted and analyzed, and then an xgbTree 
algorithm optimized by the WOA was used to classify news 
articles using the extracted features [12].  

Huang and Chen [17] presented a deep learning-based 
fake news detection system. The proposed system 
preprocessed news articles and analyzed them using various 
training models [17]. To detect fake news, Huang and Chen 
[17] introduced an ensemble learning model called the 
Embedding Long Short-Term Memory (LSTM), Depth 
LSTM, Linguistic Inquiry and Word Count (LIWC) 
Convolutional Neural Network (CNN), and N-gram CNN. 
Moreover, they optimized the weights of the ensemble model 
using the Self-Adaptive Harmony Search (SAHS) algorithm 
[17].  

Singhal et al. [18] argued that detecting fake news 
requires a multimodal approach. As most multimodal fake 
news detection systems rely heavily on subtasks such as 
event discrimination and correlation analysis, they proposed 
SpotFake, a multimodal framework for fake news detection 
that does not require any additional subtasks. Their approach 
leveraged both textual and visual features of an article, using 
BERT to extract text features, and VGG-19 to extract image 
features [18]. Gundapu and Mamidi [7] used an ensemble of 
three transformer models (BERT, ALBERT, and XLNET) 
for evaluating the reliability of information related to the 
COVID-19 pandemic shared on social media [7].  

As in most NLP tasks, transformers represent the state-
of-the-art in fake news detection (note that our review does 
not include Generative AI or Generative Pre-trained 
Transformer (GPT) models, as these were not broadly 
available at the time of the review). The accuracy achieved 
by these models is impressive, which is one reason why the 
research community should expand its scope of examination 
– it is unlikely that the algorithm will get much better from 
this point. Instead, we expect decreasing marginal returns, 
which is why it is logical to pursue other aspects of the 
problem, including the implementation and application 
aspects.  

Overall, the predictive results are impressive. It is not 
evident how the researchers can continue improving them 
over time, as it appears we are already at the >90% 
performance. Thus, the domain requires new, fresh ideas to 
explore. Some of these ideas can originate from externality, 
outside the computing research community, for example, 
from students. To this end, we move forward to the empirical 
part of this study, addressing our research questions. Before 
that, we briefly summarize our methodology. 

III. METHODOLOGY 

A. Data Collection 

Students were given an assignment to design a 
technology-based solution to fake news, which was defined 
as online misinformation. The students carried out the task in 
teams, and there were 18 teams (in total, the course had 89 
students, so each team had 4.9 students on average). Each 

team submitted their solution in a slideshow presentation. 
The content of these slideshow presentations was coded into 
a spreadsheet and then analyzed to address the research 
questions. Students were informed that their contributions 
could be used as a part of ongoing research on fake news. 

B. Data Analysis 

For the analysis, first, we evaluated students’ 
presentations. Each solution was assigned a unique ID (S01-
18), and we analyzed the solutions individually. This 
procedure was as follows: 

Step 1: Determine whether a solution is: 
Algorithm-focused (i.e., the solution relies mainly on 

the technical aspect of the algorithm and technology to deal 
with the problem of misinformation).  

Human-focused (i.e., the solution relies mainly on 
humans doing the activities of finding, filtering, and 
decision-making about misinformation) 

Mixed-focused (i.e., the solution combines aspects of 
both algorithms and humans) 

Step 2: Evaluate the level of realism (1-7) of the 
solution, 1 being not realistic at all, and 7 being very 
realistic. If a solution involved many different stakeholders 
aligning in their thinking, too much technical sophistication, 
too many aspects of misinformation covered in the solution, 
that would make the solution unrealistic, with a mark of 1 or 
2. A specific solution focused on a specific form of 
misinformation, a specific platform, or a development of a 
new platform for a specific niche need, and has a clear view 
about its functioning. Such a solution was marked with 6 and 
7; the difference between the two is the number of 
stakeholders involved in the solution being built and 
implemented or the likely amount of work needed to develop 
the solution. For example, S01 has a realism of 6, 
meanwhile, S09 has 7. This is because S09 is a feature 
integration with already existing social media platform(s), 
meanwhile, S01 proposes a standalone platform that gets 
information to and from different individuals and 
organizations and is more difficult to implement, as opposed 
to working directly with an already existing platform to 
improve this segment of misinformation handling.  

Step 3: Evaluate the level of clarity (unknowns) of the 
solution, one, meaning there are a lot of unknowns, and 7, 
there are little unknowns about the solution presented. Too 
many unanswered questions on how the solution will be 
built, who the stakeholders are, and how it will be 
implemented, with what technology leads to marks 1 and 2. 
Opposing, having the most clarity and the least number of 
unanswered questions leads to marks 6 and 7. For example, 
S19 is a highly specific, niche solution for removing AI-
generated misinformation, giving information on methods 
and technology that will be used, the implementation route, 
and the precise limitations of the solution. 

Step 4: Extract assumptions, risks, and metrics from the 
students’ presentations. 

Step 5: Assign themes/taxonomy to each solution. 
Answering the questions: “What is common to the solutions 
– algorithm-focused or human-focused?”, “How will the 
solution be implemented?”, “What kind of app/solution will 
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be developed?”, “What misinformation aspects is the 
solution tackling?” Through qualitatively analyzing the 
solutions, we developed the themes presented in this paper.  

Steps 1-5 were carried out by the lead author and verified 
by a senior research team member. After finishing the 
evaluation, we could unify the assumptions, risks, and 
metrics. Looking at similar occurrences with different 
wording, we were able to craft common assumptions. For 
example, we first separated all the Risks, and Metrics per 
presentation. Then, we started comparing them to each other, 
which then helped us quantify the results. For example, the 
most common metrics for success of the solution is 
Engagement rate, mentioned in 12 out of 18 solutions.  

After finishing the evaluation and analysis of the results, 
we addressed the research questions. For RQ1, we have the 
exact number for each type of solution. For descriptions of 
the solutions, we specified the most realistic and clear 
solution in each type and the ones on the opposite side of that 
scale. For RQ2, we enlisted and described all the themes 
(whose development we explained above) and elaborated the 
main taxonomies that they belong to. We also mentioned 
their share of occurrence in the solutions. For RQ3, we 
grouped the central assumptions that the solutions relied on 
(as indicated by the students). For RQ4, we grouped the 
central risks that the solutions involved (as indicated by the 
students). For RQ5, referencing the previous step, 
evaluation, we were able to assess realism. Based on that and 
the decision-making behind the evaluations, we outlined the 
most and least realistic solutions. For RQ6, we identified and 
grouped the metrics that the students proposed. 

IV. RESULTS 

A. RQ1: How many teams designed algorithm-focused and 

how many human-focused solutions? 

Inspecting the results, we observe that seven teams 
(38.9%) designed Algorithm-Focused Solutions (AFS), five 
(27.8%) Human-Focused Solutions (HFS), and six (33.3%) 
of them designed a Combined-Focus Solution (CFS) that 
contained both algorithm and human-focused approaches to 
solving the misinformation problem. Solutions in algorithm-
focused approaches were the following (quotes indicate 
direct quotation from the student team’s presentation): 

AFS01: “The platform evaluates the news post’s veracity 
before it can be published. The […] algorithms will check 
from all over the Internet the accuracy of the news that they 
want to publish. If the AI cannot find a solution fast enough, 
people moderators will then look it up and decide.” 

AFS02: An application that integrates with social media, 
that has “better algorithms & filters that are ranking fake 
news visibility down and/or leading the reader via link to a 
confirmed site that has the right information.” 

AFS03: An application that integrates with social media 
consists of an “algorithm that scores the publications and 
identifies topics, phenomena, words, punctuation, 
vocabulary, abbreviations, and the presence of references. If 
the score is below the credibility limit, the publication will 
be investigated further.” 

AFS04: An application that integrates with Instagram, 
has an “algorithm using ML to detect the misinformation 
posts, stop the spread of them, and eliminate fake news 
content from Instagram. Methods used are an AI-based 
algorithm that detects the fastest spreading/biggest fake news 
on the platform based on e.g., the shares, (negative) 
comments, and reports by users on a certain post.” 

AFS05: A standalone social media platform that has an 
“algorithm that uses website crawlers. It crawls through 
different website sources. It recognizes keywords and this 
way connects related articles. It is designed to be connected 
to each user’s posts and shows related articles according to 
what the user has posted. This way, other users can compare 
different sources to find the most reliable information and 
make decisions based on them.” 

AFS06: A standalone news platform “to help ensure that 
you are always using credible sources for research. The 
platform consists of peer-reviewed, reliable, and trustworthy 
articles that have been fact-checked.” 

AFS07: An application that integrates with social media 
to remove AI-generated misinformation. 

In turn, solutions in human-focused approaches were: 
HFS01: An integration that consists of an extensive user 

verification process (social security number and verifying the 
account with a video holding the ID) to eliminate fake 
accounts. The users would be encouraged to report 
suspicious activity, so the moderators could check and act. 

HFS02: A standalone platform based on combatting 
misinformation with a user rating system, including 
informing users about the news considered misinformation, 
so that they would react by providing the real information.  

HFS03: An educational platform that teaches users how 
to recognize misinformation. The platform would give 
different examples from different platforms on the Internet. 
This is not a news-sharing platform or integration with social 
media platforms, this is a training platform. 

HFS04: A platform called Truth Seekers. Gamification 
of fact-checking. Users are presented with stories and articles 
that circulate on social media platforms. Users earn points by 
reporting stories with suspected misinformation with the help 
of an AI-powered fact-checking tool. 

HFS05: An educational platform that allows users to 
practice and develop media literacy skills by answering 
problems that volunteering “creators” upload. The idea is to 
offer users the possibility to learn and educate themselves 
and simultaneously attract creators to the platform by 
offering a small profit every time they create hard enough 
questions that other users rate as helpful.  

Finally, two solutions were mixed-focused approaches: 
CFS01: A standalone AI-based fact-checking platform 

would enable users to upload content for verification against 
trusted sources. It would connect users with educational and 
research institutions to counter misinformation. 

CFS02: A Social Media Integration tool with a Trust 
Factor, assigned to each account and posted on a scale of 1 to 
100. The Trust Factor is based on user ratings and other 
factors, like its use in online games. This solution is highly 
realistic and effective.  
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B. RQ2: What themes can be observed? 

While building themes, we focused on commonalities 
between solutions and their differentiating factors. The 
themes that we outlined are shown in Table 1. 

Having assumptions, risks, and metrics as the RQs 
prevented a possibility of a large pool of themes.  

We will start elaborating on a taxonomy group that 
applies to all 18 solutions - The type of the Solution. This 
thematic categorization has two major themes in it: Social 
Media Integration and Standalone Platforms. Of these 
solutions, 61% were categorized as Standalone Platforms, 
while 39% were Social Media Integration applications. 
These are implemented leveraging existing platforms’ 
infrastructure. This approach is less challenging in terms of 
business development. Standalone platforms offer more 
freedom but require a multi-dimensional approach, making 
them more difficult to build. Despite the complexity, most 
student solutions (approximately 2/3) fell into the standalone 
platform category. The other taxonomy group - The basic 
functionality of a Solution applies to 61% of the solutions 
(11 out of 18). This one focuses on how the solution works, 
and what the basic prerequisites are whether the solutions 
tackle multiple dimensions of misinformation, or whether 
they specialize and focus only on conspiracy theories, fake 

accounts, and bots, or catching clickbait content. The last and 
optional (additional) taxonomy group, closer to a simple tag 
or category, contains non-essential features, that are unique 
to the solution. Additional features/functionalities of the 
solution. These themes can be used as descriptors for the 
solutions. Online Games and Collaboration with Law 
Enforcement. Both solutions were rated 5 for realism and 
clarity.  

C. RQ3: What are the central assumptions? 

The assumptions, limitations/risks were presented 
together in students’ solutions (see Table 2) because the 
assumption that something will work directly implies the risk 
to the solution. For example, assuming that the solution will 
have enough users (and then a growing base of users) is what 
is needed for the solution to work implies that not having 
enough users is a risk to the solution working.  

TABLE II.  THE MOST COMMON ASSUMPTIONS 

Assumption Occurrences % 

AI and algorithms working well - 

technological sophistication 

7 39% 

User participation & engagement 4 22% 

Having enough trustworthy sources 

for the algorithm to use 

4 22% 

Good UI & UX 3 17% 

Users willing to learn 3 17% 

Having access to external platforms 2 11% 

Transparency and credibility 2 11% 

To elaborate further on the major assumption, we start 
with AI and algorithms working well. All algorithm-focused 
solutions have this assumption. This assumes, firstly, that the 
AI and the algorithm will do what they are built to do: detect 
various forms of misinformation. Secondly, a proper 
infrastructure is in place for the solution to be operational 
and efficient. As the idea of algorithms is to be able to 
connect to different sources of information, it is of utmost 
importance that the sources have a high score of 
trustworthiness and reliability. Three out of four solutions 
that highlighted these assumptions are standalone platforms. 
In turn, having enough users, participation, and engagement 
will ensure that the standalone application stays ‘alive’.  

Good User Interface (UI) & User Experience (UX) focus 
on standalone platforms, where users being able to find their 
way around the information-sharing or fact-checking 
platform is of great importance. Even though one would 
think that user willingness to learn would be tied to the 
Standalone Education Platform, this is not the case. Both 
occurrences are assumptions where the solution is not an 
education platform, but depends on users to rate, and/or 
follow true/real information. For that to happen, users need 
to be willing to find out the truth, even when it is not 
convenient. Also, for some solutions to work (as integrations 
with other Social Media (SM) platforms), they need to be 
compatible for integration (both technologically and 
business-wise). To build trust with users, transparency and 
credibility are necessary for the solution/integration to have 
enough users in the first place. We can identify relations 

TABLE I.  FAKE NEWS SOLUTION THEMES 

Description Subthemes 

Themes about the basic 

functionality of the 

solution (applicable to 

61% - 11 solutions) 

➢ User Verification (27%) 

➢ User Rating System 

and/or Reporting System 

(44%) 

➢ User Education (27%) 

Themes about the type of 

the solution (applicable to 

all 18 solutions) 

➢ SM Integration (39%) 

- Non-Specified SM 

Integration 28% 

- Specific SM 

Integration (Meta, 

Instagram) 11% 

➢ Standalone Platforms 

(61%) 

- Non-Specified 

Standalone Platform 

(22%) 

- Standalone SM 

Platform (22%) 

- Standalone 

Educational 

Platform (11%) 

- Standalone News 

Platform (6%) 

Themes about how the 

misinformation is viewed 

➢ A multidimensional view 

of misinformation (72% - 

13 solutions) 

➢ Single-dimensional view 

of misinformation (28% - 

5 solutions) 

Themes about additional 

features/functionalities of 

the solution 

➢ Online Game (S16) 

➢ Collaboration with Law 

Enforcement (S15) 
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between the assumptions. Here are some unique assumptions 
tied to the most realistic and clear solutions: 

Currently, it is difficult to detect misinformation or 
verify; therefore, solution S09, which is an algorithm-focused 
solution, also assumes that algorithms and AI are more 
objective than humans regarding this issue. 

By defining a niche focus, S10 provides more certainty in 
combatting misinformation. The goal is to use rapidly 
scaling news in terms of engagement and check whether it is 
fake news or not. The assumption here is that negative news 
gets more comments and engagement, and that there is more 
misinformation among negative news. 

S19 has a basic assumption that one team (developers of 
the solution) will do better than the developers of solutions 
that spread fake content and misinformation.  

D. RQ4: What are the central risks? 

The common risks are presented in Table 3. 

TABLE III.  SELF-IDENTIFIED RISKS IN FAKE NEWS SOLUTIONS 

Risk Occurrences % 

Having enough users to participate 6 33% 

Technology is a risk factor on its own 4 22% 

The ability of the algorithm to be able to 

predict topics that are constantly 

changing 

3 17% 

The ability of the algorithm to determine 

the tone of the text 

3 17% 

Bias 3 17% 

UI & UX 2 11% 

Technology compatibility 2 11% 

People are not following the links to the 

sources to find reliable information 

2 11% 

People not believing the information no 

matter how trustworthy 

2 11% 

Many people have multiple accounts 2 11% 

Profitability 2 11% 

Not having enough users is the most common risk to both 
standalone and integration solutions (in terms of people 
using the features of flagging the information).  

Another major concern is technology on its own and AI 
development must be constant and consistent. The worry that 
technology can generate significantly more misinformation 
than users in any time frame is overwhelming. That is why it 
is a positive sign that one of the solutions is strictly directed 
at combating the misinformation generated by AI (S19). 

The risks to implementing are AI-generated content and 
users already being on the platforms, therefore flagging the 
new ones would not delete the old bot accounts and old 
content that has been circulating, and the resources for the 
race against AI fake news generation may be scarce.  For the 
algorithm-focused solutions, which are integrations with 
other platforms, this is not a concern, but rather the technical 
abilities of the algorithm to properly detect misinformation, 
adjust to the changing landscape, and develop ML capacity. 

Another concern is bias. In human-based solutions, it is 
the bias of either moderators or users themselves. For 
algorithm-based solutions, it is the bias of the users whose 
content is used to train ML models, and the individuals 

building the ML capability. However, bias is not perceived 
as a large risk factor, as only three solutions outlined it as a 
risk factor.  

In addition to the five most common risks, it is vital not 
to overlook whether the solutions are compatible and can be 
integrated with other platforms, considering that people tend 
to have multiple accounts. Winning over trust is difficult, as 
well as sparking curiosity which is important for fact-
checking. Also, the solution, whether integration or 
standalone, must be commercially viable. 

E. RQ5: How realistic are the student solutions? 

Overall, the students’ solutions were deemed more 
realistic than not. The decisions on whether a solution is 
realistic or not and to what extent was made taking into 
consideration the assumptions, risks, metrics, manpower 
needed, technological sophistication needed, number and 
scale of stakeholders involved, and the level of input from 
the users of the solution. In the more realistic aspects of the 
solutions, we identified the following: 

4 realistic solutions (S09, S10, S17, and S19) proposed 
integrations with existing social media platforms. These 
solutions involved the development of algorithms to detect 
potential misinformation, the introduction of a “trust factor” 
for information sources, and the mitigation of AI-generated 
misinformation. These solutions were considered highly 
realistic due to their technological focus, as they specifically 
addressed the misinformation problem within platforms that 
were already engaged in combating misinformation.  

3 realistic solutions (S01, S11, and S13) involved 
creating their own platforms: news, educational, and fact-
checking. These solutions utilized AI and ML models, along 
with human input for reliability. Manual fact-checking was 
necessary due to language nuances and human social nature. 
Building an educational platform for spotting misinformation 
was considered realistic.  

Most of these solutions have a theme of a 
Multidimensional view of misinformation (6 out of 7), 
meaning they focus on multiple aspects of misinformation 
(fake news, sensationalism, propaganda, click-bait, 
conspiracy theories, etc.). One solution has a user rating 
system (as users are sources of information), introducing a 
‘trust factor’, which will be based on an algorithm. 

In the unrealistic solutions, two findings emerged: 
Two solutions had a score of 2. One solution proposed 

an extensive user verification process using multiple 
personal documents, including a social security number, 
which was deemed unrealistic (S02).  

The other had an unrealistic expectation of 
integrating social media apps and their features (S14). 
Too many features, too many requests from users, and too 
many stakeholders were seen as unrealistic.  

Of all unrealistic and less realistic solutions (scales 2, 3, 
4), 30% were human-based solutions, 30% were technology-
based, and 40% were mixed-based.  

F. RQ6: What metrics do students propose? 

Table 4 presents the most common measures, followed 
by a discussion on both quantitative and qualitative metrics. 
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The most common metric is engagement rate, regardless of 
whether the solution is a standalone platform or an 
integration with existing ones. Engagement rate has various 
meanings. For some solutions it is the number of likes and 
shares, or if a solution is commenting on the information and 
providing real information, in that case, comments on their 
own are a metric. This metric is quantitative, and the metrics 
such as the number of reported misinformation instances 
(fake news, clickbait, misleading, etc.), and the number of 
users or verified users are the most common quantitative 
metrics found in students’ solutions. 

TABLE IV.  FAKE NEWS SOLUTION METRICS 

Metric N % 

Engagement rate 12 67% 

Feedback from users 11 61% 

Number of reported misinformation 

instances 

6 33% 

The ability of users to identify 

misinformation 

3 17% 

Number of users 3 17% 

Reliability and accuracy of the 

information shared 

3 17% 

User satisfaction 3 17% 

Independent analysis and verification 3 17% 

Number of new verified accounts 2 11% 

Reliability score of users 2 11% 

3rd party reviews 2 11% 

User behavior tracking 2 11% 

Manual reviews of sample content 2 11% 

Click through rate 2 11% 

Bounce rate 2 11% 

Conduct experiments to test the 

effectiveness 

2 11% 

Other Quantitative Metrics that were present in the 
realistic solutions, with the least number of unknowns, are:  

Several texts downloaded from the platform: the solution 
involves a standalone platform where a user can upload a 
piece of text and get it checked through different reliable 
sources (scientific journals, papers, etc.) and obtain a 
reference that they can download. 

Decrease in engagement: people react to fake news more 
than to actual news, which means that, if the algorithm does 
the job well, the platforms will have less misinformation, 
and, therefore, less engagement. 

An appropriate user engagement metric, which was not 
observed in other solutions, is Time spent on the platform. 
Building on the above metric (even though these two metrics 
were not presented in the same students’ solution) is deeply 
connected to this one. As engagement drops, an assumption 
would be that people spend less time, but a direct indicator 
that the algorithms work, and that people are not prone to get 
into any arguments over misinformation is the opposite 
curve on the graph for time spent on the platform.  

Relevance, authority, and accuracy as metrics of the 
sources of information. This one is part of the solution which 
is a separate standalone news platform. Having these scores 
assigned to different sources would help the assessment of 

whether a news article from a particular source about a topic 
should be posted on this standalone news platform.  

Moving onto Qualitative Metrics, from our list, 61% of 
solutions had Feedback from users as a necessary metric. 
The feedback from users would consist of any form of 
feedback provision through forms or surveys. There are also 
metrics for third-party reviews & independent analysis and 
verification including feedback from outsider bodies and 
organizations on the platform, algorithm, and the system 
implemented. Next, we have user satisfaction with the 
platform, feature (integration), and outcome. The outcome, 
in this sense, means the circulation of news and decreased 
proportion of misleading information.  

The ability of users to identify fake news, as a metric, 
needs to track users’ success in identifying different types of 
indicators that help determine if the news is fake. 

Consumer education as a metric stems from solutions 
that have a training/education aspect to the platform or a 
feature. Users can learn on the spot through current news and 
examples of current news categorized as fake.  

To summarize, the metrics are engagement rate, feedback 
from users, number of reported misinformation instances, the 
ability of users to identify misinformation, number of users, 
reliability and accuracy of the information, user satisfaction, 
and independent analysis and verification. 

V. DISCUSSION AND CONCLUSION 

This paper has examined user-led solutions to the 

problem of fake news. Our findings highlight a reliance on 

AI effectiveness and underscore the need for technological 

sophistication. These insights contribute to the ongoing 

discourse on combating fake news and suggest future 

research should integrate human factors in developing 

technological interventions. 

A. Theoretical Implications 

The findings involve several theoretical implications. 
First, identifying algorithm-focused, human-focused, and 
combined-focus solutions provides theoretical implications 
for combating fake news [19]. This underscores the 
importance of a balanced approach that combines 
technological advancements and human judgment. 

Second, categorizing solutions as social media 
integration or standalone platforms emphasizes the need to 
adapt interventions to different technological contexts when 
addressing fake news [20]. This allows customization based 
on the specific misinformation problem and target audience. 

Third, the assumption that AI and algorithms effectively 
combat fake news highlights technological sophistication. 
Because limited user engagement challenges the importance 
of user adoption and participation in successful interventions, 
this implies the need for user-friendly and accessible 
technological solutions. The prevalent use of engagement 
rate as an evaluation metric for both standalone platforms 
and Social Media Integration implies that interventions 
should prioritize metrics capturing user participation.  

Fake news researchers should start approaching the 
problem more holistically, engaging in cross-disciplinary 
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research collaboration. The goal is for users to be more 
information literate and critical, which requires not only a 
technical environment, but users also need to be incentivized 
about the need to be information literate.  

B. Limitations and Future Research 

The limitations include the lack of actual verbal 
presentations from the students, which may contain 
additional information. This could impact the ratings of 
realism and clarity. Another limitation is the absence of user 
opinions and concerns from different platforms regarding 
misinformation. It would be interesting to know how a fact-
checking feature or platform would work and whether the 
users would use it in the first place. How will it be connected 
to the organizations and institutions that do research or other 
trusted sources and which ML models and algorithms will be 
used? Also, we would love to see the results of a test on 
spotting the misinformation with users and their reasoning 
about what and why something is some type of 
misinformation. That way, we can make a bridge between 
the current level of ability of users to spot misinformation, 
and what is needed to improve that. Human factors in fake 
news detection merit much more research. 

REFERENCES 

[1] R. R. Mandical, N. Mamatha, N. Shivakumar, R. Monica, 

and A. N. Krishna, ‘Identification of Fake News Using 

Machine Learning’, in 2020 IEEE International Conference 

on Electronics, Computing and Communication 

Technologies (CONECCT), Jul. 2020, pp. 1–6. doi: 

10.1109/CONECCT50063.2020.9198610. 

[2] A. Mughaid et al., ‘An intelligent cybersecurity system for 

detecting fake news in social media websites’, Soft. 

Comput., vol. 26, no. 12, pp. 5577–5591, Jun. 2022, doi: 

10.1007/s00500-022-07080-1. 

[3] K. Shu, S. Wang, and H. Liu, ‘Beyond News Contents: The 

Role of Social Context for Fake News Detection’, in 

Proceedings of the Twelfth ACM International Conference 

on Web Search and Data Mining, in WSDM ’19. New 

York, NY, USA: Association for Computing Machinery, 

Jan. 2019, pp. 312–320. doi: 10.1145/3289600.3290994. 

[4] R. Natarajan et al., ‘Intelligent gravitational search random 

forest algorithm for fake news detection’, Int. J. Mod. Phys. 

C, vol. 33, no. 06, p. 2250084, Jun. 2022, doi: 

10.1142/S012918312250084X. 

[5] A. Giachanou, G. Zhang, and P. Rosso, ‘Multimodal Multi-

image Fake News Detection’, in 2020 IEEE 7th 

International Conference on Data Science and Advanced 

Analytics (DSAA), Oct. 2020, pp. 647–654. doi: 

10.1109/DSAA49011.2020.00091. 

[6] S. Kaur, P. Kumar, and P. Kumaraguru, ‘Automating fake 

news detection system using multi-level voting model’, 

Soft. Comput., vol. 24, no. 12, pp. 9049–9069, Jun. 2020, 

doi: 10.1007/s00500-019-04436-y. 

[7] S. Gundapu and R. Mamidi, ‘Transformer based Automatic 

COVID-19 Fake News Detection System’. arXiv, Jan. 21, 

2021. doi: 10.48550/arXiv.2101.00180. 

[8] M. Zivkovic, C. Stoean, A. Petrovic, N. Bacanin, I. 

Strumberger, and T. Zivkovic, ‘A Novel Method for 

COVID-19 Pandemic Information Fake News Detection 

Based on the Arithmetic Optimization Algorithm’, in 2021 

23rd International Symposium on Symbolic and Numeric 

Algorithms for Scientific Computing (SYNASC), Dec. 2021, 

pp. 259–266. doi: 10.1109/SYNASC54541.2021.00051. 

[9] N. Zarandi, A. Soares, and H. Alves, ‘Strategies, benefits 

and barriers–a systematic literature review of student co-

creation in higher education’, Journal of Marketing for 

Higher Education, pp. 1–25, 2022. 

[10] J. M. Corbin and A. Strauss, ‘Grounded theory research: 

Procedures, canons, and evaluative criteria’, Qualitative 

sociology, vol. 13, no. 1, pp. 3–21, 1990. 

[11] A. A. A. Ahmed, A. Aljabouh, P. K. Donepudi, and M. S. 

Choi, ‘Detecting fake news using machine learning: A 

systematic literature review’, arXiv preprint 

arXiv:2102.04458, 2021. 

[12] S. Sheikhi, ‘An effective fake news detection method using 

WOA-xgbTree algorithm and content-based features’, 

Applied Soft Computing, vol. 109, p. 107559, Sep. 2021, 

doi: 10.1016/j.asoc.2021.107559. 

[13] R. K. Kaliyar, A. Goswami, P. Narang, and S. Sinha, 

‘FNDNet – A deep convolutional neural network for fake 

news detection’, Cognitive Systems Research, vol. 61, pp. 

32–44, Jun. 2020, doi: 10.1016/j.cogsys.2019.12.005. 

[14] S. Vinothkumar, S. Varadhaganapathy, M. Ramalingam, D. 

Ramkishore, S. Rithik, and K. P. Tharanies, ‘Fake News 

Detection Using SVM Algorithm in Machine Learning’, in 

2022 International Conference on Computer 

Communication and Informatics (ICCCI), Jan. 2022, pp. 1–

7. doi: 10.1109/ICCCI54379.2022.9740886. 

[15] D. Choudhury and T. Acharjee, ‘A novel approach to fake 

news detection in social networks using genetic algorithm 

applying machine learning classifiers’, Multimed Tools 

Appl, vol. 82, no. 6, pp. 9029–9045, Mar. 2023, doi: 

10.1007/s11042-022-12788-1. 

[16] S. S. Nikam and R. Dalvi, ‘Machine Learning Algorithm 

based model for classification of fake news on Twitter’, in 

2020 Fourth International Conference on I-SMAC (IoT in 

Social, Mobile, Analytics and Cloud) (I-SMAC), Oct. 2020, 

pp. 1–4. doi: 10.1109/I-SMAC49090.2020.9243385. 

[17] Y.-F. Huang and P.-H. Chen, ‘Fake news detection using an 

ensemble learning model based on Self-Adaptive Harmony 

Search algorithms’, Expert Systems with Applications, vol. 

159, p. 113584, Nov. 2020, doi: 

10.1016/j.eswa.2020.113584. 

[18] S. Singhal, R. R. Shah, T. Chakraborty, P. Kumaraguru, and 

S. Satoh, ‘SpotFake: A Multi-modal Framework for Fake 

News Detection’, in 2019 IEEE Fifth International 

Conference on Multimedia Big Data (BigMM), Sep. 2019, 

pp. 39–47. doi: 10.1109/BigMM.2019.00-44. 

[19] K. Somandepalli, T. Guha, V. R. Martinez, N. Kumar, H. 

Adam, and S. Narayanan, ‘Computational media 

intelligence: human-centered machine analysis of media’, 

Proceedings of the IEEE, vol. 109, no. 5, pp. 891–910, 

2021. 

[20] C. Vaccari and A. Chadwick, ‘Deepfakes and 

disinformation: Exploring the impact of synthetic political 

video on deception, uncertainty, and trust in news’, Social 

Media+ Society, vol. 6, no. 1, p. 2056305120903408, 2020. 
 

 

69Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                           80 / 224



Designing and Testing a Connected System for Heating Delivered Food for Elderly 

People 

Introducing the AAL project PREPARIO 

Sandra Draxler, Wolfgang Weiss 

Institute for Digital Technologies 

JOANNEUM RESEARCH Forschungsgesellschaft mbH 

Graz, Austria 

e-mail: sandra.draxler@joanneum.at 

e-mail: wolfgang.weiss@joanneum.at 

Henrik Schneider 

SENSERNA A/S 

Greve, Denmark 

e-mail: henrik@senserna.com 

 

Manuela Ferreira 

Município de Vila Nova de Cerveira  

Gabinete de Projetos Internacionais 

Vila Nova de Cerveira, Portugal 

e-mail: investimento.adl@cm-vncerveira.pt 

 

Adriana Atunes 

Santa Casa da Misericórdia de Lisboa 

Lisbon, Portugal 

e-mail: adriana.antunes@scml.pt 

 

Celine Sommer 

Exthex GmbH 

Graz, Austria 

e-mail: sommer.celine7@gmail.com 

 
Abstract— Existing meal preparation solutions are inadequate 

for many elderly people who struggle to reheat their delivered 

meals. It is common for meals to be over- or under-heated, 

which can ruin the meal itself as well as the eating experience. 

In some cases, this leads to malnutrition and serious illness, 

and in other cases, caregivers are required to assist with food 

preparation on a daily basis, time that could be better spent 

with the client and a major financial burden to society. In 

addition, stakeholders, such as caregivers, have limited means 

of obtaining feedback from older people about potential 

problems with meal preparation, which prevents critical and 

efficient support. The Active and Assisted Living Joint Project 

(AAL JP) PREPARIO aims to develop a solution that enables 

seniors to prepare their meals safely and independently at 

home, with external digital monitoring to enable efficient care. 

The solution consists of an innovative microwave oven with 

wireless temperature control that enables fully automated 

heating of delivered meals to the optimal serving temperature. 

The entire heating process is supported by a digital voice 

assistance platform - "Emma" - and a Smart Living Data 

Space that collects all data relevant to the food preparation 

process and provides structured reports for caregivers and 

service providers for closer monitoring and support.  

Keywords: Smart Home; Food Preparation; User centered 

Service Design. 

I.  INTRODUCTION 

The AAL project PREPARIO [1] aims to develop a 
connected and automated food preparation platform that 
integrates a microwave oven, a temperature probe, and a 
voice assistant, and connects these devices to a smart home 

environment that collects and visualizes data on usage, 
errors, and questionnaire results. 

Despite the widespread adoption of the microwave oven 
since its invention over 70 years ago, its capabilities have 
remained largely unchanged and far from innovative 
compared to other household appliances. Most functions rely 
heavily on manual process control and prior user 
knowledge/experience due to the lack of temperature sensing 
capabilities. Now, more sophisticated solutions are 
emerging, with features that make meal preparation easier, 
such as the ability to scan package barcodes (GE Appliances' 
Scan-To-Cook technology [2]), use voice-activated 
commands (Whirlpool's Smart Over-the-Range Microwave 
[3]), and built-in sensors (Breville's Breville Quick Touch 
with Sensor iQ™ [4]) to tell you how to cook meals and 
when they are done. However, although these are interesting 
and innovative products, they are not suitable or tailored to 
the senior population. They often require a high level of 
technological knowledge and special connections to other 
devices that are simply not attractive or user-friendly for 
older adults. They are also considered premium devices and 
are often priced well above the average market price, making 
them unaffordable for most people. Importantly, they use 
non-ideal sensors (e.g., humidity or infrared sensors) to 
estimate when the meal is "ready" and require extensive user 
input, such as the type of food to be heated and the weight of 
the food. Such solutions are state of the art, but due to the 
lack of reliable temperature sensing, the heating result can 
vary widely and may not directly correspond to a "ready to 
eat" meal, as it may be too hot and far from the appropriate 
serving temperature. Therefore, in our opinion, even the 
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emerging more sophisticated microwaves are not suitable for 
integration into current food delivery services and cannot 
offer an improvement to existing systems for older adults. 

The PREPARIO system is designed to allow independent 
end-users to heat their pre-prepared and home-delivered 
meals to an appropriate and safe temperature for 
consumption in a fully automated manner. The interface of 
the microwave oven has been modified to be as easy to use 
as possible, i.e. only one button for "start", thus reducing the 
barriers to use. In addition, the heating process uses a 
developed and validated algorithm aimed at ensuring that the 
food is at the right temperature throughout (and not just on 
the surface or in the core). Users can continue with their 
activities and are notified by a voice interaction device when 
their meal is ready. A survey linked to the system can be 
answered via an easy-to-use interface on a tablet. The results 
are stored in a central database along with the data sent by 
the microwave. This provides a dashboard view of the 
microwave's usage and the user's well-being. For example, 
caregivers or family members can monitor whether hot 
meals have been prepared as expected.  

The project was initiated by Senserna A/S - the company 
that invented the world's first temperature probe for 
microwave ovens - to further improve the idea and evaluate 
the prototype with partners from the technology, science and 
care sectors. 

At a very early stage, a number of activities were carried 
out to gather requirements for the concept. The first action 
was a stakeholder questionnaire addressed to 81 social 
institutions with the aim of deepening the knowledge of the 
targeted primary end-users, their needs and expectations. 
This was followed by a user-centered design process for the 
applications to be implemented. Three co-creation 
workshops provided feedback on the prototype, its possible 
barriers, limitations and opportunities. The desire was 
expressed to further promote integration with solutions 
available on the market and to expand the user group to 
include people with cognitive or physiological disabilities.  

The solution is being tested in a testbed environment with 
caregivers and elderly people in care centers in two trial 
phases. One trial has been completed and the other is 
ongoing. It turns out that most people are able to use the 
microwave to heat their meals and are almost always 
satisfied with the temperature of the food. The data from the 
questionnaires and the system parameters provide important 
technical information about the state and use of the solution. 
These results and the general feedback help to further 
improve the idea and its implementation. 

This paper gives an insight into the methods used and the 
results obtained from the involved end-users and 
stakeholders, with an outlook on how the final product could 
become an integral part of care and independent living. The 
rest of the paper is structured as follows. Section 2 describes 
the methods used to develop the solution, which is evaluated 
in the project with trial runs, co-creation workshops and 
stakeholder questionnaires, as outlined in Section 3. The 
paper ends with a conclusion and outlook in Section 4. 

II. METHODS 

The project uses a user-centered approach to identify 
barriers, usability issues, and related problems (such as time 
efficiency for social workers) in order to develop a solution 
that addresses these shortcomings in the process of heating 
home-delivered meals. From there, user involvement will 
continue throughout all phases of the project to ensure 
optimal acceptance. The resulting prototypes will be 
presented to and tested by the target user groups and all 
feedback will be considered in the following phases. The 
general steps for this process are listed below: 

1. Interviews with end users and subject-matter experts in 
person and through written surveys. 

2. Hands-on experience: Heating a meal, eating and 
tasting the meal, evaluating the experience. 

3. Identify and list problems. 
4. Brainstorm technical solutions. 
5. Define technical solutions to develop and test. 
6. Define tests to evaluate solutions. 
7. Evaluate and share results. 
  

A. What problem our solution is trying to solve 

Preparing food is one of the most important Instrumental 
Activities of Daily Living (IADLs) and helps people 
maintain a sense of self-worth and self-efficacy [5][6]. When 
cooking and obtaining the materials for this task becomes 
more difficult due to circumstances and changes in mobility, 
delivered meals are often a solution. 

The microwave oven is a popular choice for heating pre-
prepared meals. One of the major advantages is that a meal 
can be heated directly in the meal packaging, reducing the 
need for cleaning. Another advantage is the heating speed of 
only 4-6 minutes for a cold meal from the refrigerator that 
would normally take 25-30 minutes to heat in a conventional 
oven. 

However, the microwave oven also has some drawbacks:   
1. Complicated user interface - A microwave oven can 

have many different functions and automatic heating 
programs. Some interfaces have more than 20 buttons and 
only a simple 7-segment Light Emitting Diode (LED) 
display. Users are often unaware of the wealth of features 
and/or do not use them [7]. 

2. Lack of temperature control - The microwave oven can 
be viewed as a black box where the temperature cannot be 
measured and controlled during meal preparation. Therefore, 
the heating result is based on a trial and error approach, 
where the user guesses the heating time for a certain power 
setting, often resulting in suboptimal heating results. 

3. Uneven heating - The heating efficiency of micro-
waves vary with the size, consistency and type of food that is 
heated. This, combined with the microwave's hot and cold 
spots, can result in large temperature differences in the 
heated food. In other words, a meal that appears searing hot 
on the outside may be cold or even frozen in the center.   

4. Zero Connectivity - Home appliances have benefited 
from the tremendous technological developments of the past 
few decades. However, the vast majority of microwave 
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manufacturers have not embraced new technology and do 
not offer any form of connectivity. This is a current area of 
research and several studies are looking at making the 
kitchen smarter for older adults [8]. 

 

 
Figure 1. The adapted microwave and a meal with the probe inserted 
(Solution 1). 

 

 
     Figure 2. The innovative tray with built in sensors (Solution 2). 

  

B. Description of the system and its functions 

Senserna A/S has developed a revolutionary temperature 
sensor technology for microwave ovens that has the potential 
to mitigate the above mentioned disadvantages. With this 
new possibility in mind, two interesting solutions have been 
developed to improve the preparation of home delivered 
meals.  

Solution 1 is a special microwave oven designed to 
automatically heat delivered meals to a pre-defined target 
temperature of 75°C using a novel probe-based temperature 
sensing and control mechanism. A Bluetooth module is built 
into the microwave for wireless transmission of measurable 
system parameters related to the heating process. The probe 
contains five temperature sensors and sends the average of 
the sensors to the microwave and via Bluetooth to devices 
beyond. The connected system can then display and respond 
to the current temperature. Errors can also be relayed and 
dealt with in this way. Figure 1 shows the system as it was 
used in the first test phase. 

Solution 2 is a probe-less temperature sensing solution 
(see Figure 2), consisting of a dedicated meal tray with 
seamlessly integrated temperature sensors. This would be the 
most user friendly solution imaginable. The only thing a user 
would have to do to heat a meal is to take a meal from the 
refrigerator and place it in a special tray before placing it in 
the microwave. From there, the microwave would sense the 
meal and automatically heat it without any further user 
interaction.  

This smart microwave system allows for connections to 
other devices, and for this project, the personal smart voice 
assistant “Emma” was used. The voice assistant receives the 
status of the meal and the heating process from the 
microwave via Bluetooth, and can, for example, issue a 
reminder when the food is ready to be picked up. This 
extends the scope of the “Emma” product, which functions 
as a connected voice assistant for the smart home, 
performing various tasks such as setting scenes, starting 
music, reminding people to take their medication and so on. 
“Emma” connects to the user’s wireless network and 
transmits all information from the microwave to an 
intelligent digital database, which then allows remote access 
and visualization of the collected data. Unfortunately, this 
product has been discontinued while the project was ongoing 
(April 2024). 
 

III. TRIALS, CO-CREATION AND FINDINGS 

The goal of the first trial was to have 30 primary end 
users and 5 secondary end users (caregivers) test the solution 
with the connected microwave and temperature probe and 
provide feedback via a questionnaire and written 
observations of user behavior. The information collected 
during the trial was completely anonymous, and there was no 
way to link the responses and observations to a specific end-
user. 

The procedure of trial 1 was as follows: 
1. Welcome the end-user and move to the trial location. 
2. Introduce the user to the trial. 
3. Introduce the user to the assessment app. 
4. Begin the trial by answering questions via the 

assessment app. 
5. Let the user select a meal. 
6. Introduce the user to the microwave oven with 

automatic heating functionality. 
7. Let the user warm a meal using microwave oven. 
8. Let the user taste/eat the meal. 
9. End the trial by answering more questions via the 

assessment app. 
10. End of trial. 

 
The trial was performed with one end-user at a time and a 

trial instructor present through the entire trial for support and 
taking notes. 

The second trial will take place in July 2024 and will 
follow the same procedure as described above and have the 
same test users (if available). The trial will test the improved 
system with the connected audio system together with the 
tablet for the pre- and post-meal questionnaires. 
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A. Co-Creation Workshops 

At the beginning of the project, two different 
questionnaires were carried out by the Municipality of Vila 
Nova de Cerveira to answer the questions posed by the 
project team: an online questionnaire addressed to 76 social 
institutions in the district of Viana do Castelo with the aim of 
deepening the methods used to deliver meals at home. 

The second questionnaire, addressed to social institutions 
in the municipality of Vila Nova de Cerveira, aimed to 
deepen the knowledge about the end users, namely the 
characterization of the users (how many, age, average 
pension, mental and physical illnesses, situation of social and 
geographical isolation) and their needs and expectations. 

As the project progressed, stakeholders and 
representatives of the target groups were invited to 
workshops to learn more about the current situation of 
elderly care and food delivery. 

An online workshop was offered to Austrian stakeholders 
and two face-to-face workshops were held in Portugal. In 
addition, an international workshop with representatives 
from all participating countries will take place at the end of 
April 2024. 

 

1) Online Workshop Austria 
In Austria, a stakeholder workshop was held as an online 

videoconference with a total of 9 participants. Four of them 
were not involved in the project and represented the 
stakeholders. Two of them work in the management of a care 
organization, one in the management of a medical aid 
organization in the field of home care for the elderly, and one 
person comes from academia in the field of care research. 
The participating stakeholders are in close contact with the 
target primary user group. They know their needs, their 
living conditions and their daily structures. 

The workshop started with an introduction of the 
participants followed by a presentation of the project. A 
video of the prototype solution was used to demonstrate how 
it works in a real-life scenario. The video was recorded by 
the partner in Portugal and showed one of their clients using 
the microwave to heat a meal. Another video demonstrated 
the use and capabilities of the EMMA smart home system. 
The presentation was followed by a moderated discussion 
with questions on (i) usage and benefits, (ii) functionality, 
and (iii) markets, business opportunities and revenue 
streams. 

Statements about usage and usefulness: 

• New microwaves are often no more user-friendly 
than old ones because they have so many buttons it 
becomes too complicated for people to use. 

• The system should be a complete service, possibly 
with instructions to prepare a complete meal from 
the ingredients. 

• Not sure how useful the data about the smart home 
system is. The dashboard data shows only a small 
excerpt from a whole day of a person. Other data 
will be completely missing, e.g., when a person eats 
somewhere else. 

Statements about functionality: 

• Integration with existing smart home solutions, e.g., 
Amazon Alexa is desired as some households 
already have those systems in use. 

• Clients living in a care organization have a fixed 
daily routine; a system that reminds them would be 
helpful, for example when to start preparing meals. 

• One care organization already uses a similar 
product for easy cooking (Thermomix®). It works 
well for their clients in assisted living. It gives 
people independence and self-efficacy. In addition, 
virtual voice assistants (e.g., Amazon Alexa) are in 
use and it works well for cognitive impaired people. 

• A smart home system should speak in the voice of a 
familiar person; this would make things much 
easier. 

Statements about markets, business opportunities and 
revenue streams: 

• It is a niche product, but demand is possible. 

• For many people a product like this is not top 
priority, they have other more fundamental 
problems to solve every day, e.g., mobility (wheel 
chair, stair lift, etc.). It can be seen as a luxury item. 

• Possible new target groups: cognitive impaired or 
disabled persons. 

• Possible business models: rent or buy. 

• Target groups for selling this service could be: 
o Private customers who buy the microwave 

oven or the service. 
o Care organization who buy the microwave 

oven or the service and then rent it to their 
clients. 

o A subscription from a food delivery 
service, with the microwave oven included 
for free (or for a reduced price). 

 
More co-creation workshops were held as face-to-face 

meetings by the two partners in Portugal. 17 people attended 
the workshop in Vila Nova de Cerveira (November 23rd, 
2023) and 17 people attended the workshop in Lisbon 
(November 16th, 2023) - a total of 34 people took part in the 
discussions. Each workshop was attended by three people 
linked to the project who facilitated the session. 

  

2) Workshop at Vila Nova de Cerveira (Portugal) 
In view of the territorial context and the system of 

providing meals to the elderly through the Home Care 
Service in the Alto Minho region and in Lisbon, 
representative bodies of the most diverse sectors directly or 
indirectly involved in this service, on the one hand, and 
companies and organizations from the most diverse sectors 
of society, on the other hand, were invited to these 
workshops. 

Thus, political representatives from local authorities, 
public social services, public health services, social 
institutions and private companies providing care for the 
elderly, companies in the food sector and new technologies 
for the elderly, and a company in the plastics processing 
sector were invited to participate in this workshop. 
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Specifically, the workshop in Cerveira was attended by a 
diverse group, including three participants as political 
representatives of local authorities, one from a public social 
service, two from public health services, two from social 
institutions, four people from private companies providing 
care for the elderly, one person from a company in the food 
sector, two from companies developing new technologies for 
the elderly, and one person from a company in the plastics 
processing sector. 

At the beginning, the participants received an explanation 
of the workshop and the topics to be covered. The 
PREPARIO project was presented with its service model and 
technical components. A microwave prototype with a sensor 
probe was used to demonstrate the heating process. 

During the workshop the following topics were discussed 
and the answers of the participants were recorded: 

• In response to the home meal distribution service 
currently provided, please identify: 1 POSITIVE 
factor & 1 NEGATIVE factor. 

• From the PREPARIO solution presented - Identify 
the most relevant function. 

• From the PREPARIO solution presented: - Identify 
the biggest problem. 

• General opinion on PREPARIO solution that we 
present to you. 

• How much would you pay for the PREPARIO 
solution. 

• How do you imagine the PREPARIO solution will 
be able to reach customers (from home delivery of 
meals to heating). 

In conclusion, the provision of basic meals is a very 
important factor in giving people equal access to fresh, 
healthy and balanced meals and in facilitating their daily 
lives. The problems identified were congruent with those 
identified at the outset of the project: lack of control over the 
heating process, difficulties in handling food containers and 
uneven temperatures, and lack of feedback.  

What the PREPARIO project offers was seen as valuable 
because it is simpler, with only one button, with acoustic 
reminders to take out the food, and with the possibility of 
giving feedback directly by voice or through a large touch 
interface. Issues identified were: reluctance to use a new 
device, the training that might be required, the cost of the 
system, the possibility of losing the probe as it is not 
connected to the microwave, and the hygiene of the probe. 
Stakeholder input also led to the conclusion that delivering 
cold meals would simplify the logistics of meal delivery and 
would require fewer delivery trips throughout the week 
compared to delivering hot meals.  

  

3) Workshop in Lisbon (Portugal) 
This workshop was also attended by 17 people invited to 

discuss aspects of the daily life and food preparation of 
adults aged 65+. The participants came from a variety of 
relevant backgrounds, namely: different departments of 
Santa Casa da Misericórdia de Lisboa, including the 
Department of Health, the Department of Studies and 
Strategic Planning, the Department of Intervention with 

Vulnerable Public, the Department of Technical 
Management and Monitoring, the Mission Unit - Lisbon, 
City of All Ages Program and the Department of 
Entrepreneurship and Social Economy. Also present were 
private institutions of social solidarity, representatives of the 
local council and of a food service company.  

After the presentation of the project and its partners, the 
participants were invited to ask questions, to ask for 
clarifications and, last but not least, to give their feedback. 
This was divided into sections: 

Current response to home-delivered meals for 
heating: participants were asked to identify one positive and 
one negative factor in the current system/service, followed 
by a debate among all participants on the current response to 
home-delivered meals. 

PREPARIO solution: Everyone was asked to identify 
the most relevant function and the biggest problem in the 
PREPARIO solution, followed by a debate among all 
participants about the equipment under development. 

Business Plan for the PREPARIO solution: Each of 
the participants was asked to identify how much they would 
pay for the PREPARIO solution, in an assigned value logic, 
followed by a debate among all the participants on what 
possible business model would make the equipment 
available to users/clients 

Overall, the current situation was described with the 
positive points of guaranteed meals of good quality and 
dietary value, the facilitation of autonomous food intake; 
negative points were the failure points with autonomous 
heating leading to over or undercooked meals, the limited 
variety and environmental issues with packaging, among 
others.  

The PREPARIO solution was seen as simple and fail-
safe, with the additional data for monitoring as an advantage 
in care contexts, but the cost of the adapted microwave, the 
possibility of misplacing the probe and the uncertain 
acceptance of new technology were seen as risks. It was also 
mentioned that the target group is quite specific in that the 
person using it must be physiologically able to do so, it is not 
an enhanced asset for blind, bedridden or cognitively 
impaired people.  

The question about pricing and business models was 
answered that prices would have to be kept quite low, and in 
the best case the microwave would be offered by a care 
organization, a municipality or the food supplier, and the 
costs would be covered by the general fees for services.   

 

B. Findings 

The overall findings from the co-creation efforts and the 
feedback from the observed heating processes and the 
tailored questionnaires were that the technology has great 
potential and that the heating process was, in most cases, 
very satisfying. The combination of questions about the 
quality of the food and the experience of heating it was 
helpful and not intrusive. The concerns raised, particularly 
about losing the probe and its hygiene, are being addressed 
in the second prototype with a specially designed food 
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container with built-in temperature sensors. This will be 
tested in the second trial in July. 

 

IV. CONCLUSION 

The availability of food delivery services is considered 

important, especially in the aftermath of the COVID-19 

pandemic, when people were even more homebound than 

before. However, food safety, food preparation safety and 

food quality remain issues in this context [9][10]. The 

PREPARIO system offers elderly people living 

independently a solution for heating delivered meals in an 

easy and safe way. Trials with the target groups showed 

promising results and very good acceptance. The additional 

functionality of monitoring the use of the system, and thus 

the data on suspected food intake, is considered valuable by 

caregivers and related parties, as determined during the co-

creation workshops with stakeholders and care organizations, 

as well as during the trials with caregivers. Further trials with 

the sensorized food tray will provide additional insights and 

help improve the system for market readiness. By removing 

the burden of assisting with food preparation, caregivers or 

informal caregivers such as family members can focus on 

other tasks and use their time more efficiently. 

We believe the end product could become an integral part 

of caregiving and independent living. 
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Abstract-Increasingly complex global scenarios require 

advanced simulations of human decision-making. Existing 

models often neglect the nuanced cognitive processes essential 

in dynamic environments, leading to oversimplified analyses. 

Leveraging John Boyd's conceptualization of the Observe, 

Orient, Decide, Act (OODA) loop, we propose a novel, agent-

based simulation exploring human agency and sensemaking 

within evolving competitive landscapes. By endowing agents 

with diverse cognitive capabilities across the OODA spectrum, 

we dissect the nuanced impacts of heterogeneous information 

processing and cognitive strategies on agent fitness and 

survival. While Boyd emphasized the strategic advantages of 

swiftly navigating the OODA loop or infiltrating an opponent's 

loop, we also explore the effects of diverse information 

processing and cognitive abilities on agent fitness. Central to 

our initial findings is the critical significance of the Orient and 

sensemaking phase, which emerges as a decisive factor in 

surpassing the mere possession of information, collection of 

data or swift and efficient execution of decisions and actions. 

We present several scenarios—ranging in complexity and 

resource availability— that underscore the superiority of deep 

sensemaking over other cognitive capabilities. Although only 

an initial step, we believe such approaches can expand both 

OODA loop's theoretical underpinnings and its practical 

relevance in enhancing strategic decision-making processes for 

human, behavioral, social, and cultural phenomena. 

Keywords-Agent-Based Modeling (ABM); OODA Loop; 

Complex Adaptive System; Co-Evolution. 

I.  INTRODUCTION 

The concept of the Observe, Orient, Decide, Act 

(OODA) loop [2], introduced by Colonel John Boyd in the 

military context, has transcended its original domain and 

found applications in various fields, including human 

decision-making. The theoretical underpinnings of OODA 

loops in human decision-making stem from Boyd's original 

framework, which emphasizes the iterative and dynamic 

nature of decision-making. According to Boyd, individuals 

continuously cycle through the phases of observation, 

orientation, decision, and action, with each iteration 

informing subsequent cycles. This dynamic process enables 

individuals to adapt to changing circumstances and 

outmaneuver opponents effectively. Our research seeks to 

understand how variations in cognitive capabilities within 

the OODA loop affect strategic decision-making, and to 

explore the implications of these variations for achieving 

strategic advantage and survival in competitive 

environments. 

Empirical research supports the efficacy of OODA 

loops in enhancing human decision making across various 

domains. For instance, in a study by González et al. [11], 

participants engaged in a simulated decision-making task 

involving time pressure and uncertainty. The results 

revealed that individuals who followed the OODA loop 

sequence exhibited faster response times and higher 

decision accuracy compared to those who adopted linear 

decision-making strategies. Similarly, in a neuroscientific 

investigation, Voss et al. [22] used functional Magnetic 

Resonance Imaging (fMRI) to examine the neural correlates 

of the OODA loop phases during decision-making. They 

found distinct patterns of brain activity associated with each 

phase, suggesting that the OODA loop framework 

corresponds to underlying cognitive processes in the brain. 

Furthermore, organizations can leverage OODA loops to 

enhance their decision-making processes and gain a 

competitive edge. By fostering a culture of rapid feedback 

and learning, organizations can adapt more quickly to 

market changes and exploit opportunities faster than their 

competitors [21]. 

In this paper, we agentize Boyd’s OODA loop across 

each step of the process to simulate human agency and 

sensemaking under dynamic, competitive environments. We 

do this by varying agents’ cognitive abilities in each step of 

the process. For Observe, we allow for different discrete 

levels of sensing their environments, ranging from local to 

global information. For the Orient step, we create two 

interactive vectors of cognitive abilities, one embracing 

determinism to stochasticity while the other focuses on the 

increasing complexity of mental models, to create a 

typology of twelve different mental models to make sense of 

competitive environments. For the Decide step, we 

instantiate three different levels of increasingly complex 

decision trees to capture various levels of agency. For the 

Act step, we then allow agents to execute their decision tree 

calculus with varying costs and time horizons. We then 

setup both single and double loop learning to occur, given 

agent OODA loop execution fitness scores. This enables us 
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to explore agents’ cognitive abilities both across and within 

each step of the OODA process.  

The application of OODA loops in real-world decision-

making contexts offers several practical benefits. One such 

benefit is improved decision agility, as individuals can 

rapidly cycle through the OODA loop to respond effectively 

to evolving situations. This capability is particularly 

valuable in dynamic and uncertain environments, such as 

emergency response operations [9]. Furthermore, 

organizations can leverage OODA loops to enhance their 

decision-making processes and gain a competitive edge. By 

fostering a culture of rapid feedback and learning, 

organizations can adapt more quickly to market changes and 

exploit opportunities faster than their competitors [2].  

However, speed of OODA loop execution alone is only 

one small element: we focus on varying information and 

cognitive capabilities within each step of the loop to explore 

their respective implications for learning, competition, and 

efficiencies in dynamic environments. Below we outline our 

simulation approach, architecture and begin exploring its 

capabilities through running several scenarios across 

different dynamic resource landscapes as well as Simple, 

Moderate and Smart cognitive agents. While we only offer 

some initial findings, we believe that empirically calibrating 

and extending agentized OODA approaches such as this can 

provide significant insights into human agency and 

sensemaking in dynamic, competitive environments.  

The rest of the paper is structured as follows. In Section 

II, we present the related works. In Section III, we present 

the model design. In Section IV, we present the model 

results. Finally, we conclude our work in Section V. 

II. RELATED WORKS 

A. OODA 

In 1987, John Boyd originally developed the OODA 

loop as a decision-making model that could be applied in 

any competitive environment, be it military or business. 

This model encompasses four pivotal stages—Observe, 

Orient, Decide, Act—through which individuals 

continuously cycle, allowing each cycle to build upon the 

insights of the previous ones. This dynamic process enables 

individuals with environmental sensemaking and agency to 

adapt to changing circumstances and outmaneuver 

opponents effectively. Figure 1 outlines Boyd’s steps, with 

feedback loops for single “input-output” learning and 

double loop learning where outcomes can also foster change 

to specific OODA steps’ cognitive abilities given success or 

failures. 

First, observe the environment to gain new information. 

This includes collecting immediate sensory information as 

well as more abstract data, such as changes in the 

competitive landscape or shifts in social dynamics. The 

objective of this step is to create a comprehensive snapshot 

of the current situation to inform subsequent decisions and 

actions [7]. Observation can be achieved through various 

means, including direct sensory perception, the use of 

technological tools (e.g., radar, surveillance systems), the 

collection of big data, open-source information, intelligence 

espionage, etc. [6]. In the military domain, Boyd 

emphasized the importance of rapid and accurate 

observation capabilities to gain a strategic advantage over 

adversaries [17]. 

Second, combine this new information with previous 

experiences, culture, and mental models to “Orient” and get 

an understanding of the current situation [4][5]. Orientation 

is the most complex and critical part of the OODA loop 

because it sets the context for decisions and actions. It 

involves filtering and processing the observed information 

through a framework of existing knowledge, experiences, 

and expectations [13] [15]. This step determines how 

individuals and organizations interpret their environment, 

assess threats and opportunities, and consider potential 

actions. In their study, Klein et al. [16] extended Boyd's 

framework by highlighting the role of mental models in the 

orientation phase. They proposed that individuals' decision-

making processes are shaped by their mental representations 

of the environment, tasks, and goals. These mental models 

influence how individuals perceive, interpret, and respond to 

information, thereby affecting the effectiveness of their 

decisions. Orientation methodologies encompass cognitive 

processes, including situational awareness, mental 

simulation, schema activation, and decision-making under 

uncertainty. These processes are influenced by a myriad of 

factors, including training, cultural background, personal 

experiences, and the specific nature of the information 

received. 

Third, review the options to determine the best course 

of action. The "Decide" step is a critical phase in John 

Boyd's OODA loop framework, acting as the bridge 

between understanding the situation (Orient) and taking 

action (Act). This step involves making a decision based on 

the analysis and synthesis of information collected during 

the Observe and Orient phases, under both risk and 

uncertainty [14]. The decision-making process is where 

strategies, tactics, or plans are formulated before being 

implemented in the Act phase. The "Decide" step is where 

choices are made about which course of action to take. This 

step is crucial for effective execution, as it determines the 

direction that actions will take. The quality of the decision-

making process directly influences the outcome of the 

OODA loop, making it a pivotal point in the cycle. 

Decision-making methodologies in the context of the 

OODA loop can include analytical models, intuition-based 

approaches, decision theory, game theory, and scenario 

planning, among others depending on levels of uncertainty 

and risk. The chosen methodology often depends on the 

complexity of the situation, the amount of information 

available, and the time constraints faced by the decision-

maker. 
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Finally, upon deciding, the chosen action is 

implemented. In the OODA loop, the "Act" step is where 

theory and planning confront reality. It's the execution phase 

where strategies and decisions are translated into concrete 

actions with the aim to achieve a desired outcome. This step 

is critical for the loop to be effective, as it is the point at 

which the individual or organization interacts directly with 

the environment to effect change. The methodologies for 

action can vary widely depending on the context, ranging 

from military operations, where it could involve 

maneuvering forces or engaging targets, to business 

strategies, where it might involve launching a new product 

or adjusting marketing tactics. The key is to act in a manner 

that is both timely and relevant to the information and 

orientation developed in the earlier steps of the OODA loop. 

Although referred to as the OODA loop, in reality, it 

functions not as a circular process with independent steps 

but as a continuous operation [17], across multiple 

interconnected and coupled steps to produce outcomes. 

Since its introduction, it has become a popular framework 

for decision-making, especially under uncertainty [18]. 

Boyd identified several keys to success, including getting 

inside your opponent’s OODA loop or running through your 

OODA loop more efficiently [3].   

 

Figure 1. Boyd’s OODA Loop [10]. 

B. An Agentized OODA Model 

With the massive improvements in computational 

power and the popularization of agent-based modeling given 

complexity theory, the past several decades have seen many 

forays into simulating decision-making within complex 

adaptive systems [2][8][12][19]. These models employ a 

mix of game theory, rationality, and learning to simulate 

decision-making in dynamic complex systems under 

uncertainty [23]. Even relatively simple games, such as the 

El Farol problem, can yield intriguing results, unveil new 

strategies, and dynamic equilibria with slight increases in 

complexity [2][20]. Single-Loop and Double-Loop learning 

add a crucial dimension to these models, enabling actors to 

adapt to changing environments and optimize their fitness 

functions [24].    

Complex adaptive systems are pervasive throughout the 

world, in domains such as business and military, and 

inherently operate under significant uncertainty and time 

constraints. Heterogeneous agents, by optimizing their 

fitness functions, create meso-level competitive social dyna- 

 

 

 

mics. These dynamics, in turn, shape macro-outcomes that 

influence decisions at all levels, both present and future [1]. 

Observing these interactions within a dynamic landscape, 

alongside agents' single and double-loop learning processes, 

offers opportunities to identify emergent, non-linear 

behaviors and potentially, resulting novel strategies. It also 

highlights the critical impact of varying agent capabilities 

across outcomes.  

III. MODEL DESIGN 

Figure 2 provides an overview of our agentized system. 

Individuals possess varying cognitive capability values on 

each one of the OODA vectors that influence their overall 

decision-making processes. These instantiate into local 

competitions on varying environmental landscapes, directly 

influencing outcomes and thereby increasing or decreasing 

agent wealth. The magnitude of these gains or losses 

triggers positive or negative feedback loops, prompting 

agents to update their capabilities given learning and 

expectations. This adaptation is crucial for their survival in 

dynamically evolving landscapes.  
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                                                                              Figure 2. Agentized OODA Loop Architecture. 

The Observe phase is a critical conduit for information 

gathering, enabling agents to perceive their local 

environment, competitors, and landscape. At the most basic 

levels, agents can either identify the resources available in 

each area or the positions of other agents within the local 

environment. Consequently, agents have three critical pieces 

of information to consider in the Orient step, encompassing 

resources, agent positions, and local landscape that 

influences their strategic planning. This provides four 

different discrete Observation levels for agents in Figure 3. 

 

Figure 3. Observation Module Types and Level. 

 

The Orient phase comprises two components: 

complexity and stochasticity, which together create a matrix 

of various mental model levels that determine how agents 

perceive their current situation. Agents’ complexity value 

determines the equation into which observed values are 

input, ranging from a simple mental model of  Yt = Yt-1 

where the past experiences will be the same as future, to 

complex specifications where Yt = Yt-1 + X1t-1 + X2t-1 … + 

Xp 
kt-n to incorporate more complex past history and 

exogenous polynomial expressions. The stochasticity value 

influences the degree of random noise or interference added 

to each equation, reflecting the spectrum of uncertainty or 

misperceptions from deterministic (no impact) to entirely 

random (total impact). Figure 4 illustrates how various 

combinations of complexity and stochasticity influence the 

equations underlying the mental models. 
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         Figure 4. Orient Module Vectors of Randomness and Complexity for Mental Model.

 

        The Decide phase presents agents with decision trees 

that vary in complexity from simple, single-level trees to 

more complex structures with three levels as shown in 

Figure 5. With each additional level, the decision tree 

expands, offering a broader set of choices for the agents to 

consider. At the simplest level, agents decide whether to 

move or not, with an associated move cost. Increasing 

cognitive decision capabilities, at the next level agents can 

decide to move towards desirable resource locations or 

move towards competitors. At the highest cognitive decision 

level, agents evaluate complex decisions: whether to stay 

put, move away from competition, approach resources, and 

whether their movement should be full or partial given costs 

and competitors.  

 

Figure 5. Decide Module Decision Tree Calculus and Depth. 

The Act module enables agents to navigate their 

decision tree to identify optimal courses of action that 

maximize expected utility. Simpler agents process the 

decision tree, evaluating each potential decision's outcomes 

and costs before selecting the action that yields the greatest 

expected utility. If agents have additional capacity, they can 

anticipate the future landscape at time t+1, and act 

strategically by integrating foresight into their decision tree  
 

 

to refine their strategy before executing the course of action. 

This strategic foresight allows the agents to identify the 

competitive landscape of their destination patch and update 

the expected utility of the destination accordingly.  

 

Figure 6. Act Module Decision Tree Calculus. 

After progressing through the OODA loop, an agent 

executes its action: either moving or capturing resources. 

The discrepancy between an agent's expected and actual 

outcome dictates the feedback loop, influencing how agents 

update their mental models. Minimal or no discrepancies 

between agent outcomes and expectations, signify slight 

improvements or deteriorations in fitness, and result in the 

absence of single-loop learning. Significant discrepancies 

between expected and actual outcomes present single-loop 

learning opportunities, prompting agents to adjust the Orient 

phase to more closely align with reality.  

For double-loop learning, the rate of change in 

outcomes dictates the frequency, strength, and type of 

feedback. Small changes in outcomes do not trigger 

feedback, whereas significant changes can lead to either 

positive or negative feedback learning opportunities. 

Positive feedback leads the agent to further enhance the 

capacity of the OODA step it last improved, provided it has 

not reached its maximum. Negative feedback prompts the 

agent to roll back any previous enhancements in capacity. 

Through the interplay of single-loop and double-loop 
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learning capturing ‘lessons learned’ agents can adeptly 

navigate a dynamically evolving landscape, adjusting to 

changes in environmental resources and the co-evolution of 

competitors to optimize their fitness functions.  

IV. RESULTS 

A. Baseline 

Here, we first establish a baseline to gauge typical 

performance of agents within our OODA simulation, setting 

the standard for comparison. This baseline involves 

generating normal distributions for the initial values of each 

individual OODA component. To ensure a realistic 

environment, we craft a landscape that maintains a balance 

between scarcity and abundance of resources. 

We employ various scenarios that deviate from this 

baseline to examine how agents respond to shifts in agent 

capabilities and environmental factors. These scenarios are 

critical for evaluating the robustness and adaptability of the 

agents' decision-making processes. These scenarios are 

assessed using metrics that measure resource management, 

survival, and decision-making capability, offering insights 

into the effectiveness of cognitive strategies within the 

OODA loop. By comparing agent performance across these 

varied scenarios with the baseline, we draw nuanced 

conclusions about the efficacy of different strategies 

embedded in the OODA loop framework. 

TABLE 1. BASELINE INITIAL CONDITIONS AND 

PARAMETER VALUES 

Parameters Description Base value 

Population Total number of agents 25 

Agent 

Resources 

The initial number of 

resources for agents 

75:25 

Environment 

Resources 

The initial number of 

resources for environment 
75:25 

Observation Range How many steps the agents 

can see around them 

4:1.25  

Move Cost The resource cost for 

agents to move one step. 
1 

Regrow Time The number of ticks it 

takes for the environment 

to regrow their resources. 

1 

Energy Loss An absolute attrition value 

in resources for agents 

each tick. 

1  

Observe Score The Observe Step score of 

agents 
2.5:0.75 

Complexity  

Score 

The Complexity Step score 

of agents 

2:1 

Stochasticity Score The Stochasticity Step 

score of agents 

1.5:0.75 

Decide Score The Decide Step score of 

agents 

2:0.5 

Act Score The Act Step score of 

Agents 

1.5:0.25 

Figure 7 below depicts four separate simulation plots. 

The first one is the starting environment given initial 

conditions. Agents are yellow circles, with the color 

indicating their overall sum of their OODA scores, lighter 

colors indicate lower values, while darker hues signify 

higher values. The environment is characterized given 

resource density, with higher resource values in darker 

shades of blue. The second plot is a phase portrait of the 

populations’ average summed OODA score by their average 

fitness score outcomes. The third times series plot details 

Simple, Moderate and Smart agents’ average fitness 

outcomes over 1000 iterations. Finally, the last plot shows 

the resulting environment and competitive landscape at the 

end of the simulation.  

 
Figure 7. Baseline Environment, Time Series and Phase Portrait Plots.  

In our baseline scenario, agents quickly reach 
equilibrium within the first two hundred iterations, with 
Simple agents perishing and Moderate and Smart agents 
achieving relatively stable, but oscillatory fitness outcomes. 
Moderate agents consistently emerge as the most successful 
agent type, having the highest average outcome on fitness 
scores. The phase portrait illustrates that agents quickly 
identified and adhered to a stable equilibrium, with the 
average OODA score hovering around 8, indicating little 
double loop learning. This suggests that the agents are 
capable but not maximally intelligent and stop learning early. 
The time series plot reveals a population bifurcation of 
OODA scores: a few extremely smart agents with the highest 
scores survive, alongside a larger group of agents with 
moderate intelligence. Diving into individual module score 
details, interestingly for Observe, Decide, and Act 
components, agents do not require the highest capacity 
scores to survive. This demonstrates that rather than having 
additional capacity to observe the landscape, decide among 
more options, or predict one step into the future, the most 
critical ability for agents is synthesizing observations using 
the highest capability mental model and is consistent with 
prior literature. Simply put, agents that lack sensemaking 
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orientation of their environment, despite access to 
information, decision-making process and action execution, 
do not survive. 

B. A Low Resource Landscape 

We define the first scenario by modifying the baseline 

conditions to create an environment with scarce resources 

and increasing energy loss. Previously, the environment had 

resource ranges from 25 to 125 units; this has been adjusted 

to 0 to25. Additionally, we have doubled the energy loss of 

move costs from 1 to 2. This creates a harsher, more 

competitive environment as agents must now vie for a 

significantly reduced pool of resources. 

 

Figure 8. Scenario 1 Environment, Time Series and Phase Portrait Plots. 

In this challenging scenario, only six agents survive: 

four are classified as Smart and two as Moderate in overall 

summed OODA score intelligence. In this harsh landscape, 

while Smart agents have a higher survival rate, Moderate 

agents achieve slightly better outcomes, though by a smaller 

margin than the baseline. Under this scenario, survival is 

exclusive to agents with the highest capacity for Orientation. 

The most complex equation and no noise are required to 

survived. Contrary to the baseline scenario, a premium is 

placed on the observational ability, as evidenced by most 

agents possessing the highest Observe scores. Decision and 

Act capacity remains low, as agents survive and thrive by 

being reactive quickly. Also, Smart agents remain 

stationary, exploiting resources from their immediate 

location given higher move costs in a resource poor 

environment. Conversely, Moderate agents actively seek out 

better resources while incurring higher costs. 

C. Low Resource Landscape with Global 

Knowledge 

In our second scenario, agents have the added 

advantage of perceiving a significantly wider environmental 

range while maintaining the same harsh environment as in 

the above scenario. Previously limited to a view range of 0 

to 5, agents can now perceive an expanded range of 0 to 20. 

This dynamic aims to explore how balancing the 

challenging environment with the agents' enhanced global 

environmental Observe capabilities affects their mental 

models and leads to the evolution of agents optimized to 

maximize their fitness function. Such adaptations parallel 

the evolution technology to increase human situational 

awareness. 

 

Figure 9. Scenario 2 Environment, Time Series and Phase Portrait Plots. 

Here, we see Smart agents dominating the landscape, in 

contrast to Moderate and Simple agents who exhaust 

themselves in an attempt to capture all possible gains by 

expending excessive energy. Smart agents leverage their 

superior OODA summed capacity to accurately assess the 

landscape, recognizing the advantage of patient anticipation 

over frantic movement in this harsh, resource poor 

environment. Although they do not surpass Moderate 

agents’ early gains during the simulation, they maintain 

consistency in fitness outcomes. This consistency may 

highlight additional benefits of Decision and Action phases, 

empowering agents with a considerably broader range of 

strategic courses of action.   

D. Harsh World, Smart Agents 

Given observed difficulties agents face in challenging 

environments, we now adjust the scenario to agent at high 

levels of summed OODA intelligence. Within their 

observation range, which remains extensive, each agent can 

now perceive all other actors, resources, and landscapes. 

Each agent also consistently employs the most sophisticated 

mental model available. Each agent can use the full decision 

tree to see which option is best. Finally, each agent can see 

the best outcome with the next tick in mind, inducing 

strategic behavior. 
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Figure 10. Scenario 3 Environment, Time Series and Phase Portrait Plots. 

Even with the above cognitive advantages, this harsh 

environmental scenario proves too challenging for long term 

fitness achievement and survival. In a multitude of 

simulation runs, all agents inevitably perish within the first 

few hundred iterations. Agents consistently exhibit low 

average outcomes, demonstrating their inability to 

sufficiently adapt to the landscape. Actors with the highest 

OODA scores incur significant costs due to the increased 

complexity of their decision-making processes. This 

complexity makes each action more resource intensive as 

they navigate their decision trees. In a resource poor 

environment, the cost of strategic complexity is high. 

E. Harsh World, Simple Agents 

Building on the above, our final scenario assesses agent 

performance given with the lower OODA capacities in 

harsh, resource poor environments.  

In the same extremely harsh environment, agents with 

low OODA scores demonstrate performance comparable to 

that of their more sophisticated counterparts. Whereas Smart 

agents employ complex models and strategize to endure 

difficult environments for future gains, agents with minimal 

OODA capacities react more spontaneously. However, 

given resource scarcity and competition costs, these produce 

almost equally ineffective outcomes on fitness scores. 

 

Figure 11. Scenario 4 Environment, Time Series and Phase Portrait Plots. 

V. CONCLUSION 

In this paper, we set out to explore cognitive simulation 

capabilities, by agentizing Boyd’s OODA loop in a 

dynamic, competitive environment. By specifying and 

controlling cognitive abilities in each OODA module, we 

focused on fitness outcomes based upon varying levels of 

capabilities at each step. Our findings demonstrate that this 

approach opens a myriad of simulation possibilities. 

Furthermore, we observed the interactive effects of 

increasing or decreasing cognitive capabilities.  

Some of our next steps include extending scenarios to 

include adding varying degrees of agent competition across 

dynamic resource landscapes to further calibrate OODA 

modules and feedbacks. Once complete, we will perform 

quasi-global sensitivity testing to extract key model drivers 

and dependencies to make inferences on cognitive behavior 

across each OODA step. This also allows detailed 

exploration of both single and double loop learning 

mechanisms across different competitive environments. 

We believe the development of OODA loops for human 
decision-making represents a significant advancement in 
understanding and improving decision-making processes. 
Building on Boyd's original framework, many other 
researchers have validated the foundations, provided 
empirical evidence, and outlined practical implications for 
incorporating OODA loops into multiple domains and 
contexts. By explicitly embracing the dynamic and iterative 
nature of human decision-making, hopefully both individuals 
and organizations can enhance their ability to navigate 
increasingly complex environments. 
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Abstract—In this study, we investigate a method to obtain 

detailed blood flow changes from nasal images. We have 

previously estimated autonomic nervous activity as an indicator 

of stress by focusing on the R-B component values (Difference 

value between R and B component values, the three primary 

colors of color) of the nasal region in real face images. In fact, 

changes in R-B component values were found to correspond to 

large stress fluctuations. However, the effect of noise due to 

light reflection and shadows could not be taken into account. If 

the effects of light intensity can be removed, the accuracy of the 

assessment of autonomic nervous activity can be improved, 

which would greatly contribute to the development of emotion 

estimation methods. As a method for this purpose, we propose 

the introduction of the R+G+B value (Total value of the three 

primary colors of light: R-component value, G-component 

value, and B-component value) index, which is black when the 

R+G+B value is close to 0 and white when the R+G+B value is 

close to 765. This study will clarify the usefulness of this index 

by using a heat map that reflects the number of pixels present, 

with R+G+B values on the x-axis and R-B component values on 

the y-axis. When this method was applied to an experiment in 

which changes in blood flow were intentionally induced, 

characteristic changes in distribution were observed at 

locations where changes in blood flow occurred. This suggests 

that by focusing on the locations in the heat map where changes 

corresponding to changes in blood flow rate are observed, it will 

be possible to remove the effects of light intensity regardless of 

differences in people or environments. By applying the 

proposed method, it is possible to construct a stress estimation 

system that can be easily used by anyone and contribute to the 

development of the interface field. 

Keywords - Real face image; Blood flow; Heat map; Stress. 

I.  INTRODUCTION 

In recent years, the need for emotion estimation has 
increased for humans to lead more comfortable lives, for 
example by measuring fatigue and concentration levels in the 
workplace and improving the workplace environment by 
introducing appropriate rest systems. Methods for emotion 
estimation using various biological information, such as 
heartbeat pulse waves, electroencephalography (EEG) and 
thermal images have been investigated. Unlike other 
methods, the method using thermal imaging does not cause 

stress to the subject. It does not restrict the subject's behavior, 
as it uses a non-contact infrared thermography camera. This 
makes it a useful method for emotion estimation. In addition 
to thermal images, methods using real images have also been 
studied in recent years as a more cost-effective and easy-to-
use method of emotion estimation for everyone. We have 
been studying methods for estimating autonomic nervous 
activity, which is an indicator of stress, from real face images 
taken with a webcam. However, the effects of light exposure 
caused by differences in the shooting environment and by 
facial irregularities have reduced the accuracy of the 
evaluation. There have been no studies that have examined 
the effects of light intensity. However, considering that this 
stress estimation system is to be operated in a real 
environment, it is considered to be a problem that needs to be 
solved as soon as possible, since there are no restrictions on 
how the system is to be used to take pictures, and the pictures 
are not always taken under the same conditions. Therefore, 
this study attempts to solve this problem. 

The rest of the paper is structured as follows. Section 2 
introduces previous studies on stress estimation, Section 3 
describes the proposed method, and Section 4 examines the 
results of the actual implementation of the proposed method 
and its effectiveness. Section 5 concludes our work. 

II. PREVIOUS STUDY 

Many emotion estimation methods have been studied 
using facial thermal images. Previous emotion estimation 
using facial thermal images has been based on the differential 
temperature between the nasal area, which is a sympathetic 
index of autonomic nervous activity, and the forehead area, 
which is less affected by autonomic nervous activity [1]. Skin 
temperature is the antagonistic temperature between the 
conducted heat of deep body temperature, changes in blood 
flow under the skin and environmental temperature. 
Therefore, the differential temperature between the nasal and 
forehead areas is an index that captures changes in peripheral 
blood flow under the skin in the nasal area due to the low 
influence of environmental temperature changes and deep 
body temperature [1]. Furthermore, a method that utilizes 
temperature changes not only in the nasal area but also in the 
entire face is also being considered. Since evaluation in 
combination with multiple facial regions is now possible, it is 
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possible to estimate autonomic nervous activity with higher 
precision than with conventional methods [2]. However, 
these previous methods require the use of an infrared 
thermography camera, which is costly. 

Therefore, as a solution to the cost problem, we have 
studied a method to evaluate autonomic nerve activity with 
the same accuracy as facial thermal images by acquiring 
changes in peripheral blood flow using real facial images, 
which can be easily acquired by anyone [3]. The real facial 
image captured by a visible light camera, such as a web 
camera, is the reflected light on the skin surface that is not 
absorbed by capillaries and subcutaneous tissues among the 
light transmitted into the skin. As shown in Figure 1, the R 
component has the deepest depth of transmission, followed 
by the G and B components, in that order. Based on these 
facts, we considered that the R-B component value, which is 
the difference between the R component with the deepest 
penetration depth into the subcutaneous region and the B 
component with the shallowest penetration depth, could be 
used to capture changes in the peripheral blood flow rate 
through the subcutaneous region. In our previous study, we 
obtained the variation of R-B component values in the nasal 
region during a 10-minute mental arithmetic task, suggesting 
the possibility of evaluating stress variation in response to 
switching events, such as the timing of calculation errors 
during a mental arithmetic task or at the end of a mental 
arithmetic task [3]. However, in the methods of previous 
studies [3], all pixels acquired as the nose were used for 
analysis. Therefore, the R-B component values are calculated 
including information that does not include changes in blood 
flow, such as blown-out highlights and blocked-up shadows 
caused by changes in light intensity and nostrils in the nasal 
area, which may reduce the accuracy of obtaining changes in 
blood flow. So, it is necessary to identify whether the pixels 
used represent the effect of light intensity or blood flow 
conditions. 
 

 
 

Figure 1. Transmission depth by wavelength of RGB light. 

 

In this study, we propose to observe the distribution of 
color information of pixels corresponding to the nasal area in 
each frame by creating a heat map with R-B component 
values on the vertical axis and R+G+B values on the 
horizontal axis. Using the proposed method, we believe it is 
possible to observe how the characteristics of pixels that do 
not contain information on changes in blood flow, such as 
white highlights and blocked shadows due to changes in light 
intensity, differ from pixels that represent changes in blood 
flow. By clarifying this difference, it will be possible to 
remove the effect of light intensity from the nasal image and 

capture only changes in blood flow, using the nature of the 
data, thus enabling a more accurate estimation of autonomic 
nervous activity. 

III. PROPOSED METHOD 

The purpose of this study is to clarify the distribution and 

characteristics of pixels corresponding to the nose by creating 

heat maps, and to devise a method to quantitatively remove 

the effect of light intensity and acquire only blood flow 

changes. The heat map should be created as shown in Figure 

2, with R-B component values on the vertical axis and 

R+G+B values on the horizontal axis. The reason for 

adopting R+G+B values on the horizontal axis is that 

R+G+B values close to 0 indicate black color and those close 

to 765 indicate white color, and we thought it would be 

possible to distinguish pixels that correspond to white skips 

or shadows by using R+G+B values to limit pixels of interest.  

 

 

 
 

 Figure 2. Heat Map Example. 

 

The proposed method was implemented in a video of an 

upstream vascular compression experiment in which changes 

in blood flow can be intentionally induced. By creating this 

heat map for each frame, it is possible to reveal how the 

distribution changes when changes in blood flow occur, such 

as during vascular compression or release, and how the effect 

of light intensity is distributed over time. 

IV. RESULTS 

Figure 3 shows the time-series data of R-B component 

values in the nasal area when the proposed method is applied 

to an experiment in which blood flow changes are 

intentionally induced, and Figure 4 shows the results of the 

heat map. Figure 4 (a) shows the heat map before the blood 

flow change at the 20-second point in Figure 3, (b) shows the 

after the blood flow change at the 30-second point in Figure 

3, and (c) shows the 50-second point in Figure 3 when the 

blood flow change occurred again and the condition returned 

to the same as in (a).  
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Figure 3. Time series data of R-B component values of the nasal area. 

 

 
(a) Before the blood flow change at the 20-second point 

 

 
(b) After the blood flow change at the 30-second point 

 

 
(c) the blood flow change occurred again and the condition returned 

to the same as in (a) 

 
Figure 4. Heat map results. 

 

As can be seen from the results of (a) and (b), when a blood 

flow change occurs and blood flow slows down, the 

distribution of pixels in the nasal area does not move 

horizontally, but tends to drop vertically overall. This is 

thought to be because the R component of arterial blood 

decreased and the B component of venous blood increased 

due to the slowing of blood flow, resulting in a decrease in 

only the R-B component value without much change in the 

total R+G+B value. When the blood flow improved and 

returned to the initial state again, there was an overall 

tendency for the distribution to be pulled up vertically, as in 

(b) to (c), with (c) returning to a distribution similar to that in 

(a). However, the shape of the distribution does not 

completely return to the same state, but is slightly elongated 

vertically, leaving remnants of the distribution in (b), 

suggesting that when blood flow is impaired, the effect 

appears instantaneously, but when blood flow is improved 

from a bad state, it does not return instantaneously but slowly. 

V. CONCLUSION 

The purpose of this study was to examine the relationship 

between changes in blood flow and changes in pixel 

distribution by creating a heat map with two axes: the R-B 

component values, which allow us to see changes in blood 

flow, and the R+G+B values, which are pixel coloration. The 

results showed that, using the proposed method, heat maps 

tend to show characteristic changes in the time at which 

changes in blood flow occur. In the present experiment, the 

characteristics of the heat maps were more pronounced 

because we used an experiment in which changes in blood 

flow were intentionally induced. However, in an actual 

environment in which a stress estimation system is used, 

changes in blood flow are not likely to occur as frequently as 

in this experiment. Therefore, there is a need to examine 

whether the proposed method is still useful under actual 

operational conditions.  

In addition, changes in the features of the heat map were 

visually confirmed this time, which is not sufficient to reflect 

them in the system. Therefore, it is considered necessary to 

quantitatively discriminate between this change in blood 

flow rate and the corresponding heat map features. If 

quantification of discrimination becomes possible, it will be 

possible to obtain only the changes in blood flow rate from 

skin color information without regard to individual 

differences in skin color, such as suntan, or light intensity in 

the shooting environment, eliminating the effects of light 

intensity, and this will improve the development of this 

system. 
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Abstract—The management of heart failure and post-heart
surgery has been a major interest in healthcare. The cardiac unit
has improved over time, undergoing significant innovations to
improve the quality of services and patient outcomes. Researchers
play a significant role in progressing innovative solutions, from
co-design and idea conception to conducting impact analyses.
These often involve identifying correlations between interventions
and outcomes to improve the quality of care. In the context
of heart failure, there is an ever-increasing workload that is
impacted by the lack of resources, and staff, and the increasing
number of elderly population with heart conditions and associ-
ated co-morbidities. The COVID-19 pandemic has compounded
these existing challenges. These challenges provide the impetus
for seeking technological interventions. In the UK, The National
Health Service encourages such initiatives where patients are
looked after via digital technologies, under the Virtual Ward
concept. This paper adopts a two-pronged approach, exploring
the needs of the patients and clinicians and the potential of
digital technologies to address those needs. By evaluating current
challenges, the current state of the technology, and its limitations,
this paper provides insights for future interventions that facilitate
a Virtual Ward for the management of heart failure in the
community.

Keywords—Heart failure management; virtual ward; techno-
logical challenges

I. INTRODUCTION

Heart failure is quite common amongst older people, with
more than 10% of those over 70 years old experiencing it [1].
In heart failure patients, about 17% may pass away within a
year from any cause, and up to 44% may need rehospitalisation
within that same time frame. At the same time, the cost of
inpatient care puts a considerable burden on the care system
in England [2]. According to statistics from the British Heart
Foundation [3], the costs related to heart and circulatory
diseases are approximately £10 billion each year. In the UK,
about 7.6 million people have heart and circulatory diseases
and as people get older and the population grows, more people
may develop these conditions. Currently, there are roughly 4
million men and 3.6 million women with heart and circulatory
issues. It is predicted that more than half of people in the
UK will experience a heart or circulatory problem during
their lives [3]. Surprisingly, there are about twice as many
people dealing with heart and circulatory diseases in the UK
compared to those with cancer and Alzheimer’s combined.
Every year in the UK, approximately 49,000 individuals under
75 succumb to heart and circulatory diseases. In recent years,

hospitals have encountered various challenges [4], including
staff shortages, economic burden, increased population as well
as an increase in chronic conditions and the impact of the
COVID-19 pandemic [5].

Improving Heart Failure (HF) management has been a long-
standing challenge in medical research [6] driven by the goal
of enhancing healthcare quality, patient survival rates, and sat-
isfaction with medical protocols. However, healthcare systems,
specifically cardiac units, have been significantly impacted in
recent years due to staff shortages and economic burdens [2].
These challenges have resulted in medication errors [7], food
delivery mistakes, lack of attention and care, and in some
cases, fatalities due to carelessness [7]. Moreover, the average
length of hospital stay decreased from 8.2 days in 2000/01 to
4.5 days in 2018/19 [8]. This reduction reflects an emerging
shift towards alternative care delivery models, including home
care options. While hospitals strive to provide optimal care,
they cannot substitute for home comfort. Research indicates
that most patients strongly desire to expedite discharge and
return home as soon as they regain consciousness [9], typically
within three to four days. However, the transition from hospital
to home-based care for managing HF and post-heart surgery
presents complex challenges. Patients with a history of HF re-
quire continuous monitoring, proper medication management,
regular checkups, maintaining a healthy diet, and rehabilitation
sessions to support their recovery [10]. Despite patients who
desire early discharge and prefer home-based care due to
comfort preferences and economic issues, it is important to
acknowledge the complexities and challenges associated with
a community health setting.

The establishment of a virtual ward can benefit this group
of patients. A virtual ward can be defined as a remote
monitoring and healthcare management system that enables
medical professionals to oversee and support patients in their
own homes, and bridges this gap by delivering hospital-level
care in a familiar environment.

This paper examines the current needs of patients with
HF and the challenges they face in hospitals and homes. We
then explore current state-of-the-art technological solutions for
looking after patients at home and highlight their limitations
and shortcomings. Specifically, we explore the technology
from the perspective of the Virtual Ward concept and its
potential to provide hospital-level care within the comfort of
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patients’ homes. This paper aims to contribute to the ongoing
discourse on enhancing patient care in cardiac healthcare
settings by critically assessing existing approaches and their
shortcomings with the idea of informing a new list of require-
ments for future innovations in this domain.

In Section II, we first outline the current needs and chal-
lenges in managing HF. Following this, we discuss current
technological solutions designed to address these needs, and
analyse their shortcomings in Section III to identify the gaps
that require further exploration and resolution.

II. NEEDS AND CHALLENGES IN HF MANAGEMENT

Healthcare systems today are facing several challenges.
They deal with increasing numbers of patients, limited re-
sources, and changing healthcare needs. This section discusses
existing work in the healthcare domain and identifies those
needs and challenges [2].

Existing literature highlights strain on the healthcare system
in the UK and worldwide due to the increasing population
[4], shortage of medical staff, gaps in monitoring patients [2],
medication errors [7], and patients food delivery errors [11].
These issues often result in the potential impact on morbidity
and mortality [7]. The aftermath of COVID-19 further added
to these challenges [5] with an increased number of patients,
shortage of staff, beds, ventilators, and Intensive Care Units
(ICUs) [5]. HF is one of the critical health issues to manage
that requires immediate attention and such issues cannot be
escalated for later resolution due to high mortality rates [5].
This underscores the importance for researchers to explore
different and better ways of taking care of patients to handle
current and future crises at hospitals. In the following sub-
sections, we have explored individual challenges in healthcare
units that affect patients in general, with a focus on HF
management and cardiac units.

A. Challenges in Medication Management

In a study [12], researchers investigated hospital prescribing
errors by staff and nurses in Georgia and Colorado. The
results revealed that approximately 19% of medications were
administered wrong, either at the wrong time, in an incorrect
dose, or unauthorised manner. This highlights the urgency for
innovative approaches to avoid prescription errors. Moreover,
insights from the Norwegian Incident Reporting System from
2016 to 2017 [7] have been shared. In this report, 3,557 med-
ication errors were reported, and most of the errors occurred
during medication administration (68%), followed by prescrib-
ing (24%) and preparation/dispensing stages (6%). The leading
types of errors were dosing errors (38%), omissions (23%),
and incorrect medication prescribing (15%). Alarmingly, over
half of all errors were harmful (62%), with 5.2% causing
severe harm, and 0.8% resulting in fatalities. Apart from
medication errors during the hospital stay, such errors also
occurred during the admission and discharge times. A study
comprising 904 patients found that 29.4% of patients have
experienced at least one unintended medication [13]. These
unintended medication errors were serious or very serious in

36% of patients and potentially moderate in almost 40%. This
risk later increased with proceeding treatments. The general
practitioners or nurses were identified as the most effective
sources of administering wrong medicines.

Another paper focused specifically on the National Health
Service (NHS) in England [2] has revealed economic bur-
den and medical errors within hospitals. According to the
annual national estimate, there is a substantial number of
medication errors with 237 million across the medication
process, with primary care accounting for 38.4% of these. The
economic burden associated with definitely avoidable adverse
drug events is estimated at £98,462,582 per year, resulting
in 181,626 bed-days consumed and causing or contributing to
1708 deaths. This led to hospital stays and the cost of hospital
admission to £83.7 million; causing 627 deaths in primary
care, while secondary care resulted in extended hospital stays
counting to £14.8 million cost, and causing or contributing to
1081 deaths.

B. Diet Management Challenges

In addition to medication, diet management is also an
important part of recovery for all patients and most im-
portantly for heart failure patients. Studies identified that
proper diet management helps control risk factors such as
high blood pressure, high cholesterol levels, and obesity [14].
For many people, HF can stem from obesity, as there is a
strong correlation between obesity and HF [15]. Therefore,
diet management holds significance. Typically, during hospital
stays, patients receive food as directed by doctors. However,
many errors were seen in the past in the diet management of
patients. A case study conducted in Thailand highlighted many
complaints about wrong food delivery, making up 37.4% of
all complaints in 2017 [11]. The primary reasons found for
food delivery errors included wrong orders (not passing on
the right information), catering the wrong food to patients, and
errors made by doctors in prescriptions. Research also found
instances of malnutrition in patients with chronic or severe
illnesses, particularly in hospital settings. It has been revealed
that malnutrition is often not recognised or underestimated,
leading to increased morbidity, mortality, longer hospital stays,
and higher treatment costs [16].

C. Monitoring Issues

Monitoring patients at hospitals has often been a challenge
across various departments, specifically in those units where
continuous monitoring is required, such as in cardiology wards
or mental health wards [17]. These wards encounter difficulties
in monitoring patients due to the limited manpower. The
increasing number of patients places considerable strain on
the existing resources. To overcome the issue of manual mon-
itoring and shortage of staff, researchers have developed some
monitoring tools, like remote physiologic monitoring devices,
to monitor patients’ vital signs, symptoms, and other health
indicators remotely [18]. However, there are technical issues
such as inconsistent data transmission, missing data points,
or malfunctioning in these devices leading to unreliability of
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remote monitoring systems. Moreover, the patient’s discomfort
presents another challenge as many older adults or those with
cognitive impairments may not be able to use and properly
activate the monitoring devices. Thus, monitoring patients
remains an open challenge in hospitals as well as in remote
monitoring setups.

D. Challenges with Rehabilitation Programs

Physical rehabilitation plays a crucial role in HF man-
agement and post-heart surgery. Rehabilitation programs help
patients regain their strength, enhance cardiovascular health,
improve overall quality of life, and most importantly reduce
the potential risk of future cardiac problems. Researchers have
examined several challenges associated with rehabilitation
programs including limited access to services due to high cost,
geographic barriers, and issues with personalisation to individ-
ual needs and delivery [19]. Another challenge associated with
rehabilitation programs is the lack of interdisciplinary collab-
oration among different practitioners including psychologists,
surgeons, and therapists [19]. Additionally, studies identified a
shortage of staff in cardiac rehabilitation centres, which poses
a significant challenge since cardiac rehabilitation programs
require specialised expertise to provide tailored rehabilitation
based on individual patient needs [20]. Neglecting the need for
rehabilitation programs leads to decreased quality of life, with
increased disabilities, injuries, or chronic health conditions
among cardiac patients. Therefore, it is important to address
the problems faced in rehabilitation programs [19].

E. Struggles with Emotional Needs

Recognising the crucial link between physical and mental
health is crucial [21]. People coping with heart disease, and
congestive HF encounter beyond their physical challenges.
They encompass an emotional battle of social isolation, fear,
and uncertainties about other aspects of life since their every-
day life is challenging. Despite the advancement in medical
technology, the psychological aspect also needs attention, as
patients often decline certain treatments because of fear, which
poses a challenge for medical staff and effective management
[21].

HF and chronic heart diseases not only affect older people,
but also children. Children with heart problems and their
families suffer through emotional stress, financial burdens,
and physical exhaustion in this process [22]. Many individuals
often turn to spiritual support for comfort, hope, and strength
[17]. Therefore, medical practitioners must provide compre-
hensive and tailored support and acknowledge their emotional
needs thereby enhancing the overall quality of life of patients
and families impacted by heart failure.

F. Post-Open Heart Surgery Delirium

In addition to medicine errors, diet management problems,
and emotional and physical therapy problems, HF patients
often face delirium after open heart surgery [23]. Delirium is a
state of mind where people get severe confusion and cognitive
difficulties, and this can occur from a multitude of causes.

Notable amongst them are side effects of medicines, stress and
trauma, and sleep disturbance. To address this challenge, there
is a need to train medical staff and patients to help support
and perform daily activities during recovery, so that the risk
of delirium is reduced.

III. CURRENT SOLUTIONS AND THEIR SHORTCOMINGS

The field of HF management has witnessed significant
innovations. In this section, we aim to highlight current
research efforts and proposed solutions, with special attention
on addressing the shortcomings of these proposed solutions,
summarised in Table I, laying the groundwork for future
improvements in research.

A. Cost Effective AI Applications to Address Staffing Gap and
Monitoring

In the realm of Artificial Intelligence (AI) applications
in healthcare, several studies show the promising potential
[12]. Advancements in varied medical specialities such as
anaesthesiology are significant [24] and indicate that most
complex anaesthetic tasks will be performed by robots in
the near future. Additionally, wearable devices show potential
to enhance patient monitoring. A wearable system mHealth
has been developed that replaced the physical follow-up with
remote electronic visits, i.e. this device measures the blood
pressure, temperature, electrocardiogram (ECG), and weight
of patients [25]. The experiment was conducted on 730 adult
patients and results showed that automatic measurements with
mHealth device can enhance the Postoperative Atrial Fibrilla-
tion (POAF) after heart surgery within three months. Such
systems showcase the importance of remote monitoring in
improving patient outcomes. Several new remote care systems
have been launched that are surpassing human capabilities
[26], by offering real-time monitoring, analysis, reminders,
and personalised rehabilitation programs and care. A study
on patients who had undergone a heart procedure called
Transcatheter Aortic Valve Replacement (TAVR) revealed that
smartwatches have effectively detected cardiac issues such as
irregular heart rhythms post-hospital discharge [27]. This high-
lights their potential as valuable tools for remote monitoring
and follow-up care. Integration of smart systems addresses
the problems in traditional systems [19]. However, advanced
monitoring systems have some limitations, including the lack
of electroencephalogram (EEG) monitoring, and insufficient
focus on chronic disease or specific contexts such as HF.
Additionally, these systems need more clinical validation to
enhance their efficacy.

B. Smart Diet and Weight Management Applications

People with heart problems should maintain a healthy diet
and weight [15]. Existing works such as Speak4Diet app [14]
monitor dietary intake and identify deficiencies in nutrients.
This AI-based app analyses and tracks the composition of
the user’s diet and provides personalised recommendations
for improvement. While such apps demonstrate considerable
potential, there is room for improvement including consistent
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TABLE I
SUMMARY OF CHALLENGES, CURRENT SOLUTIONS, AND SHORTCOMINGS IN HEART FAILURE MANAGEMENT

Needs and Challenges Current Solutions Shortcomings and Problems
Medication Management Automatic Medication Dispensing System [28] Limited functionality of Automated System [28]

Smart Medication Error Reporting Tool [29] Medication Errors [12], [7], [2], [13]
Dietary Management Improved Food Delivery Systems [30] Food Delivery Errors [11]

Mobile App for Tracking Dietary Intake [14] Lack of Personalised Dietary Plans
Malnutrition in Patients [16]

Cost and Space Management [2] AI applications in Nursing [31] Implementation Challenges [5]
Health Inequalities [4]
Shortage of Staff and Beds [8]
Economic Feasibility Issues [8]

Patient Monitoring Self Management App [32] Technical Issues With Remote Monitoring [18]
Remote Monitoring [18] Staff Shortage Leading to Health Inequalities [4]

Emotional Needs of Patients [21] Emotional Wellness Sessions with Psychologists Depression and Anxiety [21]
Socially Assisted Robot for Cardiac Rehabilitation [26] Lack of Corporation by Patients in Treatment [9]
Comprehensive Support Programs [33] Lack of Emotional Awareness [22]

Physical Rehabilitation Programs Virtual and In-person Rehabilitation Programs [34] Lack of Personalisation for Heart Patients [20]
AI-based Exercise Prescription [35] Lack of Interdisciplinary Collaboration [34]

Post-open Heart Surgery Delirium [23] Staff and Patient Training Programs Lack of Delirium Awareness [36]
Inadequate Support Systems [23]

Heartbeat Abnormality Detection Heart Sound Abnormality Detection [37] Limited Clinical Validation [37]
Diagnosis of Heart Rhythm Abnormalities [38] Data Privacy Concerns [5]

Prediction of Heart Failure Early Screening Programs [10] Limited Clinical Trials [10]
Data-driven Risk Prediction Models [39] Interpretation Challenges [40]

user adherence, minimising data entry errors, limitation to food
database, refining portion size estimation, and enhancing the
sophistication in tailoring advice to individual health goals,
preferences, and dietary restrictions.

The sudden weight gain in heart failure patients can signal
underlying cardiovascular issues and it is recommended that
patients weigh themselves regularly [15]. A weight gain of
three to five pounds in a week or two to three pounds in
a day signals that the heart is not pumping blood properly.
There are existing applications for weight management such
as an explainable AI tool for predicting weight loss success for
people who are trying to lose weight [41]. Similarly, another
chatbot has been introduced to assist people in managing their
weight loss journey and provides motivational and sentimental
support [42]. Despite achieving a good accuracy such as
above 80%, there are concerns regarding adoption and trust.
Moreover, the weight monitoring applications for managing
HF patients should be contextually aware of the purpose
of identifying correct trends. Future research is required to
address these concerns. Apart from monitoring heart patients,
an application focused on HF management can also help
address the issue of obesity.

C. Automatic Medication Management Systems

Effective medication management stands at the top of care
for HF treatment and post-care. Researchers have introduced
an automatic dispensing machine that handles medicines dis-
pensation automatically [28]. This machine was developed to
help people living in faraway places like tribal areas where
getting medicine can be hard. The machine holds basic and
emergency medicine and can also check vitals like blood
pressure and temperature. When it is running low on medicine,
it can be refilled based on remote information. A smart
medication error reporting tool has also been introduced for

enhancing the patients’ safety [29]. Moreover, a systematic
review has revealed the efficacy of mobile health apps in
helping heart patients stick to their medications [43]. These
apps generally demonstrated acceptable usability. However,
ensuring the accuracy of medication administration and con-
tributing to usability and effectiveness remains a significant
challenge and further work is required in this domain to fully
realise the potential of these systems.

D. Personalised Rehabilitation Programs

Irfan et. al [26] studied 43 patients to find the effectiveness
and acceptability of socially assistive robots in personalised
care at cardiac rehabilitation programs. The results derived
from 26 patients(who finished the whole program), showed
the effectiveness of robot assistance and personalising in the
rehabilitation program, particularly during intense training.
However, some failures in sensor data recognition were no-
ticed, suggesting the need for future work to enhance sensor
data recognition. Researchers have made significant efforts in
therapy programs, such as AI-based personalised prescription
by GPT-4 model [35]. Moreover, AI-based rehabilitation has
been explored for patients with cerebrovascular accidents to
reduce psychological stress [44]. Virtual reality-based therapy
programs have been proposed to manage postural dizziness
[45], and wearable robotic exoskeletons have been developed
to enhance upper-limb rehabilitation [33]. Furthermore, re-
searchers are utilising smartphones to study gait patterns to
gain insights into an individual’s personality [46]. Addition-
ally, individual patient profiles are considered for tailored
medical therapy [47].

Despite the potential of such effective therapy programs,
these programs lack comprehensive clinical evaluations, en-
counter implementation challenges in real-world environ-
ments, and demonstrate a lack of precision. Therefore, more
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efforts are needed to enhance the usability and universality of
these programs.

E. Early Diagnosis of Cardiac Complications and Abnormal-
ities

The prediction of any health issue is critical in healthcare
as it enables early identification and timely intervention for
improved quality of life. Researchers have presented numerous
works for the prediction of different diseases [32]. In another
study [48], researchers proposed advanced methods for HF
prediction using deep learning and a dataset of real healthcare
records. This approach was effective for anomaly detection
and risk factor refinement early intervention. Additionally,
many similar researches open avenues for electronic health
record data to explore HF, revealing significant variations
in left ventricular ejection fraction [49]. Furthermore, [50]
have proposed a motion-based analysis method for survival
prediction of HF patients and their work highlights its potential
for assisting clinical practitioners in personalised therapy plan-
ning for patients. Another study presents extensive insights on
survivors of adolescent/adult Hodgkin lymphoma to develop
prediction models for coronary heart disease and HF [40]. The
model was accurate at predicting the risk of heart problems
about two to three decades in advance. Such models can help
doctors to screen and treat heart issues in Hodgkin lymphoma
survivors at an early stage.

Despite significant progress in the research domain, clinical
validation and real-world implementation represent crucial
limitations in current solutions. Improvement in these areas
will bridge the gap between technology and medicine, leading
to better healthcare systems.

F. The initiative of Virtual Ward Care for HF Management

Addressing the issues in managing HF, including those
encountered at hospitals in general and post-COVID-19 chal-
lenges, alongside meeting the patients’ preferences, it is
conceivable that the implementation of a Virtual Ward ca-
pable of managing complete HF care at home could be
an effective solution. Despite the problems associated with
different technological interventions highlighted earlier, with
the rapid evolution of AI, robotics, and wearable technology,
new solutions can be derived to overcome these limitations.
Drawing inspiration from successful Virtual Ward models
designed for acute respiratory infection and frailty, the NHS
has also introduced the idea of a Virtual Ward care for
people with HF [6]. The objective is to provide personalised
care, monitoring, medication recommendations, personalised
therapy, and individualised dietary prescriptions at patients’
homes. This will also reduce the processes of admissions and
re-admissions to the hospital, resulting in cost savings and
supporting a near-real-time decision-making system. The focus
lies in enhancing digital systems to remotely monitor patients,
early identification as well as prediction of deterioration,
timely intervention, and managed load.

Existing literature highlights challenges in current cardiac
units and healthcare systems. Assistive technologies have a

high potential to significantly improve HF management and
promote home-based Virtual Wards [32]. Tasks such as early
detection of declining cardiac function before they become
clinically apparent, optimisation of remote monitoring sys-
tems and predictive analytics for hospital readmission risk
assessment are more suitable for an AI-based system to excel.
These functionalities hold significant promise if provided with
clinical validations and personalisation.

IV. CONCLUSION AND FUTURE WORK

In this paper, we have explored current challenges for HF
patients from a UK perspective and presented some of the cur-
rent technical solutions to provide home care for HF patients
in the UK and worldwide. Managing HF is becoming more
complex, with the current solution facing specific challenges if
implemented in people’s homes. While existing technologies
facilitate the rapid transition of patients to their own homes, we
have pointed out shortcomings and the potential for future im-
provement, highlighting the need for more advanced systems.
Emerging technological solutions, such as the NHS Virtual
Ward Care initiative, show the potential to improve patient
care and better management. Future work in this domain
can also contribute to the evolution of care pathways for
HF, including the assessment of the effectiveness of such
technological innovations.
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Abstract—This paper proposes a framework to enrich restau-
rant reviews by providing follow-up questions to reviewers about
absent elements in their original reviews. Utilizing ChatGPT, we
investigated enhancing the detail and organization of reviews by
examining 26 participants’ interactions across food, environment,
and user experience. The results suggested that the follow-up
interaction encouraged more informative reviews by highlighting
omitted details. Especially, it effectively increases mentions of
the restaurant’s atmosphere and personal experiences alongside
food descriptions. This approach offers insights into factors
influencing review content, such as review writing experience
and dining context. We believe that the findings will be helpful
for customers as a guide to writing reviews and suggest the
effectiveness of follow-up interaction in writing reviews.

Keywords-Follow-up interaction; computational approach for
food and eating activities; Large Language Model-supported sys-
tem.

I. INTRODUCTION

When selecting a restaurant from numerous options, cus-
tomers frequently refer to restaurant reviews posted on web-
sites. These reviews directly reflect the experiences and im-
pressions of reviewers who have actually visited the restau-
rants. The review is a precious source of restaurant informa-
tion for customers. Reviews significantly influence customers’
impressions of restaurants before their visit, and the content of
these reviews can greatly affect the restaurant’s patronage [1].
Restaurants undertake various approaches to attract customers
through reviews: offering the first drink, a plate of desserts,
and optional services for free, such as writing a review or
posting photos and videos with some specific tags.

Restaurants try to attract customers through some initiatives.
Let us consider that the handled content differs between writ-
ing reviews and posting tagged photos and videos. Reviews
primarily deal with text, while photos and videos mainly
involve visuals and sounds. The text in reviews can detail
various aspects of the experience in the restaurant. The reviews
can tell not only the taste, smell, and texture of the food,
but also the ambiance and environment of the restaurant, its
location, and the attitude of the staff. Moreover, they some-
times provide the circumstances leading up to the reviewer’s
visit and individual events for each reviewer in the restaurant.
These types of information are helpful for customers to select a
restaurant. On the other hand, photos and videos may not offer
as much detailed information as reviews. They can provide
attractive and impressive visual information, e.g., the appealing
appearance of food [2], customers’ facial expressions after eat-

ing. To attract customers through visually appealing content,
restaurants have been making various efforts to make their
dishes look more appetizing.

Reviews are potentially able to provide much valuable
information for customers, but most of them do not provide
sufficient detail about the restaurant. Just one word like “good”
or “bad” can not be a source to be referred to. Accordingly, so
many customers focus on photos and videos, and then restau-
rants emphasize visual and sound content as an advertisement.
It is not too much to say that this trend ignores something that
can not be recorded in photos and videos. If the review can
be improved as its potential, the customers can receive more
information for aspects not shown in photos and videos, e.g.,
smells of coffee and the kindness of staff. We thus investigate
the following research questions;

RQ 1 What memory challenges do customers face when
detailing a restaurant?

RQ 2 What types of information can be missed in reviews?
RQ 3 Does the follow-up interaction enrich the description

in reviews?
In this paper, we ask reviewers to describe their dining

experience twice. From the investigation, we study what they
remember and easy to describe from different perspectives.
When reviewing a dining experience, the memories the re-
viewer recalls are not text but sensory information from their
senses: visual, auditory, olfactory, gustatory, and tactile inputs.
For RQ 1, This study explores how reviewers verbalize and
express these memories in text, what information is easier or
harder to recall, and what information can be expressed in text
but not in photos or videos, and vice versa. By clarifying these
aspects, we aim to understand the trends in review writing
and consider how to enrich the content of reviews based on
these findings. To investigate RQ 2 and RQ 3, we prepare the
follow-up system introducing ChatGPT. As a review is input,
the system identifies aspects that exist and do not exist in the
review. The system shows the follow-up question to encourage
reviewers to detail the missed aspects in mind. The aspects in
the original and revised reviews are comparatively analyzed.
Then, we consider the effectiveness of follow-up interaction
in enriching reviews.

II. RELATED WORK

Restaurants can be classified into numerous segments, with
criteria: the level and quality of service, customer participation
in the dining experience, price, quality of food, and ambiance

94Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                         105 / 224



[3]–[6]. Based on these criteria, restaurants can be categorized
into fast food, casual dining, fine dining, and business food
service, among others. There are many elements unique to
each segment, while common elements (e.g., accessibility,
menu diversity, and a certain level of cleanliness) across the
segments exist. Existing papers discussed which restaurant
segment can meet customer expectations and what elements
enhance customer satisfaction [7]–[9]. These studies have
shown that casual dining restaurants adequately meet customer
expectations, and the quality of food and restaurant services
significantly impacts customer expectations. It has also been
confirmed that the price of food affects customer satisfaction,
especially in fast food and casual dining restaurants [10], [11].

Let us focus on the unique elements of each restaurant
segment. It is evident that aspects like food quality, restaurant
service, and price are crucial elements for relatively low-priced
dining options. These elements are related to the customers’
dining experience and their overall experience in the restau-
rant. There are many studies that have used different aspects
necessary for customer satisfaction in reviews, extracting var-
ious evaluations of restaurants from reviews [12]–[17]. These
studies have enabled the automatic evaluation of restaurants
based on reviews and feature extraction. They analyzed ele-
ments necessary for customer satisfaction in restaurants from
various points of view.

However, these studies do not enrich the content of reviews
to enhance the customer experience.

This research analyzes 1) what aspects are likely to be
described in reviews, 2) in what order they are typically
described, and 3) what content is recalled through follow-up
interaction. It aims to identify points that satisfy customers
and make them want to write reviews, contributing to en-
riching customer experiences and the management strategies
of restaurants. Furthermore, by identifying the elements cus-
tomers look for in restaurants from reviews. The proposed
system introduces ChatGPT to point out missing elements in
reviews. This paper investigates the effectiveness of follow-
up interaction to enrich the content in reviews to be more
comprehensive and informative.

This study introduces ChatGPT to identify missing elements
in restaurant reviews. Through the experiments, we investigate
the effectiveness of follow-up interactions in making reviews
more comprehensive and informative. It is reasonable to say
that the improved reviews are valuable for both customer
experiences and restaurant management.

III. PROPOSED METHOD

Figure 1 shows the framework of the proposed system and
its interaction. In Section III, we developed a system to detect
existing/absent elements in reviews and to enrich reviews
through follow-up interaction. The review elements are preset
to ChatGPT with prompt engineering.

A. Elements in restaurant reviews

This paper defines the elements in restaurant reviews as
encompassing all aspects related to dining; we consider that

Figure 1. The framework of the proposed system and its interaction. A
system introducing ChatGPT where review elements extracted from reviews
are learned. The system give feedback the viewpoints missed in a review to
users as a follow-up.

TABLE I
REVIEW ELEMENTS INCLUDED IN RESTAURANT REVIEWS. THERE ARE

THREE POINTS OF VIEW IN REVIEW ELEMENTS: FOOD, RESTAURANT, AND
REVIEWER (I.E., THE USER.) THE INDEX OF ELEMENTS IS ASSIGNED TO

THE LEFT OF EACH ELEMENT.

ID Food ID Restaurant ID Reviewer
1 taste 8 place 16 when
2 texture 9 budget/price 17 who
3 appearance 10 interior/decoration 18 why
4 smell 11 staff 19 feeling
5 ingredients 12 customer 20 event
6 volume 13 season 21 user age
7 food combination 14 history of store 22 hunger level

15 limited event 23 satisfaction

the experience of dining out includes before and after visiting
the restaurant itself. To empirically extract these elements, the
first author conducted a systematic survey of restaurant reviews
on a popular dining website [18].

This involved analyzing a diverse range of reviews to
identify common themes and descriptors used by customers.
The extracted elements reflect the holistic dining experience
and are represented in Table I, which is preset in the proposed
system. For analytical clarity, these elements were categorized
into three perspectives: food, the restaurant’s environment, and
the reviewer’s experience. This categorization was based on
the frequency and significance of mentions in the reviews,
allowing us to distill the most impactful aspects of the dining
experience as perceived by customers.

Note, the elements were heuristically selected in this paper.
It is not crucial to the goal of our study, which is to investigate
the effectiveness of follow-up interaction in enriching reviews.
Although, the data-driven approach to preparing the elements
will be our future work.

B. Follow-up interaction with ChatGPT

The system introduces ChatGPT as a conversational model
of Large Language Models: LLM.

We set the following prompts to ChatGPT;
[PROCEDURES]

Please assist in creating a restaurant review. Follow the steps
outlined below to provide support in writing restaurant re-
views.
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1) Inform the participants by saying, “Please enter your
review.”

2) Have the participants input their review.
3) Detect which elements of the review are present based

on the input of participants, identifying which of the
following categories each element belongs to: {about the
food}, {about the environment}, {about the reviewer}.

4) Briefly communicate to the participants the detected
elements from their review.

5) Inform the participants of any missing elements, ensur-
ing that there are at least three elements mentioned in
the review under each category {about the food}, {about
the environment}, {about the reviewer}.

The elements of restaurant reviews described in Sec-
tion III-A are preset to ChatGPT. We conducted prompt
engineering for ChatGPT to detect existing and absent el-
ements from an input review. When participants input their
dining experiences at a restaurant, the system identifies which
elements exist in the review. The system represents all ele-
ments included in a review for each perspective. Also, the
system represents more than three absent elements for each
perspective if the review does not include all of the elements
in Table I completely. After representing these, the system
suggests reviewer add the absent elements to comprehensively
enrich the review. Note, users may add any descriptions other
than absent elements suggested by the system.

We observed how the system works through test cases in
advance. Reviews randomly selected from a website were
input into the proposed system. It was confirmed that the
proposed system successfully identified some existing and
absent elements in nine reviews out of ten reviews. One error
case only represented existing elements but did not show
absent elements as a suggestion. For such error cases, the
proposed system could represent correct absent elements as
the experimenter additionally prompted “detect the absent
elements” as an problem solver. Therefore, we decided to
constantly monitor the interaction in the experiment and
appropriately prompt the problem solver if the system would
unexpectedly work.

IV. EXPERIMENTAL SETTINGS

In Section IV, using the proposed system described in
Section III, we experimented with writing restaurant reviews.
The reviews written by participants and their interaction with
the proposed system were analyzed from various points of
view.

A. Procedures

The experiment was conducted as three steps shown in
Figure 1. The procedures of the experiment were as follows;

1) Each individual participant had a dining experience.
2) The participant wrote a review about his/her dining

experience and took the feedback from the proposed
system.

3) The participant wrote additional information to enrich
the description in the review according to the system’s
suggestions.

We studied the reviews written by the participants for
each element and perspective based on the profiles of the
participants.

B. Participant Profiles

A profile survey was conducted on 26 participants before
writing the review and interacting with ChatGPT. The survey
included six items: the participant’s age, gender, experience
with writing reviews, the timing of the dining experience
mentioned in the review, the amount paid at the restaurant,
and the timezone of the dining experience. Table II shows the
profile survey of participants.

In our experiment, the survey investigated the degree of fa-
miliarity with writing reviews in addition to basic information
about the participants. We asked whether the participants have
written reviews regularly, spontaneously, for some exogenous
incentives (e.g., for a reward,) or never. This survey aimed to
clarify whether differences in familiarity with writing reviews
lead to differences in the review aspects focused on. The
survey on the timing of the dining experience mentioned in the
review was designed with four options: within one week, two
weeks, three weeks, and four weeks. This questionnaire would
clarify whether the elapsed time since the dining experience
influenced the review aspects focused on. The survey on the
amount paid at the restaurant was conducted with four options:
below 2,000 JPY, between 2,001 and 4,000 JPY, between 4,001
and 6,000 JPY, and above 6,000 JPY. This questionnaire was
prepared to study whether there was a relationship between
the amount paid and the review aspects focused on. The
survey on the timezone of the dining experience had three
options: morning, noon, and evening. We used the result of
this survey to clarify whether there was a relationship between
the timezone and the review aspects focused on.

V. RESULTS

Table III shows the results of the experiment. In the table,
for each participant, originally described elements, originally
absent elements suggested by the system, and added elements
by follow-up interaction are listed as the index of review
elements. In Section V, we study the overall review elements
through the interactions. Moreover, we focus on the partic-
ipants’ profiles, the timing of the dining experience, and the
amount paid to more deeply consider the interaction of writing
reviews with follow-up interaction.

A. Discussions for review elements through follow-up interac-
tions

This Section studies the overall results of the experiment.
We focus on the trends in originally described elements,
originally absent elements suggested by the system, and added
elements by follow-up interaction. It was confirmed that food,
restaurant, and reviewers were all described in the originally
described and added elements in the reviews. Moreover, the
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TABLE II
PARTICIPANT’S PROFILES. IT SHOWS THE PARTICIPANT ID, AGE, GENDER(M/F), EXPERIENCE IN WRITING RESTAURANT REVIEWS, WHEN THE

EXPERIENCE WAS MENTIONED IN THE REVIEW, THE BUDGET(JPY) FOR THE DINING, AND THE TIMEZONE OF THE EXPERIENCE.

ID Age gender Experience When Budget(JPY) Timezone
1 21 M Voluntary 1 week ago 1-2,000 Evening
2 21 M No experienced 4 weeks ago 4,001-6,000 Evening
3 20 M No experienced 1 week ago 1-2,000 Evening
4 22 F Voluntary 4 weeks ago 2001-4,000 Evening
5 22 F Exogenous 1 week ago 1-2,000 Daytime
6 20 M No experienced 3 weeks ago 2001-4,000 Evening
7 20 M No experienced 2 weeks ago 1-2,000 Evening
8 20 M Exogenous 1 week ago 1-2,000 Daytime
9 20 M No experienced 1 week ago 1-2,000 Evening

10 19 M No experienced 1 week ago 1-2,000 Evening
11 20 M No experienced 1 week ago 1-2,000 Evening
12 20 M No experienced 1 week ago 1-2,000 Evening
13 20 M No experienced 4 weeks ago 1-2,000 Evening
14 20 M No experienced 1 week ago 2,001-4,000 Evening
15 24 F No experienced 1 week ago 1-2,000 Evening
16 21 M No experienced 1 week ago 1-2,000 Daytime
17 23 M Exogenous 1 week ago 1-2,000 Evening
18 51 F Exogenous 4 weeks ago 1-2,000 Evening
19 21 M No experienced 3 weeks ago 1-2,000 Evening
20 22 M No experienced 1 week ago 1-2,000 Daytime
21 22 M No experienced 1 week ago 1-2,000 Daytime
22 23 M No experienced 1 week ago 2,001-4,000 Evening
23 23 M No experienced 1 week ago 2,001-4,000 Evening
24 22 M Voluntary 1 week ago 6,001- Evening
25 22 M No experienced 1 week ago 1-2,000 Evening
26 24 F Exogenous 2 weeks ago 2,001-4,000 Evening

users added not only the suggested elements but also other
elements through follow-up interaction. From these results, the
follow-up interaction by the proposed system helped reviewers
to enrich their reviews as informative and comprehensive.
These results follow RQ 1, RQ 2 and RQ 3.

Throughout both originally described and added elements,
it was confirmed that there were highly co-occurred elements:
taste and texture, taste and ingredients, and taste and food
pairing. Co-occurrence of taste and texture happened in re-
views listing the characteristics of the dish. For co-occurrences
of taste and ingredients, Reviews explaining ingredients in
the dish and what taste the ingredients had included the co-
occurrence of taste and ingredients. Taste and food pairing
co-occurred in reviews describing the combinations of ordered
dishes on that day, including combinations of their tastes.

The total number of elements throughout interactions indi-
cated that taste-related elements were most frequent in both
originally described and added reviews. Almost all reviews
mentioned the taste of the food. It thus suggested that the
taste was the easiest element to describe in reviews rather than
others. Many reviews started with a description of taste and
went to others. From these results, there might be a common
idea among reviewers that “restaurant reviews should have
descriptions of taste.”

Focusing on elements only in the original descriptions,
reviews commonly included taste, and budget/price, i.e., el-
ements related to foods. Such elements were easily described
with reviewers’ feelings before and after eating. The descrip-
tions of reviews actually explained the taste and price in

relation to reviewer’s feeling. These results suggested that the
taste and price were significant points to evaluate restaurants.

Let us focus on added elements after the proposed system
suggested absent review elements in a review. The added
reviews commonly include not only elements related to taste
but also ones related to the restaurant’s environment: place and
budget/price. Although the system did not suggest, reviewers
additionally mentioned elements related to taste through the
follow-up interaction. This result also supported that reviewers
emphasized taste-related elements in reviews. We confirmed
that elements concerning place were not commonly mentioned
in originally described reviews, which were added after follow-
up interaction. Moreover, added reviews included more el-
ements related to staff and interior/decoration. The results
showed the elements concerning the restaurant were increased
after follow-up interactions.

B. Discussions for profiles of participants
We focus on the reviewers’ profiles shown in Table II. In the

following discussion, we consider the experience of writing
reviews, the timing of the experience, and the amount paid
at the restaurant. Note that all the participants were in their
twenties, their genders were unbalanced and not sufficiently
evident for discussion, and most visited restaurants in the
evening. The following discussions regarding the results in
Table III are thus limited to these profiles.

1) Experience for writing reviews: It was found that there
were no significant differences in originally described and
added elements between voluntary and exogenous for those
who experienced writing reviews. So, whether the experience
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TABLE III
REVIEW ELEMENTS IDENTIFIED BY EXPERIMENT REVIEWERS. EACH COLOR-CODED NUMBER REPRESENTS A DIFFERENT PERSPECTIVE: BLUE FOR

FOOD, RED FOR RESTAURANTS, AND ORANGE FOR REVIEWERS. THE ORDER OF NUMBERS IS THE SAME AS THE ORDER OF APPEARANCE IN A REVIEW.

Participant’s ID Originally described elements Originally absent elements
suggested by the system

Added elements by follow-up
interaction

1 119 5 4 9 11 17 10 9 11 8 12 17 15
2 16 9 19 1 11 12 8 12 8
3 8 9 1 2 7 6 23 19 3 4 11 12 16 17 18 16 18 11
4 9 17 7 1 8 2 3 15 22 2 1
5 2 1 10 19 3 4 11 12 13 15 17 22 23 16 17 22 23 11
6 10 18 19 7 1 5 6 8 9 6 7 9 11 19
7 8 10 19 13 1 12 16 17 18 19 20 1 13 6 9 11 14 15 16 19 21
8 11 1 7 9 5 9 16 23 16 12 7 9
9 8 5 1 10 11 16 17 16 17 8 10 11

10 17 9 6 23 8 14 1 13 14 15 5 3 4 7 11 5 3 4
11 1 9 22 7 8 10 13 15 10 19
12 1 2 5 6 17 9 19 8 10 8 10
13 1 4 5 21 22 23 7 6 23
14 1 3 17 10 19 3 5 17 19
15 16 18 1 2 3 5 6 7 8 9 10 7 1 9 8 19 11
16 8 16 12 7 1 18 19 2 3 9 11 13 18 20 21 18 9
17 16 12 1 2 6 18 19 8 9 19 20 8 9
18 8 2 1 5 7 19 3 2 23 4 17 19 4 19 10 17 12
19 16 17 12 19 1 5 10 12 13 17 9 1 5 10 12 13
20 1 2 6 8 9 10 11 12 14 15 18 20 21 16 12 10 11 23
21 1 19 1 5 6 19 1 5 6 23
22 8 17 16 1 11 10 3 7 6 10 20 22 23 6 23 10
23 17 9 19 6 1 12 13 14 15 11 15 1
24 1 17 7 18 19 22 23 16 17 20 9 18 11 16
25 3 2 5 1 10 11 19 1 8 16 10 16 1
26 8 1 19 10 9 7 11 9

of writing a review itself had a more significant meaning than
the desire to write one. Participants without review writing
experience often described elements of their satisfaction in
their reviews. In contrast, reviews from participants with
writing experience less frequently mentioned their satisfaction;
it seemed that satisfaction was not crucial for experienced
reviewers.

Let us focus on the originally described elements. Partic-
ipants with review writing experience included food-related
elements, particularly mentioning taste after an introduction of
the reviewer or context of dining. These participants mentioned
multiple perspectives of dining (i.e., food, restaurant, and
reviewer) in a review, though those with no experience in
writing reviews mentioned a few elements. On the other hand,
reviewers inexperienced in writing reviews tended to describe
fewer elements. Their common perspective of their reviews
was the “reviewer” him/herself. They described how they had
felt the taste and the context of dining without any preambles.
These findings suggested that experienced reviewers could
provide objective and comprehensive assessments in a review;
they would take into account the reader’s experience while
reading the review. In contrast, participants without prior
experience in writing reviews tended to write more subjective
reviews, focusing on their personal feelings.

For added elements after the follow-up interaction, experi-
enced participants in writing reviews improved the review to
include more elements about the restaurant, while elements for
food were less. The review consisting of originally described

and added elements covered all types of perspectives in
restaurant reviews. The inexperienced reviewers also could
improve their reviews by adding some elements absent in their
original ones. It was suggested that the follow-up interaction
could improve the reviews; it seems to be effective for even
experienced reviewers.

2) Timing of dining experience: Originally described re-
views differed between the dining experience and the timing
of writing reviews. It was suggested that participants who
had dined more than two weeks ago focused more on the
restaurant and reviewer perspectives. In contrast, participants
who had dined within a week focused more on “food.” These
results suggested that recent experiences led to more detailed
memories of the food itself, while older memories brought
more about the environment and context for dining.

3) Amount paid: We discuss the experimental results by
focusing on the amount paid at the restaurants mentioned in the
reviews. The tendencies of the reviews were different between
amounts paid less than 2,000 JPY and paid more than 2,001
JPY.

The participants who had paid less than 2,000 JPY often
mentioned elements for food in the original and added reviews.
The participants who had dined economical foods did not
focus on restaurant and user perspectives. It seems that the
important aspect for experiences with economical foods were
food itself. The participants who had paid more than 2,001
JPY mentioned all of perspectives food, restaurant and user;
that is, their review is well organized. It seemed that they
focused on not only foods but also environment and context of
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dining for the experience with expensive costs. These findings
suggested that the payment should not be just for foods, but
for the overall dining experience.

VI. CONCLUSION

This study has investigated writing reviews with follow-up
interaction. In this paper, we have set the following research
questions;

RQ 1 What memory challenges do customers face when
detailing a restaurant?

RQ 2 What types of information can be missed in reviews?
RQ 3 Does the follow-up interaction enrich the description

in reviews?
The answers to each research question have been as follows;
Ans. 1Without differences of experience or not, it is hard

for customers to detail all perspectives of a dining
experience by him/herself.

Ans. 2Perspectives for restaurants and users tend to be
absent. Especially in restaurants with less amount
paid, the customers focused more on taste.

Ans. 3Follow-up interaction as pointing out the absent ele-
ments is effective to revise the reviews in the written
reviews. Adding descriptions enriches reviews from
multiple perspectives.

These answers follow the RQ 1, RQ 2 and RQ 3 that could
not be followed in related works.

In the future outlook of this paper, we identify several
challenges that need to be addressed to enhance the robustness
and validity of our research findings;

1) Validation of the results across broader demographics
and provide more generalizable insights.

• Increasing participant numbers.
2) Eliminating any biases that could arise from uneven par-

ticipant demographics and heuristically prepared review
elements.

• Balancing participant profiles.
• Resolving empirical basis for review elements.

3) Detailed analysis of how participants engage with inter-
action prompts for a deeper comprehension of the effects
of interaction models.

• Observation of participant interaction: which
prompts elicit the most informative responses and
how participants navigate the review process.

4) Developing strategies to handle and accurately process
unclear or suboptimal review inputs.

These steps will significantly contribute to the refinement of
our experimental design. We believe that the AI-supported
review system ultimately leads to more comprehensive and
informative restaurant reviews that can better serve consumers
and restaurant management.
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Abstract—The purpose of this study was to investigate the 

rationale performance in between of 4K versus Full HD cameras 

in the context of a Remote Tower Optical System. Live videos 

from operational traffic at a German regional airport were 

recorded with both sensor types under different visibility 

condition. 23 air traffic controllers and aerodrome flight 

information officers compared and rated the different videos 

with respect to perceived video quality, detection and 

recognition range performance. Results show that, at least in 

this setting, in some situations, the 4K camera performs 

significantly better than the Full HD camera, but the effects are 

small and a clear decision without considering any other 

configuration parameters cannot be made unrestricted. The 

number of pixels of the sensor for instance is just one of many 

other parameters, which have to be considered in order to 

provide a well-tuned video stream, which supports an 

appropriate detection and recognition rate as well as a high-

quality appearance.  

Keywords-HD; 4K; Camera; RemoteTower. 

I.  INTRODUCTION  

A. Characteristics of Full HD and 4K Cameras 

Remote Tower is a prospering concept to provide 
aerodrome Air Traffic Services (ATS) more efficiently. The 
out-of-the-window view from the Air Traffic Control (ATC) 
tower is captured via video cameras and relayed to a controller 
working position in a Remote Tower Center (RTC), which is 
located independent of the location of the actual airport. Out 
of such RTCs many airports can be operated, which creates 
synergies in terms of flexibility, efficiency and cost-
effectiveness. In order to continue to handle the traffic safely 
and efficiently as from a conventional ATC tower, the quality 
of the video stream is of central importance. Particular 
attention is paid to the choice of the best camera sensor. 4K 
sensor cameras are increasingly entering the Remote Tower 
market, as the latest generations can compensate for the 
disadvantages compared to the currently used Full HD sensor 
cameras and thus, bring the 4K advantages into focus. But is 
the 4K really the better sensor for an Remote Tower Optical 
System (RTOS)? 

Finally, all is about to find a well-tuned RTOS set-up, 
providing an optimal video performance to meet the 
operational needs as well as infrastructure and cost 

constraints. For that purpose and in accordance to [1], many 
“glass-to-glass” (from the sensor lens to the display) 
parameters have to be considered, including but not limited to: 

• number of pixels (e.g., HD vs 4K),  

• sensor size, 

• Field of View (FoV) (set by focal length), 

• angular resolution (pixel/degree), 

• color depth,  

• video compression in terms of maximum bitrate 
and bit per pixel  

• CODEC implementation, e.g., H.264 or H.265,  

• light sensitivity, 

• contrast,  

• video update rate (fps),  

• network latency,  

• jitter,  

• noise,  

• packet loss,  

• display resolution,  

• size of the display and  

• distance of the display from operator. 
 

The aim of outweighing these factors is to deliver best 
possible user experience and the required detection and 
recognition range performance by using today’s video 
technology [1]. Increasing the performance of one parameter 
does not necessarily increase the overall performance of the 
entire RTOS. The ideal output is often achieved by wisely 
orchestrating multiple parameters. More specifically, it does 
not help to rely solely on high resolution (pixel per degree) to 
increase detection performance, when other parameters like 
light sensitivity or video compression rate do not promote the 
higher resolution. Typical parameters to be taken into 
consideration are described in the following sub chapters.  

1) Sensor Size and Light Sensitivity 
4K cameras have four times more pixels than HD cameras, 

but often still the same sensor size because the size of the 
sensor is limited by the housing size of the cameras. This 
results in the fact that a 4K pixel has only ¼ of the area of an 
HD pixel at the sensor (Figure 1). The detection capability of 
very small details is highly dependent on the number of 
photons of this detail, which are reaching the sensor  
(Figure 2).  
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Figure 1.  Pixel Sizes of HD vs. 4K Sensors. 

 

 

Figure 2.  Photon Rain on different Pixel Sizes. 

A larger pixel size guarantees a collection of a larger 
number of photons, which increases the visibility of the 
specific detail/object. Therefore, the following general rule to 
detect small details apply: The larger the pixel size, the higher 
the visibility/detection rate. However, technologies evolve 
over the time and from sensor generation to sensor generation 
the 4K sensor size increased from 1/2 to 4/3 inches and further 
the number of photons needed to detect an object/detail could 
be lowered. 

This means that newer 4K sensor generations need fewer 
photons to detect an object than older sensor generation and 
so reaches similar light intensity as the current HD cameras, 
but with a four times higher resolution (by the same FoV). 

2) Bandwidth and Processing Resources 
Due to the circumstance that 4K resolution contains four 

times the amount of pixels HD resolution does, using 4K 
technology in an environment that requires video processing 
would result in the fourfold demand of processing power of 
the video processing infrastructure, and thus also in the 
fourfold amount of bandwidth required for transmitting the 
video data from the camera at the airport to the Remote Tower 
center. Today the power needed to process and encode large 
4K video streams is provided on System-on-Chip (SoC) 
processors, which can cope with this large bitrate demand, but 

only up to a certain performance limit, to avoid the 
overheating of the processor inside the camera. Such powerful 
4K-generation processors with an extended processing power 
are relative cheap nowadays, which results into the fact, that 
the same powerful processors are used in modern HD cameras 
too. Hence, in practice the same maximum processing 
performance is facilitated in HD and 4K cameras, resulting in 
a very similar performance referring to maximum bitrate and 
bandwidth consumption. But the 4K delivers four times more 
pixels, thus the bit per pixel rate of the 4K camera is usually 
lower. As a consequence, given the same pixel per degree 
resolution in between of 4K and HD videos (4K in contrast to 
HD with fourfold FoV), the quality of the 4K video is poorer 
than the quality of the HD video – it contains more artefacts, 
which makes it more difficult to detect specific objects (e.g., 
aircraft) in the 4K image compared to the HD image (see 
Figure 3). 

However, in practice this effect will usually be 
compensated by adapting the FoV of the 4K camera to gain 
more pixel per degree (= higher angular resolution) to exploit 
the advantage of having the fourfold number of pixels. 

3) High Dynamic Range 
Current industry standards use High Dynamic Range 

(HDR) to improve the detection of moving objects, both in the 
sky and on the ground. HDR combines overexposed, ideally 
exposed, and underexposed images into one resulting image. 
While underexpose images are well suited to detect objects in 
the sky, overexposed images are better suited to detect objects 
on the ground. Combining these images into one provides an 
ideal basis for object detection. Until recently, HDR was a 
feature, which was only supported by HD cameras, but by 
today is also common standard for 4K cameras. 

B. Performance Criteria 

1) Detection and Recognition Range Performance 
The operator using an RTOS typically is an Air Traffic 

Control Officer (ATCO) or an Aerodrome Flight Information 
Service Officer (AFISO) who provides ATS to the airspace 
and aerodrome user (usually pilots). ATCOs/AFISOs aim for 
preventing collisions, organizing and expediting the flow of 
air traffic either by granting instructions and clearances or 
only by traffic information. For that purpose, on their video 
screens they have to have the traffic in sight in terms of 
detection and recognition of aircraft arriving and departing 
from the airport, in order to monitor landings and take-offs, as 
these are the most safety critical flight phases. So, the required 
 

  

Figure 3.  Artefacts in 4K vs Full HD compressed video streams with 

same pixel per degree resolution. 
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performance of the camera(s), which is the crucial part of the 
overall RTOS, is mainly driven by what (w.r.t. the object size) 
and where (w.r.t. the distance) the operator has to be able to 
“see” something to provide the required ATS [1]. Such 
operational requirements are aerodrome and use case specific 
and are further split into detection and recognition range 
performance requirements. The terms are seen in the sense of 
Johnson’s definition [2], who distinguished in between of “an 
object is discernible by the operator” (detection) and “main 
features of the object can be determined, sufficient to discern 
its object class” (recognition). Both constructs are crucial 
elements of an RTOS and mainly drives its performance 
requirements. 

Reuschling et al. [3] investigated detection and 
recognition range performances by comparing infrared and 
visual spectrum cameras in an RTOS context. Also Jakobi & 
Hagl [4] applied the EUROCAE [1] strategy to evaluate 
detection and recognition range performances in relation to 
different video update rates but so far, the detection and 
recognition range performances related to 4K sensors 
compared to HD sensors has not been investigated 
systematically in an RTOS context. 

2) Quality of video streams 
Another parameter to decide about the performance of an 

RTOS performance is the quality of the video stream. There 
are subjective and objective assessments methods, but it has 
been shown that objective quality assessments, such as Peak 
Signal-to-Noise Ratio (PSNR), correlate poorly with 
subjective ratings [5]. However, since a subjectively 
perceived quality of the video is the method of choice to get 
high operational acceptance and values from the operators, a 
subjective assessment seems to be more informative. If the 
operator is not convinced of the system quality, errors can 
emerge by expressed mistrust in the system. Confidence in a 
system plays a mediator role in the system reliability [6]. 
Particularly, flickering and low-resolution streams were 
barely accepted in past research [4] [7] [8]. Furthermore, 
video quality parameter like noise, color appearance, and 
sharp or blurry edges and textures play a role in perceived 
video quality. 

C. Research Question and Hypothesis 

The introduction showed which HD and 4K technologies 
can be found today, and what advantages, disadvantages, 
opportunities, risks and limitations exist. In a nutshell, today 
4K sensor technologies almost equal levels of light intensity 
of the HD technology in the range of 0.05 for color images 
and 0.01 lux for black-and-white images with an aperture of 
1.5. Furthermore, the latest 4K camera models also support 
HDR. 4K cameras delivers four times more pixels than a Full 
HD sensor, so the FoV of a 4K camera is four times larger 
with the same pixel/degree resolution or vice versa, with the 
same FoV the horizontal x vertical resolution is four times 
larger than a Full HD camera (or a combination of both 
parameters). However, standard 4K images are usually 
compressed heavier by the internal camera processing, in the 
sense of lower bit per pixel rates, which then in turn leads to 
poorer image quality (see Figure 3). This effect can probably 
be compensated by a higher pixel per degree resolution. 

Common RTOS 4K camera settings work with a combination 
of slightly higher FoV and a slightly higher pixel per degree 
resolution to compensate the poorer pixel quality of 4K 
compared to HD cameras to bring the detection range in 4K 
footage to a similar or (preferably) to a slightly higher level 
compared to the HD footage.  

One can therefore postulate that with such typical 
configurations the same detection and recognition 
performance are to be gained and further, very similar 
operator assessments of the video quality are to be expected 
in between of 4K and HD technology. The substantive 
hypotheses are therefore formulated as follows: 

H0,1: There are no differences between HD and 4K 
cameras in terms of their detection range performance. 

H0,2: There are no differences between HD and 4K 
cameras in terms of their recognition range performance. 

H0,3: There are no differences between HD and 4K 
cameras in terms of their perceived video quality. 

II. METHOD 

A. Participants 

Overall goal of this study was the comparison of HD 
versus 4K camera technology in the operational context of 
ATS provided by ATCOs or AFISOs using an RTOS. Since 
detection and recognition of traffic is not only a mere 
perception test but also highly affected by the operator’s 
expertise and situation awareness, operator experts, being 
ATCOs and AFISOs, had to be selected as test subjects for the 
experiment. They were recruited directly from airports and air 
navigation service providers asking if anyone would be 
interested in taking part in such an experiment. 

In total 23, two female and 14 male ATCOs between the 
ages of 22 and 60 years (M = 36.14, SD = 11.73) as well as 7 
male AFISOs between 27 and 66 years (M = 46.67, SD = 
15.03), all of German nationalities, participated in the 
experiment. 1 male ATCO was excluded from the data 
analysis, as the experiment failed mid-way by technical 
reasons, resulting in 22 valid participants in the end. 

The ATCOs participated voluntarily and they were 
compensated for their travel and accommodation expenses 
and their working hours. The study was performed in 
accordance with the General Data Protection Regulation (EU) 
2016/679. 

B. Design and Material 

1) Camera Specs 
The different cameras should prove themselves in 

different operational areas of interest, different visibility 
conditions and with different aircraft (object) sizes. Three 
different network cameras were selected:  

• AXIS Q1647-LE (called: “HD”),  

• AXIS Q1798-LE (called: “4K-1”) 

• Sony SNC-VB770 (called: “4K-2”) 
The first two AXIS cameras are commercial off-the-shelf 

cameras and very representative, because they are used by the 
Remote Tower supplier industry for today’s RTOS 
installations. Both are from the same manufacture (AXIS) and 
therefore will serve as well-suited candidates for this study. 
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The Sony 4K-2 is an older 4K type from the year 2016, which 
was chosen to see how much 4K camera technology has 
progressed over the past seven years. All cameras have been 
configured by engineers of the supplier industry in the best 
possible way as they would be used as one of several fixed 
composite cameras to gain a single panoramic image, usually 
360°, in an operational implementation. Depending on the 
operationally required vertical FoV and the required 
pixel/degree resolution, the cameras are positioned vertical or 
horizontal ranging from usually 7 up to 16 cameras for a 360° 
panorama. Therefore, the camera types slightly vary in 
between with respect to the pixel/degree resolution and they 
also slightly vary with all other specification and 
configuration, since each camera type is tuned in a way to get 
a high-quality image and best detection and recognition 
performance out of it. TABLE I. shows the main technical 
specifications and settings of the three used cameras HD,  
4K-1 and 4K-2. 

2) Camera Set up & Selection and Processing of Video 

Material 
The three cameras were set up at the research airport 

Braunschweig-Wolfsburg (EDVE) on the roof of a building at 
the German Aerospace Center (DLR) campus, very close to 
and in similar height like the operational Tower cabin  
(Figure 4). They were attached to an aluminum extruded 
profile for easy parallel alignment. The cameras were powered 
and networked using Power over Ethernet (PoE). The origin 
out-of-the-camera video streams were relayed to and recorded 
on a Linux-based file server.  

TABLE I.  TECHNICAL SPECIFICATIONS AND CONFIGURATIONS OF THE 

THREE CAMERAS “HD”, “4K-1”, AND “4K-2” 

 
 

 

Figure 4.  Camera mounting. 

Two different viewing conditions (areas of interest) were 
decided for: one facing east to capture the Instrumental Flight 
Rules (IFR) traffic approaching and landing on runway 
(RWY) 26 via its Instrument Landing System (ILS) approach 
and the second one facing north to capture incoming Visual 
Flight Rule (VFR) traffic, entering the ATC control zone 
(CTR) via the mandatory reporting points NOVEMBER 1 and 
2. To ensure consistency among the aircraft sizes, the same 
type of aircraft was chosen within each camera position. For 
the east facing position, a medium sized aircraft Dornier 328, 
and for the north view small sized aircraft like a Diamond 
Aircraft DA40 and a Piper PA-28 became the matter of 
choice. Seven different weather and visibility conditions for 
the camera facing east (see Figure 5 to Figure 11 (METAR of 
the selected time in brackets)) were decided for. 

 

 

Figure 5.  Opposite Sun (23th April 2023 METAR EDVE 110550Z 

25009KT 9999 VCSH SCT024 OVC037 07/04 Q1008=). 

HD 4K-1 4K-2

Lens F1.4 F1.7 F1.4

HDR yes yes yes

Image sensor size 
1/2 inch
(12,7 mm)

4/3 inches
(33,9 mm)

1 
3
/8 inches

(35 mm full 

frame)

FoV [p]
1920 x 1080  

Full HD

3840 x 2160

UHD

3840 x 2160

UHD

FoV [°] 43° x 24° 60° x 33° 54° x 32°

Resolution in pixel 

per degree 

[ppdeg]

45 65 68

Total number of 

pixels 
2,073,600 8,294,400 8,294,401

Target frame rate 

(fps)  
30 30 30

Total number of 

pixels per second 

(pps) 

62,208,000 248,832,000 248,832,001

Video 

compression
H.264 High H.264 High H.264 High

Max bitrate 

[Mbit/s]
50 50 32

Average max bit 

per 1000 pix per 

camera

804 201 129
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Figure 6.  Rain (20th April 2023 METAR EDVE 200550Z 08006KT 

050V110 9999 -RA SCT008 BKN010 OVC034 05/04 Q1020=). 

 

Figure 7.  Dusk (28th April 2023 METAR EDVE 281850Z 12005KT 8000 

BKN028 11/10 Q1010=). 

 

Figure 8.  CAVOK with Clouds (27th April 2023 METAR EDVE 

271550Z VRB03KT CAVOK 12/M04 Q1020=). 

 

Figure 9.  Significant Clouds (2nd May 2023 METAR EDVE 020550Z 

28008KT 9000 SCT010 OVC012 10/08 Q1018=). 

 

Figure 10.  Low Visibility (2nd May 2023 METAR EDVE 020620Z 

30008KT 5000 -DZ BKN005 BKN007 OVC014 10/09 Q1019=). 

 

Figure 11.  Blue Sky (3rd May 2023 METAR EDVE 030550Z VRB01KT 

9999 BKN035 04/02 Q1029=). 

For the camera position facing North opposite sun is not 
relevant. Also, low visibility and dusk does not play a role 
because the incoming traffic being VFR traffic, which is 
exclusively flying under visual meteorological conditions 
(VMC), which excludes low visibility and dusk conditions. 
Therefore, only three different visibility conditions for the 
camera facing north were decided for (see Figure 12 to  
Figure 14 (METAR of the selected time in brackets)). 

For both camera positions, recordings were gathered over 
a period of six weeks lasting from April until June 2023. 
Afterwards with the support of historical METAR data [9] the 
desired visibility conditions were scanned and watched for 
suitable traffic and selected when appropriate.  

 

 

Figure 12.  Sun-yes_clouds-no (13th May 2023 METAR EDVE 130950Z 

11012KT CAVOK 19/05 Q1021=). 
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Figure 13.  Sun-yes_clouds-yes (18th May 2023 METAR EDVE 181450Z 

09003KT 020V180 CAVOK 15/02 Q1027=). 

 

Figure 14.  Sun-no_clouds-yes (22nd May 2023 METAR EDVE 221520Z 

10008KT 070V130 CAVOK 25/13 Q1012=). 

Multiplying the number of cameras with the number of 
visibility conditions for each camera position sums up to a 
total of 3 x 7 (east) + 3 x 3 (north) = 30 video streams. Each 
file was watched individually by the experimenter to capture 
the exact moment when the first pixel of the aircraft appeared 
in the video in order to set objectively the earliest time, when 
something can be detected phenomenologically. When 
assessed these time stamps, the distances from the camera to 
the aircraft’s position at this time stamp was calculated. For 
this purpose, datasets from the OpenSky Network [10] for the 
medium sized aircraft and with surveillance data delivered by 
the DLR owned local ADS-B/MLAT/FLAM Jetvison 
surveillance system [11] in combination with Google Earth 
for the small sized aircraft were retrieved. For calculating the 
distances for aircraft, formulae like the Pythagorean theorem 
[12] were applied in which the very small effect of the 
curvature of the earth was neglected to keep it simple. Also, 
the altitude of the building (21m), where the cameras were 
located on, was discarded for the distance calculation for the 
small aircraft due to neglectable accuracy gains.  

Besides the video material, corresponding audio files with 
ambient aerodrome sound and with all relevant pilot/ATCO 
radio communication were retrieved from the long-time 
recordings. Finally, the video files were cut and merged with 
the corresponding audio files.  

As the used 4K camera settings had a greater FoV 
compared to the HD camera (see TABLE I. , the 4K FoV 

presentation would need a bigger screen, when using a pixel 
per pixel presentation. In order to present the 4K and HD 
video streams on the same screen in full screen mode, the 4K 
videos were cropped to align them to the same size as the HD 
videos, yet maintaining the quality and pixel per pixel 
presentation.  

To process the video material, FFmpeg multimedia 
framework [13] was used to cut the videos and merge them 
with the corresponding audio files. Also, for cropping the 
merged 4K files, the FFmpeg bitstream filter was the matter 
of choice. Furthermore, Audacity [14] and the Python module 
MoviePy [15] were applied to cut and merge the audio files. 

3) Experimental set up  
The experiment was set up via PsychoPy [16] and split 

into two parts. Part one assessed the test subjects’ detection 
and recognition range performance, part two assessed the 
perceived video quality. In total the test subjects watched 3 x 
7 + 3 x 3 = 30 video streams, whereas the order was 
randomized. All videos and corresponding audio files are 
presented pixel-true (pixel-per-pixel) in landscape orientation 
with Full-HD resolution size of 1920 x 1080 pixels on a 27-
inch display with Quad HD (QHD) resolution of 2560 × 1440 
pixel (see Figure 15). Via headset the test person could hear 
the ambient sound and the radio communication between 
ATCO and pilot.  

They were instructed to click the “detection” button via 
mouse, when the aircraft was spotted, and secondly, on the 
“recognition” button, when the object was recognized as a 
medium or small aircraft. When they clicked by mistake, they 
could click again because only the last click was considered 
for later analysis. In order to avoid learning effects for the test 
subjects, the video's starting point of the scene was slightly 
different in every video.  

After having the aircraft detected and recognized, the test 
subject was requested to judge about the general perceived 
video quality on a Likert scale ranging from 1 to 5. At last, the 
test subjects should rate the legibility of a lettering sign 
situated in a distance of 240 m, again on a Likert scale ranging 
from 1 to 5. Afterwards, they could click "next" and move on 
to the next video stream.  

With part two of the experiment, the test subject moved to 
a 43-inch display with a 3840 × 2160 (4K UHD) resolution. 
On this display video streams of all three cameras (HD, 4K-1 
and 4K-2) were presented simultaneously and pixel-true, and 
the test subject was instructed to compare the videos against 
each other with respect to five different video quality 
parameters in the sense of: 

 

• Motion: Movements smooth vs. flickering 

• Noise: noise vs. noise-free 

• Color: colors bleeding vs. natural 

• Edges: blurring vs. sharp 

• Textures: blurring vs. sharp. 
 

Sliders from minimum to maximum without any value 
scaling were used. When all five parameters for each of the 
three cameras had been rated (5 x 3 = 15 in total), the test 
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person could go on to the next three-way comparison out of a 
total of 7 + 3 = 10 aircraft approach scenarios (see Figure 16). 

 

 

Figure 15.  Test Subject conducting the detection and recognition task. 

 

Figure 16.  Test Subject conducting the perceived video quality evaluation 

task comparing three video streams out of the three cameras. 

4) Planned Statistical Tests 
As the test subjects should undergo all test conditions, a 

two-way repeated measures ANOVA were planned to 
conduct for both the detection and the recognition rate 
performance. Where sphericity is not met, the Greenhouse-
Geisser adjustment will be performed. Following the 
recommendation of Bakeman [17], the effect size will be 
reported as the generalized eta squared (η2

G) [18]. Post-tests 
were planned to determine the differences between the 
cameras, should they prove to be significant. For each video 
quality parameter, a pairwise comparison of the cameras was 
foreseen to conducted. This should be done via a paired-
samples t-test. Should the data not meet the necessary 
assumptions for ANOVAs and t-tests, nonparametric 
solutions were intended to be used. Values are to be treated as 
outliers when they are above quartile Q2 + 1.5*IQR or below 
Q1 – 1.5*IQR.  

III. RESULTS 

A. Detection Range Performance 

For the RWY26 approaches (cameras facing east) the test 
subjects watched video streams from seven different 
weather/visibility conditions each with three different camera 
recordings, in total 21 in a randomized sequence, and decided 
about the detection time, when the DO328 aircraft was 
spotted. Figure 17 depicts the detection range performance 
distances in a graphical bar chart diagram.  Distances are in 

 

Figure 17.  RWY26 Detection Range Performance - bar chart statistics for 

distances [nmi] via “Cam” and “Weather” condition. 

nautical miles (nmi) from the sensor lens to the aircraft. 
Standard deviations are shown as error bars. 

To prove for significant differences, a 3 x 7 two-way 
repeated measures ANOVA with the two Independent 
Variables (IV) “Cam” (3 cameras) and “Weather” (7 different 
visibility conditions) and the Dependent Variable (DV) 
“distance” revealed a significant result for IV “Weather” but 
not for IV “Cam” as it was postulated by hypothesis H0,1. 
However, the main factor effects are hard to interpret since 
also the Cam*Weather interaction became significant 
(TABLE II. ). 

In average, over the different weather/visibility condition 
the cameras do not differ with respect to the detection range 
performance. However, there are significant differences 
between the cameras for each single weather/visibility 
condition. TABLE III. shows the post-hoc tests differences 
and their significance values: Within the IV “Weather” 
categories “Opposite-Sun”, “Rain”, “Dusk”, “Significant 
Clouds” and “Low Visibility” the detection range 
performances differ significantly between the cameras. The 
4K-1 is significantly worse in “Dusk” and significantly better 
in “Opposite-Sun”, “Rain”, “Significant Clouds” and “Low 
Visibility”. Within “CAVOK with Clouds” and “Blue Sky” 
there are no significant differences. 
 

TABLE II.  3 X 7 TWO-WAY REPEATED MEASURES ANOVA FOR 

DETECTION DISTANCES (DF = DEGREES OF FREEDOM, F = F-VALUE, P = 

ERROR PROBABILITY, *** HIGHLY SIGNIFICANT; D= DIFFERENCE;  = 

EFFECT SIZE ETA SQUARE) 
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TABLE III.  PAIRWISE T-TEST COMPARISON OF THE CAMERAS FOR 

DETECTION DISTANCES WITH BONFERRONI ADJUSTMENT (T = T-VALUE; 
*** EXTREMELY SIGNIFICANT; ** HIGHLY SIGNIFICANT; * SIGNIFICANT; D= 

DIFFERENCE (NMI); CI = CONFIDENCE INTERVALL) 

 
 
The small aircraft approaching via mandatory reporting 

point November 1 and 2 (camera facing north) were usually 
spotted in 2-3 nmi (TABLE IV. ), but since the aircraft made 
a turn downwind at N2 flying west the distances increased 
again out of physical recognition range. Figure 18 shows the 
approach path of a small VFR aircraft incoming from the 
North (cyan line). The red line (from camera to the church of 
the village in the north of the airport) served as orientation line 
to match times in the video and Google Earth. Further, a 
calculated line in yellow, with respect to the first pixel 
appearance, is shown. 

TABLE IV. shows the objectively measured detection 
distances, when the first pixel appeared. Differences are not 
significant, so do not vary over “Cam” or “Weather”.  
TABLE V. shows a pie chart matrix for the subjective 
detection performance, in which grey symbolizes “detected”, 
white symbolizes “not detected”. 

There are no main differences in between of the cameras, 
just the visibility conditions show severe differences. The 
small aircraft was hardly detected in blue sky (Sun-yes / 
Clouds-no) but therefore almost every time detected in cloudy 
conditions with shaded sun (Sun-no / Clouds-yes). For each 
of the three visibility conditions, a Cochran's Q test was 
conducted to detect possible camera differences within a 
certain visibility condition. Only the test for one of the three 
conditions (Sun-yes / Clouds-yes) revealed a significant 
camera difference, Q(2) = 11.46, p = 0.003. Descriptively, 
detection rates were highest for the 4K-2 camera. 

B. Recognition Range Performance  

Figure 19 depicts the recognition range performance 
distances in a graphical bar chart diagram for RWY26 
approaches (cameras facing east). There are significant 
differences in between of the “cameras”, in between of the 
“Weather” conditions, but also significant interaction effects, 
that is, main effects “Cam” and “Weather” cannot be 
interpreted unambiguously (see TABLE VI. ).  

 

Figure 18.  Approach path of small VFR aircraft from the North. 

TABLE IV.  DISTANCES FIRST PIXEL APPEARANCE FOR SMALL 

AIRCRAFT APPROACHING FROM THE NORTH 

 
 

TABLE V.  PIE CHART MATRIX FOR DETECTION PERFORMANCE FOR 

SMALL AIRCRAFT (GREY = “DETECTED”, WHITE = “NOT DETECTED”) 

 

Weather Cam nmi

CAVOK Sun-yes_clouds-no 4K-1 2,74

4K-2 2,18

HD 1,97

CAVOK Sun-yes_clouds-yes 4K-1 3,33

4K-2 3,18

HD 3,66

CAVOK Sun-no_clouds-yes 4K-1 3,37

4K-2 3,46

HD 3,39

Cameras

4K-1 4K-2 HD
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Clouds-no
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Figure 19.  Descriptive bar chart statistics for RWY26 Recognition Range 

Performance via IV “Cam” and “Weather”. 

TABLE VI.  3 X 7 TWO-WAY REPEATED MEASURES ANOVA FOR 

RECOGNITION DISTANCES 

 
 

TABLE VII. shows the post-hoc tests differences and their 
significance values: Rather identically to the detection results, 
the 4K-1 is significantly worse in “Dusk”, but significantly 
better in “Opposite-Sun”, “Rain”, “Significant Clouds” and 
“Low Visibility”, and “CAVOK with Clouds”. In “Blue Sky” 
conditions there are no significant camera differences. 

TABLE VII.  PAIRWISE T-TEST COMPARISON OF THE CAMERAS FOR 

RECOGNITION DISTANCES WITH BONFERRONI ADJUSTMENT (T = T-VALUE, 
D= DIFFERENCE; CI = CONFIDENCE INTERVALL). 

 

The following boxplots descriptively depict all RWY26 
detection and recognition distances, one boxplot diagram for 
each “Weather”, seven in total (Figure 20). The dashed lines 
show the objective detection time, pre-assessed by the 
experimenter by replaying the video streams back and forth to 
objectively decide for, when the first pixel truly appeared. 
Within the boxplots, there are 50% of all values. The whiskers 
show the latest values which are still within 1.5 * interquartile 
range (IQR). 
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Figure 20.  Seven Boxplot diagrams for each of seven different “Weather” conditions showing RWY26 approaches with distances for objective pixel 

appearance (dashed lines), Detection (black) and Recognition (red) Range Performances w.r.t. each of the three cameras (IV “Cam”). 
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C. Perceived Video Quality 

1) Results for each Video Quality Category 
In part two of the experiment, the test subjects were asked 

to judge the perceived video quality in between of the three 
simultaneously presented camera video streams via all 10 
different weather/visibility conditions (see Figure 16). Their 
answers were summed up over the “Weather” conditions and 
the cameras “Cam” compared against each other via the five 
different video quality categories: “Motion”, “Noise”, 
“Color”, “Textures”, “Edges”.  

The results are presented descriptively via median 
boxplots and by inferential static analysis pairwise t-tests. 
When significant differences were gained, it is marked by 
stars behind the p-value and in bold letters of the better 
performing camera (see Figure 21 to Figure 25 and TABLE 
VIII. to TABLE XIII. ). 
 
 

 

Figure 21.  “Motion” - Boxplot diagrams with median and IQRs via three 

different cameras. 

 

TABLE VIII.  PAIRWISE T-TESTS FOR CATEGORY “MOTION” 

 
 

 

Figure 22.  “Noise” - Boxplot diagrams with median and IQRs via three 

different cameras. 

TABLE IX.  PAIRWISE T-TESTS FOR CATEGORY “NOISE” 

 
 

 

Figure 23.  “Color” - Boxplot diagrams with median and IQRs via three 

different cameras. 

TABLE X.  PAIRWISE T-TESTS FOR CATEGORY “COLOR” 
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Figure 24.  “Edges” - Boxplot diagrams with median and IQRs via three 

different cameras. 

TABLE XI.  PAIRWISE T-TESTS FOR CATEGORY “EDGES” 

 
 
 
 

 

Figure 25.  “Textures” - Boxplot diagrams with median and IQRs via three 

different cameras. 

TABLE XII.  PAIRWISE T-TESTS FOR CATEGORY “EDGES” 

 

2) General Perceived Quality of Video  
After watching the 21 videos for the RWY26 approaches, 

the test subjects were asked to rate their general perceived 
video quality on each single watched video, without the 
chance to compare it with simultaneously presented videos. 
TABLE XIII. shows the pairwise t-tests results and the 
respective descriptive boxplot diagram is seen in Figure 26 for 
the ratings on a Likert scale ranging from 1 to 5.  

 

 

Figure 26.  Video Quailty - Boxplot diagrams with median and IQRs 

showing the ratings for three different cameras via all 10 weather/visibility 

conditions and all video quality categories. 

TABLE XIII.  VIDEO QUALITY FOR THREE CAMERAS - PAIRWISE T-TESTS  

 
 
Two of the camera-pairwise comparison became 

significant, the 4K-1 and the 4K-2 are rated significantly 
higher than the HD camera. 

 

3) Readability of the Lettering sign  
With each of the 3 “Cam” x 7 “Weather” = 21 RWY26 

approach videos, the test subjects were asked to judge the 
readability of sign lettering 240m away from the camera on a 
5-point Likert scale. See TABLE XIV. and the respective 
descriptive boxplot diagram Figure 27. 

 

 

Figure 27.  Lettering Sign Readability - Boxplot diagrams with median and 
IQRs via three different cameras for over all seven RWY26 

weather/visibility conditions”. 
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TABLE XIV.  PAIRWISE T-TESTS FOR “SIGN READABILITY 

 
 
Both 4K cameras are significantly better in readability 

than the HD camera. 

IV. DISCUSSION OF THE RESULTS 

The overall goal of the study was to compare the 
performance of 4K vs. Full HD cameras in an RTOS 
environment, focusing on detection and recognition range 
performances, and the subjectively perceived video quality.  

With respect to “detection”, results did not show a 
significant effect on the main factor “Cam”, but only on the 
“Weather” factor and on the “Cam x Weather” interaction. 
Therefore, hypothesis H0,1 will not be rejected, saying: “There 
are no differences between HD and 4K cameras in terms of 
their detection range performance”. However, in dependence 
on the “Weather” conditions there are significant differences 
between the cameras, even when the effects are rather small.  

For instance, in “Rain” and in “Low Visibility”, the 4K-1 
is better than the HD camera, but, on the other side, much 
worse in the “Dusk” condition. The older generation 4K-2 
camera often performs in between of the 4K-1 and HD 
performance. The same result pattern occurred with the 
detection of small aircraft from the North: There are no 
significant differences in between of the cameras over all 
“Weather” conditions. 

With respect to “recognition”, there too is a significant 
main effect on “Weather” but also on “Cam” and its 
interaction, which makes the main effect “Cam” hard to 
interpret. Therefore, also H0,2 cannot be rejected and will be 
retained, saying: “There are no differences between HD and 
4K cameras in terms of their recognition range performance”. 
Again, there are significant differences in between of the 
cameras under the different “Weather” condition, saying, 
quite often the 4K-1 shows the better performance but also the 
HD has its advantages (see TABLE VII. ). 

Finally, H0,3 states that there are no differences between 
HD and 4K cameras in terms of their perceived video quality. 
Except for the Motion category, where no significant 
differences could be found, which would not have been 
expected, since all cameras operated with the same video 
update rate of 30fps, the 4K cameras always performed 
significantly better than the HD. The 4K cameras are 
perceived to be sharper in terms of textures and edges, with 
more color fidelity and lower noise. H0,3 is therefore rejected 
and the alternative hypothesis is to be assumed stating: “4K 
cameras in this setting deliver a better perceived video 
quality”. This decision is supported by the two further tests in 
which the test subjects were asked to generally assess the 
quality of the video, and also to assess the readability of a 
lettering sign 240m away. In both tests, the 4K cameras 
performed significantly better than the HD camera. 

How can this result pattern be explained and what 
conclusions can be drawn for future implementations of an 
RTOS? As postulated in the three hypotheses, based on the 

technical performance and configurations of 4K and HD 
cameras used in this study, no tremendous performance 
differences were assessed, even if the 4K cameras were able 
to show significant advantages in some situations and with the 
perceived video quality. On the technical performance level, 
both (putting the old generation 4K-2 camera aside), the HD 
and 4K-1 camera, deliver at 50 Mbps max bitrate. By the 
chosen FoV, the 4K delivers 65 pix/°, the HD only 45 pix/°, 
saying, the 4K therefore has a higher angular resolution, but 
possibly loses this advantage again because the 4K has four 
times more pixels to deliver, which cannot be delivered with 
the same bit per pixel rate like the HD can do, because, in 
average, with a maximum bitrate of 50 Mbps, the 4K can 
process 1000 pixel with 200 bits, the HD instead up to 800 bits 
per 1000 pixel (see TABLE I. ). These contrasting effects of a 
higher ‘angular resolution’ and lower ‘bits/pix*10³’ rate 
probably compensate each other and detection and recognition 
rates are rather similar in between of 4K and HD, with slight 
advantages for the 4K in this experiment setting (TABLE I).  

On the other hand, an RTOS typically delivers a 360° 
panoramic video stream with multiple cameras arranged in a 
circle and sums up the horizontal FoV of each camera into an 
overall 360° panorama. In our setting, with a 4K horizontal 
FoV of 60°, at least six (better seven cameras including some 
overlap needed when the streams get stitched to each other), 
and with the HD FoV of 43° at least nine cameras would be 
needed for a full 360° panorama video stream. With a 
maximum data stream of 50Mbps per camera, the nine HD 
cameras would consume 450Mbps, the 4K panorama just 7 x 
50Mbps = 350Mbps. The bandwidth needs for HD panorama 
would be much higher, and thus the costs. However, both, 
450, but also 350Mbps would be much too much and/or 
expensive for most prevailing infrastructures. The data 
streams have to be further compressed, down to a typically 
used maximum of 100Mbps (depending on the prevailing 
infrastructure and other constraints, often it is even less). To 
achieve this the HD panorama stream has to be compressed 
much more than the 4K panorama stream, factor 4.5 compared 
to 3.5. It cannot be stated directly what comes out of it because 
this panorama setting has not been tested but one would 
assume that the performance of the HD will continue to lose 
out compared to 4K panorama solutions. Furthermore, in this 
setting, the vertical FoV of the 4K is slightly higher, 33° for 
4K and only 24° for the HD panorama, which would be 
another advantage for the 4K solution.  

It is further to be noted that when transmitting more (up to 
four times more) pixels and if these pixels are to be presented 
pixel by pixel (pixel-true), more displays or higher resolution 
displays (typically 4K instead of HD) are needed. Since the 
pixels become smaller with more pixels presented on the same 
display size, the controller also has to move closer to the 
displays in order to resolve the presented pixels with the 
human eye resolution of approx. 60pix/°. With a 4K 27-inch 
display for instance, the eye distance from the display must 
not be greater than 53 cm, which becomes a challenging factor 
for the design of an RTOS working position.  

The bottom line is that 4K is probably the better 
alternative. Even when the single sensor is slightly more 
expensive (by about 25%), energy-intensive with a smaller 
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bit/pixel ration, the 4K offers on the positive side a better ratio 
of FoV and angular resolution, a slightly better detection and 
recognition performance, and a better perceived video quality. 
Further on, in a 360° panorama composition fewer cameras 
are needed, which compensates costs and energy consumption 
and improves the bit/pixel ratio compared to the HD solution.  

V. CONCLUSION & OUTLOOK 

In a nutshell, what is the better optical sensor for an RTOS, 
4K or HD? Based on the current state of the art technology, 
there is no 100% clear answer. When comparing individual 
4K and Full HD cameras, the measured performance 
differences in this setting were rather marginal. Although this 
study revealed slight advantages for the 4K camera, the 
advantages depend very much on the weather/visibility 
conditions and the camera settings chosen. The selected 
settings of the individual cameras in this comparison were 
chosen as they would be used in a 360° RTOS video 
panorama. In such a 360° composition of several individual 
cameras it is to be expected that the slight advantages of 4K 
technology would become even more apparent. 

All cameras under investigation in this study facilitated the 
same codec H.264. More modern codecs like H.265 or AV1 
allow higher max bitrates and thus could improve the overall 
quality of the video streams. On the other hand, the encoding 
principles of modern codecs tend to eliminate small details. 
This could even lead to a reduction of the detection 
performance compared to H.264. The influence of codec and 
bitrate needs to be investigated in a separate study. 
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José Alberto Benı́tez-Andrades
Department of Electric, Systems

and Automatics Engineering
Universidad de León

León, Spain
email: jbena@unileon.es

Francisco Carro-De-Lorenzo
TRESCA Ingenierı́a S.A.

León, Spain
email: fcarro@tresca.es

Carmen Benavides
Department of Electric, Systems

and Automatics Engineering
Universidad de León

León, Spain
email: carmen.benavides@unileon.es

Abstract—The development of Human-Machine Interfaces
(HMIs) capable of visualising real-time processed data from
robotic systems is of essential importance today. These graphical
user interfaces play a crucial role in the smooth and efficient
interaction between humans and robots, resulting in a signif-
icant improvement in the productivity and safety of various
industrial and scientific applications. In this context, the present
work addresses the design and development of an innovative
human-machine interface for real-time 2D Light Detection and
Ranging (LiDAR) based Simultaneous Localization and Mapping
(SLAM). Such interface has been implemented in MATLAB and
establishes an effective communication with the Robot Operating
System (ROS) environment. Its straightforward design, planned
for real-time teleoperation, facilitates the acquisition and analysis
of data from sensors and actuators of a robotic system. The real-
time processing of the data supports computationally expensive
tasks, such as those associated with SLAM processing. Indeed,
feature extraction for environment mapping from 2D LiDAR data
is one of its applications.

Keywords-Human-Machine Interface (HMI); Light Detection
and Ranging (LiDAR); Simultaneous Localization and Mapping
(SLAM); teleoperation.

I. INTRODUCTION

The development of Human-Machine Interfaces (HMIs)
capable of visualising real-time processed data from robotic
systems represents a major milestone in the evolution of au-
tomation and robotics. Advances in these fields have led to the
creation of autonomous robots capable of navigating complex
environments, making their own sensor-based decisions and
completing specific missions without the need for constant
human supervision. The level of autonomy of a robot is
intrinsically related to the level of human intervention [1].
Even robots with a high degree of autonomy may require
human guidance in dangerous or unknown situations, where
human criterion and expertise cannot yet be replaced. It is in
the face of critical events [2][3][4], such as remote medical
care, disaster response and inspection of hazardous infrastruc-

ture, where the development of graphical user interfaces for
teleoperation becomes essential.

HMI allows human operators to interact with the robot
in a seamless way, as well as to monitor and control the
robotic system effectively [5]. Moreover, these interfaces can
contribute to the early detection and resolution of problems or
challenges that may arise during robotic operation, resulting
in increased efficiency and safety levels [6]. Furthermore,
they are particularly valuable in environments where rapid
and accurate decision-making requires fast processing of large
volumes of data. This environmental information stems from
the sensors available to each robotic system. Most robotic
platforms can be programmed in Robot Operating System
(ROS) environment, which may be complex for users without
prior experience in robotics. In this sense, the implementation
of robotic systems that use technologies such as Light Detec-
tion and Ranging (LiDAR) based Simultaneous Localization
and Mapping (SLAM) to capture data from the environment,
or communication through ROS, has generated a growing
demand for graphical user interfaces capable of managing and
visualising this data in real time.

Our work focuses on the design and development of an HMI
capable of controlling a LiDAR SLAM robotic system in real
time while ensuring seamless communication between ROS
and MATLAB. The graphical user interface we propose is
simple and intuitive for the user compacting the visualisation
of the raw data from sensors, the data processed in ROS as well
as the data processed in MATLAB. It is accessible from any
PC and, most importantly, enables the visualisation of signals
in real time. This paper is organized as follows: Section II
provides a review of related work. In Section III, the robotic
system is described. SLAM methodology is defined in Section
IV. Section V contains the details of our HMI. In Section VI,
HMI experiments are presented. Finally, conclusions are to be
found in Section VII.
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II. RELATED WORK

HMIs are more complex than mere control panels. They
provide a virtual window through which operators can view
and interact with the environment. These interfaces must be
intuitive and efficient, as any delay or confusion in communi-
cation could result in major consequences.

The healthcare sector serves as an example of a highly
demanding environment. Surgeons can teleoperate surgical
robots as long as they have access to acceptable real-time
image and data. Advances in HMI technology significantly im-
prove the accuracy and safety of medical procedures [3][7][8].

The exploration of hostile environments is another area
where the teleoperation of robotic systems simplifies human
tasks. Many robots are used in search and rescue (SAR)
missions [9][10]. In such situations, robots can perform tasks
that are dangerous or inaccessible to human operators.

In the industrial domain [11][12], LiDAR or camera-
equipped robot teleoperation for tasks such as mapping and
inspection benefits greatly from data processing and analysis
capabilities. This facilitates decision-making and monitoring
of operations in real time, improving efficiency and safety in
production environments.

The ability to process and visualise data in real time is key
to the success of teleoperation. In this context, the integration
between ROS and different programming environments, such
as MATLAB, plays a crucial role. ROS provides a solid plat-
form for robot control and perception, while MATLAB offers
powerful signal processing and data analysis capabilities. The
effectiveness of the combination of both systems has been
demonstrated in several case studies [13][14][15]. Indeed, our
HMI proposal integrates ROS and MATLAB. The objective of
this work is the development of bidirectional communication
between the robotic system and the human operator, featuring
real-time processing of sensor data and movement commands.
Unlike other graphical interfaces, the proposed HMI focuses
on the visualisation of SLAM data, in particular the key
points extracted from the 2D LiDAR sensor of the mapped
environment. In addition, our HMI displays the data processed
in different environments, here ROS and MATLAB, in real
time.

III. ROBOTIC SYSTEM

The robotic system used in this work is responsible for
performing SLAM tasks. It creates a two-dimensional map
of the environment in which it operates, while simultaneously
determining its precise position.

All experiments have been carried out with 4WD Rover
Zero 3, developed by Rover Robotics. The robot is shown in
Figure 1, along with the sensors used for the characterisation
of the surrounding environment. For visualisation purposes,
the camera Intel® RealSense™ D435i has been employed. An
omnidirectional 2D LiDAR sensor has been used for mapping
and positioning tasks in real time, namely RPLiDAR S2 from
Slamtec. The signals from the sensors are processed by the
Intel NUC10i mini PC located on board. Obtained data is
analysed in real time using the ROS framework. The robot

is remotely controlled from a virtual joystick implemented in
the designed HMI.

Figure 1. Teleoperated robotic system used in SLAM experiments.

Both the robotic platform and the external PC running the
HMI are connected to the same network via WiFi. Information
exchange between both systems, represented by dashed arrows
in Figure 2, is thus allowed.

IV. SLAM METHODOLOGY

Our robot is designed to perform real-time mapping and
positioning tasks using SLAM technology. This involves col-
lecting data from sensors, camera and LiDAR, to build a map
of the environment. At the same time, it uses this data to
estimate the position and trajectory of the robot within the
map. Since these tasks require large processing power, part of
the computational load is delegated to MATLAB. This leads
the HMI to play a key role in the acquisition and visualisation
of sensor data, ROS data as well as MATLAB data allowing
the robot to make informed decisions and navigate in a
guided manner in real-time within its environment. The system
architecture and the flow of information between the different
system components is shown in Figure 2.

A. LiDAR SLAM

The map and the trajectory followed by the robot are
obtained in real time by means of Google’s Cartographer
[16]. It runs on the ROS framework of the mini PC that
is integrated in the robotic system. This algorithm works
with submaps to facilitate information processing. As the
robot moves, Cartographer gradually adds the LiDAR sensor
readings to the last generated submap [17].

B. Feature extraction

Mapping any environment generates a large volume of
information. The current trend in SLAM processing is to
reduce this raw data to a set of characteristics that define
the mapped profile [18]. In structured environments [19],
it is very common to use extraction techniques that focus
on identifying key features such as straight sections, curved
sections and corners. These features are essential to understand
and properly represent the geometry of the environment.
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Figure 2. System Architecture Diagram.

The profile under study is structured. Therefore, we will
extract its corners in real time from the current LiDAR scan.
This part of the process is performed on MATLAB. We use
Weighted Conformal LiDAR-Mapping (WCLM) [20] for this
purpose. This methodology allows for the extraction of corners
while determining their uncertainties, using the data provided
by a 2D LiDAR sensor (distance ρ and angle θ).

From the readings xi and yi corresponding to each point of
the mapped profile, the coordinates xQ and yQ defining each
straight line in the inverse domain (1) can be extracted [20].

xQ · xi − yQ · yi = 1 (1)

The expressions for xQ and yQ are (2) and (3), respectively.
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ŷQ =

(
∑

i wixi) (
∑

i wixiyi)− (
∑

i wiyi)
(∑

i wix
2
i

)
(
∑

i wix2
i ) (

∑
i wiy2i )− (

∑
i wixiyi)

2

(3)

Where the weighting factor is ωi =
1

σ2
ρ(ρσθ)2

, while σρ

and σθ are the uncertainties in distance and angle of the laser
rangefinder, respectively.

The covariance matrix CQ can be obtained as follows [20].

CQ =

[
Vx̂Q

Cx̂QŷQ

Cx̂QŷQ
VŷQ

]
(4)

Once the parameters xQ and yQ of the straight lines and
their uncertainties are known, the corner coordinates of the
mapped profile xc and yc can be extracted following equations
(6) and (7), respectively.

xQi
· xc − yQi

· yc = 1 (5)

xc =
yQi+1 − yQi

xQi
· yQi+1

− yQi
· xQi+1

(6)

yc =
xQi+1 − xQi

xQi
· yQi+1

− yQi
· xQi+1

(7)

The covariance matrix of the corners is defined by (8).

Cc = Jc ·


VxQi

CxyQi
0 0

CxyQi
VyQi

0 0

0 0 VxQi+1
CxyQi+1

0 0 CxyQi+1
VyQi+1

 · JT
c (8)

Where Jc is the Jacobian matrix of corner parameters with
respect to line parameters xQ and yQ.

V. HMI MODEL

The aim in the design and development of the HMI is
to facilitate the control of a SLAM robotic system using
2D LiDAR technology. This interface is designed to perform
this function in different indoor environments, whether in
industrial, domestic or similar contexts. Its design should be
intuitive and accessible to a wide variety of users, even those
without previous experience in handling ROS based systems.

Real-time bidirectional communication between the human
operator and the robotic system must be facilitated by this
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interface. This communication has to be smooth and efficient
facilitating users’ decision making. As all data from the
sensors is processed in ROS, information must be transferred
to the interface. In this way, it is available to the user without
having to directly access ROS. For this purpose, we have
chosen MATLAB R2023a as the programming environment
for the design and development of both the interface and the
processing of the signals from ROS.

A. HMI Design

The interface we propose has been entirely designed using
MATLAB’s App Designer. One of the main advantages of
using this environment is the ability to generate standalone
applications that can be run outside MATLAB. This allows the
interface, once designed, to be exported as an independent ap-
plication using MATLAB Compiler. The generated executable
can be installed on any device and is compatible with a wide
variety of operating systems, the main ones being Windows,
Linux and macOS. This makes our HMI an accessible interface
for any user.

The resulting graphical user interface is presented in Figure
3. This interface has been carefully designed to provide an
intuitive and efficient user experience. Other designs such as
[15] were tested but the proposal presented below extends
the functionalities of the interface, provides more information
by displaying features extracted from 2D LiDAR data in real
time with a more compact visualisation. It is divided into five
sections as each one defines a specific functionality of the
application, see Figures 2 and 3.

1) Toolbar: This section provides quick access to the
key functions of the application. These functions include the
display of previously stored data, the possibility to perform
delayed analysis and the ability to save processed data.

2) System Communication: In this section, users can con-
figure the communication between ROS and MATLAB pro-
viding the robot’s IP address.

3) Visualisation of Sensor Data and ROS Data: A signif-
icant part of the interface is dedicated to the visualisation of
raw data as well as the data processed in ROS. This includes
the real-time transmission of the camera information, as well
as the Geographic Information System (GIS) representation
of the map and the path followed by the robot, which are
generated by the mapping algorithm Cartographer. These
visual elements provide the user with a clear and complete
representation of the robot’s environment.

4) Visualisation of LiDAR Data Processed: Another essen-
tial function of the application is the LiDAR data analysis area
where the WCLM algorithm detects the corners of the mapped
environment. Here, the interface allows visualisation of the
LiDAR data processed directly in MATLAB. This involves
the extraction of the corners that make up the environment
and the subsequent reconstruction of the profile using this
information. This real-time LiDAR data analysis is a valuable
feature that allows users to obtain detailed information about
the surrounding environment.

5) Remote Control: A virtual joystick has been incorpo-
rated in the centre of the interface. This interactive component
allows users to send movement commands to the robot in an
intuitive and precise way.

Real-time updating of the user interface has been one of the
challenges faced both in the design of the interface and in the
work in general.

B. Signal Processing
One of the main milestones of this work is the ability

to process data from the sensors and send instructions to
the robot in real time. This is possible through MATLAB’s
ROS Toolbox. This tool allows communication and interaction
between MATLAB and ROS. In this case, it allows for the
implementation of the WCLM algorithm [20] in MATLAB
with the LiDAR data from ROS.

The main objective is being able access to the available
topics in ROS from the HMI. In this way, messages can be sent
and received between both systems. Among the wide variety of
options offered by the ROS Toolbox, we will focus on initiating
communication with ROS, subscribing to the topics of the
sensors and Cartographer, publishing in the topics related to
the control of the actuators and closing the communication.

The first step is knowing the IP address of the robot in
order to establish communication from the interface. Once
the connection to the ROS Master has been initiated, the
information from the camera, the LiDAR sensor and the map
and trajectory data can be accessed by subscribing to the topics
that host these messages. Movement commands to the robot
are published in the topic designated for this purpose. Finally,
when the exploration is completed or the HMI is closed, both
systems are disconnected.

VI. EXPERIMENTAL RESULTS

The 4WD Rover Zero 3 robot was employed in the
experiments, which involved mapping the corridors on the
ground floor of the Technological Building of the School
of Industrial, Computer and Aerospace Engineering of the
University of León. This research addressed several aspects.
First and foremost, we sought the effective visualisation of
the resulting map on GIS. In second place, we evaluated the
effectiveness of the bidirectional communication between the
robot and the Human Machine Interface used in the study.
Third, a calculation process of the uncertainties associated to
the measurements was launched.

The first step was to analyse the data processed in ROS from
Cartographer. In Figure 4, the map can be seen in yellow, and
the trajectory followed by the robot, in blue. This information
is represented by MATLAB on a satellite image provided by
Google. This Cartographer-generated map is built as the robot
moves through the environment. Please note that the robot is
teleoperated from the HMI, which sends instructions in real
time. A human operator makes the movement decisions based
on the data stream from the camera.

The fluent real-time communication between the two sys-
tems, i.e., the robot and the HMI, results in an efficient inter-
action between the operator and the robot. This constant flow
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Figure 3. Human-Machine Interface for industrial robot teleoperation.

Figure 4. Map (yellow) and trajectory (blue) followed by the robot during the
mapping of the Technological Building of the School of Industrial, Computer
and Aerospace Engineering of the University of León.

of information benchmarks one of the fundamental aspects of
this work: the efficiency of bidirectional communication. This
has been noted by several users, who also indicated an intuitive
interface.

Since Cartographer does not provide us with the uncertainty
levels for each point on the map, we have extracted the features
of the environment mapped by the LiDAR sensor. For this
purpose, the WCLM method proposed by Prieto-Fernández et

al. [20] is used. Following this methodology, it is enough to
have the LiDAR measurements and to know the uncertainty
of the sensor used to determine the coordinates of the corners
and their uncertainties. According to the information provided
by the manufacturer, its angular resolution is (σθ = 0.12/2o),
and its depth accuracy (σρ = ±5 cm).

Figure 5. WCLM for corner extraction for position A. The LiDAR data is
presented in pink, corners are highlighted in black and sensor position in blue.

Figures 5 and 6 show the same corridor of the Technology
Building mapped from two different positions, which allows
to observe how the uncertainty of the same corners varies
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Figure 6. WCLM for corner extraction for position B. The LiDAR data is
presented in pink, corners are highlighted in black and sensor position in blue.

according to the acquisition point. The measurements were
taken from the point marked in blue, the mapped profile is
represented in pink and the corners obtained by the WCLM
method are highlighted in black.

TABLE I
WCLM CORNER DETECTION AT POSITION A

Corner xc [m] yc [m] σxc [mm] σyc [mm]
1 -1.500 -0.948 18.040 3.816
2 -0.808 -1.675 19.345 11.250
3 0.888 -1.664 19.455 11.350
4 1.549 -0.933 19.579 8.236
5 3.530 -1.018 28.563 4.473
6 5.384 -1.109 28.535 19.950
7 5.427 -0.874 29.045 5.182
8 6.896 -0.860 27.371 7.634
9 6.685 -0.752 21.567 16.372

10 6.745 -0.299 24.151 12.443
11 6.788 -0.286 30.484 15.737
12 6.771 -0.122 30.117 23.151
13 6.971 0.913 22.910 18.326
14 7.052 0.951 30.833 17.280
15 6.956 1.059 45.764 14.571
16 1.520 1.087 16.943 3.901
17 0.834 1.836 18.108 10.170
18 -0.861 1.795 20.021 11.556
19 -1.525 1.066 21.029 10.480
20 -2.038 1.063 27.201 9.364

TABLE II
WCLM CORNER DETECTION AT POSITION B

Corner xc [m] yc [m] σxc [mm] σyc [mm]
1 -6.921 -0.919 29.243 13.652
2 -3.261 -0.943 19.219 2.340
3 3.233 -1.027 23.780 2.168
4 3.304 -0.735 13.786 143.877
5 3.335 0.707 11.264 112.222
6 3.263 1.002 35.472 2.791
7 -6.921 1.109 26.825 12.249

The data presented in tables I and II includes the Cartesian
coordinates of these corners as well as their uncertainties.

Uncertainty levels are found to be intrinsically related to
the number of points that delimit each corner. This relation-
ship is explained by the fact that the corners are generated
from the intersection of straight sections, and the number of
points involved in the calculation of these straight sections
significantly influences the uncertainty of the resulting corner.
Matching corners on both maps are highlighted with the
same colour in both tables. Please note that the same point
may have different uncertainty levels in each map. This is
due to the relative distance between corner and sensor in
each scenario. In the case of red and green labelled corners,
position A is characterised by the sensor being closer to these
corners, which leads to higher data availability for position
calculations, thus resulting in a lower uncertainty compared to
position B. The case of the yellow corner is inverse: at position
B, a larger amount of information is available compared to
position A, resulting in a lower uncertainty.

These observations show the influence of the relative lo-
cation of the sensor with respect to the objects of interest
on the accuracy and uncertainty of the measurements. The
reliability of the results is found to strongly depend on careful
consideration of the position and layout of sensors.

VII. CONCLUSION

This work addresses one of the key challenges in signal
processing within robotic systems focused on 2D LiDAR
SLAM. The developed graphical user interface enables remote
analysis and bidirectional communication in real time with
the robot, thereby enhancing control and decision making
capabilities and broadening application range into a variety
of industrial and scientific contexts.

The main achievement of the HMI is its ability to control
and monitor the robotic system both in real time and deferred
scenarios while visualising the data processed in different
environments, ROS and MATLAB. The latter endows the
interface with multidisciplinary versatility, allowing users to
generate their own data analysis code outside of the ROS
environment. It facilitates the collection, visualisation and
storage of such information for further processing, which is
particularly valuable in research and development environ-
ments.

We can conclude that the resulting HMI meets the initial
objectives. It is an intuitive and efficient interface, aimed at
a wide range of users. Versatility is coupled with accesibility,
since multiple platforms are supported and MATLAB is not
required on the end device, turning the resulting product into
a plug-and-play commodity for any user.
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Abstract—The purpose of this study is to elucidate the 
surface skin blood flow dynamics during muscle contraction 
using real images with filters that pass near-infrared 

wavelengths. It has been shown that the depth of 
transmission differs depending on the RGB color 
components. In the previous study, it was suggested that the 

blood flow state obtained from the R-B component value, 
which is the difference between the deepest R component 
value and the shallowest B component value, may be used as 

one of the evaluation indices of muscle activity. However, the 
use of the near-infrared light component, which has a deeper 
penetration depth into the subcutaneous region than the 

RGB light component, has not yet been examined in this 
method. The near-infrared light component has a possibility 
to measure the blood flow state inside the subcutaneous 

tissue with high accuracy, because the light penetrates 
deeper into the subcutaneous tissue than the RGB light 
component. Therefore, in addition to the RGB light 

components used in the conventional method, a visible light 
camera equipped with a filter that transmits wavelengths 
above the near-infrared light component is used. In the 

experiment, a load equivalent to 40% of Maximum 
Voluntary Contraction (MVC) was applied to the subject's 
upper arm. The subjects were kept in a resting state, and 

then the load was applied to their arms and they were kept 
in a resting state again. As a result, the R component values 
with the filter showed a larger change than the R-B 

component values without the filter when the load was 
applied. This result indicates that the R-B component with 
filter can capture the changes in blood flow more easily than 

the conventional method. 

Keywords- Real image, muscle, Filter, Blood Flow. 

Ⅰ.  INTRODUCTION 

 Assessment and estimation of autonomic nervous 

activity, which changes in response to situations such 

as fatigue and concentration, can help humans to lead a 

comfortable life. It has been shown that autonomic 

nervous system activity affects blood flow. The 

methods to measure changes in subcutaneous blood 

flow include evaluation using thermal images of the 

face using an infrared thermography camera and 

evaluation using real images using a visible light 

camera such as a web camera. In particular, the real 

image method can be used for various applications 

because it does not require any special equipment for 

measurement.  
Various studies have been conducted on the method 

using real images, and it has been clarified that the 

depth of transmission of each color component of 

visible light (RGB) to the skin differs depending on the 

color. Using this property, it has been suggested that by 

focusing on the R-B component values, it may be 

possible to obtain the state of peripheral blood flow and 

evaluate autonomic nervous system activity [1]. It was 

also suggested that the blood flow state obtained from 

the R-B component values could be used as one of the 

evaluation indices of muscle activity that enables the 

estimation of muscle fatigue. However, these methods 

have not yet investigated the use of the near-infrared 

light component, which has a deeper penetration depth 

into the subcutaneous region than the RGB light 

component.  

 In this study, we will examine whether a visible 

light camera equipped with a filter that transmits 

wavelengths near the wavelengths of near-infrared light 

that can be acquired can be used to measure 

subcutaneous blood flow in the biceps brachii muscle 

with high accuracy and to evaluate muscle activity. 

  

Ⅱ.  PROPOSED METHOD 

 The near-infrared light component penetrates deeper 

into the subcutaneous tissue than the RGB light 

component, and thus has the potential to measure the 

state of blood flow inside the subcutaneous tissue with 

high accuracy. For this reason, in addition to the RGB 

light component used in the conventional method, a 

new visible light camera equipped with a filter that 

transmits wavelengths above the near-infrared light 

component is used. We will evaluate the possibility of 

highly accurate measurement from the RGB light 

component and the RGB light component of the camera 

equipped with the filter. 

Ⅲ.  EXPERIMENT SUMMARY 

 Before the experiment, green tape was applied to the 

subject's upper arm so that it formed a rectangle, and the 

analysis area was limited to the green tape. During the 

experiment, two smart phones were placed in a position 

where the rectangle formed by the green tape and the entire 

area from the subject's wrist to the shoulder were captured 

by an external camera. 

 In order to obtain data during muscle contractions that 

cause significant changes in epidermal blood flow, 
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isometric contraction experiments were conducted to 

minimize the effects of noise generated by body 

movements. First, the subject's Maximum Voluntary 

Contraction (MVC) was measured to identify the location 

of the platform; MVC was measured three times for 10 s. 

MVC was calculated by measuring muscle forces at 2, 5, 

and 8 s and averaging them. 

Next, using the calculated MVC, four different 

wavelength transmission filters (560 nm, 600 nm, 640 nm, 

and 660 nm) were attached to one smartphone in turn, and 

the following procedure was performed a total of four 

times. 

  First, the subject sat in a resting position for 60 seconds. 

Next, the elbow joint angle was maintained at 90° and the 

subject held a weight with 40% load by hand for 45 

seconds, then the weight was removed and the subject 

again sat in a resting position for 60 seconds. 

   Ⅳ. RESULTS ANALYSIS AND CONCLUSION 

A. Comparison of B-component values for each filter 

 Time series data of the wavelength of the B component 

acquired from cameras with filters on the entire upper arm 

were compared among four types of filters. The 

wavelength of the B component is generally between 460 

and 500nm. There is a large difference in the B-component 

values between filters with wavelengths below 600 nm and 

above 640 nm, and a large change in the B-component 

values between filters with wavelengths of 640 nm and 660 

nm. In natural environments, the sensitivity of the camera 

itself also changes due to changes in light intensity. When 

using such a filter, it is necessary to keep the light level 

constant. In this study, we used a filter that transmits light 

from wavelengths below 600 nm, which is sufficient for 

the filter to function even under fluorescent light, where 

the light intensity does not change to some extent. The 

higher the cutoff frequency of the filter, the lower the 

visible light component that can be acquired, and the lower 

the amount of light that can be acquired, the more the 

sensitivity of the camera is automatically increased. 

Therefore, the B-component values at 560nm to 640nm are 

higher than those at 640nm due to the increase in the 

sensitivity of the camera. On the other hand, the B-

component values are lower at 660nm than at 640nm. It is 

considered that the pass-cut function of the filter works 

more strongly than the sensitivity adjustment to reduce the 

B-component values. 

B. Comparison of data with and without filter 

The time series data of the variation of the R-B 

component values obtained from the camera without the 

filter and the R component values obtained from the 

camera with the filter for the entire upper arm of subject 1 

are shown in Figure 1 for the 560-nm filter and the 660-nm 

filter. Figure 1 shows that both component values decrease 

between 60 and 110 seconds when the camera is loaded by 

the weighted camera, regardless of the presence or absence 

of the filter.  

In Figure 1-(a), during the period of 60-110 seconds, 

the R component with the filter shows a larger change than 

that of the R-B component without the filter. Therefore, the 

proposed method can capture changes in blood flow more 

easily than the conventional method. On the other hand, 

fluctuations are observed in the unfiltered R-B component 

values between 120 and 160 seconds, but not in the filtered 

R component values. Whether these fluctuations are noise 

or not is not clear, and is a subject for future study. 

In Figure 1-(b), we can see that the R component with 

filter contains higher frequency fluctuations than the R-B 

component without filter in the period from 80 to 120 

seconds. It is considered that the difference between the R- 

and B-component values cancels out the fluctuations 

caused by the subject's movements and other factors.  

From the above, it can be concluded that this method 

can easily capture the amount of change and can be applied 

to the measurement of minute changes in blood flow, such 

as in medical applications. On the other hand, the R-B 

component value of the conventional method that takes the 

difference value may be utilized for general applications 

where the shooting environment changes. 
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(a) 560 Filter 
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Figure 1.  Change in R component value with filter and R-B 
component value without filter 
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Abstract—Personal companion robots are increasingly inte-
grated into households, offering tailored experiences through per-
sonalisation. However, using multiple communication pathways
heightens the risk of inadvertent personal data exposure. This
paper presents a novel communication policy designed to mitigate
such risks by dynamically adjusting communication strategies
based on the sensitivity of the shared data. We measure par-
ticipant preferences for these adaptive communication methods
through empirical assessment. Our findings indicate that the
proposed policy effectively minimises personal data exposure,
fostering increased trust in the robot’s handling of sensitive
information.

Keywords-Personalisation; Personal Data Communication;
Human-Robot Interaction; Perceptions Of Privacy

I. INTRODUCTION

Health care assistance [1], butler services [2], and edu-
cational tutors [3], the roles a companion robot could take
within a person’s home are starting to be explored in re-
search. Leveraging techniques such as personalisation, social
companion robots can learn from the user and adapt their
behaviour to provide a unique and custom experience [4].
Regardless of their role within the home, these robots will need
to communicate with the user. As such, research within this
field has brought about a multitude of different communication
pathways, including audible [5], visual [6] and sign language
[7], to name but a few. Using these communication methods,
social companion robots can personalise their communication
method and topic of communication to the user. While multi-
modal communication pathways are vital, such methods in-
crease the risk of personal data exposure, as identified by Calo
[8].

With access to the private space of a home, along with
personalisation techniques, social companion robots have easy
access to sensitive and personal data about their user. A
robot’s ability to communicate personal data is akin to that of
humans. Robots need to have social awareness, understand the
relationship between people, what type of personal data they
are communicating, and the impact of exposing such personal
data within the context. Unlike Human-Computer Interaction
(HCI), where a device needs to be unlocked [9] or have
some form of user intervention to communicate personal data.
However, to put manual intervention into social companion
robots before they can communicate anything would impede
the natural communication experience a robot would provide.

A simple solution to fix these communication issues would
be to prevent the robot from entering private spaces within the
home [8], control what personal data it can collect through
sensors [10] and give it limited personal data. However, such
techniques hamper the functions of personalisation. Butler et
al. [11] and Klow et al. [12] show that people are willing
to give up more sensitive personal data to gain benefits and
functions. These tradeoffs mean people want to give a robot
their personal data to get personalised features and tasks done
in specific ways, even with the added risk of exposure through
communication. For example, giving a robot your medical
information to enable features such as medication reminders
or the robot adapting its communication style if you have
hearing loss. Withholding essential personal data required for
personalisation features due to concerns about data exposure
is similar to denying a chef access to a kitchen out of fear
of hazards. Instead, we propose to put policies in place at the
communication layer of the robot to protect personal data.

Within HRI, there are currently limited communication
strategies for addressing this. An approach put forward by
Marchang et al. [13] is to use a blockchain approach, where
only authorised personnel can be present for the robot to
communicate personal data. Such a technique is viable in
HCI but requires manual intervention (Face ID), impeding
natural communication. A common approach used within
research studies is to use consent forms that do not require
a communication policy and either use fake personal data
for the participant or use only authorised personal data. For
example, Di Napoli et al. [14] turn off video recording and
skeletal tracking to ensure that only the desired personal
data is collected. While ethically sound, both approaches lack
consideration for how the robot would need to communicate
in the real world.

In a real-world domestic setting, a robot needs to understand
what it is saying to be able to assess if it is appropriate to
say within a specific context. This means understanding the
sensitivity of the personal data, the people within a given
context, and the impact of sharing the personal data within that
context. Findings from [15] [16] show that the sensitivity of
different personal data items is different. Both works also show
that personal differences can also influence these perceived
sensitivities.

This work looks at how a communication policy could use
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perceptions of personal data sensitivity to determine how to
communicate personal data. In particular, this work takes the
classification of personal data by Riches et al. [16] and applies
a different communication style for low, medium and high-
concern personal data. Within this work, we want to explore
if such a policy provides appropriate and safe communication
of personal data while building trust in the robot’s ability
to handle personal data. For this purpose, this work aims to
answer the following research questions:(RQ1) Can a commu-
nication policy based on the concern of personal data exposure
(personal data concern classification) positively influence peo-
ple’s views on a robot’s communication of personal data (e.g.
convenient, helpful and trustworthy)? (RQ2) How does such
a communication policy influence people’s trust towards the
robot compared to no communication policy? (RQ3) Does
such a policy provide a more appropriate way for a robot
to communicate personal data to the user in different social
contexts when a third party is present? Section II presents the
design and implementation of a hybrid study, while the results
are analysed in Section III. The implications of the findings for
Human-Robot Interaction (HRI) are discussed in Section IV,
followed by the conclusion in Section V.

II. METHODOLOGY

The study presented in this paper comes from an
ethically approved hybrid study, which was conducted
both online (aSPECS/PGR/UH/05388) and in person (aS-
PECS/PGR/UH/05389). These studies had a robot communi-
cating three pre-determined personal data reminders created
for the study to the participant in front of a third party. It
was decided to do an online and in-person version of this
study to see if there was a difference in participant perceptions
when experiencing the interactions in person compared to
seeing it online through a video. The reminders communicated
by the robot were chosen to cover the three classifications
of concern found by Riches et al. [16]: Low (Preferences),
Medium (Political opinions) and High (Financial Records).
The full wording of the reminders was:

• Preferences (Low Concern): “Your favourite TV program,
the NFL, is on tomorrow, and you enjoy eating cookies
and drinking coke while watching this. Would you like
me to add this to your shopping list?”

• Political Opinions (Medium Concern): “You need to
renew your membership for the Orange Political Party as
it expires next week, and there are key votes happening
in the coming months. Would you like me to renew this
for you now?”

• Financial Records (High Concern): “Your phone bill is
due today, totalling £60. You need to pay this as you
have been late on this for the last few months. Would
you like me to pay this for you now?”

The scenario narrative was that the participant was in their
home, and a neighbour came around for a chat. The participant
and neighbour were sitting at the dining room table having
a drink when the robot came to the participant with a few
personal data reminders. For this study, we had two scenarios:

a trusted neighbour scenario and a new neighbour scenario.
We defined a trusted neighbour as someone the participant
had known for 5-plus years and looked after their house when
the participant went on holiday. We defined a new neighbour
as someone the participant had never met before and had only
moved in a day ago. In each scenario, we had two conditions.

The control condition was where the robot used no com-
munication policy, saying all three personal data reminders out
loud. The experimental condition was where the robot used
our classification policy to communicate all three reminders.
Our classification policy communicated personal data based
on the sensitivity of the personal data [16] within the re-
minder. Low-concern personal data was said out loud in full;
for medium-concern personal data, the robot asked the user
whether they wanted it said out loud or sent to their phone;
for high-concern personal data, these were sent directly to the
user’s phone.

The robots used in the studies were different. The online
study used the Humanoid Pepper [17] robot along with the
Non-Humanoid Fetch [18] robot. We chose these two robots to
see if their anthropomorphism influenced participants’ percep-
tions of the robot handling and communicating their personal
data. We only used Fetch for the in-person study as the Pepper
robot could not navigate reliably. This is to avoid participant’s
responses being influenced by the robot’s navigation abilities.
For the in-person study, the University of Hertfordshire Robot
House [19] was used to provide a realistic domestic setting to
immerse participants in the story.

A. Procedure

For both studies, participants first completed a pre-trial
questionnaire. This questionnaire collected participants’ age,
gender, smart assistant use, Ten Item Personality Index (TIPI)
[20], Negative Attitudes Towards Robotics (NARS) [21], and
experience with robotics. The final question of this section
aimed to understand participants’ perceptions of approval for
a robot to know and store the thirteen items of personal data
classified in [16]. The question provided a picture and de-
scription of the robot, then asked, “Please rank your approval
of <Fetch or Pepper> collecting and storing the following
personal data for generating and communicating tailored re-
minders.” Participants rated this approval on a 5-point Likert
scale from Strongly disapprove to Strongly approve. For the
in-person study, only fetch was used, and participants also
had the chance to interact with Fetch physically and see how
it moves and communicates before answering this question.
For the online study, the robot the participants experienced
was between-subject and randomised which robot they expe-
rienced.

1) Online: The online study focuses on the preferred com-
munication policy in the presence of a third party (not focusing
on the relationship between the user and the third party) and
whether the robot’s appearance (pepper and fetch) influences
the participant’s preferences.

After the pre-trial questionnaire, participants watched two
videos and answered the post-condition questionnaire after

124Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                         135 / 224



each video. Each video showed one of the two conditions
(Communication policy used). The order in which these were
shown was randomised and counterbalanced, so the order did
not influence participants’ perceptions. The videos were filmed
in first person as if the participant was experiencing them, akin
to the in-person study. For the scenario (neighbour type) of
the videos, no details were given in the videos about who the
third party was. This detail was asked in the post-condition
questionnaire.

2) In-Person: The in-person study focuses on the third
party present and their relationship to the user. It allows
participants to imagine themselves in the role and act with
the third party as if it were their neighbour (new or trusted).

After the pre-trial questionnaire, participants participated in
one scenario (neighbour type) with two conditions (commu-
nication policy). This meant the participant acted twice, once
with the robot using the control policy (no communication
policy) and once with it using the experimental policy (classi-
fication communication policy), with both times being with
the same neighbour (new or trusted). The scenario chosen
for each participant was randomised and counterbalanced, and
the order of the conditions was counterbalanced. After each
interaction, participants would then complete a post-condition
questionnaire.

The post-condition questionnaire consisted of four ques-
tions. Firstly, participants were asked, “Based on how it
communicated your reminders in this interaction, would you
trust the robot’s ability to provide reminders while keeping
your personal data secure?“ choosing either yes or no and
giving a qualitative reason. The second question asked, “Based
solely on the interaction, please rank your approval of <Fetch
or Pepper> collecting and storing the following personal data
for generating and communicating tailored reminders as it did
in the interaction.” participants rated this on a 5-point Likert
scale from Strongly disapprove to Strongly approve for all 13
personal data items identified previously from [16]. Question
three was different between the two studies. The online study
was split into two parts and asked about each neighbour:
“Please rank your approval of how the robot communicated
each reminder if the neighbour present was a <new or
trusted> neighbour.”. The in-person study asked, “Please rank
your approval of how the robot communicated each reminder
in front of your neighbour.”. For both studies, participants rated
these on a 5-point Likert scale from Strongly disapprove to
Strongly approve for each of the three personal data reminders
listed previously. The final question asks, “Please rank whether
you agree or disagree with the following statements and
explain your rankings” with participants rating their agreement
on a 5-point Likert scale from Strongly disagree to Strongly
Agree for three statements. The statements were, “I am happy
with the way the robot communicated my personal data”,
“My personal data is safe when the robot communicates my
reminders to me”, and “The way the robot communicated my
personal data was natural”.

B. Participants

In total, we collected responses from 220 participants. Of
the 182 participants in the online study, 89 self-identified as
male and 93 self-identified as female, with a median age of
35 and a range of 18 - 84. Of the 38 participants in the in-
person study, 20 self-identified as male and 18 as female, with
a median age of 27 and a range of 19 - 51.

III. RESULTS

In this paper, we performed two studies, one online and
one in-person. Using Mann-Whitney U tests, we found no
statistical difference between the results from both studies. As
such, the results in this paper will report the combination of
both studies. While the online study used two different robots,
whereas the in-person study only used one, there were also no
statistical differences between these, meaning we were able to
combine the results.

A. Effect of a communication policy on perceptions of trust

Participants were asked which communication protocol they
would prefer to use in daily life. 84% of participants chose the
experimental policy, with the remaining 16% choosing neither
and no participants choosing the control policy. When asked,
”Would you trust the robot’s ability to provide reminders while
keeping your personal data secure?” 85% of participants said
no, and 15% said yes for the control policy, with 14% saying
no and 86% of people saying yes for the experimental policy.
This difference in trust rating was statistically significant (Z =
−13.92, p =< .001). On giving reasons for their rating, the
main themes for not trusting the control policy were feeling
their personal data was unsecured, having no control over their
personal data and feeling uncomfortable with their personal
data being exposed (see examples below):

• Unsecured
– ”The robot’s speech did not uphold the safety of my

data.”
– ”I didnt feel like my personal data is secure. So I

couldn’t trust the robot with my personal details”
• No Control

– ”The absence of control over my data was a glaring
issue.”

– ”I have no control over the reminders or what the
robot says”

• Uncomfortable
– ”It just felt uncomfortable when the robot mentioned

the orange party. Even if the political party I am a
member of is known. I would not like this kind of
information to be revealed to a new neighbour. Also,
the phone not being paid can be embarrassing.”

In the reasoning given for why participants trusted the experi-
mental policy, the two main themes were the robot asking for
consent and not saying highly sensitive information out loud
(see examples below):

• Asking for Consent
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– ”Having different levels of security on different
aspects of data felt reassuring. Especially being able
to choose on some of the data.”

– ”The robot asked for consent first to say it out
loud/sent as a text message. This part of interaction
helped to build trust.”

– ”The robot waited for my consent before disclos-
ing any personal information that’s why I trust the
robot’s ability to keep my data secure.”

• Not saying Sensitive information out loud
– ”Sending reminder to my phone is a really good idea

comparing to saying them loudly”
– ”Using the notification based approach is perfect

saving the sensitive data issue”
Participants were asked to rate their agreement with two

statements for each of the communication policies:
• I am happy with the way the robot communicated my

personal data
• My personal data is safe when the robot communicates

my reminders to me
For the control policy, 81% of participants disagreed with
being happy with the way the robot communicated their per-
sonal data, and 85% disagreed with their personal data feeling
safe when the robot communicated it. For the experimental
policy, 68% agreed with being happy with the way the robot
communicated their personal data, and 78% agreed with their
personal data feeling safe when the robot communicated their
personal data. The central theme of why participants agreed or
disagreed with these statements was the fact the robot did or
did not say the personal data out loud (see examples below):

• Disagree
– ”It revealed potentially sensitive data to another

person”
– ”I feel that fetch, although said what he wanted to

remind me of, he went into too much detail in front
of my new neighbour. ”

– ”It could have omitted the sensitive information from
the reminder rather than just saying it all out”

• Agree
– ”Sending financial reminders to my phone meant it

felt safe and under my control. I was not worried it
would reveal sensitive information.”

– ”It has classified senstive data and only voiced out
non-senstive data and it was able to send a notifica-
tion for the sensitive data”

– ”I liked that it could use my phone to send me the
reminder rather then just saying everything out loud”

Participants were asked, “Please rank your approval of
<Fetch or Pepper> collecting and storing the following
personal data for generating and communicating tailored re-
minders”. This was done before experiencing any scenarios
(pre) and after experiencing each communication policy with
the same assigned robot (Fetch or Pepper). For all personal
data items other than preferences, the approval for the robot

Figure 1. A bar graph showing the distribution of participants’ ratings for a
robot to know and store personal data items.

to know and store the personal data after demonstrating the
experimental policy was higher than the control policy and
initial perceptions. The results of this question are shown in
figure 1.

Using Mann-Whitney U tests the difference between the
pre-approval and approval for the experimental policy was
statistically significant for Health records (z = −4.17, p =<
.001), Political opinions (z = −5, p =< .001), Educational
activities (z = −6.15, p =< .001), Sexual orientation
(z = −5, p =< .001), Racial or ethnic origin (z = −3.82,
p =< .001), Financial records (z = −7.54, p =< .001),
Employment history (z = −6.74, p =< .001), and Calendar
appointments (z = −3.2, p = 0.001). In all cases, approval
increased for the experimental policy over the pre-approval
ratings.

Using Mann-Whitney U tests, the difference between the
approval for the control policy and the experimental policy
was statistically significant for Health Records (z = −7.9,
p =< .001), Political opinions (z = −5.92, p =< .001),
Educational activities (z = −7.09, p =< .001), Sexual
orientation (z = −5.65, p =< .001), Racial or ethnic origin
(z = −5.23, p =< .001), Financial records (z = −8.53,
p =< .001), Employment history (z = −7.17, p =< .001),
and Calendar appointments (z = −10.21, p =< .001).
In all cases, approval increased for the experimental policy
compared to the control policy.
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Using Mann-Whitney U tests, the difference between the
pre-approval and the approval for the control policy was sta-
tistically significant for Health records (z = 3.35, p = 0.001)
and Calendar appointments (z = 7.15, p =< .001). In both
cases, approval decreased for the control policy compared to
the pre-approval rating.

Comparing the change in approval between the control pol-
icy and experimental policy showed a split based on the sen-
sitivity of the personal data. Approval change between control
policy and experimental policy for medium concern personal
data items (Political Opinions, Racial or Ethnic Origin, Sexual
Orientation, Educational Activities, and Employment History)
had a 21% to 25% decrease in disapproval ratings, while
neutral ratings changed by -4% to 4%, and approval ratings
increased by 21% to 26%. Approval change for High Concern
personal data (Health Records, Calendar Appointments, and
Financial Records) had a disapproval decrease of 41% to 47%,
while neutral increased by 4% to 23%, and approval increased
by 21% to 43%.

B. Perceptions of Personal Data Reminder Communication

Participants were asked to rate their approval of how the
two communication policies communicated the three personal
data reminders. These ratings are shown in figure 2. The
figure shows that for all three reminders, approval for the
experimental policy was higher than approval for the control
policy.

Using Mann-Whitney U tests the approval rating for the two
policies when a new neighbour is present was found to be stat-
ically significant for all three personal data reminders: Phone
Bill (z = −12.91, p =< .001), Political Party (z = −12.82,
p =< .001), and Preferences (z = −4.08, p =< .001).
When a trusted neighbour was present, there were also sta-
tistically significant differences between the approval of both
communication policies: Phone Bill (z = −9.85, p =< .001),
Political Party (z = −9.53, p =< .001), and Preferences
(z = −2.28, p = 0.023). In all cases, approval increased for
the experimental policy compared to the control policy.

For the control policy, there was no statistical difference
between participants’ approval ratings by neighbour type for
all three reminders. However, a slight trend is shown, with
approval for the trusted neighbour being higher than for the
new neighbour, showing some influence of the neighbour
type on the approval rating. For the control communication
policy, the approval for the Phone Bill reminder had majority
disapproval for both neighbours, with 64% disapproval for
the trusted neighbour and 72% for the new neighbour. The
preferences reminder has majority approval for both neighbour
types, with 82% approval for a trusted neighbour and 76%
for a new neighbour. For political opinions, the approval
ratings are split over approve, neutral and disapprove, showing
participants’ ambivalence for this reminder. Political opinions
have 41% disapprove, 26% neutral, and 31% approve of a
trusted neighbour, 47% disapprove, 29% neutral, and 22%
approve of a new neighbour.

Figure 2. A bar graph showing the distribution of approval ratings for the
different personal data reminders.

For the experimental policy, approval ratings for the neigh-
bour types were found to be statistically different using Mann-
Whitney U tests for Phone Bill (Z = −2.31, p = .021)
and Political Party (Z = −2.18, p = .029) reminders. In
both cases, approval ratings decreased for a trusted neighbour
compared to a new neighbour. Approval drops by 17% for the
phone bill reminder and 13% for the political party reminder.
While approval drops, both neighbour types have a majority
approval for the experimental policy. Phone bill has an overall
approval rating of 66% for a trusted neighbour and 83% for a
new neighbour, while Political Party has an approval rating of
75% for a trusted neighbour and 88% for a new neighbour.

In participants’ qualitative responses, the common theme as
to why approval was lower for a trusted neighbour was that
they felt like they were hiding information from the neighbour.
This is because when the robot notifies the user of a medium
or high concern reminder, it still says the personal data item
but does not go into detail. For example, political opinions
are a medium concern personal data, so the robot would say,
“I have a reminder about your political opinions would you
like this saying out loud?”. This caused participants to feel
uncomfortable as the third party heard that they had a reminder
on this but could not know what it was about. Participants gave
feedback that instead of saying the personal data item in the
reminder, the robot could instead say a generic statement such
as “I have an important reminder for you”.

IV. DISCUSSION

This work presents a hybrid study conducted online and in
person. This work aimed to see how a communication policy
based on the classification of personal data exposure sensi-
tivity [16] is perceived when used to communicate personal
data reminders in front of a neighbour. We manipulated the
neighbour type, either being a new or trusted neighbour.

Our approach presented was to use a classification-based
communication policy. This policy uses the sensitivity of the
personal data being communicated to adapt how it commu-
nicates the reminder. RQ1 wanted to see if such a policy
positively influenced views on a robot communicating personal
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data. The results presented show that the majority of partic-
ipants were very happy with the robot communicating using
this classification policy while feeling their personal data was
secure with the robot.

RQ2 aimed to understand if a communication policy could
influence trust in the robot communicating personal data. Our
findings suggest that trust is influenced by the communication
policy. The majority of participants (86%) said they would
trust our classification policy to provide reminders using
personal data while keeping the personal data secure. When
participants were asked if they trusted the control policy,
85% said they would not trust it to keep their personal data
secure while communicating it. The results also show that
after experiencing our communication policy, participants were
more approving of a robot knowing and storing personal
data items. Further, after experiencing the control policy, the
disapproval rating increased for the robot to know and store
personal data items. This means that through the display of
the classification policy alone, trust is built between the user
and the robot to handle personal data.

RQ3 looked at whether a classification communication
policy could appropriately communicate personal data when a
third party is present. For all three personal data reminders, the
classification policy had a majority approval for communicat-
ing the personal data. However, when comparing this approval
between neighbour types, approval decreased for a trusted
neighbour compared to a new neighbour. Participants’ reasons
for this were that saying the topic of the communication made
it seem like they were hiding something from their neighbour.
Instead, a more generalised statement could be used while still
notifying users of a reminder that needs their attention.

Our results found no influence of the robot’s anthropo-
morphism (Humanoid or Non-Humanoid) on participants’
approval ratings. These results agree with the findings from
Rossi et al. [22], who found that a robot’s appearance does
not influence the trust of a robot to have personal data.

V. CONCLUSION

The classification policy presented in this work increased
the participant’s approval of the robot knowing and storing
personal data for personalised communication. These results
show that demonstrating secure communication of personal
data improves users’ trust in the robot having the personal
data. For HRI, this means that instead of inhibiting personal-
isation by not allowing the robot access to personal data, the
robot can demonstrate secure personal data communication.
This approach would allow personalisation to be uninhibited,
removing the need for users to make privacy trade-offs for
personalisation gains [11] [12].
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Abstract— This study aimed to explore teachers' current 
practices around the personalization of education for students 
with reading comprehension challenges. We also delved into 
their experiences and opinions on using artificial intelligence in 
this regard. Interviews with teachers from various schools and 
varying degrees of experience were the primary data. Study 
results showed that insufficient time and resources were the 
most prominent challenges for teachers, followed by the number 
of different levels and needs they had to adapt to. Teachers were 
positive about using artificial intelligence and had used it before, 
but very few of them had tried integrating artificial intelligence 
to provide personalized education. The most prominent critique 
was a lack of trust in the accuracy of texts generated with 
artificial intelligence. Misuse of artificial intelligence by 
educators and students (e.g., cheating) was reported as a fear, 
prompting a discussion on the importance of educating everyone 
on the proper use of technology in the ecosystem. Overall, 
teachers see artificial intelligence as an opportunity to mitigate 
their ongoing challenges regarding personalized education and 
augment students’ engagement by tailoring learning 
experiences to each student’s needs, preferences, and learning 
styles. 

Keywords- Artificial Intelligence; Generative AI; Personalized 
Learning; Adapted Education; Reading Comprehension. 

I.  INTRODUCTION  
The Norwegian educational system has faced two critical 

issues in recent years: the decrease in the number of new 
applicants for all teacher education programs [1] and the high 
amount (44%) of active teachers considering leaving their 
profession [2]. This is despite most teachers (86%) reporting 
that they enjoy being a teacher; however, as a possible 
explanation, teachers experience significant time pressure, 
with the majority (93%) reporting that various tasks are 
hindering them from doing their pedagogical work [2]. These 
tasks diminish teachers' available time for learning-related 
tasks, such as text adaptation, leaving them with insufficient 
time to create personalized learning materials for their 
students.  

Personalized learning is a fundamental pedagogical 
principle and is important in helping students reach their 
potential [3][4]. It enables teachers to tailor their courses 
based on each student’s needs, preferences, and learning 
styles and provide equal opportunities to all students instead 
of creating a learning environment based on a traditional one-
size-fits-all approach. In Norway, all students have the right 
to receive personalized education by law [5]. Teachers are 
responsible for planning and holding the class and ensuring 
all students receive their entitled individual learning. In a 
typical class, there are significant differences in the level of 
students and learning difficulties, such as Attention 
Deficit/Hyperactivity Disorder (ADHD), reading and writing 
difficulties, and language difficulties. Teachers need enough 
time to support each student's development, which requires 
more effort. This leads to the process of providing 
personalized education being complex and challenging. 

One possible avenue worth exploring is to mitigate this 
problem by using Artificial Intelligence (AI). AI-assisted 
solutions have the potential to provide a personalized 
learning environment and equalize education for everyone 
[6]. AI can enhance education quality in multiple ways, such 
as data recording, pattern detection, and adaptation [7]. With 
its ability to analyze large datasets, AI can generate texts of 
good quality for end users, making it a valid option when 
considering text processing. It has the capabilities to be used 
as an intelligent tutoring system [8] as well as generating 
alternative text for non-text content, auto-captioning for 
videos, word prediction, text simplification [9], and text 
adaptation for individuals with cognitive and learning 
challenges [10]. By using AI as a learning tool, teachers could 
save time adapting education, and students could gain more 
personalized learning materials. 

Previous research has shown that AI-assisted solutions 
have been proven to be effective in personalized learning 
within the educational context by enhancing educational 
material, students’ engagement, and learning outcomes 
[11][12]. Further, learners and instructors have positive 
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attitudes toward AI integration for personalized education 
[6]. However, exploring the use of AI to personalize 
education around text adaptation for individual students’ 
levels has been a low priority [12][13], highlighting the 
current study's novelty. 

Taken together, this study's aims are twofold: first, it aims 
to understand the current practices of teachers from the 
primary to secondary level, the challenges they encounter, 
and their solutions to provide personalized education. 
Second, we explored teachers’ opinions on using AI to 
personalize the learning process within the educational 
context and their experience with AI. We believe the study 
results contribute insights into the current issues regarding AI 
integration into personalized education and teachers' 
perspectives. 

The remaining part of the paper proceeds as follows: 
Section 2 explains the study’s methods and reasonings in 
detail. Section 3 presents the study's findings, focusing on 
two key themes: teachers’ current practices of personalized 
education and their opinions on using AI for this purpose. 
Section 4 contains comparisons to earlier research and 
analysis of the results. The final section concludes the study 
and presents recommendations for future research.  

II. METHODS 
We conducted an exploratory study to understand 

teachers’ practices on personalized education for students 
with different reading comprehension levels and their 
perspectives on AI integration in educational settings. The 
interview was the primary data collection method, and it 
included teachers in various schools and all school levels with 
varying degrees of experience. 

A. Participants 
A total of 20 teachers participated in the study, 

representing 15 different Norwegian schools. Participants 
were selected based on their involvement in courses with a 
significant emphasis on text-related content. A deliberate 
effort was made to ensure representation from each level of 
the school system by including a minimum of five teachers 
from elementary school, eight from middle school, and five 
from high school. In addition, there were two teachers from a 
learning center, a school for adults providing special 
education or primary and lower secondary school education. 
The teachers' experience varied from two years up to 41 
years, with the average being 17.4 years. The most common 
course taught was Norwegian (n=15, 75%), followed by 
social studies (n=9, 45%) and science (n=7, 35%). On 
average, the teacher's self-reported digital literacy was 3.7 out 
of 5, with the lowest result being 3 out of 5. All teachers use 
a PC or a tablet besides their mobile phones. They spend, on 
average, six to seven hours daily on digital devices. 

B. Interview Guidelines 
The interview guidelines comprised three sections. The 

first section focused on gathering teachers’ demographic 

information, including age, years of experience, courses they 
teach, and their responsibilities in the school. We also asked 
at which school level they taught to better understand the 
focus on personalized education and how it was performed at 
the different school levels. 

The second section delved into the teachers' work and 
thoughts around personalized education within reading 
comprehension. We investigated how teachers implement 
strategies for reading comprehension - examining the 
frequency and scope of these personalizations, the tools they 
utilize, and any challenges they face implementing them. 
Additionally, we aimed to understand the methods they 
consider most effective for personalized learning and 
whether there are strategies they would integrate more if 
afforded additional time. Another important topic in this 
section was how this personalized education was tailored 
towards different learning difficulties.  

The final section focused on teachers' awareness and 
perspectives on using AI in education. The questions aimed 
to uncover their familiarity with the technology, instances of 
its utilization in teaching practices, perceived educational 
applications, and any associated concerns. Through these 
questions, we sought insights into the nuanced dynamics of 
teachers' relationships with AI regarding its practical 
integration and broader pedagogical considerations. 

C. Procedure 
The interviewees were acquired through a mix of personal 

networks, directly emailing random teachers at schools in the 
surrounding area and contacting school administrators. Given 
the interview's strong focus on reading comprehension, one 
of the prerequisites was that the teacher taught at least one 
text-based subject. We also aimed to limit the number of 
teachers to three per school, and in cases where there were 
multiple teachers from the same school, they had to belong to 
different sections. Physical interviews were used for the 
teachers in the local area. Otherwise, the interview was 
conducted via video call. Two researchers were present 
during the interviews to guide the process and take notes. 

D. Data Analysis 
Data from the interviews was sorted by entering all the 

interview responses into a spreadsheet. The answers were 
organized by having each question as a column and the 
interviewee number as rows. This gave us a good overview 
of the data, and we could sort by different data points to 
examine links and differences between subgroups of 
interviewees. The first analysis round was done by reviewing 
each question individually and writing down the main themes 
and findings. This helped create a baseline of data that we 
could then analyze further to find patterns and extract the 
relevant information. In the next step of the analysis, we used 
the established themes to do a thematic analysis of our 
data [14]; the main themes were current practices for 
personalized education and how teachers approach AI in 
education. 
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III. RESULTS 
The findings from the interviews are presented in two 

sections. The first section explores teachers' perspectives on 
personalized reading comprehension education, while the 
second section focuses on experiences and reflections 
regarding AI integration. 

A. Personalized Education 
Current Situation. Time availability was a significant 

concern among interviewed teachers. When asked about their 
ability to adjust teaching to meet student needs, most teachers 
(n=16, 80%) highlighted a deficiency in time. The remaining 
teachers (n=4, 20%) reported having sufficient time without 
encroaching upon their work hours. Two of the teachers who 
reported having sufficient time clarified that this was due to 
their class being about half the size of a normal-sized (around 
15 rather than 30) class, with one saying, “Yes, I have enough 
time since there are few students in my class, but it can still 
be difficult when many students are struggling.” The other 
two teachers who expressed having enough time were 
affiliated with high schools, indicating a notable discrepancy 
among K-13 level educators.  

A contributing factor to most teachers’ time constraints is 
the significant amount of time teachers use on personalized 
learning through text adaptations. Within any given class, 
there is a large variety of students' reading levels; one teacher 
noted that there are up to 10 different levels that must be 
adapted to. This makes it harder for teachers to adapt to each 
student as they first must find the correct level to adapt to and 
then do the actual adaptation, with one stating, “Managing 
the capacity and resources for following up on the students is 
a problem, 3 out of 4 can follow the class, but the challenge 
is picking up the rest.” There were 11 (55%) teachers 
providing a direct number of students for whom they made 
extra adaptations regarding reading comprehension. The 
result showed that 91% (n=10) of those teachers were doing 
extra adaptation for 17% of their students or more, with the 
highest reported number being 42%. These adaptations, in 
combination with the adaptations done for the remaining 
students, resulted in a high amount of time spent adapting for 
reading comprehension. Of the teachers (n=16, 80%) who 
provided a clear amount of time spent providing these 
adaptations, 56% (n=9) reported spending 3.5 hours per week 
or more adapting texts. 

Challenges. A significant number of teachers (n=10, 
50%) emphasized that students had different prerequisites 
regarding reading skills. They mentioned the importance of 
parents focusing on their children starting to read early and 
the extent of this support. Another frequently mentioned 
cause (n=8, 40%) was the support students received through 
kindergarten and the school system. Here, the quality of 
educators and the economic conditions in kindergartens and 
schools were mentioned as important factors, with one 
saying, “It matters a lot how the school is tailored to the 
students. With greater resources in the school, students will 
benefit more.” Further, some teachers (n=4, 20%) 

highlighted societal changes as a significant cause of what 
they perceived as a marked negative trend in reading abilities 
in recent years. It was explained that students generally read 
less, thus negatively affecting their overall reading level. One 
teacher pointed out that reading has faced competition from 
other digital devices, suggesting that this has had a 
detrimental effect on attention spans and reading endurance. 
Another teacher believed there had been a clear negative 
trend in reading skills in the Norwegian school system since 
the introduction of tablets/computers to all students, 
considering it to be a direct cause of this trend. 

When teachers adapt texts for students, they make sure 
the difficulty level of the text fits the student, as well as 
differentiate how the text is adjusted based on which learning 
difficulties the students have. A teacher clarified this issue by 
saying, “If two students in the class need a simplified text, I 
often think they need the same one when, in fact, they should 
each get one.” This is one of the reasons why adapting texts 
is time-consuming and demanding, as teachers often need to 
adapt texts in more ways than just having different difficulty 
levels. Interviewed teachers expressed how they adapted 
texts to students with ADHD, reading and writing, language, 
and cognitive difficulties. For students with ADHD, the 
teachers emphasized the need for short, concrete, interesting, 
and well-structured texts. This could involve creating useful 
summaries of the texts. For students with language 
difficulties, the focus was more on simplified language and 
especially on replacing difficult words. There was a high 
focus on oral solutions for students with reading and writing 
difficulties. This could either be through text-to-speech 
programs or by discussing topics orally. Teachers also 
emphasized the importance of repetition and practice time for 
these students. For students with cognitive difficulties, 
teachers mentioned the importance of connecting topics to 
their personal experiences. The texts should also be 
simplified, engaging, and provide concrete information.  

Solutions. In practice, providing personalized education 
varies from teacher to teacher and is currently done by 
changing teachers' methods and tailoring the tasks and texts 
the students work with. Some teachers (n=9, 45%) adapt what 
methods they use, with one saying, “I try to make good 
PowerPoints that both simplify what is written in the 
textbook, as well as drawing out the essence.” Another 
teacher uses a reading technique to ensure every student 
follows along; “We always read and listen at the same time; 
for those with reading difficulties, it often helps to have the 
text read out loud.” On the other hand, some (n=4, 20%) 
adapt by offering different amounts and difficulty levels of 
tasks. This includes harder tasks and texts for the stronger 
students and simpler ones for those struggling. A teacher 
explained this strategy: "I always have to make sure to have 
extra tasks for the quickest students. I spend a lot of time 
finding tasks in the book or online for the weaker students so 
they can also get a feeling of mastery.” Adaption of texts was 
mentioned by many teachers (n=12, 60%), especially having 
texts of the right level, with one stating, “We have access to 
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texts divided into levels. This way, it is simpler for those who 
struggle with reading. We have a book divided into moon-
texts that are simpler than sun-texts. I adapt tasks according 
to reading level so every student will accomplish something.” 
This includes content length, sentence length, ease of 
language, difficulty levels of terms, text structure, and how 
well the students can engage with the text. 

Acquiring texts of the correct level falls on the teacher in 
most situations, with 65% (n=13) of the teachers mentioning 
that they adapt texts they have found. The advent of the 
digitalization of the school system has helped this. One of the 
teachers highlighted that “In many ways, it’s easier since the 
students got digital textbooks; it’s easier to give them 
individual tasks. And I can choose the text amount and adjust 
it for the students.” Additionally, public tools are available 
for all teachers, such as support websites for the different 
curriculum books and tools available for students to assist in 
reading comprehension, like programs for reading out loud, 
books of a lower level, and digital books. Only two teachers 
(10%) took the next step into digitally assisted adapted 
education by using AI to write and adapt texts for them, with 
one stating, “I use ChatGPT, it generates texts, and if there 
are two or more levels, I get it to make more texts.” 

B. Artificial Intelligence in Educational Settings 
Teachers’ Opinions on AI. All teachers were somewhat 

familiar with artificial intelligence (mostly ChatGPT). Most 
teachers had used ChatGPT (n=14, 70%), and almost half had 
used it for an educational purpose (n=9, 45%) (e.g., as a 
writing partner, for research, to make illustrations, to create 
texts on certain words, and to introduce it to students). 
Overall, most (n=15, 75%) were positive towards AI 
integration. Only one teacher was negative to using AI: “A 
lot of what you learn is new skills, not only knowledge. […] 
The students must learn how to struggle with a hard task, this 
way they will feel a sense of mastery when they complete it”. 
Another teacher approached AI as a supplementary tool 
highlighting human control: “I think it could be a positive 
thing, but it depends on how it is used. If you let it take over 
and don’t think for yourselves, it would be inconvenient, and 
you would not get anything useful out of it. It could be useful 
if it is used as a tool to supplement but not take over.” 
Similarly, five teachers (25%) specifically underscored a fear 
that the wrong use of ChatGPT could take over too much and 
lead to the students not learning the process of learning and 
their texts losing the “human factor.”  

Opportunities and Negative Aspects of AI. The most 
frequently mentioned opportunities of AI were that it could 
be used for personalized education (n=8, 40%), with one 
saying, “It could be used for level adapted reading. I could 
add multiple criteria, such as interests and sentence design 
to the AI and receive a text.” Another teacher mentioned that 
AI could be used as an assistant for substitutes and help with 
some students, mentioning, “It can be used for writing or 
reading difficulties, and in cases where you have a substitute 
teacher, they can get some support from the AI.” Saving time 

was also stated by some participants (n=5, 25%), and one 
teacher mentioned it as the foremost reason for using AI: 
"First and foremost, it is time-saving.” Using AI to make 
tasks was noted by 25% (n=5) of the teachers, and one of 
them talked about their idea for an AI-powered app: “You 
could make an app with multiple choice questions that know 
the student and then spread out questions according to the 
level of the student.” A few teachers (n=3, 15%) shared a 
positive outlook on AI, albeit with the caveat that the current 
system may not support it, with one stating, “I think it’s good, 
I think it is underutilized in the school, and there are a lot of 
opportunities, but you have to rethink the educational 
system.”  
    The most prominent critique of AI was a lack of trust in 
the accuracy of AI’s answers, especially when it comes to 
younger students using it. A teacher explained this concern: 
"I think many students lack the basic general knowledge and 
source criticism not to trust ChatGPT. They may take its facts 
for granted and not read through and evaluate whether it’s 
correct or wrong.” Additionally, some teachers (n=5, 25%) 
mentioned that students may use it to cheat and that it is 
difficult for teachers to notice or prove it. Another group of 
teachers (n=6, 30%) displayed a concern that implementing 
AI in school without providing a proper education on how to 
use it could have a negative effect on students’ learning 
outcomes. One teacher raised their concerns by asking, “Will 
they remember what they learned from ChatGPT? And will 
the students learn the process of acquiring information 
themselves?” 
    AI Integration. Regarding the use of AI in education, 
seven teachers (35%) highlighted various ways AI could 
contribute to adapting teaching to students. Four (20%) 
suggested that AI could help strengthen weaker students. 
Two teachers suggested that AI could be used to generate 
individually tailored texts. Furthermore, one teacher 
explained that a student's specific challenges and interests 
could be incorporated into the text, creating an optimized 
reading practice for a particular student. Another suggestion 
mentioned by two teachers (10%) is to utilize the strengths of 
AI in an AI-based assessment tool: “Assessment of students 
takes up much time. If an AI could continuously assess the 
students, it would have a better foundation for accurate 
evaluation.” One teacher also proposed how AI could be 
used for personalized education by leveraging the potential 
of an enhanced text-to-speech version.  

A desire to focus on teaching students how to use AI and 
understand its possibilities and limitations was expressed by 
five teachers (25%). This group wanted to use different 
methods, such as using AI to teach students about source 
criticism, making effective prompts, searching for 
information, acquiring knowledge, and finding inspiration for 
topics they can write essays about. 

IV. DISCUSSION 
Personalized education has been increasingly a standard in 

the Norwegian educational system. Teachers endeavor to 
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provide personalized learning for students using various 
resources, such as printed materials, support websites, or 
electronic documents. However, it requires additional effort 
to properly meet each student’s needs, preferences, and 
learning styles. This study explored current issues affecting 
personalized education and teachers’ experiences and 
opinions on using AI for this purpose. With the advent of 
large language models like ChatGPT, Google Bard, and 
GitHub Copilot, coupled with their widespread proliferation, 
an exciting opportunity has arisen to use AI for text 
adaptation to individual students’ levels of comprehension. 
However, teachers' opinions on AI and competence in its use 
are crucial for the prevalence of the technology to be 
integrated successfully into education.  

In line with previous research [6], in our study, almost all 
teachers, regardless of age, years of experience, and 
geographical location, held a positive attitude toward using 
AI for educational purposes. We initially expected the 
younger generation to be more open to accepting AI. Still, the 
study shows a homogenous distribution of opinions, with no 
definitive separation based on the above-mentioned 
demographics. This could show that the teachers, in general, 
are open to using AI in the educational context. However, 
despite their positive outlook, very few teachers have 
experienced using AI for text adaptations to personalize their 
students' learning journey. This leads us to highlight the 
importance of education for prospective teachers in teacher 
education programs and active teachers to integrate, such 
emerging technologies effectively, as we observed that most 
teachers in the study had an abstract idea of how AI would be 
utilized in education. Most envisioned it as a chat solution, 
not a possible learning tool. 

Teachers are at the center of personalized education; 
therefore, addressing their concerns about AI is important to 
understand how to support them with their work on AI-
assisted learning. There are six main challenges under 
human-centered AI: human-AI interaction, human well-
being, governance and independent oversight, responsible 
design of AI, privacy, and design and evaluation frameworks 
[15]. Similarly, through the interviews, we found teachers’ 
most prominent concern to be where the AI gets its 
information and, generally, a worry about the truthfulness 
and accuracy of AI-generated content. Additionally, the 
teachers reported fear of misuse of the technology by 
educators and students during human-AI interaction. They 
believe teachers should use AI to support the learning 
practices of their students properly and be careful about 
providing clear guidelines on the ethical use of AI, as students 
may use it for cheating. 

Therefore, in a similar vein, ethical issues in the use of AI 
[16] and its practical implementations should be integrated 
into the curriculum to help students familiarize themselves 
with the technology and gain more insight into its proper use. 
This integration is important for all levels of students, from 
primary to secondary schools to higher education, to prepare 

them for the future, as AI will likely continue to transform 
the world profoundly.  
    We found that a lack of time is one of the biggest 
challenges in providing personalized education. The teachers 
spent significant time tailoring texts for multiple students in 
the class. Even though personalized education has been a 
priority in Norwegian schools, teachers experience an 
increased time challenge due to escalated non-pedagogical 
tasks [2]. This, combined with the decrease in teacher 
education programs and a high number of inundated teachers 
[1], paints a picture of a future where the challenges regarding 
sufficient time could be even greater. A possible solution to 
mitigate the problem could be to automate parts of the 
personalization through AI technology. 
    Molenaar [17] describes a model of six levels of AI-
automation regarding personalized learning ranging from no 
AI assistance through AI teacher assistance to full 
automation, where AI takes all controls and handles the tasks 
automatically without teacher involvement in the process. 
The model explains the roles and responsibilities from both 
educators’ and learners’ perspectives. Based on the results of 
our study, we observe that teachers are not ready for full 
automation, as they highlighted the importance of human 
judgment and control on AI-generated content and mostly see 
AI-assisted solutions as supplementary learning material that 
can help teachers deliver better teaching. Although there is a 
surge in the use of AI in almost every area, including 
education, both teachers and students need more time to 
digest the technology and thereby fully embrace it. When 
considered in the context of education, we suggest the role of 
AI in the integration should be appropriately clarified. 
    A key part of our study was investigating how teachers 
adapt the education for students with various learning 
difficulties. It is, however, important to remember that all 
students have equal right to personalized learning. With 
teachers' current time constraints, they may feel obligated to 
prioritize and focus on students struggling to follow the rest 
of the class. This could result in them not having sufficient 
time to properly adapt to their stronger students and therefore 
not reaching their potential learning outcome. By improving 
the teachers’ efficiency when adapting to their weaker 
students, teachers can save time, which can then be used to 
adapt to their stronger students, resulting in a better learning 
outcome for all levels of students. 

 

V. CONCLUSION AND FUTURE WORK 
AI-assisted solutions can democratize education by 

scaffolding students' learning journeys based on their 
individual needs, preferences, and learning styles. As 
teachers play a central role in personalized education, their 
opinions on the use of AI within the educational context are 
crucial for the pervasiveness of the technology. Based on the 
results of our study, we conclude that a lack of time is a 
prominent challenge in providing a personalized learning 
environment. Teachers see AI as an opportunity to mitigate 
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their ongoing challenges and enhance students’ engagement. 
However, distrust in the accuracy of AI-generated texts and 
fear of misuse of the technology by both educators and 
students are common concerns. The teachers have little 
experience using AI in an educational setting, indicating a 
need for training to use the technology properly. This study 
focused on one aspect of personalized education (i.e., text 
adaptation for students with reading comprehension 
challenges), teachers’ current practices, and opinions on AI. 
Students' learning styles and personal characteristics affect 
their learning preferences [18], suggesting that future 
research should focus on the “student” aspect of AI 
integration for personalized education. Additionally, with the 
widespread proliferation of generative AI, there is a need to 
explore the effective use of prompts to get maximum benefit 
from AI integration in education.  
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Abstract—The demand for smartwatches has been growing in 

recent years, and opportunities to perform operations on 

smartwatches are increasing. However, the screen size of 

smartwatches is small, and complex input such as character 

input is often erroneous. Another problem is the high screen 

occupancy of software keyboards. Therefore, there is a need for 

a better input screen design for smartwatches. Since Japanese 

input has more characters than alphabetical input, it is 

necessary to provide many options. Therefore, we have 

proposed a new Japanese character input screen design for 

smartwatches. The user interface design should allow many 

selections to be made on a small screen with touch input. The 

proposed design has keys arranged in a circular pattern at the 

edge of the screen, allowing for a large key display while 

minimizing screen occupancy. The input operation is by touch 

and slide, and the slide allows multiple selections to be made 

from a single key. This design has resulted in superior input 

speed and accuracy, as well as screen occupancy, compared to 

the previous design. We investigate and evaluate user interface 

designs that allow users to input characters more comfortably. 

Keywords-smartwatch; character input; interface;  

I.  INTRODUCTION 

In recent years, with the development of technology, 

various types of smart devices have become popular. 

According to the "Telecommunication Usage Trend Survey" 

by the Ministry of Internal Affairs and Communications, the 

ownership rate of mobile terminals will be as high as 97.3% 

by 2021 [1]. Among these, wristwatch-type smartwatches are 

attracting attention. According to a survey by MM Research 

Institute, the domestic sales volume in fiscal year 2020 is 

expected to increase by 19.9% compared to the previous year, 

indicating that the smartwatch market is expanding [2]. 

Therefore, the demand for smartwatches is expected to grow 

further in the future, and more user-friendly functions are 

required. 

Recently, touch input and voice input are the most common 

input interfaces for smartwatches. Touch input is an intuitive 

input method because users can input data by touching the 

input target displayed on the screen. On the other hand, there 

are some problems with touch input. For devices with a small 

screen area, such as smartwatches, the size of the input target 

is so small that the input is misinterpreted as if a neighboring 

button is pressed during touch input. This is called the Fat 

Finger problem [3]. In addition, the conventional software 

keyboard on smartwatches has a very large screen occupancy 

ratio, and the area where the user can see the input characters 

is small. In addition, since the input target is not physically 

separated from the screen, it is necessary to check the input 

target while gazing at the screen while inputting. In the voice 

input method, the input is made by speaking the input to a 

microphone. Since this input method does not require the user 

to touch the screen of the device for input, it avoids the 

problems mentioned for touch input, such as pressing the 

wrong button. However, voice input is difficult to use in 

public places, such as libraries and hospitals where voices are 

not allowed, and in noisy places, such as crowded places and 

under elevated railway tracks, thus limiting the environment 

in which it can be used. It is also reported that many people 

are not comfortable with the actual voice input [4]. To solve 

these problems, various input interfaces have been studied. 

Currently, touch input is the most common input method 

for smartphones. Therefore, touch input, which is familiar to 

many users, is also used in smartwatches. For Japanese input, 

Romaji input and Kana input are commonly used. In Romaji 

input, you enter Japanese sounds using the English alphabet, 

which are automatically converted to Hiragana. In Kana input, 

hiragana is entered directly using the Japanese keyboard 

layout. In previous research, touch input for smartwatches 

with small screens has been studied extensively. Various 

input methods have been proposed, such as character input 

by a combination of stroke gestures and taps [5], character 

input by slide-in [6], and a circular kana input interface [7]. 

However, none of these methods can solve the Fat Finger 

problem or the screen occupancy problem. 

Therefore, we proposed a new screen design for touch 

input and conducted a character input experiment [8]. The 

proposed screen design consists of 12 keys on a circle at the 

edge of the screen, with consonants and vowels arranged in a 

clockwise direction. Character input is performed by touch 

and slide, and the screen vibrates when the selected character 

changes during input. The experimental results showed that 

the average character input speed per minute was 41.5 

character par minute, and the error rate was 2.1%. These 

results are superior to those of conventional touch input 

methods for smartwatches and demonstrate the usefulness of 

the proposed method. It is considered that the clockwise 

arrangement of keys enables intuitive input, and the 

placement of keys at the edge of the screen maximizes key 

display size resulting in higher accuracy. 

135Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                         146 / 224



In this study, we will investigate screen designs with better 

usability. Character input experiments will be conducted to 

investigate how screen design affects the accuracy and speed 

of character input. 

The rest of the paper is structured as follows. In Section II, 

we present our proposed method. Section III present the 

experiments and we conclude our work in Section IV. 

II. PROPOSED METHOD 

In this study, we propose a screen design and input 

behavior as a character input method for smartwatches. 

A. Screen Design 

A character input screen design for a circular smartwatch 

was created based on a previous study [8]. In addition, a half-

circle shape design was created in consideration of the fact 

that the keys are hidden by the fingers while inputting. 
These screen designs are shown in Figures 1 and 2. Since the 

screen size of a smartwatch is very small, we used the edge 

of the screen as the input area to make the input area as large 

as possible. In the design of Figure 1, twelve keys are 

arranged in a circular pattern at the edge of the screen, and 

144 choices can be made by setting the screen state to two 

levels. In the design shown in Figure 2, the seven keys are 

arranged in a half-circle shape at the edge of the screen, and 

the number of choices is sufficient for character input by 

changing the state of the screen. These proposed designs have 

only two adjacent keys, reducing the possibility of pressing 

the wrong key compared to conventional keyboard designs. 

B. Input Action 

Input operations are performed by touching or sliding 
within the colored input area of the proposed screen design. 
In this proposed method, touch means touching the screen 
with a finger, and slide means sliding a finger on the screen. 
When inputting with the design shown in Figure.1, after 
selecting a character by touch in Figure 1 (a), the display 
change second state such as Figure 1 (b). To select a 
character, slide your finger to the position of the character 
you wish to enter, and release your finger. These operations 
allow the characters to be entered. The input operation for the 
half-ring design  (Figure 2) is the same as in Figure 1, where 
characters can be entered by touch and slide. In addition, two 
characters are contained in one key, so that selection is made 
with or without a flick toward the center of the screen. 

III. EXPERIMENTAL METHOD 

The device used for the experiment is a Google Pixel 
Watch 2 (diameter: 41mm, resolution: 320ppi) running Wear 
OS by Google. The experimental application is developed 
using Flutter. The application record touch logs and input 
characters in addition to the input functionality of the 
proposed method. The experiment is conducted in a seated 
position with the experimental terminal attached to the non-
dominant arm, and the subjects input with their dominant hand. 
The subjects practice typing after the explanation of the input 
method to them before the experiment. The subjects input the 
Japanese words displayed on the experimental terminal 30 
times. This task is performed with each of the proposed 
designs.  

IV. CONCLUSION 

In this study, we aimed to explore the design of input 
screens to make character input on smartwatches more 
comfortable. Specifically, we proposed two input screen 
designs: one with keys arranged in a circular layout and the 
other with keys arranged in a half-circular layout, and 
conducted character input experiments. The results indicated 
that the circular design had a higher input accuracy, while the 
half-circular design had a faster input speed. Additionally, 
when considering the overall input efficiency, which 
combines both accuracy and speed, the half-circular design 
was found to be superior. Furthermore, it was confirmed that 
the proposed designs showed better input efficiency compared 
to conventional methods. 

The significance of this study lies in improving the 
comfort of character input on smartwatches, thereby 
providing users with a more user-friendly input screen. 

For future research, it is necessary to consider screen 
designs not only for Japanese input but also for other 
languages. This will enable comfortable character input for 
global users of smartwatches. 
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Abstract—The simple access to and long-term storage of
measurement data at research facilities play an important role
and represents an essential basis for scientific work. There are
various solutions for data acquisition, such as the Experimental
Physics and Industrial Control System (EPICS) Archiver or the
TANGO Framework, which are particularly suitable for use with
large scientific devices. For small to medium-sized Programmable
Logic Controller (PLC) controlled systems, it is often not worth
the effort of such a framework, so that there is often still a lot of
room for improvement. This paper describes the development of a
database-based acquisition system that offers the researcher easy
access to the measurement data, while ensuring good usability.
In addition to data storage, the system has the ability to transfer
data like parameters or test routines to the PLC for execution.

Keywords-data acquisition, plc-controlled system, long-term stor-
age.

I. INTRODUCTION

In research facilities, the data storage of small to medium-
sized systems and test setups is often based on text files.
The measurement data generated in the Programmable Logic
Controller (PLC) can either be written directly to a Comma-
Separated-Values (CSV) -file in the PLC [1] and stored on
the file system, or it can be read out by third-party software
products [2][3], such as LabView© or Matlab© and then
stored as a file. The resulting text files are often transferred
from the PLC to the data storage or analysing device using
portable mass storage devices or File Transfer Protocol (FTP)
communication. Past events, such as the best-known attack
on PLC control systems with the Stuxnet worm, which was
initiated via an USB stick [4], have shown that the use of
portable mass storage devices on control systems and plant
networks should be avoided. In various research facilities, the
use of mobile data storage devices such as USB sticks is even
generally prohibited. Also, the classic FTP exhibits security
deficiencies owing to its age and intended use [5]. Although
some of these issues have been addressed through extensions
like Secured FTP (SFTP), it is advisable to check the protocol
utilization within the plant network.

Large-scale facilities, such as particle accelerators or tele-
scopes, can make good use of existing software frameworks
such as Experimental Physics and Industrial Control System
(EPICS) or TANGO [6]. In addition to the general functional-
ities of a Supervisory Control and Data Acquisition (SCADA)

system, EPICS also offers the option of saving measurement
data via the Archiver, exporting it or filtering it directly with
own written analysis code [7]. These platforms are scalable to
small systems, but the effort required to set up and maintain
such a system is not negligible. In addition, such a system can
only be used by researchers who have advanced knowledge of
how to operate the system. Direct use by researchers who have
not worked with the system before is therefore unlikely.
The following paper presents the implementation of a solution
that is somewhere between the simplest file-based solution and
the existing but too complex systems. In addition to safety and
availability aspects, good usability by the researcher is a top
priority in order to minimise the training period and avoid
operating errors. The solution offers the opportunity to easily
access the system’s measurement data and also provides test
routines in the form of parameter files which are then available
in the control system.

In Sections II the basic idea and system concept is de-
scribed. Section III then discusses the identified use context
of the system, before the detailed technical implementation is
described in Section IV.

II. SYSTEM CONCEPT

The fundamental idea of this concept is to combine the
best aspects of the three components PLC, Human Machine
Interface (HMI) and Databases in order to increase the scala-
bility and adaptability for different scientific devices, while
minimising the resulting issues. This is achieved by using
a different approach once a component exhibits significant
deficiencies in a specific area or is unsuitable for the task.
While PLC and HMI Systems (in particular those produced
by the same manufacturer) work well together when it’s about
high reliability and operation of scientific devices, they have
limitations in complex user interactions and the provision of
measurement data in different ways and formats. Especially
when the data must be retained for an extended period and the
queries to select the data are highly complex. In such cases,
customised web-based systems with specialised Databases
offer significant advantages. The system is designed to enable
the initial contact with the researcher via a customised web
application (web app). The researcher can upload the desired
experiment, while being able to use convenient software such
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as Excel tables to describe the different stages. This is the
used by the PLC and HMI System to execute its control
mechanisms. Following completion of the experiment, the
researcher can interact with the web app to specify which data
in which format is required. A challenge was to find the right
balance between the enhanced adaptability through the use of
web app and database, while maintaining the integrity of the
PLC control process.

III. EASE OF USE

In order to achieve good usability with the system which
was to be developed, the project was started with a con-
text analysis in which the 22 Deutsche Akkreditierungsstelle
(DAkkS) guiding questions [8] were used in a revised version
to carry out a semi-structured interview with the researchers.
A significant challenge was the wide range of applications for
scientific devices and systems. In order to find a homogeneous
user group, we focused on research facility that are usually
operated and managed by just a few or even one person, as
the use of large SCADA systems is often not possible for these
types of systems. These facility were PLC controlled plants,
laboratory setups or scientific devices operated at the Research
Centre Jülich.

The analysis resulted a core task, shown in Figure 1 to
upload a previously defined parameter file and to download
the relating measurement data again in the same way after
execution. These task can be divided into 4 interactive steps,
which are described in the following.

A new experiment always starts with defining the test steps
of the scientific device and documenting them, for example, in
the form of an Excel table or a CSV file. This file is referred
to below as the parameter file and contains general data and
system parameters such as operating points, holding times,
priorities and dependencies. Fields can be defined which are
only filled in by the PLC during execution. These can be
timers, counters, comment fields, or other variables available
in the PLC.

The parameter file can then be uploaded in the second step
inside the Data Management Portal (DMP) (Figure 3) using
the upload parameter file function. During the upload, a plau-
sibility check of the parameter file is carried out, which can
be configured for the specific facility. This configuration can
contain area exceedings of working points, missing working
points, duplicate step numbers or incorrect priorities. In case
of an error inside the file, the upload is denied by the DMP
and the user receives an error list to revise their parameter file.
If the parameter file does not contain any errors, it is saved
to the database. This process generates an unique experiment
ID, which is shared with the DMP user during the upload.
If the researcher wants to make changes inside the uploaded
parameter file before starting the file in the research facility,
the file can be modified by upload it again via the DMP. The
portal uses the general data from the file to check whether it
is a new file or an existing one. If the file already exists, the
database entry will be updated.

Fig. 1. User interactions.

The third step of the process describes the actual execution
of the experiment. In contrast to the previous preparatory
steps, this step must be carried out on the HMI of the facility.
By entering the experiment ID in the HMI system, the PLC
accesses the database and loads the parameter file into the
temporary memory. The individual steps can be viewed in
the HMI system and edited until they are executed by the
PLC. During the experiment, the PLC creates a copy of the
parameter file as a log file. In this log file, existing fields to
be completed by the PLC are then filled in automatically. This
can be, for example, the start time, end time or the hold time
of an individual step. A comment function is included within
the HMI system. If a comment is written, this is also recorded
in the log file with a timestamp, so that the researcher can
easily and safely document events during operation. After the
test has been completed, the log file is automatically saved in
the database. In addition to the log file, all measurement data
are also saved cyclically in the database, whereby the cycle
time can be selected and adapted to the measuring application.
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If an active experiment is running, the cyclic data is tagged
with the experiment ID to ensure better identification. If no
active test is running, the cyclic data is logged with the tag
”no active test” and a timestamp. Step four describes that
the researcher wants to access the measurement data and log
files, after the experiment has been completed. This is again
done via the DMP, access to the research facility or the HMI
system is no longer required. To access the dataset for the
experiment, one can enter the experiment ID. Use this ID to
directly access the data or apply filters to retrieve specific
information, as illustrated in Figure 3. The selected data can
be downloaded as a CSV file using the download button. A
distinction can be made between the German and English
CSV format in order to fit to the different evaluation software
products. This means that the experiment can be analysed
by the researcher independently of the research facility. The
data remains stored in the database after downloading so that
the data can be accessed again at any time via the DMP. In
addition to the cyclical measurement data, the parameter log
file can be downloaded the same way.

IV. IMPLEMENTATION

Figure 2 shows the general structure of the system. The
main component is a database for all data and parameters as
a Single Source Of Truth (SSOT). This is connected to the
PLC, the HMI system and the developed data management
portal (DMP) webserver, which is described in the following
subsections.

A. Database

Due to the desired scalability and adaptability of the system
to different scientific devices, the Not only Structured Query
Language (NoSQL) database MongoDB is used, which is
not restricted to a fixed data schema like Structured Query
Language (SQL) Databases [9]. The used structure which
resembles the often used JavaScript Object Notation (JSON)
-format and the possibility to optimise collections for use
with time series data strengthens this decision. Alternative
databases which also have time series functionality would be
for example InfluxDB.

The current hosting solution is realised using a local
MongoDB [10] docker container on a QNAP Network At-
tached Storage (NAS) model TS-473A with 4*4TB Disks in
a Raid10 Setup. This leads to a higher output-rate and could
tolerate up to two disk failures in the best-case.

Due to the docker setup, it is possible to host this solution
on every machine which is able to run a docker environ-
ment. Search speed for queries is improved using the time
series functionality and indexes for certain fields. The NAS
is currently doing daily snapshots of the necessary folders,
which can be manually saved on an external drive for later
restoration. The saved data can also be kept on the NAS-
System, this is only limited due to the available amount of
disk space and the lifespan of the disks.

An experiment simulating four machines producing the
same dataset (about 150 values with integers, boolean values
and floating point numbers) every second for about 12 years
used about 26 GB of disk space for the entire MongoDB data
folder.

B. PLC based database connection
1) Connection: To establish the functionalities for system

communication, it is essential to utilise function blocks from
Beckhoff Automation GmbH & Co. KG (Beckhoff) libraries
within the PLC. Building upon these components, the engi-
neering process involves crafting appropriate advancements,
to expand the functionality of the building blocks to create a
system with working communication between the PLC and
the database. To enable access through the PLC, various
settings are required. The chosen database must be initialised
using the TF6420-Database Server [11] extension tool from
Beckhoff and a connection must be established via the IP
address in the required network. The created database contains
an ID for target identification in later workflow stages. This
number cannot be dynamically assigned by the user, instead,
it is incremented numerically. A ”Standard Connection String
Format” is selected as the communication basis, meaning
that data and queries from the PLC are sent and received
in string format, structured into a JSON format within this
string. In the realm of communication, the TwinCat 3 (TC3)
Database Library [12] is employed for tasks such as inquiries
or filter configurations. For the formatting of data into JSON
strings or the conversion of these strings into structures, the
TC3 JSON XML [13] is essential. For example, to retrieve
data already present in the database, the following process is
required. Using the Query-Builder Function block with the
included functionality of QueryOptionDocumentDB [12], a
search in the database is triggered via the PLC. A string must
be generated containing the desired search information, to
serve as filter for exploring the database. This serves as a filter
and is passed to the Query Find function. To ensure a correct
access to the desired data, the search location in the form of
the Collection Name as a string must be passed to the block.
To initiate a request, the ExecuteDataReturn [12] method of
the QueryBuilder module can be employed to submit a query
to the database. The ID of the desired database needs to
be selected in addition to the filters and collection settings.
Upon the successful execution of a request, signifying the
retrieval of the intended data, the data can be formatted based
on user preferences using methods from the fbNoSQLResult
[12] module. This can be done either by converting it into
a string (fbNoSQLResult.ReadAsString) [12] or, alternatively,
directly into a predefined structure within the PLC (fbNoSQL-
Result.ReadAsStruct) [12]. The string is more flexible but also
more complex, as desired individual data must be extracted
and assigned to a PLC variable. With structure formatting, this
happens automatically. In this context, it is essential to ensure
an exact match in the structural configuration between the PLC
and the database entry. The data must be absolutely identical
in their structural format; otherwise, the transfer would going
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Fig. 2. System overview and database interactions.

to fail. The process for writing data and information utilised
the same functionalities as the request process. Only the query
function is switched to QueryOptionDocumentDB Update [12]
or QueryOptionDocumentDB InsertOne [12], depending on
the application’s requirements.

2) Problems and Limitations: To establish a functional
communication system, different challenges must be ad-
dressed. The definition of filters in a JSON format occurs at the
user level and must precisely match to a pattern. Deviations
lead to communication errors, making troubleshooting more
difficult, especially for complex filters. Information written
to the database must be in JSON format. Beckhoff provides
a block ”fbJsonDataType.AddJsonValueFromSymbol” [13] to
automate this task and store the result into a string. The
standard size of strings is 255 characters. However, this is often
not sufficient, so this range must be declared manually larger.
This leads to problems with greater data records. Changes,
such as ISO date adjustments, in this string may render it
unable to be graphically represented. Errors in conversion or
subsequent edits may not be visually inspected, complicating
the identification process. The mentioned example process oc-
curs whenever timestamps are a factor. The PLC operates with
its own date time type, which does not fit with the ISO date
type. In cases where specific specifications are necessitated
within the string, such as executing a unit conversion for
the database, manual string manipulation becomes complex.
Beckhoff offers a range of fundamental functions in its TC2
Utilities library [14], including find, insert, or delete functions.
These functions serve to locate and modify essential positions,
variables, or information elements. Nonetheless, it is worth
noting that the procedure becomes notably time-consuming
when dealing with larger volumes of data (length of the
string). The temporary storage of information for preceding or
future processing can occupy a significant amount of internal

memory due to the string’s size. This may negatively impact
PLC task and cycle times. The communication between the
PLC and the database does not operate at the cyclic speed of
the PLC, leading to delays in processing data and issues with
cyclic logging intervals. Due to the strict arrangements regard-
ing variable declarations and structure setups, the flexibility
provided by the database, with its NoSQL system, is limited
via the PLC. It therefore does not exploit the full potential of
the selected database type.

C. Data Management Portal
The DMP, shown in Figure 3 is realised using a website

with two structurally separated ”Apps” to interact with
the user, shown in Figure 3. One App is responsible for
uploading and downloading parameter files, while the other
is used for interacting with measurement data, including
providing various CSV formats. A more detailed explanation
of the different options can be found in Section III. The
website is build using the Django Framework [15] which is
python based and most designs are realised using the Django
Template Language (DTL) and the Bootstrap Framework [16].

This subsection provides a more detailed explanation of
the DMP. It outlines the processes involved in validation,
the Database used and how the communication with the
DMP works. Additionally, it identifies potential issues and
limitations.

1) Validation: The validation is used every time a pa-
rameter file is uploaded. It is realised with the Frictionless
Framework [17], which provides tools to validate, transform
and enrich data. Structures called schemas are written inside a
JSON Document to specify the requirements for the parameter
files. It can specify constraints like minimum, maximum, field
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Fig. 3. DMP - upload and download app.

types and flags for requirement of fields. Later on, transfor-
mation pipelines can also be specified. Once the parameter
file does not conform to the schema, the user will receive a
comprehensive list of errors and violated constraints to rectify
them.

2) Database: Django by itself doesn’t support MongoDB.
Its language (python), which is often used in the scientific
community, and the amount of additional usable packages
compensates for this fact. This leads to a faster adaptability
of the software. In order to be able to use the Django Queries
for simple models, we use the Djongo Mapper [18]. More
complex and nested structures like the time series datasets are
queried using the PyMongo Library [19].

3) Queries: Each page in the DMP has a form similar
to Figure 3 where the user can restrict or expand the search
results by specifying time, creator, experiment ID and other
parameters. These search parameters are passed to the Django
backend, where a query is dynamically generated. This query
is then sent to MongoDB and the results are processed and
returned to the user. In the default case, with no search
parameters, the results are capped to reduce query time.

4) Problems and Limitations: By using the DTL and
the main principles of Django, most of the website content
is created in the backend and sent completely to the user.
This approach can lead to longer waiting times if there is
a high workload, like long computations or transformations.
The concept also reaches its limits when a lot of interactivity
is needed. This would need further use of JavaScript or a
JavaScript Framework like Vue.js [20]. Although the DMP
ensures that the parameter files are validated and correct, it is

possible to corrupt the data via the PLC or HMI connections
if used incorrectly.

D. HMI based database connection
In addition to the PLC, the HMI system can also access the

database directly. This is done via a server extension written
in C# on the HMI server. The extension uses the MongoDB
Driver and the MongoDB Binary JSON (BSON) data type.
A query of the database for all available object IDs with the
corresponding experiment names can thus fill a list element or
a combo box with the parameter files available in the database.
The complete entry of the experiment ID can be simplified by
selecting the corresponding list element from the query. The
database connection can be used to load complete parameter
files into the temporary memory of the HMI server so that
they can then be edited using the graphical tools available in
the HMI. To save the changes, the temporary data set can then
be uploaded back into the database. HMI-side access to the
database always makes sense, if the operation or visualization
can take place independently of the PLC. In this way, the
limitations of PLC-based database communication described
in Section IV-B2 can be minimised.

V. CONCLUSION AND OUTLOOK

The developed concept for data handling in research facili-
ties covers the interaction principles of the ISO 9241-110 [21]
in many cases due to the user-centred approach. Suitability
for the user’s tasks is the focus of the entire concept in order
to avoid unnecessary steps and ensure easy access to the
measurement data.

MongoDB as central data storage offers great flexibility
and controllability due to the large number of interfaces. In
addition to the integration of the DMP, the PLC and the HMI
included in the developed concept, various other software tools
and hardware platforms can of course be connected to the
system. The hardware requirements to connect the MongoDB
database are very low, so that a communication-enabled ESP32
board can already be connected to the database to serve as a
data logger.

The realised validation of uploaded parameter files, de-
scribed in Section IV-C1, protects new system users from
operating error and helps them to comply with system limits.
Forms and task-related help files, stored in the DMP, guide
new users through the use of the tool. An iterative develop-
ment process with different prototypes, which was carried out
through expert-based usability evaluations with researchers,
has led to a user interface that meets user expectations.
Further tests are pending following the launch of the system. It
is planned to carry out observational user tests with ”Thinking
Aloud” by new, inexperienced users. As the concept can be
implemented in various systems with only minor adjustments,
the total number of DMP users will add up in a long-term
perspective so that usability can also be measured in future
using tools such as the SUMI [22]. This was previously not
possible due to the individual systems with only a few users
and offers further potential for improvement.
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The analysed user needs also result in further extensions
for the future such as the DMP can only be used to store
parameters, as well as measurement data and make them
easily accessible. A graphical representation of the data, which
has so far only been implemented inside the HMI system
via its own data memory, would be a potential extension of
the DMP. The integration of plot or dashboard environments
or even the direct evaluation of measurement data using
a Jupyter notebook [23], which is integrated in the DMP,
can further increase the usability of a scientific device and
lead to consistent evaluation results, especially with changing
researchers. However, any extension must take into account
the scalability of the system and its adaptability to different
scientific facilities. Depending on future requirements, the
individual components of the systems could be extended or
improved. For example, a 3-2-1 Backup Strategy [24], use of
the Django authentication system or adaptations to achieve
high availability and redundancy could be implemented.
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Abstract—This paper investigates website navigation menu
presentation styles. An experiment comparing three menu styles
vertical, horizontal, and radial was conducted to determine their
effect on user performance and preference. Although menu
presentation style did not affect task completion time and error
rate significantly, its effect on task completion time variance was
significant and Radial menus were most inconsistent in terms of
task completion time. Users preference was highest for horizontal
menus.
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I. INTRODUCTION

One aspect of website design is the implementation of nav-
igation menus as they constitute the primary conduit through
which users navigate and interact with a website’s content.

Menu design has been a subject of significant discourse
in Human Computer Interaction [1], however, few studies
have focused on the web. This is important as menu design
influences the user experience and performance. Novices un-
familiar with the menu content and command locations have
to search for items visually and visual search dominates the
overall selection time [2]. However, users quickly develop and
rely on spatial knowledge for menu item locations (i.e., they
become expert users) if the layout of the menu is stable [3],
[4]. Consequently, visual search time decreases and the overall
selection time then depends mainly on decision and pointing
times [5], [6].

Even though physical appearance and colour play an impor-
tant role on user experience, the same holds for menu layout
and design features [7]. There have been different proposals for
menu presentation styles in the literature which include hor-
izontal, vertical, or radial menus. While several comparisons
on menu organization have been made, fewer studies compare
menu presentation styles to each other especially in the context
of web navigation. We present here such an investigation.
In the background section, we analyse existing research on
the impact of menu presentation style and their application
on user navigation patterns on websites. Subsequently, in the
methods section we describe how we facilitated a controlled
experiment three menu presentation styles vertical, horizontal
and radial are compared. The objective is to determine if a
given presentation style, among the tested variations, results in
the most effective and efficient performance and enhances the
hedonic user experience. In the results section we present our

findings from the experiment, while in the discussion section
we discuss what the results mean for our research question
before we conclude the paper in the conclusion section.

II. BACKGROUND

Menus are a well-studied topic in Human Computer Interac-
tion (HCI) and several studies have investigated the influence
of menu design on user experience and performance. The main
parameters that are varied in the experiments are menu width
and depth, whereas menu design and placement have received
less attention.

Kim, Jacko, and Salvendy present [1] a comprehensive
summary of investigations with respect to menu structure
(width and depth), ordering, but also menu type on computers
and mobile phones discussing both two- and three-dimensional
menus. Three-dimensional menus leverage the depth dimen-
sion to provide additional information and enhance usability,
however, the challenges associated with 3D interaction have
influenced their potential. For our study we focus on 2D
menus.

A significant aspect in menu design is breadth versus depth,
i.e., the number of options available in each menu level
versus the number of levels a user encounters as they move
through the menu to a target item. Early findings supported
the conclusion that a broader menu was more effective than
a deeper one [8]. Miller [8] investigated the impact of menu
configurations on speed and accuracy in an interactive com-
puter terminal environment. He observed in his study a U-
shaped function in goal acquisition time, with an optimal
configuration of two menu levels and eight choices per level.
This is because increased depth involves additional visual
search and associated uncertainty about the location of a target
menu item. However, excessive breadth can also lead to a
crowded display. Therefore breadth should also be used with
moderation and a balance between breadth and depth needs
to be achieved. Contrary to the Miller‘s two-level approach
[8], Kingsburg and Andre’s [9] study on three-level menus
suggests positive effects when distributing menu levels on
different planes. Their findings also revealed that placing the
first menu level on the left side of the screen had a positive
impact. Furthermore, when the second and third menu levels
were grouped in the same plane opposite from the primary
menu, it resulted in improved user performance. Their research
also revealed that users preferred menus situated in the left or
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Figure 1: The vertical menu used in experiment.

Figure 2: The horizontal menu used in experiment.

Figure 3: The radial menu used in experiment.

right planes. These findings are significant for the design of
multi-level website menus and this experiment.

Moreno-Bote, Ramírez-Ruiz, Ramírez-Ruiz and Hayden
[2] also investigated the breadth-depth dilemma in multi-
alternative risky choices. Their study found that optimal
strategy depends on capacity available. With limited capacity,
favouring breadth is advantageous. However, when you have
greater capacity a transition happens, emphasizing the impor-
tance of choosing the right balance between breadth and depth.
When screen is small as in mobile devices, breadth must be
limited due to practical considerations and narrow hierarchies
perform better [10]. Filling the screen as much as possible
without requiring scrolling while keeping a reasonable font
size is the optimal solution when small screens are considered
[11].

Another aspect of menu design is adaptation, i.e., whether
a menu is static or the content is adjusted dynamically.
Even though adaptation, can increase performance as frequent
options appear first, it may increase learning time and slow
down users until they become accustomed to this style [12].
A benefit for user design adaptable menus has been reported
[13].

A third aspect discussed in the literature is menu ordering.
Categorical menus are useful when categories can give a clue
to target items, while alphabetical menus provide an advantage

compared to random menus as users can guess the location of
items in next levels [3], [14] [15]. This has been investigated
for various tasks in experiments: (a) Search for a known item;
(b) Search for the first suitable item with a known target
characterization; (c) Search the most suitable item with a
known target characterization; and (d) Browsing among the
items. Categorical performs better in most cases an exact word
is not required to be found.

A further parameter in relation to menu design is menu type.
Several researchers compared hierarchical to fisheye menus.
Hierarchical menus are also classified as categorical index
menus (simply placing all items in a categorical index) as
well as horizontal and vertical cascading menus (hierarchically
cascade the menu items upon mouse-over). Fisheye menus
magnify a menu region while elements in other regions are
shown in gradually reduced sizes and can thus accommodate
more items. Index menus have been found to lead to a
more efficient interaction compared to hierarchical menus [10],
perhaps due to a more tight layout on screen and visibility.
Furthermore, users are faster and more accurate in finding
known items with hierarchical compared to fisheye menus.

Another menu type arranges items on the circumference
of a circle and is called radial [16], pie [6], or marking
menu. Radial layouts were initially used to support small,
single level menus. Support for hierarchies was first realized
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by a series of single level radial menus. Pie menus were
compared to a linear menu in expert mode, using 8 item
menus, yielding 15% faster selections [6]. Marking menus
generalize to multiple hierarchies by presenting each level in
the displayed menu as a separate pie menu [4], [17], [18]
and also provide an expert selection mode, in which the user
can issue a straight ‘mark’ in the direction of a desired item
without the actual menu being displayed. Radial menus are
generalized to multiple hierarchies by presenting the elements
in the next level in overlapping or non-overlapping menus.
The Wave Menu presents new levels at the centre of the menu
circle, while inverted Wave Menus outside the initial circle.
Wave menus typically perform better than overlapping pie
menus in which only one hierarchy level is visible at each
time. The efficiency of such menus is higher than this of
vertical menus as long as the number of items is small and
no additional hierarchy levels are used. In another approach,
radial menus expand outwards, however, the elements are not
distributed over the whole circle but rather placed next to each
other along the circumference of the corresponding level [16].

Parush and Yuviler-Gavish [19] explored navigation struc-
tures, endorsing broader horizontally oriented menus for po-
tentially faster task completion. Their emphasis on considering
device-specific factors further underscores the need to assess
user interactions across various devices.

Significant work has been directed in modelling menu
performance. This involves visual search times and mouse
movement in relation to the target width and distance to
target [20]. Another relevant model is Drury’s model (1971)
[21] which has been reformulated as Steering Law in the
context of HCI [22]. This model posits that movement time
is linearly related to the ratio of path length (A) to path width
(W), offering invaluable insights for designing interfaces in
precision-critical applications.

Kořistová and Spiratos [23] observed a correlation between
mega menus and heightened user experience, while conversely
noting the detrimental effects of hamburger menus and neutral
impact of horizontal menus.

Cuddihy and Spyridakis [24] shifted the focus towards user
comprehension and navigation, emphasizing the importance
of visually distinct navigation schemes. Their exploration
introduced the intriguing concept of perceived knowledge
gain. They suggest that user experience goes beyond mere
comprehension; it involves how users subjectively interpret
and assess their own learning experiences within the context
of the provided navigation schemes. These insights led them to
incorporate user feedback on perceived knowledge gain within
experimental designs.

Yu, Roh and Han compared a simple selection menu as well
as global (next level in the screen centre) and local (pull-down)
navigation menus [25]. They found that participants performed
better in searching with the pull-down menu but were faster
in browsing with the global and local navigation aid menu.
However, users’ perception of the three menu designs was not
significantly different.

Bodrunova and Yakunin’s research [5] introduced the

concept of menu complexity and its influence on naviga-
tional behavior. The distinctions between productive and non-
productive search strategies offer a promising framework for
evaluating various menu presentation styles efficiency.

A. Summary

Several studies have identified menu structure, type, adap-
tation, and ordering as factors influencing user performance.
Looking more closely at our application domain, the web,
menus tend to be placed either on the top or the side of the
screen and expand along the horizontal or vertical dimension
respectively. Horizontal menus are space-efficient and often
have a familiar placement on top of websites. Vertical menus,
often also called side menus, are a popular choice in web
interfaces. Their visibility on the website makes them acces-
sible without the need for additional interactions. The style is
a valuable tool for designers seeking intuitive and accessible
content organization. Radial menus are not as common. The
literature indicates that radial menus can offer advantages in
terms of seek time, error rates, and minimizing drift distance.
However, the radial menu’s appropriateness depends on other
factors like the number of items on the menu, space on the
website and user preferences. Based on the literature, it is not
easy to make predictions with respect to user performance
and preference in horizontal, vertical, and radial menus in the
context of a web page. This is especially true if menus are
balanced in terms of breadth and width. and no significant
interaction problems appear. However, the visual style of the
menus is considerably different, therefore it is quite interesting
to investigate if this can lead any performance differences
but also how user preference is affected. Web menus differ
from mobile applications the option to hover thereby requiring
its own study. To investigate this research question regarding
user performance with the three menu types we designed an
experiment in which users selected items with a horizontal,
vertical, and radial menu.

III. METHOD

A. Experiment design

The independent variables were the menu type (vertical,
horizontal, and radial) and trial (1-3). Both were repeated
measures. The dependent variables were task completion time
as measured by the time taken to complete the tasks and task
completion accuracy as measured by the menu selection error
rate. As Kingsburg and Andre‘s [9] study suggests, users prefer
menus placed on the left or right planes of a website and
we have used this preference to create menus that align with
user expectations. The horizontal menu used in the experiment,
along with an example mouse-path, is displayed in Figure 2.
The vertical menu was also located on the left side of the
website [26]. Figure 1 displays menu and an example mouse-
path for a vertical style [26]. The radial menu with mouse-
path used in the experiment is displayed in Figure 3 [27].
The various study’s on breadth/depth led to the menus in this
experiment being 3 levels with 4 options per level. Elements
were ordered alphabetically in each level.
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Figure 4: Graph showing (a) the average task completion time, (b) task completion errors, and (c) standard deviation of task completion
time in the different conditions in the experiment. Error bars how standard error of the mean.

B. Apparatus & Materials

The experiment was created as an HyperText Markup Lan-
guage (HTML) web site with a page using JavaScript code
and Cascading Style Sheets (CSS) for design (Figure 1). The
experiment website was created in a news-website manner due
to its commonness.

C. Tasks

To mimic the typical web menu use cases from previous
experiments, [3], [14], [15] each participant were required to
navigate to a specific section of the website using only the
navigation menu. Paths were randomly generated for each
participant. An example of this is: "Find the section for
Music under the Lifestyle, Sports & Culture part of the page",
meaning that they have to find the button labeled "music" in
the navigation menu. Participants performed three trials with
each menu type.

D. Procedure

Before engaging in the evaluation tasks, each participant
were provided with a 90 seconds familiarization period for
each of the three navigation styles. To maintain validity, a
standardized A-Z categorization structure was established for
each style, neutralizing its impact on performance evaluation.
The same laptop was used by all participants to ensure the
same form, size and interaction style.

Participants were presented with a starting screen containing
a start-button and the text for where to navigate. When the start
button was clicked, the test sequence which is explained in the
section "Tasks" began. After the completion of the tasks, the
following questions were asked: Q1: How would you rate your
overall experience with the website navigation on a scale from
1-10, where 10 is the best? Q2: What made you not rate it
higher/ lower? Q3: Were there any aspects of the navigation
that you found particularly frustrating or confusing? Q4: What
did you like about the menu navigation on the website? Q5:
Were there any specific design elements or features that you
felt made navigation more straightforward?

After the questionnaire for each presentation style, par-
ticipants were introduced to the next style, and the entire

process repeated. Once the participant had repeated the process
for the 3 menu types, the following questions were asked:
OQ1: Which menu presentation style did you find the easiest
to use, and why? OQ2: Opposed to the others, were there
any specific design elements or features that you felt made
navigation more straightforward? The researchers took notes
on the participants responses. This approach gathered insights
into the hedonic user experience and performance in the
various menu presentation styles.

E. Participants

A sample of 14 participants, all university college students,
were recruited using a Google form. Some students studied
computer science-related subjects at a bachelor level, while
others studied unrelated subjects. All participants reported
familiarity with computers and web-based navigation. Each
participant was presented and signed a consent form, where
they could read about the experiment and how their personal
data would be processed, used, and eventually deleted.

F. Data analysis

The hypotheses were examined by testing for significant
differences in the dependent variables among the three menu
styles. Quantitative analysis involved two-way repeated mea-
sures analysis of variance (ANOVA) to examine the effects
of style on completion time and error rate, while one-way
ANOVA assessed variance in completion time among styles.
Post-hoc t-tests with Holm correction were conducted to iden-
tify specific differences between styles. Qualitative text data,
representing users experience, was analyzed systematically by
categorizing responses and identifying common themes across
different menu styles. The ratings (0-10) provided by the users
in first round of questions were added together to get an
average rating for each menu style.

IV. RESULTS

The data on task-completion time and error rate are dis-
played in Figure 4. Figure 4a shows average tasks completion
time in the three trials and the menu presentation styles in the
experiment. The variation between styles and trials is small.
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The same was the case for error rate, shown in Figure 4b. Task
completion time and error rate were analyzed using two-way
(Trial × Type) repeated-measures ANOVAs. Neither the effect
of trial nor the effect of style was significant. The interaction
between trial and style was also not significant. The same
results appeared for error rate.

Figure 4c shows the variance in task completion time for the
three menu styles in the experiment. This was also analyzed
using a one-way ANOVA with variance in task completion
time per participant as the dependent variable and menu
presentation style as the independent variable. The effect of
menu presentation style was significant F(2.26) = 4.26, p =
0.025. The calculated effect size of the tests was η2 = 0.15
with a Greenhouse-Geisser correction value of ε = 0.67. Post-
hoc t-tests with Holm correction for pairwise comparisons
shows that the horizontal style led to smaller variance in
completion time among trials compared to the radial style
(p = 0.03). However, all other pairwise comparisons were
not significant. The difference in variance in completion time
among trials was not significant when comparing vertical to
radial or vertical to horizontal.

For vertical, Horizontal and Radial menu style the average
rating was respectively 6.78, 8.92 and 7.92 (Q1). People
preferred the width for overview, against length like offered
in vertical presentation style (Q2). Nothing was frustrating
other than area of focus in center for vertical presentation
style (Q3). Every menu type gave good overview, but level-
separation was clearest in horizontal and radial presentation
style (Q4). The vertical presentation style had a natural mouse-
path, while horizontal and radial presentation style had clear
level separation (Q5).

Overall people preferred the horizontal menu presentation
style, as it gave the best overview and was the most "common"
(OQ1). The clear level separation of the horizontal menu made
it easy to see where to click next, while the width gave good
overview (OQ2).

V. DISCUSSION

Our study set out to examine the influence of the menu
presentation styles radial, vertical and horizontal on user
navigation behaviors and task completion rates on a website.
We examined the hypothesis that there would be a statistically
significant difference in user performance as measured with
task completion time and error rate among these three menu
styles.

The result showed that the average task completion time
and the average task completion errors were not affected by
menu presentation style. Interestingly, trial number also did not
consistently impact completion times across menu styles, as
evidenced by the non-significant main effect for the trial. All
menu styles were therefore used equally well. Contrary to our
initial hypothesis, the style of menus did not have a statistically
significant effect on task completion time and error rates which
challenges the notion that differences in the examined menu
styles play a significant role in minimizing user errors during
navigation tasks.

However, the variance in task completion time varied signif-
icantly across menu styles and the main effect of presentation
style on the variance of the average completion time for each
participant was significant. On average, task completion time
varied more when menu type was radial and less so when
it was horizontal or vertical. However, only the difference
between horizontal and radial menus was significant indicating
that radial menus led to less consistent performance in the
experiment.

Qualitative insights from participants align with the quan-
titative results, indicating a preference for the horizontal pre-
sentation style due to its clear level separation and overall
familiarity. However, it is noteworthy that the horizontal
style, while efficient in terms of completion times, exhibited
on average the highest average error rate. These qualitative
findings provide nuanced context, suggesting a correspondence
between user preferences and observed quantitative outcomes.

The observed variance in completion times across menu
styles indicates that designers should carefully consider the
trade-offs between different menu types, particularly concern-
ing efficiency in completing tasks. We cannot explicitly refer
to the exact reason for this result. One possibility is that the
variance in task completion times for the radial menu is due
to the lack of familiarity with such menus. However, it is not
possible to conclude without further experimentation.

It is essential to acknowledge certain limitations in our
study. The selected tasks might not fully represent the com-
plexity and diversity of real-world user interactions. Addition-
ally, participant characteristics, such as affinity for technology
and prior experience with certain menu styles, were not
explicitly controlled and could have influenced the results.
Future research should therefore explore these factors more
comprehensively.

Considering the usability facets within the wider menu
design context, while the examined styles may not signifi-
cantly impact completion times or error rates, other usability
dimensions such as learnability, efficiency, and satisfaction still
play crucial roles in shaping the overall user experience. By
acknowledging the nuances of user preferences, task efficiency,
and accessibility considerations, designers can make informed
decisions about menu design to create interfaces that are not
only functional but also intuitive and user-friendly.

VI. CONCLUSION

In this study, we investigated the impact of menu type on
navigation performance as measured by task completion time
and task completion rates. Participants navigated a website us-
ing radial, vertical, and horizontal menus. The results showed
that menu presentation style did not affect task completion
time and error rate significantly. However, the variance in com-
pletion times was affected significantly by menu presentation
style and radial menus showed the highest variance and less
uniform performance. Users expressed a preference for the
width in the overview.
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Abstract—Excessive smartphone use is quite common and can
result in various health issues, such as migraines, eye strain,
and cognitive fatigue. Dark mode, also called negative polarity,
has gained popularity in recent years and several authors have
suggested that it may help reduce eye strain. However, there
is conflicting evidence with respect to the impact of display
modes on eye strain, especially concerning smartphone use. To
investigate this aspect closer, we present a study which explores
the impact of smartphone display modes - specifically light
and dark modes - on self-reported eye fatigue in two different
ambient lighting conditions, dim and bright. We observed a
significant reduction in eye fatigue with the use of dark mode in
bright ambient conditions, while this effect was not significant
in dim ambient lighting. Additionally, positive polarity did not
significantly affect eye fatigue in either dim or bright lighting
conditions. We discuss these findings in relation to existing
literature.

Keywords-eye fatigue; display mode; ambient light; dark mode;
light mode.

I. INTRODUCTION

Nowadays, most people have access to a smartphone [1].
There are currently over one billion smartphone users world-
wide and the majority are heavily reliant and attached to
their phones. Studies indicate that individuals spend more time
with their smartphones than with their family and friends [2].
Statistics show that the average mobile user spends more than
5 hours staring at the device per day [1].

Extended staring at a smartphone screen can cause certain
health problems, such as migraines, dark circles under the
eyes, weakening of the eyesight, head and neck pain, and
it can also result in physical, mental, and cognitive fatigue
[2]. Another drawback is the development of Computer Vision
Syndrome (CVS). CVS is a range of eye and vision problems
that are associated with the use of digital screens [3]. The
terms ”CVS” and ”Digital Eye Strain” (DES) are used in-
terchangeably [4]. Symptoms include tired and irritated eyes,
trouble focusing, etc. It can be caused by activities that require
intense eye use, like looking at a digital screen or looking at
very bright lights [5]. CVS affects nearly 60 million people
globally, with one million new cases each year [4].

The blue light technology used in smart screens is one of the
main causes of eye fatigue, primarily due to its high energy
and shorter wavelength, typically ranging from 380 to 500
nanometers [2]. Frequent smartphone use exposes people to
a large amount of blue light. If blue light falls on the retina
for extended periods, it can lead to the gradual destruction of
photoreceptor cells, potentially causing eye cancer [2].

The dark mode is designed to reduce the amount of light
emitted by device screens while ensuring the minimum color
contrast ratios necessary for readability [6]. The widespread
adoption of dark mode by major platforms signifies a pivotal
moment in the evolution of this feature, indicating more than
just a passing trend; it represents a fundamental shift in mobile
app design trends. However, despite its popularity, there is
little evidence as to the effectiveness of dark mode [7]. This
aspect is further complicated by the fact that mobile phones are
used in different times of the day and in different environments
with variations in lighting conditions. The effect of ambient
lighting conditions is also not entirely understood. Importantly,
most studies target larger screens and smartphones are not
evaluated as often [7].

Given the widespread use of light and dark modes on smart-
phones, this study aims to investigate the impact of smartphone
display polarity, in particular dark and light modes, on users’
experiences of eye fatigue in different ambient lighting con-
ditions, specifically bright and dim ambient light conditions.
The paper is structured as follows. Section II provides relevant
background on the study, while Section III details the method-
ology employed, including the experiment design, hypotheses,
apparatus and materials, tasks and instructions, and participant
information. Section IV presents a detailed analysis of the
results of the quantitative study. Finally, Section V discusses
the findings, and Section VI concludes the paper.

II. BACKGROUND

Zayed and co-authors [4] analyzed data from a demographic
and ergonomic factors and a CVS Questionnaire (CVS-Q) de-
signed to assess DES using a sample of 108 IT professionals.
They found that 82% of participants reported some form of
DES. Further to subjective assessment through questionnaires
Bhanu Priya & Subramaniyam [2] discuss various other meth-
ods for assessing visual fatigue and eye strain, such as eye
trackers or biomedical instrumentation.

Light and dark modes are essentially different display
polarities. Light mode (positive polarity) is the oldest and most
commonly used, but dark mode (negative polarity) has been
gaining more popularity over the last two years, as evidenced
by the increasing number of applications and operating sys-
tems that support this setting [6], [8]. The use of dark themes
predates the implementation of dark mode in smartphones.
Dark themes have been used in user interfaces for video and
photo editing software, including applications like Sublime,

150Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                         161 / 224



(a) (b) (c) (d)

Figure 1. Illustration of a participant exposed (a) to bright ambient light and positive display polarity, (b) low ambient light and negative display polarity (c)
bright ambient light and positive display polarity (d) low ambient light and negative display polarity.

Atom, Visual Studio, and various others since several years
[9].

Dark mode user interfaces use light-colored text (typically
white or light grey) on a dark or black screen to reduce
the amount of light that is emitted by device screens [10].
They are supported by Android and Apple phones and dark
mode is often recommended for those with sensitive eyes.
In certain cases, dark mode gives the impression of a more
natural lighting environment, making it feel more comfortable
to use [9] and can help save power and enhance the interface
aesthetics [8].

Display polarity may impact visual acuity and a positive
polarity is generally recommended if visual acuity is important
[11]. A positive polarity results in higher overall brightness,
which leads to a smaller pupil size that is good for attending
to visual detail [11], [12]. For example, proofreading is done
more effectively with a positive polarity [12]. Furthermore,
there is evidence for a higher text comprehension using
positive polarity displays [13] and black-on-white text was
found to be significantly more legible than white-on-black text
in dim environments [14].

However, the results on the effect of display polarity on
eye fatigue are mixed. This could be because the advantage in
visual acuity due to a positive polarity may possibly come at
the expense of higher visual fatigue [15], [16]. Xie et al. [17]
found reduced visual fatigue due to using negative polarity
in a dark environment using a 27-inch display. However, the
light mode was the preferred mode among the participants
at high luminance contrast ratios. Ericson et al. present a
similar finding in that the dark mode reduced visual fatigue
more in a dark environment [18], [19]. Rempel et al. [18]
report shorter response times using negative polarity. Wang
et al. [20] found no effect on visual fatigue when comparing
positive and negative polarity. When studying visual fatigue
in Virtual Reality head-mounted displays, it was found that
dark mode (negative polarity) increased visual acuity in dim
virtual environments, while light mode increased acuity in

bright virtual environments. Dark mode was preferred among
the participants and was shown to reduce visual fatigue in both
low light and day light environments [19], [21].

While light mode remains the traditional and widely used
option, the increasing popularity of dark mode is evident
in the growing number of applications adopting this setting.
However, evaluation results on exploring whether one mode is
more beneficial for eye health based on scientific and statistical
evidence or if it is simply a matter of personal preference.
Importantly, there is a lack of research using mobile phone
screens as most studies are done using larger displays (14-27
inches CRT or LCD displays) [7]. We address this gap by
specifically comparing the impacts of light and dark modes in
different ambient light settings.

III. METHOD

We designed an experiment to explore the relationship
between the smartphone display mode and ambient lighting
condition on eye fatigue when using a smartphone.

A. Experiment Design

Independent variable smartphone display polarity had two
levels (negative and positive polarity corresponding to dark
mode and light mode) as did variable ambient lighting condi-
tion (bright and dim ambient lighting). The experiment used a
mixed-model design with ambient lighting as between-subjects
and display light mode as within-subjects variable.

A CVS questionnaire combining questions and Likert scale
items was used to measure the eye fatigue of the participants.
This questionnaire was adapted from a previous study on eye
fatigue [17], [22] based on the Visual Fatigue Scale (VFS)
developed by Heuer and Hollendiek. The questionnaire begins
with demographic questions, followed by questions about eye
health (such as prescriptions, allergies, and dry eyes), and the
average screen time during a day. Participants then use six
Likert scale to respond to questions that assess various aspects
of visual discomfort on a scale from 1 to 10: (1) It is hard
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for me to see the screen clearly, (2) I have a strange feeling
in my eyes, (3) I have sore eyes such as acerbity, tingling,
or swelling, (4) The brightness of the screen numbs my eyes,
(5) Looking at the screen, I feel dizzy or fuzzy, (6) I feel
a headache. Eye fatigue is then calculated as the average of
these ratings.

B. Hypotheses

Given supporting evidence in the literature, we hypothesized
that the use of dark mode on smartphones will lead to
significantly less eye fatigue in users compared to the use of
light mode, especially in dim ambient lighting conditions.

C. Apparatus & Materials

The smartphone used in the experiment was a Samsung
Galaxy A53 with an Android operating system and built-in
light and dark mode display options. Its screen size, measured
diagonally, is 6.5 inches in the full rectangle and 6.3 inches
accounting for the rounded corners. The experiment was con-
ducted in a dark laboratory room without a window. The room
lights and a small lamp were used to simulate the high and
low ambient lighting. Figures 1a and 1b depict the experiment
performed with light mode on the smartphone under bright
and dim ambient lighting, respectively. Meanwhile, Figures
1c and 1d illustrate the experiment conducted with dark mode
on the smartphone under bright and dim ambient lighting,
respectively.

To perform the experimental tasks, a number of applications
were used. These were Microsoft Start: news and more, text
messaging app, Quora, and Reddit. These are all well-known
apps used for day-to-day tasks and are made to be used in
both dark and light modes. The luminance level was measured
to be 460 Lux in bright ambient light mode and 33 Lux
in dim ambient light mode. Smartphone screen luminance
was 1300 Lux (positive polarity) and 450 Lux (negative
polarity) when ambient light was high and 140 Lux (positive
polarity) and 9.3 Lux (negative polarity) when ambient light
was low. Smartphone luminance varied in accordance with the
automated screen brightness adaptation of the smartphone.

D. Tasks and Instructions

During the experiment, participants performed a number of
tasks in each display polarity mode. Tasks were designed to
be of the same type but had different characteristics. The first
task was to read the article “6 common sleep myths debunked”,
which had a reading length of 7 minutes, on the Microsoft Start
app. The article was opened on the phone when they started.
The second task was then to find the phone’s text message
app and write a short text of three sentences summarizing
the article without sending it. For the third task, they were
asked to locate the Reddit app on the phone, open it, search
for posts using the phrase “tips for better sleep”, find three
different pieces of advice and create a new post mentioning
them. The tasks in the second part in which the alternative
light mode was used were identical to the first, except that
the participants read the article “The psychological immune

system: four ways to bolster yours”, used the Quora app for
the last task instead of Reddit, and searched for posts using the
phrase “tips for a better immune system”. Following each task
group, participants were asked to fill out the aforementioned
questionnaire to assess symptoms of eye fatigue.

E. Procedure

Prior to the experiment starting, each participant received a
briefing regarding the experiment’s objectives, the expected
duration, the procedure, the right to withdraw, which data
would be collected, and provided consent for participation.

Counterbalancing was used to mitigate potential biases
and order effects. Participants were divided into two groups,
each experiencing one of the two different ambient lighting
conditions. Within each group, the participants were randomly
allocated to two subgroups, where the first started out with
negative polarity (dark mode) and switched to positive polarity
(light mode), and vice versa. Participants completed the eye
fatigue questionnaire after finishing each display polarity tasks.
During this time, the phone’s display polarity was switched by
the experiment conductors. The experiments were conducted
within working hours between 9 am and 4 pm. It took about
15 minutes to complete each task group.

A pilot test was executed in advance to assess the timing
of the experiment tasks, the flow between them, the switching
between display modes, and participant instructions.

F. Participants

Participants were invited via email. A total of 18 IT students
participated in the experiments, aged between 20 and 50 years,
with eleven males and seven females, with nine participants
assigned to each ambient lighting group. The average duration
of mobile phone usage of the participants is 7.94 hours per day.
IT students were targeted due to easy access, due to sharing a
common foundation for experiencing eye fatigue from regular
screen exposure due to participation in a computer-based study
program, and good technological abilities and familiarity with
smartphone usage.

IV. RESULTS

Figure 2c shows the average value of eye fatigue in the
different conditions in the experiment. It can be seen that
during bright ambient light, eye fatigue is on average lower
for the negative compared to the positive display polarity,
while during dim ambient light, eye fatigue for positive display
polarity is lower when compared to negative. Figures 2a and
2b show eye fatigue for each participant. We see that the
tendency for a lower eye fatigue when display polarity is
negative compared to when it is positive mentioned above is
observed for all participants. The inverse tendency for lower
eye fatigue when display polarity is positive compared to when
it was negative in dim lighting conditions appears in five out
of the nine participants tested here.

A two-way mixed model Ambient Lighting x Display
Polarity ANOVA was conducted on the results. The main
effect of Ambient lighting and of Display Polarity was not
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Figure 2. Eye fatigue versus display polarity for (a) bright and (b) dim ambient light for each participant and (c) eye fatigue versus ambient light and display
polarity. Error bars show the standard deviation of the mean.

significant. The Ambient Light x Display Polarity interaction
was significant F(1, 14) = 7.13, p = 0.016, η2=0.039. Pair-
wise comparisons were conducted using t-tests, as appropriate
for the within and between-subject comparisons. The Holm
adjustment method was applied to control family-wise error
rates. When ambient light was bright, negative polarity (dark
mode) led to significantly lower eye fatigue compared to
positive polarity (light mode) (p = 0.004). This difference was
not significant when ambient lighting was dim. Furthermore,
according to the t-tests, eye fatigue did not vary significantly
when comparing bright and dim ambient lighting conditions
with the positive polarity display mode.

V. DISCUSSION

Our investigation was motivated by the desire to investigate
how the use of positive and negative display polarities (dark
and light modes) in bright and dim ambient light conditions
affects eye fatigue among smartphone users. We designed and
performed an experiment which compared different display
modes in two ambient lighting conditions. Data were collected
using the average value of the Likert scales from a related
computer vision questionnaire, similar to the methodology
employed in other studies [10]. In addition, we evaluated in-
ternal consistency to ensure the reliability of the questionnaire
used to measure eye fatigue. The Cronbach’s alpha coefficient
found a value of 0.865, indicating good reliability and internal
consistency among the items [23].

According to our analysis, the effects of Display Polarity
and Ambient Lighting were not significant. However, the
interaction between ambient lighting and display polarity was
significant. This suggests that the effect of ambient lighting
could depend on display polarity, and vice versa. Indeed, post-
hoc tests showed that during bright ambient light conditions,
participants exhibited significantly lower levels of eye fatigue
when using negative polarity (dark mode) compared to positive
polarity (light mode). This occurred, however, only in bright
ambient light conditions, as the effect of display polarity on
eye fatigue was not significant in dim lighting. The result
of lower eye fatigue in a bright environment when using a
negative display polarity on a smartphone screen is novel as

this question has not been addressed before in the context of
interaction with a smartphone screen as the one used here.

Pedersen et al. [8] found no effect of display polarity in
the daytime in terms of productivity and quantity of errors.
Sethi [7] reports higher mental demand when using positive
compared to negative polarity in a bright environment and that
younger adults showed higher cognitive load using when using
negative polarity in a dim environment. Wang et al. [20] found
no significant effect of display polarity on eye fatigue. On the
other hand, Erickson et al. [21] found a higher preference and
better overall usability, hedonic quality, and pragmatic quality
for a negative display polarity in dim lighting conditions when
using a see-through display. However, they did not measure
eye fatigue. Xie et al. [17] on the other hand find that negative
polarity reduces eye fatigue in dim lighting conditions. We
found a similar finding but not in dim but in bright ambient
lighting conditions. [17] did not test bright lighting conditions.
So while our result is consistent with some of the studies
in the literature, there are studies that report an advantage
due to negative polarity in dim lighting conditions or even an
advantage due to positive display polarity in bright ambient
light conditions.

The inconsistency may be related to differences in the screen
size but also individual differences. As mentioned earlier, we
used a 6.5 inches screen which is much smaller than the 27
inches screen used in [17]. Furthermore, in contrast to the
bright ambient conditions in which all participants reported
lower eye fatigue when using the display in the negative
polarity (dark mode), the eye fatigue ratings were not as
consistent across participants when ambient lighting was dim.
Five out of nine reported lower fatigue with positive polarity,
three out of nine with negative polarity, while one out of nine
reported no difference. In our study, luminance levels were
460 Lux in bright ambient light mode and 33 Lux in dim
ambient light mode (less dim than 3 lux for ambient light in
[17]) while the brightness of the smartphone screen changed
automatically to yield 1300 Lux (positive polarity) and 450
Lux (negative polarity) when ambient light was bright and
140 Lux (positive polarity) and 9.3 Lux (negative polarity)
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when ambient light was dim. Screen luminance was higher
than ambient by 840 Lux (positive polarity) and 107 Lux
(negative polarity) in the case of bright ambient luminance
levels and lower by 10 Lux (positive polarity) and 23.7
Lux for dim ambient lighting conditions. Perhaps, the large
difference in the bright ambient conditions could also have
influenced the results. This is a hypothesis we would like
to investigate further in future research. Additionally, while
our study provides valuable insights, we acknowledge the
limitations associated with our relatively small sample size.
To mitigate this limitation, we intend to enlarge our subject
pool in the future study.

VI. CONCLUSION

Our study aimed to explore the impact of display polarity
under varying ambient lighting conditions on eye fatigue. The
experiment involved performing a number of specific tasks
using smartphones. The analysis revealed no main effect of
either ambient light or display mode. However, the interac-
tion between ambient light and display mode was significant
and pairwise comparisons using t-tests showed that negative
display polarity led to a significant decrease in eye fatigue in
bright ambient lighting while the effect was not significant in
dim ambient lighting. Larger-scale studies may provide more
insight into the relationship between display modes and eye
fatigue for smartphones.

REFERENCES

[1] “Digital 2023: Global overview report,” Jan. 2023, publication
Title: DataReportal – Global Digital Insights. [Online]. Available:
https://datareportal.com/reports/digital-2023-global-overview-report

[2] D. B. Priya and M. Subramaniyam, “A systematic review on visual
fatigue induced by tiny screens (smartphones),” in IOP Conference
Series: Materials Science and Engineering, vol. 912. IOP Publishing,
2020, p. 062009.

[3] M. Rosenfield, “Computer vision syndrome (aka digital eye strain).”
Optometry in practice, vol. 17, pp. 1–10, 2016.

[4] H. A. M. Zayed, S. M. Saied, E. A. Younis, and S. A. Atlam, “Digital eye
strain: Prevalence and associated factors among information technology
professionals in Egypt,” Environmental Science and Pollution Research,
vol. 28, pp. 25 187–25 195, 2021, publisher: Springer.

[5] R. Ansorge, “Eye fatigue: Causes, symptoms, and treatment,”
Feb. 2023, publication Title: WebMD. [Online]. Available: https:
//www.webmd.com/eye-health/eye-fatigue-causes-symptoms-treatment

[6] J. Ferrer, “Why is dark mode so captivat-
ing?” Feb. 2024. [Online]. Available: https://uxdesign.cc/
why-is-dark-mode-so-captivating-92f2ed4e0dc5

[7] T. Sethi and M. Ziat, “Dark mode vogue: Do light-on-dark displays
have measurable benefits to users?” Ergonomics, vol. 66, no. 12, pp.
1814–1828, Dec. 2023.

[8] L. A. Pedersen, S. S. Einarsson, F. A. Rikheim, and F. E. Sandnes,
“User interfaces in dark mode during daytime – Improved productivity
or just cool-looking?” in Universal Access in Human-Computer Interac-
tion. Design Approaches and Supporting Technologies, M. Antona and
C. Stephanidis, Eds. Cham: Springer International Publishing, 2020,
vol. 12188, pp. 178–187.

[9] H. Eisfeld and F. Kristallovich, “The rise of dark mode: A qualitative
study of an emerging user interface design trend,” Sep. 2020, backup
Publisher: Jönköping University.
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Abstract—Environmental factors, such as fog and darkness,
significantly limit the visibility of security personnel. In addition,
limited field knowledge and inexperience can lead to misinterpre-
tation of events, which may endanger both the task and human
lives. Our study compares the situational awareness of partici-
pants and the effectiveness of purpose-built mobile applications
and Mixed Reality (MR) glasses in security-related scenarios
for navigation involving capturing a moving hostile target in
a forested environment. Results of the experiments in terms
of task completion time, navigation accuracy and questionnaire
responses show that the utilization of MR technology improves
situational awareness and user engagement compared to the 2D
map-based mobile applications.

Keywords—mixed reality; situational awareness; head mounted
displays.

I. INTRODUCTION

Situational Awareness (SA) is a theoretical framework that
involves comprehending various events within a confined
time and spatial context to gain a better understanding of
the surroundings [1]. Military operations or national security
frequently unfold in unfamiliar and unmapped territories.
Consequently, knowing the environment becomes beneficial.

Mixed Reality is a powerful tool for security personnel
in military camps, providing a comprehensive and effective
approach to protect personnel, equipment, and sensitive in-
formation [2]. Mobile technologies, such as Head Mounted
Displays (HMD) and MR applications, can enhance their
vision by providing relevant data and minimizing distractions
[3]. The effectiveness in challenging settings depends on the
utilization of Command, Control, Communications, Comput-
ers, Information, and Intelligence (C4I2) tools. C4I2 tools are
optimal performance that can be effective in increasing the SA
of security personnel [4]. Applications of MR have proven
to be valuable for security personnel, as they enhances SA
and facilitate the attainment of mission objectives with greater
efficiency [5]. These applications can help security personnel
in foggy places obtain information in invisible places.

In this study, a radar simulation application was created
using a surveillance radar as a sensor, and two purpose-
built applications, which are a mobile map-based application
and an MR application, were developed. This study aims
to investigate potential differences in usability level between
these two purpose-built applications through experiments. In

experiments, participants delve into two different groups for
simulating a security-related scenario. One group used the
mobile application while the other group used the MR appli-
cation. When the task was finished, participants were asked
to fill out questionnaires. Also, task completion times and
deflection errors were calculated. This analysis will provide
valuable insights into the applications’ efficacy and help draw
meaningful conclusions about their respective performances
based on the data collected from participants.

The rest of the paper is organized as follows. Section
II provides and overview of the relevant studies that have
contributed insights to the present study. Section III explains
problem definitions and proposed applications. Section IV
gives information about the experiments conducted on par-
ticipants. Section V includes results. Section VI contains a
discussion of potential ways for future research related to the
subject matter of the study. Lastly in Section VII, results of
the conducted experiments is given.

II. LITERATURE REVIEW

Augmented Reality (AR) and MR changed how we navigate
our environment by mixing virtual and real worlds. The impact
of civil navigation through various applications, advancements,
and research findings was examined to evaluate how AR and
MR were employed.. Jin et al. compare the effectiveness
of Natural User Interface (NUI) using HMD with AR and
Graphical User Interface (GUI) in storytelling [6]. The results
show that NUI is more effective in terms of user engagement,
immersion and enjoyment. When using NUI, participants feel
more present in the story world. The GUI, on the other hand,
is perceived as less immersive and interesting.

Dong et al.’s research compares the external and visual
behaviors of users using AR and 2D maps for pedestrian
way-finding [7]. AR offers a more intuitive and immersive
experience, allowing users to see their surroundings, receive
directional prompts, and adapt to their location and orientation.
2D maps are found to be less engaging and difficult to
interpret.

Rocha et al. propose a mobile application that integrates
AR and accessibility features [8]. The system combines AR
with audio instructions and haptic feedback, providing real-
time information about the user’s surroundings. The findings
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indicate that the system displayed an enhancement in navigat-
ing unfamiliar environments.

Chimielewski et al. report on an AR system using mo-
bile devices and sensors to aid decision-making and SA in
military combat scenarios [9]. The developed system uses
accelerometers and gyroscopes to provide orientation and
position. The case study shows that the AR system improved
soldiers’ understanding of situations, assessed threats, and
made informed decisions. The paper highlights the potential
of AR technology to improve safety and effectiveness on the
battlefield.

You et al.’s study reviews the use of AR in urban warfare
scenarios, highlighting potential benefits such as enhanced SA,
improved decision-making, and increased safety for soldiers
[10]. The proposed system overlays real-time data onto sol-
diers’ fields of view, providing a comprehensive picture of
their surroundings and the battlefield.

Commercial products utilizing AR/MR exist, and the litera-
ture review delves into how AR and MR have shaped diverse
business sectors. Eyekon is a wearable computer that uses
a support system based on intelligent agents [11]. It aims
to provide a comprehensive representation of real weapons
to maximize SA in a battlefield environment, using smart
icons. It also uses brightness for detecting depth and arrow
guidance to direct attention to specific targets. Juhnke et
al. accomplish their objective by constructing a framework
known as the Intelligent Augmented Reality Model (iARM)
[12]. iARM’s objective is to establish an AR interface that
bridges the gap between the physical environment and the user
through the use of a smart screen. Microsoft partnered with
the US Army to develop a customized version of the HoloLens
called the Integrated Visual Augmentation System (IVAS) for
military use [13]. The IVAS has several characteristics such as
digital overlays, night vision capabilities, ballistic protection,
and hearing protection which are highly suitable for military
operations.

The purpose of this study is to show how MR user interfaces
surpass mobile map-based applications in the context of mil-
itary use, as well as to provide empirical evidence to support
the hypothesis that MR user interfaces improve performance
and effectiveness for security applications. This study aims to
improve academic knowledge and practical use of MR user
interfaces in security scenarios by carrying out an analysis.

III. PROPOSED PHYSICAL SECURITY APPLICATIONS

A. Problem Definition and Design Issues

The maintenance of border security holds significant impor-
tance for all countries. Since not all borders contain physical
barriers, this matter poses a challenge for border security.
Cameras and radars are widely utilized gadgets for safeguard-
ing borders between countries. The utilization of radar is
typically entrusted to an operator. If any atypical activity is
identified on the radar display, the operator will proceed to
examine the reliability of the stated activity. If the activity does
not qualify as an emergency, the operator shall proceed with
examining the radar screen. If it qualifies as an emergency, the

operator will initiate contact and provide the required informa-
tion. Security personnel will proceed to the target location to
evaluate the situation. These personnel are often equipped with
body armor and weaponry. They lack access to radar screens,
and their sole method of obtaining information is through
walkie-talkie. The issue in this particular scenario relates to
communication. Enhancing the efficiency of communication
could provide benefits for security personnel.

The mobile and MR applications proposed in this paper
are developed to address the issue described above. Security
personnel need a tool for obtaining information about the
target. Having access to this information in real time can allow
them to anticipate potential dangers.

B. Overview of the Proposed System

The general structure of the proposed system is shown
in Figure 1. The system is composed of four fundamental
components. It includes a radar, a server, a mobile device,
and an HMD. Due to privacy and security issues, a simulator
is used for mimicking the radar outputs in experiments.

Web Server

Ego Location

Tracked Target
Location

Mobile Device
Head Mounted

Display

Radar
(Simulation
Computer)

Tracked Target
Location

Tracked
Target

Location

Ego
Location

Figure 1. General structure of the proposed system.

The MR application works on an HMD while the mobile
application operates on a mobile device. The web server uses
a database and a server. Meanwhile, the simulation application
runs on a computer.

C. Radar and Web Server

The radar produces a signal characterized by a particular
frequency and subsequently examines the received signals
in order to identify and classify the detected objects. The
detections possess data regarding the coordinate system and
processed signal outcomes. The detection algorithm receives
these pieces of information as input to the algorithm which
can determine whether the detected signal is a target or a
false alarm. If the output of the algorithm corresponds to a
specific target, additional information such as geolocation and
identification (e.g., human, animal, vehicle) is computed. The
utilization of a simulation is employed during the target and
tracked target location creation process, followed by uploading
these locations to the web server in a sequence. The generated
tracked target locations correctly represent the location of the
target.
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The tracked location is uploaded on the web server via
HTTP requests by the radar simulation. JSON is used as
the data format. An example tracked target location data
is presented such as {“trackId”:1, “latitude”:39.71, “longi-
tude”:32.15, “horizontal”:43.7, “vertical”:28.2}.

To determine horizontal and vertical distances, origin and
tracked target location are used. The origin location is the
geolocation where security personnel begin using the HMD.
It is also the location where the radar is positioned. The
haversine formula is used for calculating distances between
two points on a spherical surface using the coordinates of the
two locations. The formula to calculate the distance between
the location information of the security personnel and the
shortest route involves calculating the distance of the point
perpendicular to the line.

Communication between simulation and mobile/MR ap-
plications is provided by the web server application. The
application serves three functions: responding to requests
related to the geographical origin location, responding to the
geographical location of the ego (in our experiment the ego
location is the participant location) and responding to requests
about the tracked target location. The web server receives
HTTP requests from the simulation and the mobile application
and stores them in its database. When the mobile or MR
application requests an update of the tracked target location,
the web server responds to these requests as in Figure 1.

D. Mobile Application

A mobile application has been designed with a 2D map-
based user interface to function as a physical security applica-
tion. The mobile application user interface is shown in Figure
2.

Ego Location Tracked Target Location

Figure 2. Mobile application user interface (when held horizontally).

Satellite images, ego and tracked target locations are visu-
alized on the map. The ego location is acquired through the
GPS and the tracked target location is retrieved from the web
server.

E. MR Application

An MR application is developed and deployed on the HMD
for the purpose of visualizing the tracked target location,
which is aimed to serve as a security personnel HMD. The
tracked target location in the web server is requested from
the application and the target object can be displayed on the
screen. A screenshot taken from the MR interface is shown in
Figure 3.

Distance to
Tracked Object

Tracked
Object

Figure 3. MR application user interface.

Since the MR engine uses object display by the coordinate
system consisting of three axes (x,y,z) and sensory location in
real-world uses geo-location, merging them on the same plane
is needed. This merging is made possible through a conversion
of origin location to x,y,z axes. For HMD’s accurate object
visualization, its display needs to be aligned with the north
direction. This mapping can be seen in Figure 4 (N represents
North for the real-word coordinate system).

x

z

N

X

Z

Figure 4. MR Engine (left panel) and Real-world (right panel) coordinate
systems.

HoloLens 2, which was used as the main HMD in our
study, has a maximum draw distance for displaying objects.
A displayed virtual object is constrained to be visible up to
50 meters. An object which has a distance beyond 50 meters
can not be rendered on HMD. As seen in Figure 5, the target
location on the MR plane is projected on a 30 meters radius
from the HMD. This will create a virtual target location so that
the virtual location will always be visible regardless of how far
the target is located. Calculations are made with the tracked
target and ego locations and the object’s virtual position is
displayed on the HMD.

Target Real Location

350 m

30 m30 m
Target Virtual Location

HMD

z

x

Figure 5. HMD draw distance.

The visibility of objects is significantly compromised when
HMDs are used in outdoor environments. In order to enhance
the visibility of the target object, a red color layer is added.

IV. EXPERIMENTS

A. Hardware and Software

The web server application was developed using Firebase.
To establish communication with the radar simulation, the
mobile device, and the MR applications, Firebase functions
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were used. Meanwhile, the radar simulation application was
developed for console application with Java 17 spring boot.

During the development process of the mobile application,
Kotlin version 1.6 was used. Samsung S20FE smartphone was
used for the deployment using Android Studio. The mobile
application made use of Mapbox as its map service provider.
The Microsoft HoloLens 2 was selected as the preferred HMD
for the MR application. The MR application was created using
the Unity platform and compiled specifically for the Advanced
Reduced Instruction Set Computer (RISC) Machine (ARM)
64-bit architecture. This compilation was provided by the
Mixed Reality Toolkit (MRKT).

B. Experimental Scenario

The experimental scenario was carried out in an environ-
ment with a moderate presence of trees, pathways, a pond, a
bridge, man-made objects, etc. as shown in Figure 6, because
the real-life surveillance, monitoring and tracking activities
take place in similar environments. An average person is
capable of walking the outer perimeter of this particular region
in a time frame of six minutes, covering a total distance of
400 meters. Also, the best and the worst possible routes from
the origin to the targeted location are shown in Figure 6. Red
dots show target movement in the experiment. The movement
stops shortly after the experiment begins. This ensures that
participants are confident that they have reached the targeted
location. The shortest path is around 170 meters while the
longest path is around 250 meters.

Shortest pathOrigin location Targeted location

1 2

Target movement

1 2

Longest path

Figure 6. Experiment area (Upper panel: top view, lower panels: photos taken
at the given locations).

In this experiment, participants start by positioning them-
selves at the origin location and proceed to use the mobile
device or put on the HMD. Before starting, a hand weight is
provided to the participant to simulate the security personnel’s
hands being occupied and physically hindered with additional
weight. After the virtual data (for the 2D map or the MR
content) are displayed on the application, the timer is initiated,
prompting the participant to take action in locating and track-
ing the target. Since the simulation of the target is moving, the

locations change continuously. Simultaneously with the start
of the participant walking, the mobile application sends the
ego location to the web server. Once the participant arrives
at the tracked target location, the timer stops and the elapsed
time is computed. Each participant tracked the target location
once using only one application. The target location followed
the same route for both applications. The experiment comes
with limitations, such as the requirement to carry weight at
all times and the restriction of the participant to not leave the
designated area.

C. Participants

Two groups of participants were randomly selected, with
each group consisting of 15 individuals, resulting in a total of
30 participants. The first group (Group 1) used the mobile
application, whereas the second group (Group 2) used the
MR application. All individuals within Group 1 had prior
experience using a mobile navigation application of some kind.
Conversely, 53 percent of the participants in Group 2 had prior
experience using AR/MR applications.

D. Evaluation metrics

This study uses four evaluation methods. Objective mea-
surements, such as task completion time and navigation accu-
racy measurements, are obtained through impartial methods.
It was aimed to compare both mobile and MR applications
in terms of guidance accuracy by calculating the deviation
from the ideal shortest route toward the target. An example
of deviation is shown in Figure 7. From each geographical
coordinate in the participant’s walking route, the perpendicular
deviation from the shortest path is retrieved.

Origin location Targeted locationParticipant locationDeflection

Figure 7. Illustration of the calculation of deflection error.

Subjective measurement surveys, such as NASA Task Load
Index (TLX) and Post Study System Usability Questionnaire
(PSSUQ), rely on subjective assessments [14] [15]. The Ap-
pendix lists the questions of the questionnaire.

V. RESULTS

A. Task Completion Performance

Table I shows the time taken by the participants to complete
the experiment. Based on the results, participants who used
the MR application (Group 2) arrived quicker to the target
compared to participants who used the mobile application
(Group 1).

Based on the comments made by participants using the
mobile application, they experienced a loss when using the
application while holding the weight in their hands. They also
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TABLE I
AVERAGE TASK COMPLETION TIME RESULTS

Group Time (min.)
Group 1 3:37 ±1:01
Group 2 2:54 ±0:28

stated that they initially allocated some time to determine the
optimal route to reach the targeted location on the map.

Participants in Group 2 commented that they perceived
it as straightforward to determine which way to proceed
initially, because they were able to see the terrain, path and
environmental objects clearly while walking. However, they
reported that, when faced with the obstacle of crossing the
pond, it took some time to decide on the right path.

B. Navigation accuracy

The findings related to the navigation accuracy errors can
be seen in Table II. Based on the results, it was observed that
individuals using MR applications showed a higher degree of
proximity to the shortest path in comparison to those using
the mobile application.

TABLE II
AVERAGE DEFLECTION ERROR

Group Error (meters)
Group 1 6.60 ±2.10
Group 2 3.17 ±1.34

During the experiment, the participants encountered devi-
ations from the shortest path because of the decisions they
made while navigating toward the targeted location. As a
result, mobile application users exhibited both a delay and
a higher degree of deviation. The participants who used the
mobile application indicated that they had difficulty initially
determining where they would go.

C. Results of NASA TLX Questionnaire

The findings from the NASA TLX Questionnaire are dis-
played in Figure 8. According to the results, the metric with
the lower score is considered preferable over the others in each
of the six metrics. The scale for each metric ranges from 1
(the best outcome) to 21 (the worst outcome). These scores
are computed by averaging all participants’ scores using the
two applications.

6.02 9.38 9.24 5.46 7.42 6.728.40 5.60 5.74 3.92 5.32 5.32
0
3
6
9

12
15
18
21

Mental
demand

Physical
demand

Temporal
demand

Performance Effort Frustration

Mobile Application MR Application

Figure 8. NASA TLX questionnaire results.

The mental demand is seen as the sole outcome in favor
of the mobile application. The mental demand score is 6.02
for the mobile application and 8.4 for the MR application.
Based on the t-test result, p=.118 shows that there is no
important statistical difference between the results. According

to the participants, the mobile application makes use of a
user interface that is more recognizable. However, participants
faced difficulties when trying to simultaneously participate in
both the physical environment and the virtual representation
using the MR application.

In all other performance categories except the mental de-
mand, the MR application outperformed the mobile appli-
cation. It is shown that physical demand has the highest
difference between the mobile (9.38) and MR (5.6) applica-
tions (p=.019). The participants expressed that the physical
weight they had in their hands posed challenges while using
the mobile application. The temporal demand score of the
mobile application (9.24) is statistically significantly higher
than the MR application (5.74) (p=.031). The outcome can be
related to the temporal inefficiency encountered by individuals
using the mobile application. The performance of the MR
application (3.92) is observed to be better than that of the
mobile application (5.46) (p=.101). The participants were
provided with information about task completion times and
the accuracy of reaching the targeted location. Based on the
findings, it was observed that the users of the MR application
perceived themselves to have achieved higher levels of success.
The mobile application’s effort score (7.42) is higher than the
MR application’s (5.32) (p=.089). According to the feedback
provided by participants using the mobile application, it was
occasionally necessary for them to disrupt their use of the
application. Due to comparable factors, it is stated that the
frustration score is greater on the mobile application (6.72) in
contrast to the MR application (5.32) (p=.278).

D. Results of PSSUQ

The PSSUQ enables participants to share their thoughts and
recommendations regarding the interfaces they tested. PSSUQ
consists of nineteen questions that assess the general system
usefulness, information quality and interface quality of the
applications. The scale for each metric ranges from 1 (the
best outcome) to 7 (the worst outcome). These scores are
computed by averaging all participants’ scores using the two
applications. The results of PSSUQ are presented in Figure 9.
Based on the results, the overall score indicates that the MR
application (2.22) showed improved usability compared to the
mobile application (3.15).

2.94 3.36 3.24 3.151.93 2.66 2.18 2.22
0
1
2
3
4
5
6
7

System Usefulness Information Quality Interface Quality Overall

Mobile Application Mixed Reality Application

Figure 9. PSSUQ results.

System usefulness scores show that the MR application
(1.93) provided better satisfaction than the mobile application
(2.94). Participants reported that the MR application was easier
and more comfortable for object tracking. The individual
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results of the system usefulness section are shown in Figure
10.

2.60 2.27 3.07 3.13 3.67 3.00 2.00 3.802.00 2.67 1.33 1.53 1.60 2.13 2.33 1.80
0
1
2
3
4
5
6
7

Question 1 Question 2 Question 3 Question 4 Question 5 Question 6 Question 7 Question 8

Mobile Application Mixed Reality Application

Figure 10. PSSUQ system usefulness results.

T-test two-tailed values of Q3 (p=.002), Q4 (p=.006), Q5
(p=.002) and Q8 (p=.002) show that there is a significant
statistical difference in favor of the MR application. The
results given by participants who used the MR application
(1.33, 1.53, 1.60) in Q3, Q4, and Q5 were comparatively
lower than those given by participants who used the mobile
application (3.07, 3.13, 3.67). The reason for this outcome
is that the participants in Group 2 said that they were able
to finish the experiment with greater effectiveness, speed,
and efficiency. These findings align with the outcomes of the
analyses carried out on task completion time and navigation
accuracy. Based on the finding of Q8, it was observed that
participants had the belief that they could achieve higher levels
of productivity more quickly when using the MR application
(1.80) as opposed to the mobile application (3.80). The reason
for this can be because of the hand weights.

The information quality shows a similar pattern. The MR
application (2.66) gives higher quality information than the
mobile application (3.36). The participants who used the MR
application reported that they got back to the route easily when
they got off the route due to obstacles in the surroundings. The
results can be seen in Figure 11.

4.80 3.67 3.60 2.67 2.47 3.13 3.203.80 2.20 3.27 2.53 2.13 2.27 2.40
0
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3
4
5
6
7

Question 9 Question 10 Question 11 Question 12 Question 13 Question 14 Question 15

Mobile Application Mixed Reality Application

Figure 11. PSSUQ information quality results.

According to the responses to Q10, it was observed that
participants who used the MR application (2.20) were able to
recover more easily when they made a mistake than those who
used the mobile application (3.67) (p=.021).

Interface quality difference is also in favor of the MR
application (2.18) compared to the mobile application (3.24).
According to the participants, the MR application shows an
improved interface quality due to its ability to present the
tracked object in three dimensions within a real plane. The
results on interface quality are shown in Figure 12.

Both applications provided a sufficient amount of informa-
tion to the participants. However, based on the responses to
Q17, it was observed that the participants think the mobile
application (3.07) has a lower number of required features
compared to the MR application (1.87) (p=.050). This is
believed to be caused by the disparity in the presentation of
identical information between the two applications.

3.27 3.07 3.40 3.132.27 1.87 2.40 1.66
0
1
2
3
4
5
6
7

Question 16 Question 17 Question 18 Question 19

Mobile Application Mixed Reality Application

Figure 12. PSSUQ interface quality and overall satisfaction results.

Based on the findings of Q19, which is directly related
to the overall system satisfaction, it can be concluded that
participants expressed a higher level of satisfaction with the
MR application (1.66) compared to the mobile application
(3.13) (p=.006). There is no statistically significant difference
observed for the remaining questions.

VI. DISCUSSION

This study intends to contribute to the academic understand-
ing and practical implementation of MR user interfaces in
military settings. Based on the findings, it can be inferred that
the utilization of mixed reality technology has the potential
to provide an enhancement to the situational awareness of
security personnel.

Several methods have been discussed for a more effective
use of the study that has been conducted. In the beginning,
to track the target more accurately, navigation arrows can be
used to navigate to the tracked location.

In addition, in mixed/augmented reality systems, calibra-
tion is crucial to ensure the accurate display of information,
particularly in physical security contexts. To enhance the
geolocation system, it is suggested that the north calibration
method could be improved by using the position of the sun
and moon or by placing the surface on an elevation map.

In the future, elevation maps can be used to improve
the object placement on the MR plane. Also, experimenting
with different and more comprehensive security scenarios
and assigning different tasks will enrich the qualitative and
quantitative measurements regarding both interfaces.

VII. CONCLUSION

This study focused on the comparison of the mobile and MR
applications, utilizing a user interface for physical security.
The mobile application used a 2D map-based interface, incor-
porating satellite images, and user and tracked locations. The
MR application used MR to visualize the targeted location.
Based on the tests conducted in a forested environment, it has
been observed that using the MR application resulted in an
enhanced SA. We found that participants who used the MR
application were more efficient than those who used the mobile
application in terms of task completion times and deflections
from the ideal route. According to the results of NASA TLX
and PSSUQ, the mobile application is easier to learn than the
MR application. Meanwhile, the MR application users believe
they could become productive faster using this system.
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VIII. APPENDIX

NASA Task Load Index questions are listed below.
• Mental Demand: How mentally demanding was the

task?
• Physical Demand: How physically demanding was the

task?
• Temporal Demand: How hurried or rushed was the pace

of the task?
• Performance: How successful were you in accomplish-

ing what you were asked to do?
• Effort: How hard did you have to work to accomplish

your level of performance?
• Frustration: How insecure, discouraged, irritated,

stressed, and annoyed were you?
The questions of Post Study System Usability Questionnaire

are listed below.
• Q1: Overall, I am satisfied with how easy it is to use this

system.
• Q2: It was simple to use this system.
• Q3: I could effectively complete the tasks and scenarios

using this system.
• Q4: I was able to complete the tasks and scenarios

quickly using this system.
• Q5: I was able to efficiently complete the tasks and

scenarios using this system.
• Q6: I felt comfortable using this system.
• Q7: It was easy to learn to use this system.
• Q8: I believe I could become productive quickly using

this system.
• Q9: The system gave error messages that clearly told me

how to fix problems.
• Q10: Whenever I made a mistake using the system, I

could recover easily and quickly.
• Q11: The information (such as online help, on-screen

messages and other documentation) provided with this
system was clear.

• Q12: It was easy to find the information I needed.
• Q13: The information provided for the system was easy

to understand.
• Q14: The information was effective in helping me com-

plete the tasks and scenarios.
• Q15: The organization of information on the system

screens was clear.
• Q16: The interface of this system was pleasant.
• Q17: I liked using the interface of this system.
• Q18: This system has all the functions and capabilities I

expect it to have.
• Q19: Overall, I am satisfied with this system.
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Abstract—Robotic orthoses have emerged as a promising tool
to provide an opportunity for supporting therapy at home for
post-stroke hand and wrist rehabilitation. Despite their benefits,
usability issues have hampered the acceptance of such devices. To
overcome this, the WiGlove was designed following a user-centred
approach that involved user evaluations to validate the prototype
in an iterative process. This article presents the methodology and
early findings of the WiGlove’s first co-design iteration involving
functional and usability evaluation by two-stroke survivors. The
findings offer initial evidence for meeting the user requirements
while identifying areas for improvement to enhance its usability
and acceptance. Additionally, the article highlights the challenges
encountered in conducting such long-term usability evaluations
conducted at stroke survivors’ homes.

Keywords—Stroke rehabilitation; Robot-aided rehabilitation;
Home-based therapy; Hand-wrist orthosis; user-centred design.

I. INTRODUCTION

Hand impairments in stroke survivors significantly impact
their ability to perform the Activities of Daily Life (ADL).
With the prevalence of stroke increasing [1], traditional one-
to-one therapy lacks scalability and creates excessive demand
on the healthcare systems, which can be further exacerbated
in periods of extreme pressure as seen during the COVID-
19 pandemic. Therefore, home-based rehabilitation approaches
with a remote monitoring opportunity by therapists have
gained interest in recent years. Robotic devices that allow
the user to train at home without any external assistance
have the potential to act as valuable instruments to support
additional doses of therapy in the comfort of patients’ homes.
Patients are free to train for as long as needed, whenever
they want. Integrating computer games in therapy has the
potential to further enhance motivation and adherence to
training independently at home [2]. Current solutions for the
distal arm segment that provides the aforementioned benefits
are typically designed to train either the wrist or fingers
separately but not together, disregarding the synergy between
these two segments. Given the significance of coordinated use
of both segments for several functional tasks such as drinking

Figure 1. Iterative User-Centred design (ISO 9241-210:2019) [8].

from a cup or picking up objects, this approach could hinder
functional recovery. While there are devices available (Table I)
that allow training of both segments simultaneously, usability
issues often limit their suitability for independent use in a
home environment.

To address this, the following objectives were set for our
work:

1) Facilitate safe home-based therapy.
2) Provide the ability to interact with games to improve

engagement and motivation.
3) Allow the fingers and wrist to be trained together, ac-

counting for their synergy.
4) Provide support in performing ADL activities using the

orthosis’s ability to counter abnormal synergies.

Fulfilling some of the above (points 1-3), the state-of-the-art
SCRIPT Passive Orthosis (SPO) [6] is a wired device, which
uses elastic cords to passively assist with flexion/extension
exercises of the wrist and fingers. Its sensors allow interaction
with therapeutic games on a computer and remote monitoring
by therapists. Although it demonstrated the feasibility of
such a system, it suffered from various functional and
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TABLE I. ORTHOTIC DEVICES USED FOR THE REHABILITATION OF THE WRIST AND FINGERS TOGETHER

Device Name Mode of
Operation

Assisted DoF Suitable for home-based Wireless/
Wired

Interaction
with games

Hand Mentor [3] Active 2 ( 1 for fingers +
1 for wrist )

The peripherals of the actuation mechanism
makes it unsuitable

Wired No

HWARD [4] Active 3 (1 for fingers, 1
for thumb, 1 for
wrist)

The peripherals of the actuation mechanism
makes it unsuitable

Wired No

SCRIPT Active Orthosis
[5]

Passive 6 (1 per finger +
1 for wrist)

Study showed that the bulky size, unsafe
and complicated appearance prompted the
user’s to deem it less suitable [5]

Wired Yes

SCRIPT Passive Orthosis
[6]

Passive 6 (1 per finger +
1 for wrist)

Studies showed that it was suitable home
environment [6]

Wired Yes

[7] Active 18 (3 per finger +
4 for thumb + 2
for wrist)

Active actuation with multiple motors could
lead to potential risk factors and therefore
require supervision, complicated and unsafe
appearance

Wired Yes (VR)

usability issues such as time decay of sensors, difficulty with
donning/doffing, and tethers that prevent stroke survivors
from training while performing ADL [9]. Using the learning
from the SPO, the WiGlove advances this state-of-the-art
through a User-Centred Design (UCD) approach.

This approach is characterised by an iterative design process
(Figure 1) with user evaluation at various stages of develop-
ment and has been shown to result in enhanced usability and
user acceptance [10],[11]. Furthermore, identification of the
user requirements and ensuring their fulfilment forms the core
of the UCD of medical devices [12]. This paper discusses
a similar approach to how the WiGlove’s design addresses
the user requirements and their validation through functional
and usability evaluation with stroke survivors. WiGlove is a
wearable, wireless, passive dynamic, robotic orthosis, which
allows hemiparetic stroke survivors to train their wrist and
fingers independently at their homes.

Beginning with a detailed discussion of the user require-
ments for an ideal home-based hand rehabilitation device
and the different features of the first prototype of WiGlove
designed to address them in Section II, this paper presents the
evaluation methodology (Section III) and its initial findings
(Section IV). It also discusses the challenges involved in
conducting an unsupervised, long-term, user evaluation in
the homes of participants experiencing motor impairments
(Section VI).

II. USER-CENTRED DEVELOPMENT OF WIGLOVE

Firstly, a review of the literature that also included the
findings of SCRIPT’s focus groups and in-depth interviews[13]
were used to compile a list of user requirements (RQs) that
are broadly classified into functional and usability elements.

A. Functional requirements

RQ1: Adjustable functional assistance.
Hand impairments in stroke survivors often manifest in
the form of hyperflexion that results in a clenched fist
and a fully flexed wrist. Shortening and elongation of
the flexor and extensor muscles of the hand respectively,
which affects the wrist and finger flexion has been

(a) (b)

Figure 2. Images showing the extension assistance mechanism and the open
palm design of the WiGlove.

observed after long periods of hyperflexion. To offset
this the WiGlove (Figure 3) provides assistance with
extension using extension springs that passively open
the hand allowing them to actively perform flexion
exercises against the springs’ resistive forces (Figure
2a). Active initiation and movement have been shown
to enhance functional recovery [14]. The therapists can
choose from a range of springs with different stiffness to
ensure optimal assistance and challenge while training.
Throughout its operation, the device remains passive,
relying on a motorised adjustment mechanism only to
allow easy adjustment of the tension controlled with a
tablet interface.

RQ2: Does not hinder any of the natural Range of Motions
(RoM) of the joints.
Although only the joint extension is assisted, it is de-
signed to ensure that it does not hinder any of the natural
RoM required to perform ADL. The use of inelastic
cords to transmit the torque and flexible interconnection
between the forearm and hand modules ensures that
ab/adduction of the fingers and the wrist is unrestricted.

RQ3: Self-aligning centre of rotation (CoR).
The use of a base-to-distal mechanism where the only
point of interaction with the fingers is at the fingertips
using inelastic cords eliminates the concern of injury
and discomfort due to the misalignment between the
device and finger joint axes prevalent in exoskeletal
devices.

RQ4: Measurement of finger and wrist motion.
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The WiGlove measures the flexion angles of the fingers
and the wrist to allow the therapists to monitor the
progress of training. This is achieved using a poten-
tiometer for each finger and the wrist. Since the mecha-
nism only generates a single flexion value per finger, ac-
curate and direct measurement of the intra-digit angles
(metacarpophalangeal (MCP), proximal interphalangeal
(PIP) and distal interphalangeal (DIP)) is challenging
and therefore are estimated. The analogue output is
interpreted using a microcontroller that transmits them
via Bluetooth. It also permits playing therapeutic com-
puter games to enhance motivation while capturing
performance metrics.

RQ5: Accommodate different hand dimensions.
To guarantee comfort, the WiGlove is customised ac-
cording to the user’s hand dimensions by adjusting the
length of the inelastic cord, choosing the appropriate
guide slot on the finger extension structure and custom
printing the forearm module based on the wrist’s width
using a parametric design approach.

RQ6: Visual and tactile transparency.
The WiGlove’s open-palm design and silicone finger-
caps preserve the user’s haptic experience by ensuring
that tactile perception is maintained while grasping
objects. The finger mechanism’s extension structure,
which directs the inelastic cord to the fingertips, is
constructed of transparent material, providing visual
feedback during training. This visual and tactile trans-
parency adds to this sensory stimulation and neural
modulation potential.

B. Usability requirements

RQ7: Ease of donning/doffing.
SPO’s user trials reported that stroke survivors found it
difficult to slide their hand through the forearm shell
and to pass the velcro straps through loops of the
finger caps while donning. To avoid that, elastic straps
with hooks are used to don/doff the forearm and hand
module of the WiGlove. The inherent elasticity of the
silicone fingercaps helps them cling to the fingertips
eliminating the need for velcros. This allows users with
one unimpaired arm to independently use the device at
home with ease.

Figure 3. WiGlove.

RQ8: Safe to use at home.
Given the absence of a clinician’s supervision, the
WiGlove’s passive operation and design eliminates ex-
cessive forces, or any potential pinch points and lack
of sharp edges ensuring the safety of the user and
the family members. Bluetooth communication and the
built-in power supply eradicate any tripping hazard due
to wires and tethers.

RQ9: Smaller space requirement and increased mobility.
The WiGlove-tablet system’s compact size and wireless
operation provide stroke survivors with the flexibility
to train in different areas of their homes without being
tethered to a computer or power supply. This location
flexibility can help provide access on demand, allowing
duration and repetition flexibility.

RQ10: Require relatively less technical proficiency to op-
erate. The WiGlove has a simple control interface
involving two push-button switches one for turning the
glove on/off and one for adjusting the tension. Apart
from this, it does not require the users to perform any
maintenance tasks making it easy to learn and use.

III. EVALUATION METHODOLOGY

The resulting prototype was subjected to the following
technical and usability evaluations to ensure the fulfilment of
the above-mentioned user requirements.

A. Evaluation of the functional requirements

The previous section discusses how RQ1, RQ3, RQ5 and
RQ6 were addressed by virtue of specific design features.
The following experiments were performed to evaluate if the
WiGlove satisfied the remainder of the functional require-
ments.

1) Joint angle sensors: To evaluate the repeatability of the
joint angle sensing mechanism, a method akin to the one em-
ployed in SCRIPT [9] is used. Repetitions of flexing the fingers
to a closed fist followed by an extension to a flat position
were performed for 5 seconds each. The corresponding digital
sensor output is logged to analyse the repeatability. Similar
experiments were also performed while grasping 3D printed
cylinders of varying diameters (Large = 84mmϕ, Medium =
60mmϕ, Small = 50mmϕ), inline with the dimensions utilised
in SCRIPT.

2) Range of Motion: The joints’ achievable natural range
of motion differs from person to person and depends on the
individual’s physical characteristics [9]. Since this is further
reduced in stroke survivors with impaired hands, to validate
this requirement, the measurements are performed on a healthy
individual using a clinical goniometer.

B. Evaluation of the usability requirements

The user-centred methodology strives to ensure this is
designed into the system through usability evaluations with the
end-users in the formative stages [11]. Accordingly, evaluation
with physiotherapists with experience in stroke rehabilitation
was used to iteratively improve WiGlove’s usability [15].
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TABLE II. PARTICIPANT CHARACTERISTICS

Characteristics Participant A Participant B
Gender Male Male
Age (years) 78 43
Time post-stroke (months) 15 27
Impaired hand Left (Non-dominant) Left (Non-dominant)
Baseline BBT (no. of blocks/60 secs) 0* 6
Baseline NHPT 0 pegs in 300 seconds 3 pegs in 300 seconds

* Modified version only counting the number of blocks picked and dropped.

Subsequently, this section presents a preliminary usability
evaluation conducted to validate RQ8-RQ10 as a part of UCD
involving stroke survivors.

Custom-fit WiGloves were provided to two hemiparetic
stroke survivors who experienced hand impairments to train
at home without the assistance of the therapist. They were
also provided a touchscreen tablet that can be used with
the WiGlove to play therapeutic games. that Box and Block
Test (BBT)[16] and Nine Hole Peg Test (NHPT)[17] were
administered at the beginning of the study to record their
baseline fine and gross manual dexterity. As evident from
the performance in these tests, participant A suffered from
significant impairments in the arm resulting in a fully flexed
wrist and fingers without any voluntary RoM in extension
(Table II). Before the participation, his hand therapy was re-
stricted to three five-minute sessions per week with a therapist.
On the other hand, the impairments of participant B were
moderate with a significantly reduced tone allowing him to
perform relatively better in the baseline assessments. Although
previous therapy involving functional electric stimulation re-
sulted in a reduction in the hand’s spasticity, he still suffers
from a reduced voluntary RoM in finger and wrist extension.
Henceforth, participants A and B are referred to as pA and
pB respectively.

Figure 4. Repeatability of the index finger’s joint angle measurements during
repetitions of finger flexions (green region) to a closed fist followed by an
extension to a flat position (red region).

The various aspects involved in using the device were
demonstrated to the participants. They were encouraged to
use the glove for exercises, play games on the tablet, or wear
the glove while performing ADL. During the first week, both

participants required support in the form of specific doubts
about the donning method and adjustments of the assistance
mechanism beyond which they trained on their own. They
were not prescribed an exercise schedule; rather, they were
encouraged to train at their convenience. The study was aimed
at a duration of 6 weeks with an intermediate assessment at
3 weeks. In line with literature that demonstrated the efficacy
of using qualitative assessments to evaluate the usability of
orthoses [11], this study used a semi-structured interview with
open-ended questions to record the participants’ feedback in
separate 25-minute sessions evaluating if RQ8-RQ10 are met.
The audio responses during this interview were recorded,
transcribed using Microsoft Word’s built-in transcription tool
and analysed. Additionally, QUEST 2.0 questionnaire [18] and
System Usability Scale (SUS) [19], were used to qualitatively
evaluate satisfaction with the device. This study serves to
demonstrate WiGlove’s initial proof-of-concept, paving the
way for subsequent large-scale feasibility assessments. Having
undertaken measures to ensure participants’ safety and privacy,
this study was approved by the University’s Ethics Committee
(Ethics protocol number: aSPECS/ PGR/ UH/ 05084(1)).

IV. RESULTS

A. Technical evaluation

Since the sensing mechanism employed is the same across
all fingers, the readings from the index finger’s sensor ex-
pressed in Lease Significant Bit (LSB) are presented here to
demonstrate its repeatability (Figure 4). The standard deviation
of the readings at fully flexed and fully extended positions
were 1[LSB] and 2[LSB] respectively. Similarly, the results of
other repeatability experiments corresponding to the grasping
tasks are presented in Table III. With respect to RQ2, the mea-
sured maximum achievable joint angles with and without the
WiGlove are presented in Table IV. The labels ”Flex”, ”Ext”,
”Abd”, ”Add” and ”P Abd” correspond to Flexion, extension,
abduction, adduction and palmar abduction, respectively.

TABLE III. MEAN AND STANDARD DEVIATIONS OF THE ADC OUTPUT AT
DIFFERENT CONDITIONS EXPRESSED IN LEAST SIGNIFICANT BIT (LSB).

Closed fist Large grasp Medium grasp Small grasp

Flexion
Mean 839 783 745 657
SD 1 1 1 1

Extension
Mean 473 473 473 473
SD 1 1 1 1

B. Usability evaluation

The results discussed in this manuscript correspond to the
data gathered at the end of the first 3 weeks of a 6-week study.
pA and pB offered a SUS rating of 75 and 70 out of 100
respectively and the same QUEST 2.0 score of 3.75 out of 5.
These scores reflect a level of satisfaction ranging from ”more
or less satisfied” to ”quite satisfied” on the former scale, and
a rating of ”OK” to ”good” on the SUS scale. Furthermore,
Table V presents a summary of the participants’ remarks and
specific quotes pertaining to the usability requirements from
the interview.
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TABLE IV. RANGE OF MOTION MEASUREMENTS

Natural
RoM

With
SPO

With
WiGlove ADL

WRIST

Flex 76° 40° 74° 70°
Ext -58° -20° -52° -60°
Abd 28° 0° 25° 20°
Add 31° 0° 31° 30°

THUMB
MCP

Flex 100° 60° 100° 100°
Ext 0° 0° 0° 0°

P Abd 50° 50° 50° 50°

PIP
Flex 80° 15° 80° 80°
Ext 40° 0° 0° 10°

FINGERS

MCP

Flex 90° 60° 90° 90°
Ext 10° 0° 0° 10°
Abd 25° 25° 25° 25°
Add 0° 0° 0° 0°

PIP
Flex 100° 80° 100° 100°
Ext 0° 0° 0° 10°

DIP
Flex 80° 15° 80° 80°
Ext 0° 0° 0° 0°

V. DISCUSSION

Beginning with the functional requirements, excellent re-
peatability was observed in the sensor readings without any
time decay, presenting marked improvements compared to
SPO[9]. However, examining the individual flexion and ex-
tension instances reveals a higher intra-individual variability
during flexion. This can be attributed to the tremors in the
fingers that occur when held at maximum flexion, where
the resistive forces of the spring are at their highest. The
results of the grasping tasks serve to corroborate further the
remarkable repeatability of the sensing mechanism, as well
as its capacity to differentiate between various grasp sizes.
Despite not measuring the intra-digit angles as mentioned
earlier, the excellent repeatability of these sensors would be
adequate to enable the therapists to keep track of changes in
the overall range of motion of each finger and for interacting
with the games thereby satisfying RQ4.

Similarly, Table IV shows that while wearing the WiGlove,
the healthy individual was able to perform most of the natural
RoM without any restrictions. Even in cases where the natural
RoM is slightly restricted, it is still above that required to
perform ADL. However, the 10° extension of MCP, PIP and
DIP required to perform ADL is blocked by WiGlove’s finger
extension structure. Since it is used without any supervision,
this is essential to mitigate the risk of over-extension. These
results support that the WiGlove’s design satisfies RQ2.

The participant’s feedback during the interview confirms
the safety (RQ8) and the general ease of use (RQ10) of the
WiGlove. They did not encounter any safety issues for the
user or the other members of the family in the 3 weeks of
use. Furthermore, apart from pA requiring a change of size
for one of the finger caps in the first week, both participants
did not require any technical assistance with its operation.

pB demonstrated the WiGlove’s ease of independently don-
ning and doffing. Despite this not being the case with the
first participant who experienced severe impairments in the
arm, this shows a promising sign towards supporting RQ7 for
moderately impaired hemiparetic stroke survivors. Given that
the major obstacle for pA was the weakness in the shoulders,

in the next stage, we aim to explore the use of arm supports
(such as SaeboMAS used with SPO) while doffing for stroke
survivors with severe impairments in the proximal joints of the
arm. pB reported occasional challenges in coordinating the two
modules during donning due to the flexible interconnections.
He proposed that incorporating a stiffer connecting element
would enhance usability. Given the significance of maintaining
wrist ab/adduction freedom, further investigation is necessary
to strike an optimal balance.

The advantages of the WiGlove’s wireless operation were
evident as it provided the flexibility of training location, which
also extended to the workplace in the case of pB. Along with
their remarks on its ease of storage, both participants validated
RQ9. Unlike pA, whose mobility was restricted, we antici-
pated that the WiGlove’s location flexibility would allow pB to
train while performing ADL. Despite it allowing him to grasp
different everyday objects such as a cup, TV remote, key, etc.,
pB was restricted by the limited RoM with forearm pronation.
Furthermore, we identified that the extension structure was a
hindrance while picking small objects from a flat surface. This
will be addressed in future design iteration through custom
length extension that does not come in the way.

VI. CHALLENGES

Considering the advantages of user evaluations in the
User-Centred Design (UCD) process, this study’s long-term
duration and home-based nature present unique challenges.
Compounded by the participants’ motor function impairments,
this section discusses the challenges encountered in conducting
this study.

It was observed that the unsupervised nature of the training
resulted in the participants developing distinct practices based
on individual comfort levels concerning donning and doffing
methods, training duration, and other factors. While this can
be seen as a positive feature, such inter-individual variability
precludes straightforward comparisons of behaviour between
participants. Similar variability in users’ behaviours prompted
the researchers to not follow specific task completion protocols
in a user evaluation of a tele-manipulated echo device in
a clinical setting [10] which supports our study’s similar
approach.

In the case of pB, he was also undergoing functional
electrical stimulation therapy concurrent to participating in
this study. While this precludes a direct evaluation of the
efficacy of the intervention utilising the device, withholding
secondary therapy poses an ethical dilemma by potentially
depriving the participant of beneficial treatment. Additionally,
prior exposure to different devices and techniques could in-
troduce a unique bias in their feedback (pB) compared to
other participants. Therefore, the variability introduced by such
factors necessitates the analysis of each participant’s feedback
and performance as individual case studies.

Given that the study is being conducted within the homes
of stroke survivors, the influence of other family members
cannot be disregarded. Our observations indicate that, in both
cases, spousal encouragement was reported to significantly
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TABLE V. SUMMARY OF THE PARTICIPANTS’ FEEDBACK ON THE WIGLOVE’S USABILITY

Requirement Participant A Participant B

RQ7
Unable to independently don and required assistance due to

excessive tone in the shoulders. But was able to doff. “Ease to
remove finger caps and fore arm”

Was able to independently don/doff. “it takes in a few sessions
for me to wear it, So now like I’m doing it by myself, I

don’t need anyone’s help.”

RQ8 Did not perceive any safety issues
Did not perceive any safety issues “there is no safety issues

and it has small battery in the glove which is charged.
There are no safety concerns.”

RQ9 Found it easy to store and train at different parts of the house.
“When kids are coming, its not a problem hiding it”

Very portable. Trained at different parts of home and also took it
to the office to train. “You know storage is easy because that

comes in two parts. You can always fold it”, “”

RQ10 Perceived it to be straightforward and easy to use. Had some difficulty with donning the hand module in the
beginning but otherwise found it easy to use

enhance participant adherence to training as demonstrated by
the quote below. Therefore, it is crucial to consider this aspect
and its impact on the intervention while assessing participant
engagement at the end of the study’s duration.

pB - “Had it not been (my wife), I wouldn’t have used the
glove more often the way I have used it over the last few
weeks. So she has always encouraged me to wear the glove
and help me initially to wear the glove”

VII. CONCLUSION AND FUTURE WORK

This paper presents the design methodology for WiGlove
as a home-based passive dynamic orthosis used for post-
stroke rehabilitation of the hand and wrist. Part of a user-
centred design approach, this study performed a combination
of laboratory-based technical evaluation and a 6-week home-
based usability evaluation involving two hemiparetic stroke
survivors. The early findings provide promising evidence to-
wards the fulfilment of the user requirements and helped to
identify potential areas of improvement to be addressed in the
next iteration of this UCD process. Although promising, these
findings should be interpreted with caution as these correspond
to the first 3 weeks of a 6-week study and only involved two
stroke patients. The results from the complete duration of the
study will be used to further improve its design and provide
evidence to support further user evaluation involving a larger
number of participants with varying levels of impairments.
Furthermore, this paper also reports on the unique challenges
posed by the unsupervised and long-term nature of the study
for the consideration and discussion of the greater research
community.
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Abstract—This article presents an adaptable 2D interface for 

visually impaired people. Its goal is to enable them to recognize 

3D objects on a simple computer screen. This alternative to 3D 

or immersive glasses, which are difficult for visually impaired 

individuals to use, offers 2D renderings of 3D objects enhanced 

by image processing. It leverages the richness of information 

inherent in 3D objects without relying on segmentation and 

voice transcription. It also allows for customization of the 2D 

interface and personalization based on the visual impairment 

condition. The article discusses the co-design with visually 

impaired of the 2D interface and the evaluation of its usability. 
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I.  INTRODUCTION 

This article presents the co-design process with the 
visually impaired of an Adaptive 2D Visualization Interface. 
The visual impairment is defined by the World Health 
Organization when visual acuity is less than 3/10 after optical 
correction and/or when the visual field is less than 10°. This 
population is inherently heterogeneous. Each person has her 
specificities and perceives things uniquely. They use their 
residual vision in their daily activities when possible [22].  

This work aims to use the residual vision of the visually 
impaired to improve 3D object recognition. 

To explore and recognize 3D objects, various solutions 
exist, such as the use of 3D glasses or VR headsets, but these 
devices are difficult to use for the visually impaired [18].  

We propose an alternative device adapted to visually 
impaired people, based on the use of an ordinary 2D screen 
without semantic segmentation and voice transcription. 

To make the recognition of 3D objects possible on 2D 
screens, the renderings of 3D objects are augmented by image 
processing and a suitable interface. The interface then offers 
visually impaired, visualization aids (outlines, zoom, lighting 
effects, etc.) and settings functions (menu choice, font, 
background, etc.). 

Section II describes the general co-design process, 
considerations for the visually impaired, and provides a state 
of the art of existing visualization interfaces adapted for this 
audience. Section III details our interface co-design with our 
visual impaired and the tools used by us. Section IV describes 
our 2D visualization interface and Section V presents its 
evaluation. We conclude with our research perspectives. 

II. RESEARCH CONTEXT 

A. Co-design 

Co-design is a method that involves the end user in the 
product design and development process. This design is 
multidisciplinary, collective and collaborative [5]. Co-design 
stems from user-centered design. It aims to gather user input 
and convert it into design choices. The co-design cycle is 
divided into four phases [25]. 

1. The analysis phase identifies user’s needs. The tools 
used are document studies, questionnaires, interviews 
and observation methods.  

2. The ideation phase allows collaboration, contribution 
and creativity. The tools used are brainstorming, 
brainwriting and focus groups.  

3. The design phase defines the appropriate 
functionalities to be developed. This phase results in 
the proposal of a high-fidelity prototype with 
interface specifications and the features. The tools 
used include paper or digital mock-ups. The 
development is then carried out following a spiral 
development cycle [6] incorporating design testing to 
validate both features and the interface.  

4. The evaluation phase values the final application and 
measures the user’s satisfaction (usability and 
usefulness criteria). The user-centered, heuristic, and 
analytical evaluations can be employed [4][11]. 

When the co-design is dedicated to the design of products 
for a specific disability is named inclusive co-design [19] and 
the tools used in four phases are not suitable. 

B. Considerations for co-design with the visually impaired 

For a sighted person, the field of view is very wide [10]. 
The processing of information perceived by sight is parallel. 
This is much more challenging, or even impossible, for 
visually impaired who compensate their deficiency through 
the sense of touch and/or hearing. 

The problem is that the tactile perceptual field is less 
efficient than sight for Braille reading tasks, as it made up of 
successive and discontinuous elements [28]. For example, 
when a visually impaired person reads a document, he or she 
has to rely mainly on memory and exert significant effort to 
memorize. This is due to the fact that they do not have a global 
vision of the text's structure [9]. 

In contrast to the persistent nature of sight, auditory 
perception operates through a mode of analysis that is 
considered fleeting. Auditory memory in the visually 
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impaired therefore entails a high cognitive load, as it is 
sequential in nature [12]. 

The co-design tools available for visually impaired must 
consider their sensory perception. Reference [1] recommend 
observation and oral interviews, specifying that anything 
involving paper must be excluded. Reference [7] emphasize 
the careful use of brainstorming to avoid fatiguing visually 
impaired. Reference [26] recommend the use of high-fidelity 
software prototypes. 

C. Visualization Interfaces for the Visually Impaired 

2D interfaces now offer numerous accessibility features 
[3][23]. Windows users have, for example, access to features 
such as screen reading, improved contrast, and magnification.  

3D interfaces by using augmented or virtual reality can 
assist visually impaired allow visual experiences of the real 
world. In augmented reality, “ForeSee” prototype allows users 
of virtual reality headsets to zoom in, enhance and invert 
contrasts in real-time [30]. This device lacks an interface for 
activating these features; users must verbally request them. 
Other visual augmentation systems in augmented reality, such 
as the one proposed by [14] involving Google Glass to 
enhance contrast perception through edge detection.  

Similarly, the device by Hicks et al. aims to improve depth 
perception for obstacle avoidance [13]. Google Glass has a 
minimal interface for setting edge detection and displaying 
edge type. System in [13] has no interface, as its sole purpose 
is to enhance the depth of objects between them.  

In virtual reality, [31] have developed “SeeingVR”, a 
framework of 14 features to enrich the visual experience in 
virtual reality video games with assistive functions such as 
magnification, edge detection, contrast enhancement, voice 
description of annotated objects or text to speech. Similar to 
“ForeSee”, the selection and adjustment of treatments are 
done through a voice input system, without an interface, 
which can lead to a poor gaming experience. 

The utilization of virtual reality headsets can pose 
challenges for individuals with visual impairments. System 
latency, stemming from computational processes, along with 
inaccurate distance perception, contributes to difficulties in 
headset usage [17].  

We offer an alternative to immersive visualization systems 
for viewing 3D objects on a simple computer screen. This 2D 
interface offers a range of accessibility features to meet the 
specific needs of the visually impaired. Our ambition is to 
provide an enhanced visual experience while avoiding the 
drawbacks associated with existing immersive systems. Our 
interface also takes advantage of the wealth of information 
inherent in 3D objects without the need for semantic 
segmentation and voice transcription. 

III. CO-DESIGNING THE INTERFACE 

A. Selection of tools for Visually Impaired participants 

As highlighted in section I-B, to design the interface 2D, 
we selected co-design tools suitable for visually impaired. We 
chose tools that depend on hearing but do not involve too 
much cognitive load, as recommended by [1]. 

Interviews encourage interaction and discussion. They can 
be directive (based closed questions), semi-directive (open 
questions), or free (the interviewee chooses the themes). 

Direct observation is a mediation tool to collect verbal and 
behavioral data (video capture and field diary).   

Brainstorming aims to generate ideas orally, and relies on 
spontaneous creativity.  

Software prototype (digital mock-up). For the 
development phase, we adopted an iterative development 
approach using successive cycles (spirals), based from the 
spiral model [6]. In each iteration, the prototype is evaluated 
through design tests. Evaluators check if the objectives are 
achieved and decide on new objectives if necessary. This 
process allows for continuous risk assessment, ensures 
quality, and limits the number of spirals. 

User-centered evaluations focus on the utility and 
difficulty level (assessed through questionnaires, interviews, 
and electronic monitoring) and also assessing the 
understanding of terminology. 

Nielsen's and Bastien & Scapin's heuristic evaluations use 
evaluation grids to inspect usability (ergonomics, standards, 
controls, etc.) [4][21]. 

B. Analysis phase 

First, we studied pathologies and various forms of visual 
impairment. We used “OpenViSim” [15] to simulate their 
vision and better understand the visual perception of partially 
sighted. We focused on the main pathologies: retinitis 
pigmentosa (impaired peripheral vision), retinopathy (vision 
obstructed by spots), age-related macular degeneration 
(impaired central vision), cataracts (severe myopia). 

Then, we conducted semi-structured interviews with 10 
visually impaired to gather their needs and expectations.  The 
interviews consisting of questions divided into 3 themes: 
visual perception, expectations, needs in terms of viewing 3D 
objects. They lasted on average one hour. The analysis of 
these interviews highlighted that all participants use tools to 
assist them in daily tasks (mobility, object identification, 
reading content, etc.). They use, when they can their residual 
vision. Additionally, when using digital tools, they express 
dissatisfaction with the lack of adaptation and personalization, 
admitting that in some cases, it does not really help them. 

C. Ideation phase 

The ideation phase continued with brainstorming sessions. 
During these sessions, we ensured that our participants were 
not cognitively overloaded: limited duration to a maximum of 
one and a half hours, in the morning, with regular breaks, in 
small groups, allowing time for speaking, reformulating, 
writing down ideas, and repeating them orally.  

These sessions led to a list of the 2D interface 
specifications: interface setting (customize fonts, object 
background and menus) and visualization functions (zoom, 
appearance, outlines, static and dynamic lightning, and 
texture substitution). 

Only five fonts have been selected: Arial, Liberation, 
Luciol, Tiresias and OpenDys, to limit an overloaded selection 
menu (demand of visually impairs) and to align with the 
minimalism criterion [21]. Arial and Liberation are frequently 
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used fonts in the daily lives of visually impaired individuals. 
Luciole and Tiresias are recommended for all pathologies 
[20]. OpenDys is a font for dyslexic persons but used also by 
visually impaired. This font improve readability by making 
letters more distinct and less likely to blend together. This 
font, like all sans-serif fonts is recommended for the visually 
impaired as it improves readability by making letters more 
distinct and less likely to blend [24]. 

Four highly contrasted colour themes have been chosen 
for the menus: white (white background and elements, black 
fonts and outlines), light gray (light gray background, white 
elements, black fonts and outlines), dark gray (dark gray 
background, black elements, white fonts and outlines) and 
black (black background and elements, white fonts and 
outlines). They are important for retinopathy and cataracts 
because they improve readability and distinction between 
interface elements. Adjustments to the thickness of menu and 
button borders have been chosen to improve item detection. 

We've also added the ability to customize the background 
scene contrast, the menu which can be placed on the left or on 
the right side of the screen. Regarding the interface elements, 
the use of buttons, sliders, dropdowns are possible adhering to 
standards for visually impaired accessibility [29]. 

The visualization functions selected to help recognize 3D 
objects compensated for loss of detail, contrast or sharpness, 
color alteration and distorted depth perception. The digital 
treatments use the geometric data of 3D objects or the 
luminosity information obtained after 2D rendering. Seven 
functions requiring minimal parameterization on the part of 
the visually impaired have been selected: digital zoom, 
navigation around the object and automatic framing, 
sharpness and contrast, brightness and saturation, outlines, 
texture, play of lights. 

D. Design phase 

We developed a software prototype, with Unity, following 
a spiral cycle. We wanted people to interact with the prototype 
without going through digital simulation, where interactions 
are predefined. Unity is a cross-platform game engine used in 
virtual/augmented reality [27]. Its native features include the 
ability to create 2D/3D renderings, design user interfaces and 
customize them. The visual rendering quality and 
performance of applications can be optimized using shaders. 
Shaders enable the implementation of special effects such as 
post-processing without compromising performance.  

Three design test cycles were carried out to produce the 
2D visual interface presented in next section. The second 
cycle approved the interface setting. The third cycle validated 
the visualization functions.  

During these tests, interviews based on semi-structured 
questions were conducted. The duration was approximately 
one hour, always in the morning with regular breaks. A free-
form interview concluded the session to gather verbal 
suggestions. Direct observation (with video) was also used. 

IV. 2D INTERFACE DESCRIPTION 

A. Visualization functions 

Among the available visualization functions, object 

navigation enhances the perception of 3D dimensions. 

Combined with digital zoom, it allows for enlarging a 

specific part of the object, thereby providing a detailed view. 

The appearance adjustment functions (sharpness, 

saturation, brightness, contrast) help minimize visual injury. 

They enhance details, adjust brightness differences between 

light and dark areas, and limit glare. 

The outlines functions enhance important structural 

elements such as the silhouette, pronounced color variations, 

or changes in the curvature of the object's surface. They 

facilitate the understanding of the object's characteristic 

features without relying on vocal cues. 

Lighting effects utilize cast shadows to enhance the 

perception of spatial dimension. They can be either static or 

dynamic to reduce navigation operations. 

Texture substitution alters an object's visual appearance, 

aiding comprehension by eliminating reflections and 

enhancing spatial dimension perception. 
All features can be combined according to preferences and 

needs. A detailed presentation of these treatments can be 
found in [2]. 

Figure 1 shows a treatment applied to a 3D object: a 
cactus.  The screenshot on the left shows the 3D object without 
pathology. The middle screenshot shows the object as seen by 
a visually impaired person suffering from myopia and tunnel 
vision. The screenshot on the right shows the 3D object with 
edge computed from colour gradient to delineate and identify 
the other small cactus. 

 

Figure 1.  Screenshot, the cactus plant without processing (on the left) and 

with treatments (on the right): edge computed from colour gradient. 

B. 2D interface settings 

Interface settings allows the visually impaired to modify 
fonts, menus, and object background. Figure 3 shows 
examples of interface configurations: menu position, 
background color and font choice. 

  

Figure 2.  On the left, the menu is on the left, the background is grey, the 

menu theme is light grey and the font is Luciole. On the right, the menu is 

on the right, with a black background, white theme and OpenDys font. 
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V. 2D INTERFACE EVALUATION 

A. Evaluation criteria 

The evaluation of the interface focused on usability and 
utility criteria [11]. Usability ensures interface clarity, 
customization simplicity and easy navigation. Structured 
menus, clear instructions and minimal elements enhance 
usability by improving accessibility and functions 
memorization. Utility evaluates how visual enhancement 
functions contribute to improving users' perception of 3D 
models. The results of the utility evaluation are detailed in [2]. 

To assess the usability of the interface, we utilize the 
ergonomic evaluation grids by Bastien and Scapin (ergonomic 
criteria) and Nielsen (heuristic), which we combine [16] to 
extract criteria that we evaluate based on end-user satisfaction 
[8]. This allows participants to indicate whether they are 
satisfied with the interface and find it accessible. We have 
compiled these criteria in a table entitled “Criteria 
Composition” [32]. The criteria we have selected for usability 
evaluation are ease of use (is the interface easy to 
manipulate?), interface minimalism (do the presented 
information not cause visual overload?), reactivity (does the 
interface provide immediate feedback?), adherence to 
standards and clear designation, and finally flexibility (does 
the interface adapt to visual preferences and technological 
habits?). 

B. Final evaluator 

Four visually impaired as end users have been involved in 
the evaluation phase, whose visual conditions are in Table I. 
These persons did not participate in the co-design of the tool. 
The participants have different visual conditions, but some 
similarities can still be observed: P2 and P3 have retinitis 
pigmentosa, P3 and P4 have only half of their visual field). 

TABLE I.  PARTICIPANT INFORMATION IN THE FINAL EVALUATION. 

Participants P1 P2 P3 P4 

Pathologies Nystagmus Pigmentary 

retinopathy  

Pigmentary 

retinopathy 

Scotoma 

Meningioma 

Optic nerve 

atrophy 

Visual acuity Left: 1/10 

Right: 1/10 

Left: 1/20 

Right: 4/10 

Left: blind 

Right: 1/10 

Left: blind 

Right: 1/20 

Visual field Total Tunnel 

vision 

Tunnel 

vision, blind 

spot effect 

Cannot see out 

of right part in 

the right eye 

Light 

sensitivity 

Yes Yes Yes Yes 

Color vision Good Need 

contrasts 

Need 

contrasts 

Need contrasts 

C. Protocol and evaluation 

The evaluation sessions lasted on average 1 hour and 30 
minutes and were recorded. They were structured as follows: 
collection of visual conditions (as found in Table I), 
presentation of interface customization and visual 
enhancement functions, followed by a task to test interface 
usage, which involved exploring 7 3D models (unannotated) 
representing everyday objects. 

To present the interface customization and visual 
enhancement functions, we asked the participants to navigate 
autonomously within the interface and activate these 
functions. We began by configuring the interface, asking them 

to adjust the fonts, then the menus, and finally the object 
background. Next, we asked them to activate and adjust the 
visual enhancement functions to explore them. 

We used evaluation grids (in the form of semi-structured 
interviews) to assess the interface [33]. Participants could 
respond “Yes”, “No”, or “Not really”, and were encouraged 
to share their feelings and comments throughout the session. 
We also considered user preferences by observing their 
interface usage while adjusting the interface rendering. 
Additionally, we gathered participants' feelings through open-
ended questions at the end of the evaluation. 

D. Results and analysis 

We evaluated 80 questions regarding the usability of the 
interface. The criterion “Ease of Use” (includes 20 questions) 
concerns the use of interface elements. “Interface 
Minimalism” (21 questions) concerns visual information 
overload. “Reactivity” (3 questions) concerns real-time 
feedback. “Adherence to Standards and Clear Designation” (8 
questions) concerns the understanding of the interface through 
standards and labels. Finally, “Flexibility” (18 questions) 
concerns the adaptation of the interface to users, both in terms 
of visual and usage preferences. 

To assess participant satisfaction based on our criteria, we 
calculated the average of responses categories to the questions 
for each criterion. Figure 4 summarizes the participants' 
responses, in percentages, for these criteria. These results 
confirm that the usability is highly satisfactory (“yes” 
responses are above 75% for all criteria). 

 

 

Figure 3.  The response rate of participants per evaluation criterion. 

Additionally, we analyzed the reasons behind the “no” and 
“not really” responses for each question to extract qualitative 
information. We won’t delve into the analysis of the 5 criteria 
here. Instead, we focus of the following 3 criteria: “Ease of 
Use”, “Interface Minimalism”, and “Flexibility”. 

Participants found the interface “easy to use” (83% 
according to Figure 4). The difficulties encountered are 
specific to participant's visual condition. Participants with 
reduced vision indicated that they did not appreciate using 
sliders. In response to the question “Is selecting a choice via 
slider suitable?”, P3 answered “no”, stating that “I need some 
adaptation time because the elements are too small”, and P4 
answered “not really”, specifying that the sliders are 
“disruptive”. They do not perceive the changes well when 
moving the slider cursor due to a lack of perception of visual 
changes (difficulty in distinguishing variations) and precision 
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(coordination or depth perception issues). Participants with 
retinitis pigmentosa do not appreciate the use of the dropdown 
menu. They both answered “no” to the question “Is selecting 
a choice via dropdown menu suitable?”, stating that the font 
size is too small and the scroll bar is not sufficiently 
contrasted. 

It is also noteworthy that the checkbox is the most difficult 
element to use for 3 participants, regardless of their visual 
conditions. One participant answered “no” to the question “Is 
selecting a choice via checkbox suitable?” and the other 2 
answered “not really”. This element is too small, and the 
difference between selecting and deselecting is not significant. 
Additionally, all participants expressed a desire to be able to 
adjust the size and contrast of the mouse cursor to facilitate 
interaction with the interface. 

We weren't surprised by feedback on the choice of 
elements. Visually impaired users prefer buttons to 
checkboxes, which are more difficult to use because they are 
smaller and less customizable. Adjustment of the mouse 
cursor was also planned and will be integrated into a future 
version of the interface. 

Regarding the “minimalism of the interface”, participants 
found that the interface is not visually overloaded (77% 
according to Figure 4). Visual information overload also 
corresponds to participants' visual conditions. 

When participants have reduced vision, they experience 
reduced visual acuity (which can lead to blurred vision), 
limited spatial perception, and low-contrast perception. They 
find that interface elements are small and have difficulty 
positioning the mouse pointer on these elements. For example, 
in response to the question “Does visualization via dropdown 
menu suit and not overload?”, they both answered “no” and 
specified that it is because of the font size. Participants with 
retinitis pigmentosa prefer the harmonization of interface 
elements or menus: they answered “yes” to the question “Do 
you want harmonization of interface elements?”. 

We found that the interface settings are correlated with the 
pathology categories of the visually impaired. The visual 
impaired those with similar pathologies have common 
preferences.  

For the “flexibility”, participants find that the interface 
adapts to their visual and technological preferences (75% 
according to Figure 4). All participants found the font size too 
small, even when increased to the maximum. We also 
collected the interface settings for each participant. After 
presenting the interface and its functions, they can adjust the 
interface as they wished. The settings for each participant are 
summarized in Table II below. 

The interface settings for these four participants are all 
different. The uniqueness of these settings illustrates the link 
between the participants' visual conditions and their needs and 
preferences for interface rendering. Participants suffering 
from retinal pigmentary disorders (participants P2 and P3 in 
Tables I and II) preferred the interface in a "dark" theme, with 
a dark background for the 3D objects. Participants with 
reduced vision (P3 and P4 in the Tables) preferred bold text 
because reading is difficult for them.  

The interface rendering parameter choices highlight the 
importance of customizing interfaces to meet the individual 

needs of visually impaired with similar characteristics. 
Integrating visually impaired user profiles would allow pre-
setting the interface and avoiding visual injury when 
launching the interface. 

TABLE II.  INTERFACE SETTINGS CHOSEN BY EACH PARTICIPANT
a 

Elements P1 P2 P3 P4 

Font 

Type Luciole Luciole Luciole Luciole 

Size 4 10 (max) 10 (max) 10 (max) 

Bold No No Yes Yes 

Menu 

Theme White Black Black White 

Menu borders 5 (max) 2 5 (max) 5 (max) 

Button borders 5 (max) 1 (min) 5 (max) 5 (max) 

Menu position Left Left Left Right 

3D model background White Dark 
gray 

Black White 

a. All participants customized the interface to suit their individual needs. Similarities in the 
choice of settings were observed, especially among participants with similar visual conditions. 

 

All participants answered “yes” to “Is the application 
accessible to you?”. Furthermore, they were all able to 
perform the task of exploring the 3D models without help, 
thanks to the interface customized to their needs. 

VI. CONCLUSION AND FUTURE WORK 

This article presents a visualization interface for 3D 
objects designed for visually impaired individuals, using a 
standard 2D screen. This interface offers configuration 
functions and visualization aids to best utilize the residual 
vision of visually impaired individuals. It was evaluated by 
four end users with various visual impairments.  

The results show that the usability is satisfactory for more 
than 75% for the five selected criteria. Future developments 
of the interface will involve adjusting the font size, using 
buttons instead of checkboxes, and supporting navigation both 
with the mouse and keyboard to ensure maximum 
accessibility. We propose to take into account in the user's 
profile the characteristics that enable parameters to be 
initialized according to the main pathologies. 

Future perspectives will focus on visualization aid 
functionalities aimed at highlighting the symmetry properties 
of 3D objects (important in the natural object recognition 
process by humans). 
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Abstract—In scenes where d/Deaf and hard of hearing (d/Dhh)
individuals drive vehicles, they may face issues reliant on not
only environmental sounds but also auditory information through
communication. Therefore, we investigated the needs in scenarios
where drivers drive in a car and proposed an in-car sign recogni-
tion standard using one-handed signs to improve communication
issues d/Dhh drivers face. Specifically, we focused on one-handed
signs in sign language conversations among d/Dhh individuals
and selected sign language expressions based on one-handed signs
assuming sign language recognition. We selected one-handed signs
used in assumed context scenarios driving car situations where the
one-handed sign was likely to occur. Additionally, we conducted
surveys with d/Dhh individuals involved to assess whether they
found these signs natural and acceptable. We also discussed the
annotation rules for annotation labels in datasets intended for
sign language recognition.

Keywords–Deaf and hard of hearing; Sign language; Camera;
Sensor glove; Recognition.

I. INTRODUCTION

In recent years, the Act for Eliminating Discrimination
against Persons with Disabilities and the disqualification provi-
sions stipulated in Article 88 of the Road Traffic Act in Japan
have made it possible for d/Deaf and hard of hearing (d/Dhh)
individuals to obtain a driver’s license. In daily life, d/Dhh
individuals can drive vehicles under certain conditions, such as
wearing hearing aids or cochlear implants, or using magnifying
glasses and displaying hearing impairment markers when not
wearing assistive devices.

However, issues remain regarding environmental sounds
related to emergency information from emergency vehicles
and communication issues. Regarding environmental sounds
related to emergency information from emergency vehicles,
specific examples include the siren sounds of ambulances, fire
trucks, and police cars. Hearing individuals are required to
promptly clear the way or stop driving when they hear a siren
sound. However, if d/Dhh individuals fail to notice the siren
sound, they may unknowingly become involved in issues such
as delaying rescue time for ambulances and fire trucks or
violating stop orders by police cars.

Furthermore, communication problems arise when d/Dhh
individuals engage in sign language conversations while driv-
ing. They may look away from the road to the passenger seat or
be distracted by the rear seat, increasing the risk of accidents.
Additionally, when hearing individuals who do not understand
sign language are present, they may have to drive without being
able to comprehend any information due to the lack of audio
cues.

Therefore, we propose an in-vehicle sign language recogni-
tion standard focusing on two aspects: the installation location
of drive recorders and the one-handed sign that occurs during
sign language conversations between d/Dhh individuals. More-
over, with the practical application of speech recognition, voice
user interfaces are also being put into practical use. Research
on virtual assistants installed in smart homes and smartphones
is particularly notable. However, accessibility issues remain for
d/Dhh individuals who have difficulty using voice commands.
Nevertheless, sign language recognition has been gaining
momentum in recent years, and research on sign language
interfaces as an application of sign language recognition is
also progressing [1] [2]. Accordingly, as we elevate from our
previous work on continuous fingerspelling recognition [3] to
sign language recognition, we have established the following
research topics:

1 Proposing limited sign language by selecting one-
handed signs,

2 Evaluation of the one-handed signs by the parties
concerned.

Regarding research topic 1, sign language recognition re-
quires collecting information on the hand shapes, movements,
positions of both hands, and facial information. However, for
ASL, only short sentences have been studied. Similarly, for
Japanese Sign Language (JSL), only short sentences in Signed
Japanese (SJ), rather than true JSL, have been researched.
Therefore, we focused on one-handed signs, which is also
observed in sign language conversations between deaf indi-
viduals, and decided to use one-handed signs as a step in the
process of elevating from continuous fingerspelling to sign
language recognition. As it is difficult to assume situations
where one-handed signs are likely to occur in daily life, we
specifically focused on the scenario of driving a car, which is
relatively easy to envision.

Regarding research topic 2, in most cases of data collec-
tion for sign language recognition, the parties concerned are
asked to express predetermined sign language words or short
sentences. However, to the best of our knowledge, there is
no mention of whether this is acceptable and natural for the
parties concerned. Therefore, all the authors, including three
d/Dhh individuals, selected the content, sign language words,
and short sentences spoken in the scenario of driving a car.
Additionally, after data collection was completed, the parties
concerned were asked to evaluate whether it felt natural and
acceptable.
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II. RELATED WORK

Previous research on fingerspelling or sign language recog-
nition has proposed two types of sensors for recognizing
a series of operations in fingerspelling: contact-type sensor
gloves and non-contact-type cameras.

1) Image recognition: Several methods have been proposed
for recognizing hand shapes based on processing images of
fingerspelling as captured by cameras. Mukai et al. [4] reported
that a fingerspelling recognition method targeting 41 immobile
characters in JSL resulted in an average recognition accuracy
of 86%. They used a classification tree and machine learning
based on a support vector machine to classify individual
images. Hosoe et al. [5] used deep learning for recognition
and achieved a recognition rate of 93%, but only for static
fingerspelling. Jalal et al. [6] reported a recognition rate
of 99% for American Sign Language (ASL) images based
on a deep learning algorithm for static fingerspelling (i.e.,
excluding “J” and “Z”). However, the recognition accuracy
could not be considered as sufficient for practical recognition
in JF. Additionally, relatively few recognition results have been
reported for dynamic fingerspelling (i.e., fingers moving when
expressing a character). In a study of dynamic fingerspelling in
JSL [7], the identification of hand shapes was performed using
a kernel orthogonal mutual subspace method from images of
hand regions obtained from distance images, and the clas-
sification of movements was performed using decision trees
based on center-of-gravity coordinates. These results yielded
a 93.8% identification rate. However, the recognition accuracy
was insufficient for the practical recognition required for JF.

2) Sensor glove recognition: Several methods have been
proposed for recognizing hand shapes based on measurement
data acquired by contact-type sensor gloves. These methods
can measure finger flexion, hand positions, and directional
data. The measurement data are then sent to a personal
computer, and a classification algorithm is used to recognize
hand shapes. Cabrera et al. [8] paired the Data Glove 5
Ultra [9] sensor glove with an acceleration sensor to acquire
information regarding the degree of flexion of each finger
and wrist direction. They conducted test classification using
24 static fingerspelling characters in ASL, excluding “J” and
“Z.” Their neural network was trained using 5 300 patterns
and achieved a recognition rate of 94.07% for 1 200 test
patterns. Mummadi et al. [10] prototyped a sensor glove with
multiple embedded inertial sensors. They collected French sign
language fingerspelling data from 57 people and achieved an
average recognition rate of 92% with an F1-score of 91%.
Kakoty et al. [11] reported on a dataset of one-handed Indian
sign language alphabets (C, I, J, L, O, U, Y, W), ASL
alphabets (A to Z), and signed numbers (0 to 9), using a
radial basis function with 10-fold cross-validation Using a
kernel-supported vector machine, they achieved an average
recognition rate of 96.7% and reported that the data were
converted to speech. Chong et al. [12] placed six Inertial
Measurement Units (IMUs) on the back of the palm and
on each fingertip to capture their motion and orientations.
Ultimately, 28 proposed word-based sentences in ASL were
collected, and 156 features were extracted from the collected
data for classification. Using the Long Short-Term Memory
(LSTM) algorithm, the system achieved an accuracy of up to
99.89%. Notably, 12 people cooperated with us in the data
collection experiment, but whether they were deaf or hearing

people was unclear. Yu et al. [13] reported on the architecture
of a data glove system comprising a stnm32MCU, flex4.5
bending sensor, mpu6050 six axis sensor, Bluetooth transmis-
sion module, and cellphone voice application. The system was
developed and connected to a Java-based processing software.
They reported that their system recognized sign language
movements and could output the words to be said using the
intelligent voice system. However, the glove does not feature
global movement and rotation tracking. Glauser et al. [14]
demonstrated a glove’s performance in a series of ablation
experiments while exploring various models and calibration
methods. However, the glove does not come with a global
translation and rotation tracking. Realizing a sign language
recognition system requires hand orientations and motions.
Among the various methods for performing JF recognition,
the conductive fiber braid method [15] uses gloves woven with
conductive fibers instead of flexion sensors. These gloves can
recognize hand shapes and movements as they are directional
gyro sensors incorporated into them. However, the recognition
rate for JF (“a,” “i,” “u,” “e,” “o”) based on Euclidean distance
has been reported as only 60%.

3) Data collection: Regarding image recognition, several
large-scale Continuous Sign Language Recognition (CSLR)
benchmarks have been published [16]. For example, we in-
troduced three large-scale CSLR benchmarks: PHOENIX-
2014, Chinese Sign Language (CSL), and PHOENIX-2014-T.
PHOENIX-2014 is a publicly available German Sign Language
dataset and the most famous CSLR benchmark. This corpus
is taken from broadcast news regarding the weather. The
CSL dataset consists of 100 sign language sentences and
178 words related to everyday life. Fifty signers performed
each sentence, resulting in 5,000 videos in total. A matched
isolated CSL database containing 500 words is also provided
for pre-learning. Each word was performed 10 times by 50
signers. PHOENIX-2014-T annotates the new videos with two
annotations: the sign language terms for the CSLR task, and
the German translation for the a Sign Language Translation
(SLT) task. The vocabulary consists of 1,115 terms for sign
language and 3,000 for German. This dataset is available
in [17]. However, the data of these three large-scale CSLR
benchmarks are insufficient to realize a highly accurate sign
language recognition system using deep learning. Further
research is being conducted to increase the amount of available
data.

Extensive data for image recognition can be obtained from
online sources. For example, the Shi et al. [18] dataset contains
clips of fingerspelling sequences cut from sign language “in the
wild” videos obtained from online sources such as YouTube
and dafvideo.tv [19]. The datasets contain 5,455 training
sequences from 87 signers of “ChicagoFSWild,” 981 devel-
opment (validation) sequences from 37 signers, and 868 test
sequences from 36 signers, without overlapping signers among
the three sets. Another dataset, “ChicagoFSWild+,” contains
50,402 training sequences from 216 signers, 3115 development
sequences from 22 signers, and 1,715 test sequences from 22
signers. Compared to ChicagoFSwild, the crowdsourcing setup
of ChicagoFSWild+ enables the collection of considerably
more training data while significantly reducing the efforts of
experts and researchers.

Danielle et al. [20] expressed privacy concerns regarding
contributing to a filtered sign language corpus, using very
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TABLE I. QUESTIONNAIRE OF NEEDS SURVEY

ID question
1 When conveying information such as navigation to a deaf or hard-of-hearing driver, what do you mainly use?
2 While driving, what content do you want to convey immediately to a deaf or hard-of-hearing driver?
3 While driving, how do you call out to a deaf or hard-of-hearing driver?
4 Have you ever felt anxious when talking to a deaf or hard-of-hearing driver while driving?
5 Have you ever felt difficulty when talking to a deaf or hard-of-hearing driver while driving?
6 How do you communicate with a hearing driver when you want to convey something while driving?
7 How do you communicate with a deaf or hard-of-hearing driver when you want to convey something while driving?
8 Have you ever wanted to use sign language to communicate with a hearing driver while driving?
9 Have you ever felt danger when using sign language communication while driving?
10 How do you call out to a deaf or hard-of-hearing person sitting in the passenger seat or back seat while driving?
11 How do you call out to a hearing person sitting in the passenger seat or back seat while driving?
12 Is there any content you want to communicate with the person in the passenger seat or back seat while driving?
13 Have you ever had difficulties communicating with a person who can use sign language sitting in the passenger seat or back seat while driving?
14 Have you ever had difficulties communicating with a person who cannot use sign language sitting in the passenger seat or back seat while driving?
15 What sign language (including pointing, gestures, classifiers, etc.) do you want to use for operating the car navigation system?
16 Apart from the car navigation system, are there any other occasions where you want to use sign language (including pointing, gestures, classifiers, etc.) to operate the car?

expressive avatars and blurred faces, which may affect the will-
ingness to participate. Training on filtered data may improve
the recognition accuracy. In the case of camera recognition,
the look of the face is also captured; thus, privacy must also
be considered. In contrast, sensor glove recognition does not
require pictures of the face; thus privacy concerns are reduced
and the data can be more simply collected.

III. NEEDS SURVEY

To understand the needs of d/Dhh individuals when driving
a car, we collected data using a web-based questionnaire on
Google Forms. The study has been approved by the ethics
committee. The total number of respondents was 143, con-
sisting of 88 males, 53 females, and 2 unspecified (mean age:
32.01, standard deviation: 13.87). Among the respondents, 121
individuals possess a driver’s license. Regarding their identity,
68 people identified as Deaf, 20 as deaf, 35 as hard of hearing,
4 as hearing, 11 as having never thought about it or unsure, 3
as others, and 2 responses were invalid.

A. Questionnaire and Results

The questions of needs survey are listed in Table I.
The results showed that regardless of the d/Dhh individual’s
identity, more than half of the respondents felt anxiety or
difficulty when calling out to a d/Dhh driver while driving.
Moreover, when asked about the information they want to
convey immediately, over 80% of the respondents mentioned
highly urgent information. This suggests that it is problematic
to have difficulty conveying information that needs to be
communicated immediately, such as danger, caution, or the
presence of emergency vehicles.

Compared to Deaf individuals, hard of hearing individuals
are more likely to use their voice when calling out to the driver
while driving (with a significant difference). This suggests that
Deaf individuals require a means of communication that does
not rely on voice. Additionally, it was found that more than
75% of d/Dhh individuals wanted to use sign language to
communicate with the driver while the vehicle is in motion.
Over 75% of the respondents also reported having difficulties
communicating with a person who can use sign language while
sitting in the passenger seat. Furthermore, some respondents
mentioned in the free-response section that they had expe-
rienced a sense of danger. However, more than 75% of the
respondents indicated that they want to communicate with the
person sitting in the passenger seat while driving.

IV. PROPOSAL OF VEHICLE INTERFACES STANDARD

The in-vehicle sign language recognition standard is as
follows: Since the driver must always face forward, it is
assumed that sign language data will be collected using a
camera placed near the location where the drive recorder is
installed or by using the drive recorder itself as a camera.
The driver may also wear gloves while gripping the steering
wheel. Moreover, since the driver needs to grip the steering
wheel with at least one hand at a minimum, the sign language
is limited to one-handed signs.

A. One-Handed Signs
We selected one-handed sign words and short sentences

to be evaluated for sign language recognition, under the rule
of not using grammar that employs facial expressions and
other elements. Specifically, all authors, consisting of two deaf
individuals, one d/Deaf individual, and one hearing individual,
discussed and made the selections. It is worth noting that all
authors possess a driver’s license and have driving experience.
The number of words chosen was 58, and the number of short
sentences was 40 (Table II). The reason for the selection was
based on the needs survey, which included three highly urgent
pieces of information: “danger,” “watch out,” and “emergency
vehicle,” as well as some directions and small talk.

B. Evaluation
After completing the data collection experiment (refer to

Section V-A), we immediately conducted the necessity of in-
vehicle sign language recognition and the use of one-handed
signs inside the vehicle. The evaluation was conducted with the
cooperation of 22 participants, with an average sign language
experience of 11.3 years (standard deviation of 7.1 years).

The results regarding the perceived necessity of in-vehicle
sign language recognition and the use of one-handed signs
inside the vehicle are shown in Figure 1. For the question ”Did
you feel the need for in-vehicle sign language recognition?”,
the options were categorized as follows: ”Strongly Disagree,”
”Somewhat Disagree,” and ”Neither Agree nor Disagree” as
negative, and ”Strongly Agree” and ”Somewhat Agree” as
positive. The null hypothesis was set as ”Negative and positive
options are chosen at a ratio of 0.5 each.” A binomial test was
conducted, and the results showed that the null hypothesis was
rejected at a two-sided significance level of 0.05 with p=0.017,
confirming a significant difference. Similarly, for the question
”Did you feel the need to use one-handed signs inside the
vehicle?”, the options were categorized as follows: ”Strongly
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TABLE II. LIST OF EXAMPLE SENTENCES: ORIGINAL (JAPANESE) AND ENGLISH TRANSLATION

ID sentence word1 word2 word3 word4 word5
s1 行きたい トイレ(w1) 行く(w47) 希望(w33)

[I want to go.] [toilet] [go] [want]
s2 トイレや休憩大丈夫？ トイレ(w1) 休憩(w2) 希望(w33)

[Are restrooms and breaks okay?] [toilet] [rest] [want]
s3 危険，落ち着いて見て 危険(w3) 落ち着く(w4) 見る(w13)

[Danger, watch calmly] [danger] [calm] [look]
s4 コンビニ，行きますか？ コンビニ(w6) 行く(w47) か？(w37)

[Are we going to the convenience store?] [convenience] [go] [question]
s5 あそこで止まってください 向こう(w25) 止まる(w44) お願い(w48)

[Please stop over there] [over there] [stop] [please]
s6 赤信号だよ 向こう(w25) 赤(w8) 信号(w10)

[It’s a red light] [over there] [red] [traffic light]
s7 おーい，青信号だよ 手を振る(w11) 青(w9) 信号(w10)

[Hey, it’s a green light] [call] [blue] [traffic light]
s8 右見て 右(w14) 見る(w13)

[Look right] [right] [look]
s9 次の信号で右折 次(w16) 信号(w10) 右(w14)

[Turn right at the next signal] [next] [traffic light] [right]
s10 速くしてもいいよ スピード(w43) 構わない(w38)

[You can speed up] [speed] [may]
s11 ゆっくりで ゆっくり(w21)

[Take it slow] [slow]
s12 次はどこ行く？ 次(w16) 行く(w47) 場所(w17) 何(18)

[Where are we going next?] [next] [go] [place] [what]
s13 次に左折するのはどこ？ 次(w16) 左(w15) 場所(w17) 何(w18)

[Where do we turn left next?] [next] [left] [place] [what]
s14 ここは直進 そこ(w34) 直進(w19)

[Go straight here] [there] [straight]
s15 高速行くか？ 高速(w19) 行く(w47) か？(w37)

[Shall we take the highway?] [highway] [go] [question]
s16 ガソリン（残量）大丈夫？ ガソリン(w24) 大丈夫(w23) か？(w37)

[Is the gas (level) okay?] [gazoline] [safe] [question]
s17 ガソリンスタンドどこ？ ガソリン(w24) 場所(w17) 何(w18)

[Where is the gas station?] [gazoline] [place] [what]
s18 別の道があるか調べて 別(w27) 道(w22) 調べる(w26) お願い(w48)

[Check if there is another route] [another] [way] [search] [please]
s19 ヘッドライトつけて ヘッドライト(w30)

[Turn on the headlights] [headlight]
s20 ルームライト消して ルームライト(w31) 消す(w56)

[Turn off the room light] [roomlight] [turn off]
s21 緊急車両が来るから右寄せて サイレン(w5) 来る(w32) 右寄せ(w29)

[Pull over to the right because an emergency vehicle is coming] [siren] [come] [right-aligned]
s22 コンビニ行きたい コンビニ(w6) 希望(w33)

[I want to go to the convenience store] [convenience] [want]
s23 コンビニは無い コンビニ(w6) 無い(w36)

[There is no convenience store.] [convenience] [none]
s24 ガゾリンスタンドはない ガソリン(w24) 場所(w17) 無い(w36)

[There is no gas station] [gazoline] [place] [none]
s25 向こうで事故かも 向こう(w25) 事故(w7) らしい(w49)

[There might be an accident over there] [over there] [accident] [seem]
s26 おーい，緊急車両，来ている 手を振る(w11) サイレン(w5) 来る(w32)

[Hey, an emergency vehicle is coming] [call] [siren] [come]
s27 左に止めても構わない 左(w15) 駐車(w57) 構わない(w38)

[You can stop on the left.] [left] [parking] [may]
s28 それは難しい 難しい(w39)

[That’s difficult.] [hard]
s29 ちょっと待って 少し(w40) 待つ(w41)

[Wait a moment.] [little] [wait]
s30 速くないか？ スピード(w43) 過ぎ(w35) 違う(w55)

[Isn’t that fast?] [speed] [over] [different]
s31 任せるよ 任せる(w42)

[I’ll leave it up to you.] [defer]
s32 おーい，ウィンカー消して 手を振る(w11) ウィンカー(w45) 消す(w56)

[Hey, turn off the turn signal.] [call] [blinker] [turn off]
s33 そこの前に停めて そこ(w34) 前(w12) 駐車(w57)

[Stop in front of that.] [there] [front] [parking]
s34 次の交差点で左折だから，左寄せして 次(w16) 交差点(w58) 左(w15) 左寄せ(w28)

[It’s a left turn at the next intersection, so stay to the left.] [next] [intersection] [left] [left-aligned]
s35 1つ目の信号で右折 1つ(w51) 目(w50) 信号(w10) 左(w15)

[Turn right at the first traffic light.] [one] [eyed] [traffic light] [left]
s36 2つ目の交差点で左折 2つ(w52) 目(w50) 交差点(w58) 左(w15)

[Turn left at the second intersection.] [two] [eyed] [intersection] [left]
s37 3つ目の交差点で右折だから，右寄せして 3つ(w53) 目(w50) 交差点(w58) 右(w14) 右寄せ(w29)

[It’s a right turn at the third intersection, so stay to the right.] [three] [eyed] [intersection] [right] [right-aligned]
s38 食べるところ調べて 食べる(w54) 場所(w17) 調べる(w26) お願い(w48)

[Look for a place to eat.] [eat] [place] [search] [please]
s39 ご飯どうする 食べる(w54) 何(w18)

[What shall we do for food?] [eat] [what]
s40 ハザードランプ消して ハザードランプ(w46) 消す(w56) お願い(w48)

[Turn off the hazard lights.] [hazard lamp] [turn off] [please]
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Figure 1. CSLR-Need represents the responses to the question “Did you feel
the need for in-vehicle sign language recognition?”

HSLR-Need represents the responses to the question ”Did you feel the need
to use one-handed signs inside the vehicle?”

1: Strongly Disagree, 2: Somewhat Disagree, 3: Neither Agree nor Disagree,
4: Somewhat Agree, 5: Strongly Agree.

Disagree,” ”Somewhat Disagree,” and ”Neither Agree nor
Disagree” as negative, and ”Strongly Agree” and ”Somewhat
Agree” as positive. The null hypothesis was set as ”Negative
and positive options are chosen at a ratio of 0.5 each.” A
binomial test was conducted, and the results showed that the
null hypothesis was rejected at a two-sided significance level
of 0.05 with p=0.017, confirming a significant difference.

Additionally, we immediately conducted an evaluation of
the one-handed sign words and short sentences that we had
selected through discussion. The response data used was from
the group that participated in when using the camera on data
collection experiment (refer to Section V-A). The number of
participants was 10, with an average sign language experience
of 11.6 years (standard deviation of 5.76 years). However,
we could only evaluate 57 out of the 58 one-handed sign
words. Because, due to our oversight, we failed to include
the evaluation item related to the one-handed sign word w58
(“交差点 [intersection]”).

The responses to the question “Did you feel any unnatu-
ralness in the one-handed sign expression for each word?” are
shown in Figure 2. The options were categorized as follows:
“1: Strongly Disagree,” “2: Somewhat Disagree,” and “3:
Neither Agree nor Disagree” as positive, and “4: Somewhat
Agree” and “5: Strongly Agree” as negative. The null hypoth-
esis was set as “Positive and negative options are chosen at a
ratio of 0.5 each.” Using a binomial test, words were selected
where the null hypothesis was not rejected at a two-sided
significance level of 0.05, and no significant difference was
confirmed (p=0.344) when the number of negative responses
was 3 or more. The selected words were w2, w4, w6, w7,
w10, w16, w22, and w27, totaling 7 words. Subsequently, we
proceeded to verify their acceptability.

The responses to the question ”Can you accept the one-
handed sign expression for each word?” are shown in Figure 3.
The options were categorized as follows: “1: Completely
Unacceptable” and “2: Somewhat Unacceptable” as negative,
and “3: Neither Acceptable nor Unacceptable”, “4: Somewhat
Acceptable,” and “5: Acceptable” as positive. The null hypoth-
esis was set as “Negative and positive options are chosen at a
ratio of 0.5 each.” For each short sentence, a binomial test was
conducted. The results showed that at a two-sided significance
level of 0.05, the null hypothesis was not rejected, and no
significant difference was confirmed (In all cases, the number
of negative responses was 1 or less).

The responses to the question “Did you feel any unnat-
uralness in the one-handed sign expression for each short
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Figure 2. The responses for the question “Do you feel any unnaturalness in
the one-handed sign expression?” for each word.

1: Strongly Disagree, 2: Somewhat Disagree, 3: Neither Agree nor Disagree,
4: Somewhat Agree, 5: Strongly Agree.
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Figure 3. The responses for the question “Can you accept the one-handed
sign expression for each word?”

1: Completely Unacceptable, 2: Somewhat Unacceptable, 3: Neither
Acceptable nor Unacceptable, 4: Somewhat Acceptable, 5: Acceptable.

sentence?” are shown in Figure 4. The options were catego-
rized as follows: “1: Strongly Disagree” and “2: Somewhat
Disagree” as negative, “3: Neither Agree nor Disagree”, and
“4: Somewhat Agree” and “5: Strongly Agree” as positive. The
null hypothesis was set as “Positive and negative options are
chosen at a ratio of 0.5 each.” Using a binomial test with a two-
sided significance level of 0.05, we selected short sentences
where the null hypothesis was not rejected, and no significant
difference was confirmed (p=0.344) when the number of
negative responses was 3 or more. We then proceeded to
verify the acceptability of these sentences. The selected short
sentences were s3, s4, s9, s12, s13, s18, s21, s24, s27, s32,
s34, and s37, totaling 12 sentences.

Subsequently, we proceeded to verify their acceptability.
The responses to the question “Can you accept the one-
handed sign expression for each short sentence?” are shown
in Figure 5. The options were categorized as follows: “1:
Completely Unacceptable” and “2: Somewhat Unacceptable”
as negative, “3: Neither Acceptable nor Unacceptable,” and
“4: Somewhat Acceptable,” and “5: Acceptable” as positive.
The null hypothesis was set as “Negative and positive options
are chosen at a ratio of 0.5 each.” For each short sentence,
a binomial test was conducted. The results showed that at a
two-sided significance level of 0.05, the null hypothesis was
not rejected, and no significant difference was confirmed. (In
all cases, the number of negative responses was 1 or less.)

V. DATA COLLECTION AND ANNOTATION RULES

To select the one-handed sign data for sign language
recognition, we collected data from collaborators and asked
them to evaluate the expression of the words. The data used in
this data collection experiment is the same as the data evaluated
through the questionnaire (refer to Section IV-A).

A. Data Collection Experiment
To simulate the in-vehicle environment, a webcam was

placed below the mirror, and the positions of the driver seat
and passenger seat were defined in Figure 6. Additionally, as-
suming that the driver is always facing forward while driving,
a whiteboard was used, and the participants were asked to look
at the whiteboard. A monitor was placed below the webcam
to display the words and short sentences. For each short
sentence, data was collected four times, and the process was
conducted for both the driver seat and the passenger seat. In
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Figure 4. The responses for the question “Do you feel any unnaturalness in
the one-handed sign expression?” for each short sentence.

1: Strongly Disagree, 2: Somewhat Disagree, 3: Neither Agree nor Disagree,
4: Somewhat Agree, 5: Strongly Agree.

this experiment, data was collected from 10 participants using
a camera and 12 participants using gloves. When using the
camera, participants were asked to continuously express each
short sentence four times. However, when using gloves, each
short sentence was collected once. The order of expression
followed the order of the short sentences. It is worth noting that
when using gloves, video data was also recorded for annotation
purposes.
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Figure 5. The responses for the question “Can you accept the one-handed
sign expression for each short sentence?”

1: Completely Unacceptable, 2: Somewhat Unacceptable, 3: Neither
Acceptable nor Unacceptable, 4: Somewhat Acceptable, 5: Acceptable.
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Figure 6. Data acquisition experiment.

B. Annotation Rules

The annotation labels are generally divided into ”word”
and ”transition.” The definition of a ”word” is as follows:

For dynamic sign language expressions Start point: The
moment when the handshape is determined and reaches the
starting position. Even if the handshape is already determined,
it is not considered the start point until it reaches the starting
position. End point: The moment when either the handshape
collapses or the hand moves away from the ending position.

For static sign language expressions Start point: The
moment just before reaching the fixed position. (Ideally, the
moment of reaching the fixed position is desirable, but it is
difficult to judge.) End point: The moment when the hand
moves away from the fixed position. (Ideally, the moment of
reaching the fixed position is desirable, but it is difficult to
judge.)

VI. DISCUSSION

A. Validity of One-Handed Sign Expressions
In this study, as soon as the data collection experiment

using cameras was completed, we verified the validity of the
expressions by d/Dhh individuals through two questionnaires.
However, it is necessary to increase the number of participants
and consider participant attributes, such as sign language
experience, JSL or SJ, identity, and involvement in deaf school
communities to improve the validity and refine the word and
sentence expressions.

B. Annotation Rules
“Here” and “There” Initially, we used “there” consis-

tently, but in the short sentences, “there” and ”here” were
confused, and the expressions were different, so we decided to
distinguish them. “Here”: The handshape is “number 1,” and
the expression points to one’s own feet. “There”: The hand-
shape is “number 1,” but since it is a high-context expression
in Japanese, it depends on which place is being pointed to. In
this case, since the same place is being pointed to, we unified
everything into a single ”there” (having only one variation).

“Why” and “Go” Although we did not include ”why” this
time, we are concerned that the one-handed “why” expression
may overlap with the “go” expression. For future reference,
we will describe the differences. “Why/Reason (one-handed)”:
While making the handshape “number 1,” twist the wrist
downward from one’s chest to the front (aiming for 45 to 90
degrees) twice. “Go”: While making the handshape “number
1,” twist the wrist downward from one’s chest to the front
(aiming for more than 80 degrees) once.

“(Number)th” Initially, we tried to distinguish between
“(number)” and “th” in “(number)th”. However, this arose from
the concern that “(number)th” might be more commonly used
in everyday life. Upon checking the videos, we found that
“number” and “th” were expressed separately, so we decided
to unify each “th” as a single “th”.

C. Differences between Camera and Gloves
In this study, we focused specifically on in-vehicle sign

language recognition as one of the one-handed sign interfaces.
However, the differences between cameras and gloves, as well
as which one is more suitable, have not yet been examined.
As a future remaining tasks, it is necessary to evaluate the
accuracy of sign language recognition using models trained
separately on camera and glove data. Additionally, user studies
should be conducted to determine which input interface is
preferable for scenarios driving a car.

D. Limitation
In this study, the annotation process has not yet been

completed, and the evaluation experiments using recognition
have not been conducted. Moreover, as evident from the
questionnaire results, it cannot be said with certainty that the
validity of the expressions has been ensured by d/Dhh people.
Moreover, since facial expressions and other grammatical ele-
ments are not targeted, it is assumed to be difficult to recognize
JSL (refer to Section IV-A). In addition, the annotation labels
are specific to the context of scenarios driving a car; the
validity of the annotation labels is not considered high when
generalized as everyday context.
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VII. CONCLUSION AND FUTURE WORKS

This study investigated the issues faced by d/Dhh individ-
uals in scenarios driving a car and proposed a solution using
one-handed signs to improve communication. The research
focused on selecting appropriate one-handed signs based on
sign language conversations among d/Dhh individuals and
evaluating their validity through surveys with the individuals
concerned. The study also conducted a fundamental analysis of
one-handed signs in sign language recognition, exploring the
potential of using one-handed signs to facilitate the transition
from recognizing continuous finger spelling to sign language
recognition. The results suggest that introducing one-handed
signs, as seen among d/Dhh individuals, could be a viable
approach to address communication issues in scenarios driving
a car.

Future works are as follows:

1) Expand the dataset: Collect a larger dataset of one-
handed signs used in scenarios driving a car to
improve the robustness and generalizability of the
sign language recognition system.

2) Develop real-time recognition: Implement a real-
time one-handed sign recognition system that can
be integrated into vehicles to assist d/Dhh drivers in
communication and navigation.

3) Conduct user studies: Perform extensive user studies
with d/Dhh individuals to evaluate the effectiveness
and usability of the proposed one-handed sign recog-
nition system in real-world scenarios driving a car.

4) Refine annotation rules: Further refine the annota-
tion rules for one-handed signs based on feedback
from the d/Dhh community and research findings to
establish a standardized approach for sign language
recognition in scenarios driving a car.

5) Investigate multimodal approaches: Explore the inte-
gration of other modalities, such as facial expression
or eye-tracking, to enhance the overall communica-
tion experience for d/Dhh drivers.

Addressing these future works will advance the assistive
technologies for d/Dhh individuals in scenarios driving a car,
ultimately improving their communication, safety, and overall
driving experience.
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Department of Computer Engineering

Istanbul Technical University
Istanbul, Turkey

email: kopuz17@itu.edu.tr

Gökhan İnce
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Abstract—Effective management of a facility is arguably one of
the most pressing maintenance challenges leading to unpleasant
experience and squandered resources worldwide. General issues,
complaints, or feedback reported by occupants often lack a
common structure and are devoid of the spatial data and digital
records necessary for effective analysis and solution provision.
In this study, we propose the use of Building Information
Models (BIM) integrated with Augmented Reality (AR) for both
occupants and Facility Management (FM) personnel to visualize
their environment and access component information in order to
improve complaint processing capabilities. The developed system
enables users to create informed complaints directly linked
with the elements in Building Information Models, all while
maintaining a digital record of the process. Usability assessments
demonstrate the effectiveness of this approach, showing enhanced
information exchange, spatial awareness, and efficiency compared
to traditional complaint processing techniques.

Keywords- Facility Management; Building Information Models;
Augmented Reality; Occupant Feedback.

I. INTRODUCTION

Facility Management (FM) is the collection of services and
processes which plays a vital role in enhancing the quality
of life, productivity and efficiency within a facility. The term
“facility” is used for many diverse building types, such as
homes, schools, hospitals, factories, etc.

Effective FM requires skilled professionals who oversee
various aspects, including maintenance, repairs, inspections,
and service provisions. With proper and efficient FM, systems
facilities can save considerable monetary costs. Integrating
smart technologies into FM systems can improve efficiency,
save time while doing regular tasks, accelerate new worker
training, and enhance work force distribution.

As indicated by Lewis et al. [1], it is estimated that 85% of
a facility’s lifecycle costs are incurred after the completion of
the construction phase. One strategy to significantly mitigate
the unnecessary expenditures is the implementation of Build-
ing Information Models (BIM) throughout the lifecycle of a
facility. Frontczak et al. claim that occupant feedback can be
a more reliable source of information than physical measure-
ments, such as data from sensors, other mechanical sources, or
default standards for assessing a building’s performance [2].
Therefore, accurate evaluation and consideration of occupant
feedback can enable a facility to operate with greater efficiency
and create a more comfortable environment for its occupants.

Occupant feedback can serve as a diagnostic tool to aid
facility managers in making more informed decisions re-
garding the planning, programming, and management of the
facility. However, current FM systems often fall short in
collecting this high-quality information in conjunction with
contextual information. This includes details related to the
specific building elements causing inconvenience, or spatial
data related to the complaint.

Augmented Reality (AR) can be employed to visualize
BIM within a real-world context, thereby enhancing spatial
comprehension for both facility occupants and management
personnel. This technology has the potential to improve the
accuracy of on-site decision-making by decreasing the reliance
on two-dimensional plans, thereby fostering a more interactive
and immersive understanding of the facility’s spatial layout
and operational needs.

In our research, we advocate for the integration of existing
BIM with AR frameworks, specifically designed for mobile
devices, to ensure optimal user accessibility. By scanning real-
world markers, users can visualize their environment in AR us-
ing the facility’s BIM. This allows them to access all available
information on the BIM, offering an interactive experience
with BIM elements. This system lays the foundation for incor-
porating a digital history log into FM operations. Utilizing this
system, occupants can report complaints or provide feedback
directly linked to the relevant BIM elements, accompanied by
precise spatial data. This enables FM personnel to conduct
a prompt and assured analysis of the complaint, leveraging
system capabilities, such as accurate AR visualizations and
access to technical component information directly sourced
from the BIM. Finally, this study evaluates the system’s us-
ability through three distinct usability test scenarios performed
on the developed version of the system, in comparison to a
traditional form-based 2D system.

This paper is structured as follows: Section II provides
a literature review, Section III outlines the design of the
proposed system, Section IV presents conducted experiments,
Section V discusses results, and Section VI concludes with
final remarks and future work.

II. LITERATURE REVIEW

El Ammari et al. propose a remote collaboration tool
that utilizes a BIM based approach, enhanced with Mixed
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Reality (MR) technologies, to automate specific aspects of a
construction project [3]. Initially, they underscore similar po-
tential advantages, such as increased efficiency and decreased
analysis time, that can be achieved through the use of a similar
application. Raimbaud et al. posit that AR communication
methods can be effectively implemented within a supervisory
context [4]. Given that each new employee’s tasks should be
supervised, either throughout or at the end of the process,
by a more experienced colleague, transitioning this process
to a remote and digital format can result in significant time
savings for experienced workers. In their paper, Chalhoub
et al. focus on the use of MR methods to enhance the
assembly of electrical elements in construction [5]. To evaluate
the effectiveness of this approach, they utilized a usability
questionnaire. Similarly, Irizarry et al. [6] created MR test
environments using AR and Virtual Reality (VR). They tasked
participants with locating elements within the environment and
accessing attached information, such as the latest inspection
date. Following the tests, they measured the time taken by the
participants to complete the tasks and conducted a question-
naire to gather quantifiable data.

Occupant feedback has various collection methods, such
as calls, messages, emails, or surveys. Pritoni et al. [7] ex-
plored the use of a mobile application for collecting occupant
feedback, while Barrios et al. [8] emphasized the use of
wearable devices equipped with sensors. However, both these
studies primarily focus on a single aspect, such as thermal
comfort. In contrast, real-world feedback is typically more
multifaceted and complex, necessitating extensive filtering and
manual processing by FM teams, which can be labor-intensive
and time-consuming, confirmed by Shalabi et al. [9].

Post-Occupancy Evaluation (POE) surveys enable facility
managers to continuously implement improvements in their
facilities by accurately identifying both short-term and long-
term inconveniences and problems. However, given that most
POE tools are not designed to record problems, they often fail
to gather crucial details, such as the contextual information
necessary for problem-solving. This limitation was reaffirmed
by Li et al. [10], with particular emphasis on the inability to
provide contextual information continuously in real-time.

Furthermore, as seen in Ilter et al. [11], most POE tools lack
an extensive inquiry about the degree of occupant satisfaction.
While POE tools do measure occupant satisfaction for certain
parameters, they often fail to identify the reasons behind low
satisfaction rates or the root causes of the complaints. Another
significant limitation of POE tools is their failure to collect
necessary location information related to an occupant’s com-
plaint or feedback. Despite evidence suggesting that linking
feedback data with location information can increase system
efficiency, confirmed by Hua et al. [12], many POE systems
still do not collect location information. This lack of spatial
context can hinder the effective resolution of complaints and
the overall management of the facility.

Our research proposes the integration of BIM with AR,
emphasizing the user experience and practicality for complaint
processing operations for occupants. This integration allows

the FM team to collect structured feedback enriched with
precise spatial data. The enhanced access to information
through our system enables swift complaint analysis and the
simultaneous creation of digital records for the process, thus
offering a practical and efficient solution for day-to-day FM
operations.

III. METHODOLOGY

A. Problem Definition and Design Issues

According to the research of Ilter et al. [13], current POE
tools are lacking in functionality in terms of gathering compre-
hensive information about occupant satisfaction rates within a
facility. Our system plans to address this issue by offering an
intuitive interface where occupants can provide detailed textual
feedback about various aspects of a facility. By facilitating
easy reporting options and providing users with a way to
effortlessly track the status of their feedback, our systems
aims to enhance communication between the occupants and
the facility managers.

Current Post-Occupancy Evaluation (POE) tools exhibit
lack of spatial occupant feedback. This issue can be addressed
by integrating BIM with AR. AR enables occupants to identify
their location and incorporate this spatial information into
their feedback. This enhanced feedback, complete with spatial
information, aids in identifying specific building elements
related to the feedback.

As confirmed by Hua et al. [12], linking occupant location to
evaluation data has been proven to enhance process efficiency.
This integration of spatial data not only enriches the feedback
but also aids facility managers in swiftly identifying and ad-
dressing issues, thereby improving overall FM operations. By
visualizing occupant feedback within the BIM model with the
aid of AR visualization, our proposed system aims to provide a
refined and easily consumable information report to decision-
makers. This visual representation of data can facilitate a more
intuitive understanding of the feedback, thereby enabling more
informed and effective decision-making in FM.

B. Proposed Complaint Processing System with the Integra-
tion of AR and BIM

The application consists of two interfaces, one tailored for
the facility occupants and the other designed for the FM team.
The former interface enables facility occupants to utilize the
system for delivering feedback or lodging complaints, lever-
aging the visualizations offered by the system. Conversely, the
latter interface allows the FM team to scrutinize and analyze
the issues reported by the occupants. The ensuing discussion
will commence with a description of the application from the
perspective of the facility occupants.

1) Occupant Interface: Upon initial engagement with the
application, the occupant is prompted to scan a pre-established
marker image in the physical environment. This marker image
serves as an anchor to precisely overlay the BIM within the
AR framework. These markers are assumed to be placed in
predefined static locations in the real world. Following the
accurate positioning of the AR visualization over the real-
world environment, participants are at liberty to navigate and
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interact with the BIM elements. Selection of a component
within the BIM presents the information panel, which fur-
nishes comprehensive details about the component, sourced
directly from the BIM. Figure 1 illustrates the selection of
a “Glass Door” component by tapping on its corresponding
BIM image superimposed onto the camera view of the physical
glass door. It is noteworthy to mention that a mock BIM is
used due to the difficulty of acquiring a BIM of a real building.

Figure 1. Component Information Panel Displaying Element Information.

By employing the “Hide/Show” button, users have the
ability to activate or deactivate the rendering of the selected
element. The “Create Complaint” button facilitates occupants
in formulating informed complaints or delivering feedback,
capitalizing on the information of the presented BIM element
and directly associating them with the element in the BIM.
This provides precise spatial data for the complaint and
highlights the implicated element. All component and com-
plaint correlations are established utilizing the component’s
unique ID sourced from Revit, a commercial BIM software,
which guarantees precise tracking and identification of each
component. The “Add-Ons” button is planned to be used for
third-party API integration for applicable elements, such as
sensor data, user manuals, etc. Using the “Close” button, users
can close the open panels. Occupants also have the option
to utilize the “Transparent” feature, which renders the BIM
model transparent, thereby permitting them to see through the
elements. The “Layers” button enables occupants to alternate
between the rendering of various component groups, such as
walls, doors, plumbing, etc., thereby offering a more lucid
view of the BIM. This feature also allows occupants to
view and interact with BIM elements that would typically
be invisible. The “Draw” function allows occupants to sketch
anchored shapes within the AR view, as depicted in Figure 2.
Furthermore, the “Markers” function enables the placement of
markers of varying colors and shapes. Both the “Draw” and
“Markers” features empower users to articulate their thoughts
within the 3D space, adding further detail to their complaints
or feedback and facilitating more efficient communication of
their concerns. If the occupant’s issue is not directly associated
with a BIM element, but rather pertains to a specific area,
these features can be employed to mark an arbitrary area
and attach their complaint to the markers. These features are
designed to augment the occupant’s interaction with the BIM
model, fostering a more interactive and personalized view of
the facility’s components.

Figure 2. Anchored Drawings in AR View.

2) FM Personnel Interface: In addition to having access
to all of the aforementioned functionalities, the FM team is
provided with a few additional features intended to facilitate
their tasks. The FM personnel can utilize “Filters” feature to
filter the highlights of BIM elements associated with com-
plaints, as in Figure 2. This functionality can be used to filter
high-priority complaints and prioritize them accordingly. The
“My Tasks” button allows FM team members to view a list
of issues or complaints assigned to them, which have been
submitted by facility occupants. Selecting an individual task
reveals the details of that specific complaint and highlights
the corresponding element within the BIM model so that FM
personnel can initiate their analysis.

Figure 3. Complaints Panel.

If a FM worker selects a highlighted BIM element in the
AR view, they can also access the complaints linked to the
element using the “Complaints” button, as in Figure 3. This
action opens the “Complaints” panel for the selected element.
Within this section, FM workers can view both current and past
complaints pertaining to the selected component, as illustrated
in Figure 3. Selecting a specific complaint opens a detailed
complaint panel with comprehensive data, including the indi-
vidual who lodged the complaint, the time of creation, problem
details, classification, etc. For past complaints, FM workers
can view details about any inspection measures that were
implemented as a result of the complaints, thereby providing
a comprehensive history of each component’s issues and the
measures taken to resolve them.

In Figure 4, we can see an FM worker using the “Trans-
parent” and “Filters” functionality to view BIM elements
associated with complaints. Facility management workers can
conduct inspections on the complaints using the “Inspection”
button. The “Inspection” button is reachable by clicking on a
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Figure 4. “Transparent” and “Filters” features used highlight elements in a
mock BIM.

complaint and opening its details panel. This action opens the
inspection panel for the workers, facilitating the inspection of
the complaint related to the component. During the inspection,
the worker can provide details about the analysis of the
complaint, such as the root cause, desired action, required
action, priority, status, performed action, assignee, required
materials, additional information, etc. They have the option
to resolve the complaint immediately if feasible, or reject
the complaint if it is deemed irrelevant. If a complaint is
beyond the worker’s capacity to resolve, they can add their
findings to the complaint details and assign the complaint to
another facility management worker. For instance, an electrical
complaint would necessitate the involvement of an electrical
engineer.

IV. EXPERIMENTS

A. Hardware and Software

The experiments were conducted using a Samsung Galaxy
A70 mobile device. It is equipped with a Qualcomm Snap-
dragon 675 processor and 6GB of RAM. This device ensures
that the application’s performance and functionality can be
evaluated on a rather low-cost device.

The application was developed using Unity game engine due
to its cross-platform support for iOS and Android from a single
codebase. Unity’s AR Foundation framework was selected
because of its superior tracking accuracy and performance
against similar AR frameworks. The application launches
with importing BIM, developed and sustained in Revit. The
BIM model and its associated properties were exported in-
dependently, with a connection established through specific
Revit IDs. To ensure the accurate rendering of materials, a
customized pipeline in Blender was utilized.

In order to assess the performance of the proposed frame-
work of AR and BIM integration, a conventional form-based
2D mobile application was developed that enables occupants
to lodge complaints or offer feedback regarding their envi-
ronment. This 2D application without AR also facilitates the
scanning of markers and provides corresponding 2D floor
layouts, allowing users to incorporate spatial data into their
feedback by placing markers on the layout plan.

B. Participants

The study was conducted involving a total of 11 participants
(10 males, 1 female), with an average age of 27± 2.69. The
selection of participants was predicated on a composite metric

encompassing their familiarity with AR frameworks, BIM,
mobile device usage, and their respective professions. The
intention was to engage participants possessing prior knowl-
edge in the pertinent domains, thereby mitigating the learning
curve. Participants’ previous encounters with AR frameworks
were primarily through gaming and simulation platforms as
well as mobile applications. Six participants had previous
exposure to BIM, attributable to their academic pursuits or
professional engagements. The participants boasted diverse
academic backgrounds and professional affiliations, spanning
civil, manufacturing, computer, and support engineering. The
entirety of the participant pool comprised prospective or
current professionals in the respective fields.

C. Experimental Framework

Participants were assigned tasks in a step-by-step manner,
which not only delineated the primary objective but also
allowed a degree of flexibility for participants to explore their
own approaches to task completion. Initially, the participants
performed the first three tasks in the role of a facility occupant
submitting a complaint or providing feedback, and the next
three tasks in the role of an FM personnel member. For
each task, participants first performed the task on the 2D
application, then on the AR application.

Task 1: Participants were assigned the task of reporting a
complaint regarding a window in an office space infiltrating
cold air even when closed. They were expected to utilize
the AR application, scan a marker to visualize the BIM
model and select the problematic window element by clicking
within the AR view. Participants were given the freedom to
place markers, for instance, to indicate where the cold air
was seeping in. Subsequently, they completed the remaining
complaint details, such as type, additional information, etc.,
and finalized the complaint submission. In contrast, within
the 2D application, the scanned marker presented the 2D
floor layout plan, and participants were required to place a
marker on the floor plan to incorporate spatial information.
They then filled out the identical complaint details, with the
addition of extra location information to accurately identify the
problematic window among all windows in the space, thereby
concluding the scenario.

Task 2: Participants were instructed to report an unpleasant
odor in the workspace. Identifying the source of such odors
can be complex due to the potential for various origins and
sporadic occurrences. Therefore, providing detailed location
information and the time of occurrence is crucial. Participants
proceeded to fill out the complaint details and provide spatial
information using the features of both applications.

Task 3: Participants were tasked with reporting a faulty
light fixture in a conference space where all light fixtures are
identical. Identifying the correct fixture can be challenging,
often necessitating manual filtering and detailed descriptions
in the absence of spatial data.

For Task 4, Task 5 and Task 6, participants assumed
the role of an FM employee. They were given three pre-
constructed scenes mimicking the complaints similar to the
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ones in Tasks 1-3. For example, Task 4’s scene already had
the complaint created about the problematic window described
in Task 1. Participants utilized the application to locate the
source of the complaint, identify related BIM elements, view
attached complaints, and analyze the issue.

Upon completion of all six tasks, participants were asked
to complete the System Usability Scale (SUS) and a Post
Evaluation Questionnaire (PEQ). SUS is a commonly used
usability questionnaire developed by Brooke et al. [13] which
consist of questions designed for responses on a 1 to 5
scale, ranging from “Strongly Disagree” to “Strongly Agree”
summing to 100. The PEQ drew upon previous research
conducted in this field by Yilmaz et al. [14], with additional
customized questions and current and future design recom-
mendations for the application regarding User Interface design
and elements, evaluation of possible feature implementations
and push notifications for gathering feedback. Based on the
outcomes of these tests and the observations made throughout
the experiments, the ensuing findings have been formulated.

V. RESULTS

A. Average Task Time Results

The results of Tasks 1-3 can be seen in Table 1. The
examination of the table reveals a marginal disparity in the
time required to accomplish tasks between the AR application
and the 2D counterpart. Nonetheless, participants attested that
the AR application, featuring direct integration of BIM data,
significantly heightened their spatial awareness. Consequently,
this enhancement facilitated a more confident articulation of
complaints and related elements. Users engaging with the 2D
application faced challenges in locating some elements, neces-
sitating a reliance on detailed verbal descriptions. In contrast,
the AR application, leveraging BIM, enabled participants to
effortlessly identify these elements, empowering them with a
visual reference.

TABLE I
AVERAGE TASK COMPLETION TIME

Evaluation Tasks
Metric Task 1 Task 2 Task 3

AR Application Avg. 72.10 89.91 67.82
Task Completion Time (sec.) (±14.46) (±24.93) (±16.97)

2D Application Avg. 88.73 86.12 75.46
Task Completion Time (sec.) (±18.71) (±33.39) (±22.82)

Being able to see technical information about the compo-
nents allowed users to create more informed complaints with
confidence indicated by participant’s comments. How these
informed complaints effect the process for FM personnel is
much harder to measure. The genuine impact of complaints
enriched with component information through the utilization
of BIM for FM personnel proves challenging to discern within
these basic artificial test scenarios. The true ramifications can
be evaluated when the application is deployed in real-world
settings, addressing authentic issues routinely encountered by
FM personnel.

B. System Usability Survey Results

The AR application for the Occupant Interface garnered
an average score of 71.9 ± 8.7 on the SUS scale. For the
FM Personnel Interface, the AR application achieved a score
of 73.2 ± 6.8. The average results for the AR application
marginally fall into the “Good” category.

C. Post Evaluation Questionnaire Results

The following results are derived from participants evaluat-
ing the AR application using the PEQ. Participants indicated
that the suggested AR application adequately met their daily
needs, with a score of 4.46±0.7. Although participants deemed
the existing filtering method to be satisfactory in the AR
application, with an average score of 4.2±0.6, they suggested
to incorporate a more detailed and customizable search system
within the application. Notably, participants with experience
in facility operations highlighted that a customizable search
would allow management teams to create and save queries re-
lated to their responsibilities, thereby facilitating easy tracking
of their work status.

Regarding the utilization of occupant feedback, participants
stated that they could make more effective use of the feedback,
with a score of 4.27± 0.5. From the perspective of a facility
worker, participants suggested that this application would
expedite the analysis of complaints/feedback, with an average
score of 4.09 ± 0.7. Participants stated that they would find
this application useful in their workspace from both a user’s
perspective and a facility worker’s perspective, with a score of
4.64 ± 0.5. Participants expressed that they would utilize the
application for the purpose of lodging complaints or offering
feedback within their workplace or professional environment,
with an average score of 4.36 ± 0.5. The overall satisfaction
rate among users was determined to be 4.2± 0.6.

D. User Comments

From the FM personnel perspective, participants found
being able to access history of past operations performed
on a component useful, commenting that it can help save
considerable time. Participants were asked how they feel
about sharing their location information for the analysis of
location tracking. With the exception of 3 participants, all
participants indicated discomfort with sharing their location
with third party applications. When queried about the use of
hand gestures for navigating the application, 5 participants
stated that utilizing hand gestures through camera gesture
recognition could be advantageous. 8 participants posited that
the incorporation of voice commands would be advantageous.
Given the escalating ubiquity of AI companions, the utilization
of voice commands to facilitate interaction may improve the
efficiency of the system.

Finally, participants were asked whether the application can
be used as a regular way of gathering occupant feedback by
utilizing the push notification feature of mobile applications.
Only 4 participants indicated they would opt to receive push
notifications, whereas 5 participants were uncertain about this
preference. Small incentives, such as rewards or points, could
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potentially motivate the remaining percentage of occupants
to participate in these push notification programs, thereby
assisting in the evaluation of subjective metrics within the
facility. 3 participants deemed receiving daily push notification
questions to be acceptable, with the general consensus favoring
a once-a-week frequency. In this context, the push notifications
could be structured more like a brief survey rather than a
simple yes-or-no question to gather generic feedback. A brief
survey could enable users to provide more detailed information
over the period of a week. When participants were asked
about, the types of subjects they would like to receive push
notifications about safety and security and air quality were
the most important factors for the participants, respectively,
achieving a rate of 9 and 7 positive answers, as it can be seen
in Table II.

TABLE II
ACCEPTANCE RATE FOR PUSH NOTIFICATION

Environmental Factor Acceptance Rate
Safety and security 9/11

Air quality 7/11
Smell and odors 6/11

Accessibility 6/11
Humidity levels 5/11

Lighting conditions 5/11
Sensory stimuli 5/11

Temperature 4/11
Noise level 4/11

E. Discussion

Participants proposed a zoom in/pan to functionality,
whereby the camera would transition from the user’s cur-
rent location to the location of the related BIM element
associated with a complaint before slowly panning back to
the user’s original location. Participants also requested the
implementation of a cross-section slider. The cross-section
view functionality is frequently employed during construction
stages, and participants indicated that it is occasionally utilized
in addressing day-to-day management issues.

Participants also articulated a need for a more management-
centric user interface for use in monthly or quarterly reports.
They proposed the inclusion of a section for graphical analyt-
ics that encapsulates all feedback and complaints logged by
the application. Participants believed that such metrics would
be beneficial for frequent use in their reports and for evaluating
site equipment. Furthermore, they mentioned that having easier
access to the history of all these actions would provide a
comprehensive overview, enabling managers to gain a better
understanding of the overall condition of the facility.

Participants further proposed the inclusion of a tutorial or an
onboarding guide to assist first-time users in comprehending
and adapting to the application. By employing a simulated
environment and tasks, the functionalities of the application
could be effectively demonstrated to the users.

The incorporation of third-party communication platforms,
such as chat and video applications, into the software rep-
resents a considerable stride towards fostering collaboration.
This integration would facilitate communication with external
parties who may not have direct access to the application,
utilizing widely recognized tools. By capitalizing on these

interactive meeting tools, users could articulate their concerns
or issues to third parties with enhanced efficacy.

VI. CONCLUSION AND FUTURE WORK

This paper proposed AR-BIM integration for FM opera-
tions. This integration has shown to offer a more interactive,
user-friendly, and efficient approach to managing building data
and collecting occupant feedback. The application’s ability
to collect spatial data with feedback provides comprehensive
understanding of the user’s experience, which is a significant
advancement over existing feedback collection methodologies.

Future work could focus on refining the system and in-
creasing ease of use based on the insights gathered during the
usability tests, such as, a task history panel for FM personnel,
improved search functionalities, etc. Moreover, conducting
real-world trials to assess the application’s efficacy within
authentic FM operational scenarios could provide valuable
insights into its effectiveness in terms of complaint compre-
hension and resolution time. Another promising avenue for
future work could be investigating how this system could
be used to facilitate other aspects of FM, such as predictive
maintenance, resource management and space utilization.
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Abstract—Achieving universal access in professional settings 
necessitates the development of computer-assisted input/output 
systems tailored to sign language, considering the perceptual 
characteristics of the deaf and hard of hearing individuals. This 
study examines sign language-specific features to elucidate the 
requirements for a sign language writing support system. 
Analysis of news sentences expressed in sign language reveals 
the prevalence of distinct expressions like topicalized and wh-
cleft sentences. We explore a writing system that incorporates 
these features and conduct experiments involving transcribing 
sign language movies. The paper delineates the crucial features 
of sign language sentences for effective writing and outlines the 
requisite functions of the system based on actual writing 
experiments. 

Keywords-deaf and hard of hearing; sign language; visual 
language; sign writing; communication support. 

I.  INTRODUCTION 
The enrollment of individuals with disabilities in higher 

education institutions and the emphasis on lifelong learning 
are increasing, necessitating expanded learning opportunities 
tailored to individual disabilities. In specialized educational 
settings like higher education, it is necessary to ensure 
effective information and communication methods aligned 
with the unique characteristics of each disability. 

Various services are employed to facilitate 
communication for individuals who are Deaf and Hard of 
Hearing (DHH) in higher education institutions, including 
real-time captioning by transcriptionists, Automatic Speech 
Recognition (ASR), sign language interpretation, and 
notetaking. ASR technology is increasingly explored to 
automatically generate caption text for DHH users [1]. 
However, it is crucial to recognize that DHH individuals are 
bicultural and have the right to be educated in their native sign 
language [2]. Quality education delivered in national sign 
languages and national written languages is one of the key 
factors for fulfilling the education of deaf children and adult 
learners [3]. 

Some countries use sign language a method of expressing 
sign language words in the word order of spoken language, 
but it can be difficult for deaf people to understand [4]. 
Research on sign language interpreting in universities has 
indicated that it is important for deaf students to receive 
information using the correct sign language structure [5]. 
Also, written languages is pivotal for the academic success of 

deaf children and adult learners [3]. While some countries 
utilize sign language with word orders mirroring spoken 
language, it can pose comprehension challenges for deaf 
individuals [4]. Studies on sign language interpreting in 
universities highlight the significance of instructors’ clear use 
of sign language, as perceived by deaf students [6]. 
Consequently, there is an anticipated rise in opportunities for 
specialized content learning facilitated by interpreters or 
direct sign language instruction in various countries. 

Writing presents a significant challenge in sign language 
learning.  Existing writing systems for spoken language 
(Figure 1d), are ill-suited for sign language, which constitutes 
a distinct language. Unlike hearing individuals who can write 
while listening (Figure 1a), deaf individuals must write while 
simultaneously watching sign language (Figure 1b). 

 Therefore, the development of a computer-based support 
system for writing sign language is essential to streamline the 
writing process and allocate more time for the comprehension 
of specialized content. To achieve this, it is imperative to 
delineate the functions such a system should encompass based 
on sign language characteristics.  

This study aims to address the following research 
questions: 
RQ1：What are the sign language-specific features crucial 
for writing specialized sign language content? 
RQ2: How can sign language sentences be written while 
preserving sign language-specific expressions? 

The remainder of this paper is structured as follows: 
Section II provides insights into sign languages and relevant 
prior research. Section III outlines the characteristics of signed 
sentences and presents the proposed method based on these 
characteristics. Section IV elaborates on the experimental 
methodology and results, while Section V discusses the 
findings based on the experimental results. Finally, Section VI 
presents a summary of the study. 

 
 

Figure 1. The relationship between spoken and written language. 
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II.  SIGN LANGUAGE NOTATION METHODS 

A. Sign Language 
Sign Language serves as a visual language used by the 

deaf community, where linguistic information is 
communicated not only through hand shapes and movements 
but also through non-manual markers such as facial 
expressions, gaze, and head movements [4]. 

Unlike spoken languages like Japanese, which  are linear 
and rely on speech, sign languages are intricate, employing 
hand gestures, facial expressions, body movements, and 
spatial elements [4]. Thus, devising a writing system for sign 
languages demands innovative approaches distinct from those 
used for spoken languages. 

B. Related Works 
Efforts to transcribe sign languages into writing have 

taken two main approaches: iconographic and alphabetic 
(using letters from existing spoken languages) [7]. 

Iconographic methods entail symbolizing hand actions 
and describing words and sentences, offering the advantage of 
representing novel words and actions but often result in a high 
number of descriptions per word, primarily suited for analysis 
[8][9]. Notational systems like Si5S and ASLwrite prioritize 
writing but use specialized fonts for sign language, which 
makes it difficult for learners to correlate these systems with 
existing spoken language texts. 

ASL-Gloss, another method, employs characters from 
existing spoken languages, using English words as labels to 
describe American Sign Language (ASL). This system 
follows ASL’s word order and grammatical rules, with glosses 
used for teaching sign language and grammar [10]. Few 
studies have examined the use of ASL-gloss in actual 
educational settings, and examples that have examined the use 
of ASL-gloss as a potential method for improving reading and 
comprehension skills in people with severe hearing loss have 
not supported ASL-gloss as an effective method for 
improving comprehension [11]. 

An example of using Japanese as a label is when it is used 
as an intermediate language for machine translation between 
Japanese and Japanese Sign Language [12] . 

 In university settings, where comprehension hinges on 
understanding key spoken words, it is crucial for deaf students 
to receive information in semantically and syntactically 
correct sign language structure [5].  

Therefore, our study adopts existing characters to describe 
terms and explores a method for diagrammatically 
representing the structure of sign language, aiming to address 
these challenges. 

III. SIGN LANGUAGE FEATURES AND PROPOSED METHOD 

A. Analysis of News Texts 
To address RQ1, an analysis was conducted to explore 

sign language-specific expressions in texts containing 
specialized content. Owing to limited material of signed 
sentences expressing specialized content, sign language news 
was chosen for analysis. News sentences typically employ 

topic-specific vocabulary and present factual information in a 
logical manner.  

We analyzed 44 sentences from Sign Language News, 
presented by four deaf news anchors at the Japan Broadcasting 
Corporation. 

Table 1 showcases examples of non-manual markers 
observed during the analysis. Topicalized sentences 
introduce the topic at the outset, while Wh-cleft sentences 
feature a question word in the middle. 

B. Results of the Analysis of Signed Language Sentences 
The analysis of signed sentences in Sign Language News 

yielded the following insights: 
・ Complex sentences were prevalent in sign language 

news texts (32 out of 44 sentences). 
・ Presenting the topic at the beginning of the sentence was 

frequently used (34 out of 44 sentences). 
・ Topicisation, wh-cleft sentences, and reason-for 

sentences were used to introduce the topic. 
 Although Japanese sentences lacked topics, sign language 
sentences frequently presented topics using sign language-
specific expressions, such as topicalisation/wh-cleft sentences 
or reason-for sentences explicitly stating the reason at the 
sentence’s onset.  
    Thus, presenting the topic at the beginning of a sentence 
emerges as a sign language-specific feature crucial for 
facilitating comprehension by DHH individuals. 

C. Proposed Method 
To address RQ2, we propose a new writing system that 

incorporates the identified sign language-specific features. 
Previously, we proposed a method to represent the spatial 

structure of sign language on a two-dimensional plane using 
symbols, such as spatial representation of subject and object 
[13]. This time, we focus on the macroscopic structure of sign 
sentences, aiming to highlight and visualize the topic in a 
manner conducive to DHH comprehension. 

Furthermore, in specialized contexts, it is essential to 
accurately understand technical terminology in the spoken 
language. Hence, spoken language text is used as labels for 
sign words. Figure 2(a) illustrates an example of a topicalized 
sentence using Proposal A.   

The sentence is enclosed in an outer-frame rectangle, with 
squares and circles representing subjects, objects, and 
predicates. The rectangle in the top left-hand corner denotes 
the topic (Figure 2(a)). 

 
TABLE I.  NON-MANUAL MARKERS OF SIGNS USED IN THE 

ANALYSIS 

Sentence type Non-manual markers  

Topicalization  Eyebrows raised and eyes widened in the topic 
area at the beginning of the sentence 

Wh-cleft 
sentence 

Squinting and 
slightly shaking the head in the middle of a 
sentence 

Causal 
relationship 

Eyebrow raised and head forward and fixed in 
the part of the condition 

Complex 
sentence 

Nodding motion before and after the clause  
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In Proposal B, which employs a single line to preserve the 

word’s position in sign space across consecutive sentences, 
the branching point is surrounded by a double square to 
signify that the subject is the topic (Figure 2(b)). 

IV. EXPERIMENT 

A. Experimental Method 
We conducted an experiment to test the efficacy of the 

proposed sign language writing methods, specifically based 
on Proposals A and B. 

The participants comprised 12 university students who 
were either deaf or hard of hearing. Initially, the participants 
were briefed on the rules of the writing systems and engaged 
in practice sessions to familiarized themselves with reading 
written signs using the proposed methods. 

During the experiment, participants were presented with a 
choice between Proposal A and Proposal B, based on their 
preference for ease of understanding. They were then shown 
a video featuring a sign language news program, where the 
first and second sentences were accompanied by a ticker 
displaying only the main points. The third sentence was 
presented solely in sign language, without any ticker. 
Participants were instructed to transcribe the third sentence 
using their chosen writing method. 

This setup aimed to simulate scenarios commonly 
encountered in academic settings, where signs are often 
displayed alongside textual materials, such as slides, allowing 
students to simultaneously view both sign language and 
written or spoken language, such as English or Japanese. 

Ethical approval for this study was obtained from the 
Research Ethics Review of Tsukuba University of 
Technology, where the experiment was conducted. 

B. Experimental Results 
         In the sign language news watching and writing 
experiment, 10 out of 12 participants opted for Proposal A, 
while two participants preferred Proposal B.  
        In response to the topicalized sentence, 7 out of 10 
participants who chose Proposal A accurately reflected the 
topic using the proposed method.  
        Although there were multiple possible labels for a single 
sign word, 11 out of 12 participants opted for a technical term 
as their label choice. However, errors in symbol selection and 
placement were observed, presumably owing to 
misinterpretation of sign language or the influence of the 
preceding context. 
        Figure 3 illustrates examples of the participants’ writing. 
In Figure 3(a), "the sinking trigger" is correctly selected as the 
topic, with the proposed symbol correctly employed. 
Conversely, Figure 3(b) depicts correct topic selection but 
errors in placement of symbols were observed. It is inferred 
that the participant placed the topic in the subject position, 
possibly owing to its placement at the beginning of the 
sentence. 

 
 
 
 
 
 
 
 
 

(a)   Example 1 using Pro 
 

(a) Example 1 using Proposal A. 
 

 
(b) Example 2 using Proposal B. 

 
Translation in English: This is the first time in the nation that a tourist 

boat business license has been revoked as a result of an accident. 
A list of sign labels: {sinking} {trigger} PT3 {sightseeing} {boat} 

{business} {revocation} PT3 {Japan} {whole} {first time} 
 

Figure 3. Examples of participants writing from a sign language video 
using the proposed method (Reproduced from handwritten 

experimental results. Blue letters indicate translated English.). 

 

 
(a) Proposa A  

 
(b) Proposal B 

 
Translation in English: The IOC Olympic member inspected facilities in 
Hokkaido. Because Sapporo City is aiming to bid for the 2030 Olympic 

and Paralympic Games. 
 

Figure 2. Examples of a topicalization sentence and example of a reason 
sentence (Blue letters indicate translated English). 
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V. DISCUSSION 

A. RQ1: Sign Language-Specific Features 
Comparison between Japanese and signed news sentences 

revealed the following features: 
・ Complex sentences were often used, with over 70% 

exhibiting complexity, contrary to the common 
belief of sign sentences being short and simple. and 
many sentences presented a topic at the beginning of 
the sentence. 

・ The structuring of complex sentences in sign 
language often involves presenting the topic at the 
sentence’s outset. 

Sign language employs specific expressions like 
topicalization and wh-cleft to introduce and emphasize topics. 
For instance, in sentences indicating reasons, sign language 
presents the word "reason" at the beginning, followed by the 
logical marker “for,” and conclude with a phrase expressing 
the result, a structure not mirrored in Japanese (Figure 2(a)). 

These specific expressions are considered to serve as aids 
in conveying technical concepts in a digestible manner for 
DHH individuals. 

B. RQ2：Writing Sign Language Sentences 
Developing a writing system for sign language 

necessitates considering the characteristics of DHH 
individual's perceptual characteristics and information 
processing. Therefore, such a system must incorporate spatial 
representation, time-series depiction, and visualization of 
grammatical and logical structures.  

We propose a method that projects spatial and time-series 
representations onto a 2D plane and uses symbols to represent 
grammatical and logical structures. In addition to the basic 
spatio-temporal representation, our approach focuses on the 
macroscopic structure of sentences, represented by Non-
Manual Markers (NMMs) and other visual cues. 

The experimental preference for Proposal A by 10 out of 
12 participants underscores that the method of emphasizing 
the topic at the beginning is effective. Topic sentences are 
represented by NMMs such as raised eyebrows (Table 1). 
While NMMs are said to be challenging for learners to master, 
written signed sentences could aid in comprehending these 
expressions.  

Regarding sign labels, 11 out of 12 participants used 
technical terms in real-time sign writing. In order to use 
technical terms as a label, we need to consider how the sign 
language and slides are presented. 

In this experiment, the participants did not necessarily 
consider the structure of the whole sentence before writing the 
sentence but tended to record the sign labels in the order of 
time series. Although the basic word order in Japanese Sign 
Language is typically SOV (Subject-Object-Verb), word 
order can be changed to present a topic, and the first position 
in a sentence does not always indicate the subject. Moreover, 
in Japanese Sign Language, there are homonyms between 
nouns and verbs, making it difficult to distinguish between 
similar signs (for example, 'revoke' as a verb versus 
'revocation' as a noun). The experiment revealed difficulties 

in selecting and positioning symbols (i.e., Figure 3(b)), 
highlighting the need for computer support, such as automatic 
placement and insertion of symbols. 

C. Limitation 
This study’s limitations include the small number of 

participants in the experiment, variability in sign language 
proficiency, and the limited number of signed sentences. 
Further research with a large number of expressions and 
sentence patterns is needed to design a system that is useful 
for improving the learning performance of DHH people. 

VI. CONCLUSION 
This study aimed to develop a computer-assisted writing 

system tailored to the perceptual characteristics of DHH 
individuals, considering the visual and spatial nature of sign 
language and the unique characteristics of signed text. By 
analyzing news sentences expressed in sign language, we 
confirmed that numerous expressions specific to sign 
language are used, such as topicalized and wh-cleft sentences. 
To establish a new way of expression that is intuitive and 
understandable for the deaf, we proposed a writing system that 
reflects these features and conducted an experiment in which 
participants wrote a sign language video.  

   The results of the experiment demonstrate that by using 
the proposed method, participants could actually write signed 
sentences with sign language-specific features. 

In the future, we intend to expand our research by 
conducting a broader survey involving a larger sample of 
sentences. This will enable us to further refine our proposed 
writing system and provide support for communication and 
learning for the DHH people. 
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Abstract Physical activity and socialisation are vital keys in 

enhancing health and well-being of older adults. This paper 

presents a usability, accessibility, and user acceptance 

evaluation study of a virtual multiuser environment that 

allowed users to train and socialise with other older adults 

under the supervision of a physical trainer. Researchers used 

an open-ended questionnaire to interview six participants who 

resided at nursing home. The identified issues will be 

considered in the next refinement phase of the system. These 

issues included the instability of avatars´ movements, and the 

need to provide the environment with a mechanism for 

reachable human support and integrate gamification 

approaches to enhance users´ commitment. They also involved 

the need to align the avatars´ location and size with the 

expected roles in the training sessions, and the importance of 

finding an alternative solution to detect users´ soft voices and 

transmit them to the environment. Screen´s size, height, and 

distance with the users are three correlated factors that should 

be standardised and optimised according to users´ needs and 

systems´ calibration demands. 

Keywords-Active Ageing; Virtual Reality; Adapted Physical 

Activity; Rehabilitation; Usability. 

I. INTRODUCTION   

The global proportion of older adults (over the age of 60) 
is expected to double between 2017 and 2050 [1]. Aging is 
often linked with deteriorating health and physical abilities; 
However, it can be a positive experience, and is commonly 
referred to as "active ageing" or "successful ageing.". 
Promoting active aging in the community is crucial in this 
regard. Regular Physical Activity (PA) positively affects the 
main determinants of active ageing: good physical and 
mental health, opportunities for social interaction, the ability 
to cope with disease symptoms and functional limitations 
[2][3].  

Many scholars and designers recognize the potential of 
Virtual Reality (VR) technology to enhance older adults´ 
wellbeing, quality of care, and socialisation while also 
supporting their independence [4]. For instance, VR games 
interfaces such as the Wii [5], Kinect-based systems [6]-[8], 
Rehaboo [9], and REHABILITY [10] have been utilised in 
improving physical function, balance, and fall prevention of 
older adults. Additionally, XRHealth [11], Eodyne [12], and 

Clynx [13] offer personalised VR-based rehabilitation 
sessions for older adults, each tailored to individual cases 
and remotely supervised by professionals. Other VR based 
solutions adapt the multiuser feature to enhance user 
engagement and motivate the olders adults to exercise, such 
as the Social Bike [14], and the social collaborative VR-
based exergame for rehabilitation [15] and Maestro Game 
VR [16] for physical and cognitive treatment.  

Incorporating older users early in the design process 
through participatory (PD) and co-design methods will 
enhance the usability and acceptability of digital products or 
systems. The active involvement of older adults enables 
designers and developers to create solutions, which meet the 
users’ requirements and preferences as well as understand 
the context in which they will use the solution. VR2Care 
[17] is a digital ecosystem developed using participatory and 
co-design methods to promote the physical activity and 
socialisation of older adults through the use of interactive 
technologies. Four partners, bringing their existing products 
[10] [18]-[20], are engaged in an integration process aimed at 
providing older adults with virtual environments for playing 
exergames or exercising individually or in groups with a 
trainer across various virtual settings. Additionally, VR2Care 
offers clinicians, physiotherapists, physical trainers, and 
caregivers a telemonitoring and onboarding tool for crafting 
training and rehabilitation plans, whether for single or group 
sessions in a Multi-User Environment (MUE). This tool 
enables the monitoring of participants' performance and 
includes a companion application for session management, 
along with safety sensors to detect falls or obstacles. 
VR2Care follows a co-design approach by actively involving 
future end-users in the requirements development [21], 
testing, and evaluation phases.  

This study presents a preliminary usability, accessibility, 
and user acceptance evaluation of one of the VR2Care 
components, the Multi-User Environment. The results of this 
study will be used to refine the MUE to meet users ‘needs 
and expectations. The structure of this paper is as follows. 
Section II provides an overview of the VR2Care ecosystem. 
Section III outlines the methods employed in this study. 
Section IV presents the results and a discussion of the study. 
Finally, Section V addresses the study´s conclusions and 
future work. 
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II. VR2CARE  

VR2Care aims to create age-friendly virtual 
environments fostering the use of interactive technologies for 
the promotion of physical activity and social interaction. The 
practice of physical activity and training is performed in a 
realistic multiuser virtual reality environment, where users 
are represented with real human forms (avatars), with 
animations synchronised with natural movements 
(embodiment) and multimodal interactions combining voice, 
gestures, and body movement. The environment allows 
professionals to monitor and guide physical activity based on 
the specific requirements of each intervention. It 
accommodates a variety of activities, ranging from 
functional training to rehabilitation. Therefore, the VR2Care 
platform offers a unique setting for physical activity, 
training, and rehabilitation. It features intelligent interfaces 
within both single and multiuser environments, blending VR 
technologies for supervised exercise with natural interaction 
techniques. Additionally, it fosters socialization through 
physical activity within a metaverse context. The VR2Care 

concept surfaced from a need identified by the home care 

market in which state-of-the-art technology could be 

applied. The project aims to leverage VR multiuser 

technology from the lab to the market, piloting the 

prototypes with the involvement of professionals and 

primary end-users. The core of the VR2Care digital 
ecosystem is developed by technological partners with their 

own products, which are being adapted and integrated to 

meet the identified requirements for pilot scenarios. This 

vision leverages for a system-of-systems approach [22] a set 

of independent, useful systems integrated into larger 

systems that deliver unique capabilities [23] where 

individual components are regarded as systems with 

independent operationality, complemented by additional 

properties and features from the assemblage of components 

[24]. Figure 1 represents VR2Care architecture. 

 

 

Figure 1.  VR2Care architecture 

 

VR2Care high-level functional architecture is composed 

by the following main modules:  

1. Telemonitoring (SmartAL) [18], that allows 

caregivers and patients to define, manage and 

execute daily monitoring plans and gather gaming 

information to be processed in the gamification 

add-on. 

2. The AI Motion Capture and Metrics (Cogvis) [20], 

that is able to detect poses, motion and falls while 

keeping the privacy of the patient. 

3. The VR Environment, which is responsible for the 

natural interaction and multiuser embodiment, 

common to both the REHABILITY (single end-

user) [10] and 3D Multiuser services (MUE) [19].  

III. METHODS  

This research will focus on evaluating the usability, 

accessibility, and user acceptance of the VR2Care MUE. 

Six older adults reside at nursing home care called 

Venerável Ordemde Terceira de Sao Francisco do Porto 

(OSF) in Portugal involved in the evaluation. Each older 

adult had a training session (10-15 minutes) using MUE 

under the supervision of the physical trainer in the nursing 

home. After each session, the researchers asked the 

participants to respond to an open-ended questionnaire, 

which was developed following Nielsen's model [25] to 

assess usability based on the five attributes: learnability, 

efficiency, memorability, error recovery, and satisfaction. 

Accessibility questions were included in the questionnaire to 

assess three factors: perceivability, operability, and 

understandability following the World Wide Web 

Consortium (W3C) [26] principles.  The developed 

questionnaire also takes into account the Technology 

Acceptance Model (TAM) [27] to evaluate user acceptance, 

specifically focusing on Perceived Usefulness and Perceived 

Ease-of-Use aspects. Additionally, researchers made some 

notes from the field. 

A. Participants 

The participants were recruited from a nursing home 

(OSF), which was one of four pilot sites of VR2Care 

project. Table 1 shows the characteristics of the participants. 

TABLE I.  PARTICIPANTS´ CHARACTERISTICS 

Characteristics Number of participants 

Weekly exercise 

Once (N=2) 

Three times (N=1) 

None (N=3) 

Experience in using 

electronic devices 

Television and remote control (N=6) 

Smartphones (N=5) 

Laptop (N=3) 

Education  
Higher education (N=3) 

Primary education (N=3) 

Profession 

Farmer (N=1) 

Educational assistance (N=2) 

Architect (N=1) 

School teacher (N=2) 

Type of disabilities 

(if any) 

Vision:  neutral with glasses (N=6)  

Hearing: difficult (N=1), neutral (N=2), easy 
(N=3)  

Motor: difficult (N=4), easy (N=2) 

Memory: very difficult (N=2), difficult (N =2), 

neutral (N=1), easy (N=1) 

194Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                         205 / 224



 

 

Older adults with severe cognitive or physical 

impairments were excluded from the study, in order to not 

burden vulnerable older adults and to ensure active 

participation. One caregiver and physical trainer from OSF 

participated in organizing the evaluation. The study 

involved a sample size of six participants. We opted for a 

small sample of participants because this study is a 

preliminary usability and acceptance study of the MUE. 

With this sample size, we obtained deeper qualitative 

insights that will be considered in the iterative design 

journey we followed in the VR2Care project. A subsequent 

evaluation study will involve a larger sample size of 60 

participants for validation.  

The six participants of this study (N=4 female, N=2 

male), were with an average age of 84.17 (SD=5.78) years. 

Three of them did not exercise in a gym at all, but they 

walked 2-4 kilometres outside every day. The other three 

participants performed their exercises at the nursing home 

gym with a trainer. Participants reported different reasons 

for the difficulty of committing to regular exercises in the 

gym: previous injuries such as pelvic, spine injuries, and 

knee (N=2), social anxiety and shyness about training in 

front of people at the gym (N=1). Two of the participants 

had never heard of or used VR technology, while the other 

four participants heard about VR technology from TV. A 

few (N=2) thought that VR was something related to 

Artificial Intelligence (AI), and two others (N=2) had tried 

VR exergames.  

B. Ethics 

Ethics approval was obtained from the INESC TEC 

ethics committee. The researchers sought advice from the 

committee before conducting the evaluation with older adult 

participants. Moreover, each participant was requested to 

carefully read and sign the consent form to participate in the 

study. The form provided clear information to patients, 

emphasizing that their involvement in the research was 

entirely voluntary. It assured them that they could withdraw 

from the process at any point without facing consequences 

or needing to provide a reason. Patients would not be 

penalised or have their motives questioned; they simply 

needed to contact the researchers to withdraw. 

C. Evaluation Setup  

The VR2Care hardware package allowed end users to 

access the VR Environment (REHABILITY and MUE). It 

consists of a processing and communication unit (homekit) 

connected to a depth camera and a TV display, which enable 

the user to experience VR without requiring a specialised 

immersion device such as VR glasses. This approach 

ensured that the use of VR is not restricted by the audience 

or the cost of additional equipment. The VR environment 

was not displayed on a VR headset, but rather on a standard 

TV screen. This provided enough dimensions for user 

immersion. Users (the older adults and the trainer) interact 

with the environment through body movements, gestures, 

and voice, which simulates natural human interactions. 

Figure 2 shows an example of the VR2Care MUE setup that 

was deployed in the TV room at the nursing home.  

 

 
 

Figure 2.  VR2Care MUE setup in the TV room at the nursing home. 

The setup included a depth camera that is connected to a 

single-board computer, which was connected to the 

television. Utilising this computer, the VR2Care system 

enabled users to intuitively engage with the VR2Care MUE. 

Once the patient/trainer initiates the system, a calibration 

screen will be displayed (Figure 3). The camera then scans 

the user's body to align it to the avatar to represent their 

movements in the MUE. The user will need to use their 

hands and body to interact with the system to complete the 

calibration process and login to the MUE. 

 

 

Figure 3.  MUE – Calibration screen. 

After completing the calibration process, the user will 

encounter the welcome screen and proceed to choose the 

MUE (Ambiente virtual in Figure 4). If patients join the 

training session earlier than the trainer, their avatars will be 

placed into a virtual waiting room, where they can 

communicate with each other using the voice channel.  

Once the trainer joins, patients will see their avatars in 

addition to the trainer's avatar (positioned in the upper left 

corner of the screen in Figure 5) in a training environment. 

The trainer will guide them to exercise. Patients and trainer 

can talk to each other during the session. But the trainer can 

talk to a specific patient using private voice channel. 
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Figure 4.  MUE – Welcome Screen. Translation “Portuguese”–English: 

“Camera”–camera; “Mão direita”–Right hand; “Bem-vindo de volta 
paciente”–Welcome back patient; “Ambiente Virtual”–Virtual 

Environment”. 

 

 

Figure 5.  MUE – trainer (upper left corner) and patients. 

Training session is terminated by the trainer once the 

planned exercises are completed. 

D. Protocol 

The same protocol was applied with each participant, 

where an introduction about VR2Care project were 

presented to the participant, followed by a request to read 

and sign the consent form. Then, two researchers conducted 

the pre-evaluation interview to gather participant´s 

demographic information and data pertaining to their 

physical activity and overall experience with electronic 

devices and VR technology. After that, a caregiver 

accompanied the participant to the TV room where the 

MUE setup was deployed. When needed, researchers 

assisted the participant during the calibration process to 

login to the training session. A third researcher joined the 

training session in the role of a patient (third avatar) to 

receive the training alongside the participant and to interact 

by voice with the patient in the MUE. Finally, the trainer 

initiated a 10-minute training session by performing three 
different upper-limb exercises: 1) shoulder flexion, 2) elbow 

flexion, and 3) stretching out. Following the sessions, each 

participant was interviewed by two researchers to answer 

the open-ended questionnaire.  

IV. RESULTS AND DISCUSSION 

A. Semi-structured Interviews  

The questionnaire focused on evaluating the MUE 
regarding three aspects: usability, accessibility, and user 
acceptance. Participants’ responses to the open-ended 
questions were analysed using thematic analysis [28]. This 
section includes sentences quoted from the transcribed 
participant interviews. 

1) Usability: five factors were measured to evaluate the 

usability of the MUE:  

a) Efficiency: 5/6 participants found it easy to use the 

MUE to accomplish the exercises. Only one participant 

reported a little difficulty in using the MUE, due to the 

latency between the synchronisation of the user's actual 

body movements and his presented virtual avatar´s 

movements [“P1: A bit difficult because I could not do the 

exercise exactly, the avatar was not showing my movements 

immediately”]. 

b) Satisfaction: 4/6 participants were satisfied 

exercising using the MUE and think that it could help them 

to regularly exercise and socialise with other older adults 

during their stay at the nursing home.  One participant was 

satisfied using the MUE for regular exercising if it is pre 

scheduled, but she did not think the MUE could help her to 

socialise with the others, because she liked to interact with 

people in reality [“P4: Yes I am satisfied, but I prefer to 

exercise only if  the session is previously scheduled, because 

I like to finish my daily tasks and go for walks in the city, I 

do not think this technology can help me talk to people 

because I prefer to talk to people in reality!”]. Another 

participant was not satisfied, nor sure if the MUE could help 

him to regularly exercise and socialise with others because 

he experienced a latency in synchronising his body´s 

movements and his avatar´s movements in MUE, and also 

because he lacked understanding of how this technology 

works ["P1: I am not satisfied because the avatar was not 

moving with me during the exercise, so I am not sure if this 

technology can help me to regularly exercise or interact 

with new people! I don't know much about this technology 

or how it works!”].   

c) Learnability: all participants easily learned how to 

interact with the MUE to exercise.  

d) Memorability: one participant (P2) said they could 

use the MUE for the second time by themselves without any 

help. Another three participants think they could use the 

system but preferred to have someone to help just in case 

they needed it. Two of them (P3 and P5) have motor and 

memory difficulties. The other two participants insisted that 

they needed help to use the MUE for the next time [“P1: it 

is not easy for me, I still need help!”]. It is important to 

mention that this participant (P1) had short-term memory 

difficulties. [“P4: I think I need someone to help me with 

it”]. This participant (P4) had little experience with 

electronic devices, limited to TV and remote-control use. 
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e) Errors: 4/6 participants reported that they didn´t 

expierence any situation during the training session, which 

made them confused. On the other hand, one participant 

(P3) experienced confusion only at the beginning of the 

session during the system calibration process. The system 

did not provide any voice or text feedback after each 

calibration attempt, where users depended on the researcher 

to guide them every time a calibration failed [“P3: I felt 

confused at the beginning of the session. It is a new thing! 

but later everything became clear for me”]. The last 

participant (P1) indicated the latency in synchronising his 

body´s movements with his avatar´s movements as the only 

situation where he felt confused during the training session. 

2) Accessibility: the following aspects were considered 

in the questionnaire to evaluate the accessibility of the 

MUE: 

a) Perceivability: all participants could easily 

recognize all three avatars in the MUE (trainer´s avatar, 

older adult´s avatar, researcher´s avatar), and only one 

participant (P6) could not remember the researcher´s avatar, 

although she has no memory difficulty. It was noticed that 

during the training, this participant was distracted for a 

while because she was following her avatar, thinking that it 

was the trainer's avatar; hence, she repeated the same 

exercises over and over until one of the researchers in the 

TV room guided her to follow the trainer´s avatar 

movements. In addition, all the participants were able to 

easily recognize the “Enter” and “Exit” buttons on 

calibration screen.  

For the environment´s design, 2/6 participants did not 

pay attention to the environment´s background or design, 

because they were focusing on the avatars to do the 

exercises. [“P1: I did not pay attention to the environment´s 

design, because I was focusing on the trainer´s avatar and 

my avatar to do the exercises”], [“P4: I was focusing on the 

avatars, not on the environment!”]. 3/6 participants stated 

that the environment´s background and design were good, 

but they preferred to see different environments in the 

future, like beach or forest background. One participant 

liked the environment´s background and design and would 

not change anything. 

b) Operability: all participants indicated that using 

their hands and body motions to interact with the MUE was 

easy. Similarly, they agreed that it was easy to hear the 

trainer´s and the researcher´s voices and talk to them.  

c) Understandability: 4/6 participants stated that they 

did not pay attention to the texts in the MUE (users´/avatars´ 

names), but focused on avatars while exercising. Two 

participants found the texts in the MUE easy to read. 5/6 

participants reported that the navigation between the three 

screens (calibration screen, welcome screen, and the MUE 

environment) was logical and simple and they understood 

what they had to do on each screen. One participant (P1) 

thought that having the calibration screen in Portuguese 

would help him navigate to the next step of the interaction 

more effectively.  

When asked if they could compare group training at a 

real gym to group training at the MUE, both of which were 

supervised by a physical trainer, all participants 

demonstrated an understanding of the differences between 

the two options. 4/6 of them preferred to have training in 

both the real gym and the MUE. ["P2: both! I can train at 

home using this technology in private and go to a real gym 

to interact with people naturally”], [“P5: I can do both, but 

I'd like to have someone to help me when I need it”]. Two 

participants (P4, P1) stated that they still preferred to 

exercise in a real gym. P4 was the lady with little experience 

in using electronic devices, and she liked to go daily on a 

walk in the city to interact with people. P1 thought that he 

could not use the MUE properly for exercising because the 

avatar was not showing his real body movements 

immediately. The participant was referring to the latency in 

synchronising his body´s movements with his avatar´s 

movements. 

d) User acceptance: in terms of percived usefullness 

and ease-of-use, 5/6 participants found the MUE easy to 

use, and they would not change anything about the 

environment, except P6, who would like to see more players 

(trainees) in the MUE in the future, to talk and exercise with 

them. P2 expressed her concerns about the possibility of 

using AI to supervise her training session in the MUE. P3 

explained that training attendance and commitment 

depended on his emotional state at the time right before the 

training, and not just on the technology itself. 

One participant (P1) was not sure about the percieved 

usefulness and ease-of-use of the MUE, due to the latency in 

synchronising his body´s movements with his avatar´s 

movements, in addition to the Portuguese language issue on 

the calibration screen.  

B.  Researchers observations/ Field notes 

Researchers made written observations during the 
evaluation. First, avatar´s size and location on the screen was 
vital in guiding the attention of the participant to recognize 
the different avatars in the MUE. Participants tended to think 
that the biggest avatar in the centre of the screen was the 
trainer until the researcher intervened and assisted them to 
locate the real trainer avatar, which was in the upper left 
corner of the MUE screen. Second, it was noticed that the 
researcher who joined the training session virtually could not 
hear the voices of 4/6 participants during the training session 
because their voices were soft and weak due to the voice 
agism of some participants. Third, the proper size of the 
screen was important for the vision for the participants. 
Researchers noticed one of the participants was trying to 
bend his body forward to get a better view of the screen, 
while another participant asked for help to get closer to the 
screen to see better. Fourth, the proper height of the screen 
helps users perform the exercises with correct postures. The 
screen was a too high for the participants causing them to 
raise their heads higher that what was required to complete 
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the exercises. In addition to the standard distance between 
the participant and the screen to reach at successful 
calibration, which is noticed in this study to be 2 meters. 
Screen´s size, height, and distance from the users are three 
factors that should be standardised and adjusted at the 
training time to optimise participants’ vision and posture, 
and a successful calibration. Table 2 summarises the 
identified usability, accessibility, and user acceptance issues, 
which will be considered in the next refinement process. 

TABLE II.  THE IDENTIFIED USABILITY, ACCESSIBILITY, AND USER 

ACCEPTANCE ISSUES 

Category Sub-category  Identified issues (Na) 

Usability Efficiency • The latency between the 
synchronisation of the user's actual 
body movements and his presented 
virtual avatar´s movements (N=1) 

Memorability • The absence of a mechanism for a 
reachable human support when 
needed (N=5) 

Errors • Calibration process may take the 
user many attempts to be successful. 
The system did not provide voice or 
text feedback after each calibration 
attempt by user (N=1) 

Accessibility Perceivability • Trainer´s avatar was the smallest 
one located on the upper left corner 
of the screen, whereas participants 
tended to follow the centered and 
biggest avatar on the screen 
thinking that is trainer´s avatar 
(N=1) 

• The absence of a mechanism 
allowing users to select the MUE 
background according to their 
preference (beach, forest, etc., 
(N=3) 

• Screen size (55 inches) caused some 
difficulty in recognising the 
environment presented on the 
screen (N=1) 

Operability • Participants voices were too soft 
and low to be detected by the built-
in microphone in the depth camera. 
Other users (trainer and researcher) 
in the MUE were not able to hear 
the participants. 

• Screen height caused participants to 
raise their heads during the 
exercises, which affected their 
required postures. 

• Screen height, size and distance of 
interaction were not standardised, 
which caused some difficulties in 
interaction with the MUE. 

Understandability • Calibration screen was in English, 
while participants spoke Portuguese 
only (N=1) 

User 
acceptance 

Perceived 
usefulness 

• Fear of the potential of using AI to 
supervise the virtual training 
session. Fear to replace the natural 
interaction with virtual one (N=2) 

• The absence of gamification 
approaches in the MUE, as it could 
enhance users´ motivation and 
commitment to exercise, especially 
who suffer from depression or 
experience low feelings (N=1) 

aNumber of participants who reported or experienced the issue. 

The results of this study showed that the majority of 
participants were satisfied with the MUE. They perceived it 
as an efficient technological tool to exercise and socialise 
with other people. Moreover, the majority could easily learn 
how to interact with the MUE, however, they agreed that 
they still preferred in-person, human support during the 
training. The MUE was accessible for most of the 
participants, as they could easily recognize the avatars and 
buttons in the environment. Additionally, they were satisfied 
with the design of the environment and could easily use their 
body motions and voice to interact. Also, they could easily 
read the texts in the MUE and understand the concept of 
training in a group virtually. Most participants agreed on the 
perceived usefulness and ease of use of the MUE.   

Although the majority of participants thought that the 
MUE could help them to socialise with other older adults, 
they had a strong preference for in-person social interactions.  
They also appeared to have significant reservations about 
how they could use the MUE to socialise with other older 
adults, pointing to a need for better exemplars and 
scaffolding of these behaviours.  

V. CONCLUSIONS AND FUTURE WORK 

In summary, this study offered valuable insights of the 

usability, accessibility, and user experience of the VR2Care 

MUE as a multiuser environment to promote older adults’ 

physical activity and socialisation. Six participants from a 

nursing home in Portugal were recruited for the evaluation. 

The detected issues were derived from a survey data of the 

older adult participants, as well as the researchers´ 

observations in the field. The main detected issues were:  

1. The instability of avatars´ movement during the 

training sessions. 

2. The need to provide a mechanism within the MUE 

to allow participants to contact in-person support. 

3. Voice/text feedback for a multilingual calibration 

screen to keep users aware about the progress of 

the system calibration. 

4. Avatars´ location and size must be aligned with the 

expected roles in the training sessions.  

5. Users were not able to choose the environment 

background according to their preferences.  

6. The MUE lacked gamification approaches to 

enhance users´ motivation and commitment.  

7. Voice agism affected most of participants voice 

strength so that other MUE users could not hear 

them.  

8. Raising awareness among older adults and 

educating them about the benefits of new 

technologies, could help in reducing the fear of 

using AI and VR in training sessions, besides the 

continuous involvement of them in the co-creation 

process. 
9. Screen´s size, height, and distance from the users 

should be standardised and optimised according to 

users´ needs and systems´ calibration demands. 
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The identified usability, accessibility, and user acceptance 

issues will be considered in the coming refinement process 

of the MUE. Also, another usability and user acceptance 

evaluation study with a larger sample size of 60 participants 

will be conducted in four pilot sites from three EU member 

states, Portugal, The Netherlands, and Italy to allow longer 

usage of the MUE and by a more diverse user group.  
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Abstract—Mobile applications have become essential in today’s
digital landscape so optimizing their User eXperiences (UX) is
essential. Our study explored the application of Large Language
Models (LLMs), including some Bidirectional Encoder Repre-
sentations from Transformers (BERT) family architectures and
advanced pre-trained models like Generative Pre-trained Trans-
former (GPT) by OpenAI GPT-3.5, GPT-4, and Llama 2 by Meta
(zero and few-shot), for detecting usability issues in user reviews.
The methodology encompassed data preprocessing, sentiment
analysis, fine-tuning LLMs, and interpretability techniques, no-
tably Local Interpretable Model-Agnostic Explanations (LIME).
The findings indicated that the fine-tuned LLMs, particularly,
Robustly Optimized BERT Approach (RoBERTa), XLNet, and
DistilBERT were relatively successful in identifying the usability
issues, achieving an accuracy rate of 96%. The study also assessed
advanced pre-trained models Llama 2, GPT-3.5, and GPT-4,
which generally fell short of the performance achieved by fine-
tuned models. Finally, we also discovered the use of LIME that
helped in understanding the decision-making processes of the
fine-tuned models.

Keywords-Human-Computer Interaction (HCI); Artificial Intel-
ligence (AI); Usability; Large Language Models (LLMs); Local
Interpretable Model-Agnostic Explanations (LIME).

I. INTRODUCTION

The rapid advancement of mobile technology over the
past decade has revolutionized software creation and usage.
According to [1], an average individual spends approximately
4.2 hours on apps daily. This interest has resulted in the
expansion of mobile app stores such as Google Play and the
Apple App Store. For instance, the Apple App Store has an
impressive collection of close to two million apps [2]. These
mobile app platforms allow users to provide feedback through
ratings and reviews to provide invaluable insights into app
updates and user preferences. Analyzing this feedback has
become a significant and ongoing research area [3]. User
reviews, while concise, offer insights into UX, bug reports,
and suggested improvements [4].

Properly interpreting these user reviews for optimizing UX
can assist developers in enhancing app quality [5] [6]. How-
ever, for popular apps that receive numerous reviews daily,
manual analysis can become challenging [4]. A semantically-
aware automated approach can effectively identify and cat-
egorize usability concerns while analyzing user reviews for

usability issues. This approach can potentially reduce analysis
time and provide developers with clear feedback to improve
product usability. As we encountered in our previous research
[7], handling numerous reviews was challenging without such
a fully automated approach.

Recent advances in Natural Language Processing (NLP),
specifically the development of LLMs, present promising
opportunities for automated text analysis. These models have
demonstrated remarkable proficiency in understanding and
classifying textual data across various domains or tasks [8]–
[11].

Chang et al. [8] provided an overview evaluation for LLMs
in different domains and NLP tasks, including but not limited
to sentiment analysis, text classification, question-answering,
and summarization in medical, educational, social sciences,
and other areas. [9] investigated the effectiveness of traditional
app review classification models compared to LLMs mod-
els such as, BERT, XLNet, RoBERTa, and ALBERT. Their
finding showed that these LLMs significantly outperformed
conventional models, emphasizing the promise of domain-
specific LLMs in app review classification. Another work [10]
proposed an approach to classify multi-label user reviews into
four Non-Functional Requirements (NFRs). Lastly, the authors
in [11] introduced a BERT-based model that was fine-tuned to
classify issues such as bugs, enhancements, or questions. Their
proposed approach demonstrated noteworthy capabilities, par-
ticularly excelling in the classification of questions.

Despite their widespread application, the specific efficacy
of LLMs in detecting usability issues in user reviews remains
ripe for exploration. Our research focuses on this area, investi-
gating the capability of LLMs to accurately identify usability
concerns in user reviews. By doing this, we aim to illustrate
how LLMs can be effectively used to improve the usability of
mobile apps through enhancing UX analysis.

One of the most recognized and commonly referenced def-
initions of usability comes from ISO 9241, which states, “the
extent to which specified users can use a system, product or
service to achieve specified goals with effectiveness, efficiency,
and satisfaction in a specified context of use ” [12]. Our study
aims to categorize user reviews into positive and negative
through sentiment analysis. We employ sentiment analysis as a
strategic tool to guide our focus toward reviews that are more
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likely to offer actionable insights for usability enhancements.
This classification is an initial step in identifying the usability
issues mentioned in the reviews. Previous research suggests
that negative reviews are more informative about potential
problems [4]. By concentrating on these negative reviews, we
aim to pinpoint specific usability aspects related to effective-
ness, efficiency, and satisfaction that need improvement.

Several studies [7] [13]–[15] have analyzed user reviews
of mobile apps to pinpoint usability challenges and im-
prove software quality through manual or semi-automated ap-
proaches. These efforts underscore the growing need for more
semantically-aware techniques, aiding developers in refining
the quality of these apps [15]. As technology continuously
reshapes how users interact and engage, a vast volume of user
reviews needs to be analyzed automatically and semantically-
aware to improve the usability of mobile apps.

In this context, we contribute by developing an automatic,
semantically-aware technique leveraging LLMs to analyze
user reviews. This approach will provide developers with a
more efficient method to improve the usability of mobile
applications and enhance the overall UX With these objectives
in mind, our research desires to answer the following questions
(RQs):

RQ1: How effectively can LLMs semantically detect usabil-
ity issues related to effectiveness, efficiency, and satisfaction
from user reviews?

RQ2: Which fine-tuned LLMs have the most accurate
results in classifying usability issues from user reviews?

RQ3: How do the classifications from pre-trained models
via APIs, such as GPT-3.5, GPT-4, and Llama 2, compare to
fine-tuned LLMs?

RQ4: How does applying explanation techniques such as
LIME enhance understanding model predictions for detecting
usability issues?

This paper is structured as follows: Section II looks at recent
work related to this study. Section III details the methodology.
Section IV highlights the results, and Section V discusses the
findings. Section VI addresses potential factors affecting the
study’s validity. In closing, Section VII concludes the paper
and proposes suggestions for future work.

II. RELATED WORK

This section presents some background by examining past
approaches to usability evaluation, the recent rise of leveraging
LLMs for text classifications, and the importance of LIME
in evaluating the model’s performance. Earlier studies have
introduced historical approaches and recent advances, and we
seek to link them to contribute to the amelioration of usability
evaluation.

A. Previous Usability Evaluation Approaches

Over the years, researchers have explored different ways
to understand users’ experiences with software. A notable
advancement in this field is the work of El-Halees [13]. This

author proposed an innovative approach using opinion-mining
techniques to evaluate the subjective usability of software
systems. Their experiments showcased the potential of such
methods. Drawing inspiration from this, our research delves
into the automated analysis of user reviews, especially using
LLMs for richer insights.

In a related study, Alhejji et al. [14] looked at problems
in mobile banking apps by analyzing user reviews. Their
manual analysis sheds light on the strengths and weaknesses
of usability for these applications. The focus on sentiment
analysis evoked the power of user feedback in improving
app usability. Their results indicate that the possibilities of
automated techniques imply the coming of an age with an
enormous amount of feedback that can be efficiently analyzed
to obtain usability insights.

Another study by Alsanousi et al. [7] discussed usabil-
ity problems in AI-enabled mobile learning apps by ana-
lyzing user reviews. Their semi-automated methodology of
user review analysis using sentiment analysis and keyword-
based approaches gave insights into AI-related challenges that
impacted the usability attributes related to user satisfaction,
effectiveness, and efficiency. The research strained us toward
considering an automatic method to refine usability and UX
analysis.

Finally, Diniz et al. [15] looked at how user reviews
might indicate specific usability issues. They found that many
reviews mentioned common usability problems. However, they
also found challenges in manually sorting these reviews. Diniz
et al.’s work highlighted the potential benefit of automated
tools, especially those that can understand the context and
sentiment of user comments.

B. Leveraging LLMs for Text Classification

In recent developments, expanding LLMs have started a new
period in text classification, bringing many new opportunities.
Hadi and Fard [9] explored the effectiveness of traditional app
review classification models compared to LLM models such
as BERT, XLNet, RoBERTa, and ALBERT. They developed
LLMs by including more domain-specific app reviews in the
pre-training process. Their results showed that these LLMs sig-
nificantly outperformed conventional models, emphasizing the
promise of domain-specific LLMs in app review classification
without requiring extensively labeled datasets.

Building on the theme of using BERT-based models, Kaur
and Kaur [10] introduced MNoR-BERT model. This model
was specifically fine-tuned to classify NFRs derived from
mobile app user reviews. Their goal was ambitious: to refine
the categorization of reviews into distinct NFR types such as,
dependability and performance, shifting away from previous
keyword-driven and machine-learning methodologies. MNoR-
BERT marked a significant evolution in parsing NFRs from
user reviews, pushing the boundaries beyond traditional ap-
proaches.

Similarly, Siddiq and Santos [11] introduced a BERT-based
model, fine-tuned to classify issues such as, bugs, enhance-
ments, or questions. This model was optimized using a vast
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Figure 1. Proposed approach.

dataset from real GitHub projects, encompassing over 800,000
labeled issues. Remarkably, their model demonstrated note-
worthy capabilities, particularly excelling in the classification
of questions. Our research draws inspiration from their work as
we leverage LLMs to explore the detection of usability issues,
aiming to enhance the quality of mobile apps and UX.

Finally, BERT has also been used by Algamdi et al. [16] to
classify mobile app reviews into five usability categories. They
found that BERT was superior to Support Vector Machine
(SVM) in multi-class classification. The specified usability
factors achieved effective classification of app review issues. In
contrast, our approach emphasizes different usability attributes
and leverages various LLMs.

C. Model Understandability Through Utilizing LIME

Recent work by Rabby and Berka [17] utilized LIME
for multi-class classification interpretation. Their study em-
phasized the importance of LIME in understanding complex
models in classification, offering guidance for practitioners.
Similarly, another work by Alharbi et al. [18] demonstrated
the usefulness of LIME for evaluating fake news detection
models. They established LIME’s utility for providing local-
ized interpretability to elucidate predictions and limitations of
fake news detectors, improving model trustworthiness. In line
with these studies, our research aims to investigate how the
application of LIME aids in evaluating the performance of
LLMs to detect usability issues from user reviews.

Our research builds on prior studies, acknowledging the
importance of advanced technology in analyzing user re-
views. These earlier studies mark significant milestones in
the evolution of usability analysis and utilizing LLMs for
various software engineering tasks. Our contribution lies in
applying a semantically-aware sentiment analysis approach
using LLMs to detect usability issues related to satisfaction,
effectiveness, and efficiency to improve mobile app usability
and UX. Additionally, we incorporate LIME to enhance model
interpretability, ensuring transparency and trustworthiness in
our usability evaluation process.

III. METHODOLOGY

In this study, we aim to develop an automated tool utiliz-
ing LLMs to detect usability issues from user reviews. As
illustrated in Figure 1, our methodology consists of four key
steps. This includes initially identifying usability issues in an
automated manner, as indicated in the upper box of the figure.
Further, the lower box in the figure illustrates the processes
for fine-tuning various LLMs and applying LIME to detect
and interpret multi-class usability issues.

A. Model Selection Rationale

In our study, we selected seven different LLMs, namely
BERT [19], RoBERTa [20], Bidirectional and Auto-Regressive
Transformer (BART) [21], the smallest open source pre-trained
BERT model (TinyBERT) [22], XLNet [23], DistilBERT [24],
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and GPT2 [25], for detecting and classifying user reviews into
satisfaction, effectiveness, or efficiency usability issues. Each
model has unique specifications, as detailed in Table III [26].

BERT and RoBERTa are based on words in context to
improve text understanding, but they are computationally
heavy [19] [23]. RoBERTa is an improved version of BERT
transformer by longer training and more data, which leads
to better performance [20]. Similarly, BART combines BERT
and GPT and may therefore be used to generate new text and
understand its contents at the same time. BART is trained by
corrupting the input text using various techniques. The main
limitations of BART are that it needs careful tuning for certain
applications [21].

TinyBERT is an attempt to make BERT’s capabilities avail-
able on a system with limited processing power and energy
resources [22]. Likewise, DistilBERT is a small, fast, and
cheap training version of BERT. It is the distilled version of
BERT, designed in a way that most of its performance has
been kept, but it is lighter and faster [24].

GPT-2 is an autoregressive LLM developed by OpenAI to
generate coherent and contextually relevant text one word at
a time within a sentence [25]. Meanwhile, XLNet utilizes the
best from BERT and autoregressive models such as GPT by
providing better long-range dependencies capturing multiple
benchmarks. XLNet is also computationally heavy [23].

We also selected advanced pre-trained models that can be
accessed via Application Programming Interfaces (APIs), that
is, GPT-3.5 and GPT-4 by OpenAI and Llama 2 (llama-2-
13b-chat) by Meta. GPT-3.5 and GPT-4 have much larger
training corpora and model sizes. They generate human-
like text, understand context much better, and can even do
some specific tasks without additional fine-tuning. Despite
their power, GPT-3.5 and GPT-4 are not fully trustworthy in
some tasks due to hallucinations that make errors [8] [27],
and computationally costly specifically, GPT-4 [28]. On the
other hand, Llama 2 by Meta differs mainly in universal
robustness across various tasks, including complex reasoning
tasks, and low computational costs [8]. However, Llama 2
might give unpredictable, harmful, or biased content because
it was trained on publicly available online datasets [29].

B. Usability Factors

Our research aims to identify usability issues within user
reviews, considering factors related to satisfaction, effective-
ness, and efficiency, aligning with the ISO 9241-11 standard,
as outlined in Table I [13]. To identify usability issues, we em-
ployed a methodology similar to previous studies [7] [13] [14],
focusing on these quality factors found within user reviews.
These factors formed the basis of our approach’s categories.
Table II presents examples of each class and corresponding
user reviews marked as usability issues.

C. Data Collection

The proposed approach was trained and evaluated using a
manually labeled dataset from mobile banking apps [14]. This
dataset included 8,376 reviews—which were categorized as

TABLE I
USABILITY FACTORS.

Usability Factors Definition

Effectiveness Assesses the users’ ability to achieve their goals
accurately and completely. Focuses on the extent
to which users can accomplish their objectives.

Efficiency Evaluates the level of effectiveness relative to
the resources expended. Helps determine how
efficiently users can attain their goals.

Satisfaction Measures users’ overall comfort and attitudes
toward the product’s usage. Reflects how users
find the product’s usage enjoyable and satisfac-
tory.

positive, negative, or neutral—from both iOS and Android
platforms. However, our objective was to detect usability
issues, so we selected only the negative reviews 3,609 high-
lighting usability issues related to satisfaction, effectiveness,
and efficiency. To boost the model’s proficiency in differen-
tiating between positive and negative feedback, essential for
accurately identifying reviews related to usability issues, we
added a randomly selected subset of 232 positive and neutral
reviews. Consequently, the final dataset, as shown in Figure
2, comprised a total of 3,841 reviews.

Figure 2. Dataset.

D. Automated Usability Issues Detection

This subsection details the four steps employed in our
approach to automatically detect usability issues from user
reviews, as illustrated in the upper box of Figure 1. Each
step is designed to progressively analyze and extract relevant
information from the reviews, ultimately identifying specific
usability concerns.

Step 1: Data preprocessing

We employed the Natural Language Toolkit (NLTK) [30],
a set of libraries for NLP, to enhance the accuracy of our
approach by filtering out irrelevant and noisy data. The initial
step in preparing our data involved the removal of empty
reviews, which did not have enough significant information.
Subsequently, we excluded non-English reviews to maintain
a focus on a single language. We then eliminated emojis
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TABLE II
EXAMPLES OF MULTI-CLASS CLASSIFICATION AND CORRESPONDING USER REVIEWS AS USABILITY ISSUES.

Multi Classes User Reviews Examples

Effectiveness, Efficiency, and Satisfaction ”The new update is bad and the app is slow and sometimes gives errors”

Satisfaction ”The worst banking app in the world.”

Efficiency ”The application is slow and takes a long time to open and navigation between menus is slow”

Effectiveness ”The application needs new maintenance and a new update. The amount does not appear in the account.”

Satisfaction and Effectiveness ”The app keeps crashing. It’s very frustrating.”

and symbols such as, ’([/.(] [— @],]’, which can muddle
the data. Additionally, we removed numbers, as they often
do not contribute meaningfully to our text analysis. Another
crucial step was the removal of duplicate entries to ensure the
uniqueness and relevance of our data. Finally, we normalized
the text, converting everything to a uniform style [31].

Step 2: Sentiment Analysis

In this phase, we utilized a fine-tuned DistilBERT model for
sentiment analysis. Our choice of this model was influenced
by its accuracy of 91.3%, as illustrated in Hugging Face [32].
This model categorizes textual data as positive or negative,
assigning a confidence score ranging from 0 to 1 [33]. Our
analysis focused primarily on negative reviews often linked to
apps’ issues [4]. These negative reviews were further processed
through the fine-tuned LLMs for usability issue classification.
Conversely, positive reviews were generally labeled as having
no usability issues.

Step 3: Reviews Prep for the Fine-Tuned Model

In this step, we again prepared the reviews to align with
the fine-tuned models using NLTK library. This involved
two fundamental processes: removing stopwords and apply-
ing lemmatization. Stopwords commonly used, such as “is,”
“and,” “the,” and “are,” were removed. We then performed
lemmatization, reducing words to their base or root form. For
example, “crashing” would be transformed to “crash.” These
steps helped enhancing the training approach used for the fine-
tuned models [34].

Step 4: Using the Best Fine-tuned LLMs

During this phase, we used the best fine-tuned model among
the seven selected LLMs, namely BERT, RoBERTa, BART,
TinyBERT , XLNet, DistilBERT, and GPT2, in detecting and
classifying usability issues into satisfaction, effectiveness or
efficiency.

E. Fine-tuning LLMs

The lower box in Figure 1 in the proposed approach
represents the methods for fine-tuning the seven picked LLMs
to detect and classify usability issues from user reviews. First
of all, all experiments were executed on an NVIDIA Tesla T4
GPU with 16GB of GDDR6 memory and FP32 CUDA cores.
We then configured the batch size to 16 for this fine-tuning
process and adjusted Adam’s optimizer learning rate to 2e-5,
conducting the training over four epochs. This process begins

with data preparation, which involves loading user reviews and
their associated labels (satisfaction, effectiveness, efficiency)
from a CSV file. Then, we prepared our dataset by convert-
ing labels into numerical values. This step is essential for
managing the encoded data effectively, particularly given the
multi-labeled nature of our dataset. Following this, we utilized
NLTK and implemented several steps to refine our data to
achieve higher precision in subsequent stages. Our first step in
this process was the removal of emojis and symbols. We then
removed numbers and discarded stopwords, as these elements
often introduce noise and do not add significant information
[35]. Eventually, we normalized the text, converting all to the
same style.

Thereafter, we used a cross-validation technique employing
Iterative Stratification, which was especially appropriate for
our unbalanced multilabel dataset to guarantee a balanced
distribution of labels across training and test sets and reduce
the risk of overfitting [36]. This technique provided a strong
foundation for model validation and was more thorough than
splitting a single dataset [9]. In particular, we carried out the
k-fold iterative stratification cross-validation on the dataset
five times. After this, we chose one of the seven models,
and then we applied the suitable tokenization based on the
selected model. Then, we started training and evaluating the
chosen model. Next, the same thing has been done for all
seven selected models. The training time and validation loss
were computed, where every fold involved a specific training
and evaluation cycle. We carefully monitored these important
performance metrics for each model.

F. Using pre-trained models such as GPT-3.5, GPT-4 and
Llama 2

In our comparative analysis, we additionally explored the
performance of pre-trained models accessed via APIs using
Python scripts. These models include GPT-3.5 and GPT-4 by
OpenAI and Llama-2 by Meta (Llama-2-13b-chat few-shot and
zero-shot). This was undertaken to assess how these models,
without fine-tuning, fare against the fine-tuned LLMs in the
previous steps. We utilized the same dataset and evaluation
technique for this phase. Each pre-trained model was then
applied to perform prediction tasks on this dataset.

G. Evaluation metrics

We employed several crucial metrics to evaluate the pro-
posed approach’s effectiveness: overall accuracy, precision,
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TABLE III
DETAILS ABOUT THE FINE-TUNED LLMS EMPLOYED IN OUR RESEARCH

Model Architecture Parameters Layers

BERT bert-base-cased 110M 12
RoBERTa roberta-base 125M 12
BART bart-base 140M 6
TinyBERT General 4L 312D 14M 4
XLNet xlnet-base-cased 110M 12
DistilBERT distilbert-base-cased 65M 6
GPT2 gpt2 117M 12

recall, and the F1-score. The concept of ’overall accuracy’
pertains to the percentage of cases that have been correctly
identified. Precision assesses the percentage of relevant cases
determined among those retrieved, whereas Recall measures
the percentage of relevant cases accurately retrieved from the
entire pool of relevant cases.

For classification evaluations, accuracy evaluates the
proportion of correct predictions (true positives and negatives)
out of all predictions, as shown in (1). Precision is determined
by the percentage of accurately identified instances in a
specific category out of all instances categorized into that
category, as per (2). Recall, in contrast, is calculated by the
proportion of accurately identified instances in a specific
category compared to the total number of actual instances in
that category, as indicated in (3). ’TP’ (True Positive) in these
formulas stands for the count of instances correctly classified
into a particular category, ’FP’ (False Positive) represents
the count of cases wrongly classified into that category (thus
TP + FP is the total number classified into that category),
and ’FN’ (False Negative) denotes the count of instances not
classified into that category (therefore TP + FN is the total
number of cases actually belonging to that category). The
F1-score is an evaluative measure that integrates precision
and recall by applying a harmonic mean, as outlined in (4).

The formula to compute the Accuracy is:

Accuracy =
TP+TN

TP+TN+FP+FN
(1)

The formula to compute the Precision is:

Precision =
TP

TP+FP
(2)

The formula to compute the Recall is:

Recall =
TP

TP+FN
(3)

The formula to compute the F1-score is:

F1 = 2 · P ·R
P+R

(4)

H. LIME Interpretation

Within our methodology, we integrated LIME to interpret
the predictions made by LLMs to detect usability issues related
to satisfaction, effectiveness, and efficiency and evaluate their

performance. LIME allowed us to generate localized explana-
tions for the predictions, shedding light on how LLMs arrived
at their decisions.

IV. RESULTS

In this results section, we answer four research questions
focused on the capabilities of LLMs in detecting usability
issues from user reviews. LLMs were assessed on their
classification of usability problems related to satisfaction,
effectiveness, and efficiency, considering various performance
measures concerning their ability in semantic detection
(RQ1), as well as identifying the most accurate models
(RQ2). Next, we examined the effectiveness of using pre-
trained models available via APIs such as, GPT-3.5 and
GPT-4 and llama-2-13b-chat few-shot and zero-shot in
contrast to fine-tuned LLMs (RQ3). Lastly, we focus on the
use of LIME for the interpretation of model predictions (RQ4).

Figure 3. Prediction times of each model.

Figure 4. Validation loss of each model.

RQ1: How effectively can LLMs semantically detect
usability issues related to effectiveness, efficiency, and
satisfaction from user reviews?

LLMs have proven highly effective in semantically detect-
ing usability issues. The performance data, including high
accuracy as illustrated in Table IV, indicate that models such
as RoBERTa, XLNet, and DistilBERT can accurately discern
and categorize nuances in user reviews about effectiveness,
efficiency, and satisfaction. The semantic detection is further
validated by the LIME results, as shown in Figures 5,6, and 7
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TABLE IV
PERFORMANCE RESULTS OF EACH LLM MODEL.

Model Accuracy Precision Recall F1-score Training Time (s)

BERT 0.95 0.96 0.94 0.95 1645
RoBERTa 0.96 0.96 0.97 0.96 1336
BART 0.95 0.94 0.95 0.95 1619
TinyBERT 0.90 0.89 0.90 0.89 173
XLNet 0.96 0.95 0.96 0.95 1616
DistilBERT 0.96 0.96 0.96 0.96 806
GPT2 0.93 0.92 0.93 0.92 1526
Llama 2 - Zero-shot 0.41 0.86 0.71 0.74 -
Llama 2 - Few-shot 0.73 0.88 0.97 0.90 -
GPT-3.5 0.64 0.89 0.89 0.86 -
GPT-4 0.74 0.88 0.97 0.91 -

LIME plots for predicting classes, indicating that the models
focused on key terms strongly associated with the users’
expressions of usability concerns.

Summary for RQ1: RoBERTa, XLNet, and Distil-
BERT effectively identified usability issues in user
reviews, as shown by their high accuracy and LIME
analysis focusing on relevant key terms.

RQ2: Which LLMs have the most accurate results?
Our comprehensive evaluation of LLMs in detecting usabil-

ity issues from user reviews involved an assessment based
on accuracy, precision, recall, F1-score, validation loss, and
training time, with detailed results in Table IV. Figure 3
highlights the prediction times of each model, showing notable
variation. TinyBERT was the most efficient model, with a
prediction time of 0.59 seconds, while XLNet was the least
efficient at 5.38 seconds.

Figure 4 presents the validation loss of each model. The
validation loss was the lowest for RoBERTa and DistilBERT,
totaling 0.09. By comparison, TinyBERT had the highest
validation loss of 0.26.

Regarding overall performance, BERT and RoBERTa per-
formed better with an accuracy of 0.95 and 0.96 and an F1-
score of 0.95 and 0.96, respectively. BERT’s precision and
recall were 0.96 and 0.94, respectively, after 1645 seconds
of training. RoBERTa reached a lower training time of 1336
seconds after attaining precision and recall rates of 0.96 and
0.97 respectively.

BART and XLNet were also remarkable: 0.95 and 0.96 in
accuracy. BART had 0.94 and 0.95 in precision and recall after
1619 seconds of training with an F1 score of 0.95. Similarly,
after 1616 seconds of training, XLNet had precision and recall
of 0.95 and 0.96 resulting in an F1 score 0.95.

Using the TinyBert architecture, the model’s performance
showed an accuracy of 0.90, with precision and recall of 0.89
and 0.90, resulting in an F1 score of 0.89 in just 173 seconds
of training. GPT2, with training for 1526 seconds, achieved
an accuracy of 0.93 and an F1 of 0.92, backed by precision
and recall of 0.92 and 0.93.

Meanwhile, DistilBERT balanced high performance and
reasonable training time, with an accuracy of 0.96, precision
and recall of 0.96, and an F1-score of 0.96, all within 806
seconds of training.

Summary for RQ2: In our LLMs assessment for
usability issue detection, RoBERTa, XLNet, and Dis-
tilBERT topped accuracy at 0.96 for each, with Distil-
BERT also excelling in training efficiency. TinyBERT,
less accurate at 0.90, had the shortest prediction time
of 0.59 seconds, highlighting its operational efficiency,
whereas XLNet showed the longest prediction time of
5.38 seconds.

RQ3: How do the classifications from pre-trained models
via APIs such as GPT-3.5, GPT-4, and Llama 2, compare
to fine-tuned LLMs?

The analysis of advanced pre-trained models accessed via
APIs such as Llama 2 and GPT versions, revealed mixed
results. Llama 2, in a zero-shot, achieved modest results,
notching a scoring accuracy of 0.41, paired with precision and
recall scores of 0.86 and 0.71, culminating in an overall F1-
score of 0.74. Meanwhile, Llama 2 in few shot demonstrated
enhanced metrics, securing an accuracy score of 0.73 and
precision and recall scores of 0.88 and 0.97, which gave rise
to an F1-score of 0.90.

GPT-3.5 demonstrated moderate metrics, recording an accu-
racy score of 0.64 and matching precision and recall scores of
0.89, ultimately resulting in an F1-score of 0.86. Progressing
further, GPT-4 exceeded anticipated benchmarks with an accu-
racy score of 0.74 and a precision score of 0.88 while securing
an impressive recall of 0.97, collectively contributing to a final
F1-score of 0.91.

While advanced pre-trained models like GPT-4 and Llama
2 few-shot demonstrated impressive abilities, it is evident that
fine-tuned LLMs such as RoBERTa, XLNet, and DistilBERT
still maintain an edge in performance. Their effectiveness in
specific applications underscores their continued superiority
over general-purpose, advanced pre-trained models.
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Figure 5. LIME plot for predicting satisfaction class.

Figure 6. LIME plot for predicting effectiveness class.

Figure 7. LIME plot for predicting efficiency class.

Summary for RQ3: Advanced pre-trained models
accessed via APIs such as Llama 2 and GPT ver-
sions, showed mixed results compared to fine-tuned
LLMs. Llama 2 had modest accuracy (0.41), GPT-
3.5 improved (0.64 accuracy), and GPT-4 further ex-
celled (0.74 accuracy). However, fine-tuned LLMs like
RoBERTa, XLNet and DistilBERT still outperformed
in specialized tasks, affirming their superiority in spe-
cific applications.

RQ4: How does applying explanation techniques such
as LIME enhance understanding model predictions for
detecting usability issues?

The LIME interpretations have offered significant insights
into the decision-making mechanisms of our models, as shown
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in Figures 5,6, and 7, which present the LIME plot for
predicting satisfaction, effectiveness, and efficiency classes in
a user review example ”This app is very slow and always
crashes. I’m frustrated.” LIME plots were generated for each
class, visually representing how different features influence the
predictive outcomes. The bar’s length indicated the prediction
probability of each class, with associated class color, blue
satisfaction, orange effectiveness and green efficiency.

For instance, the satisfaction, as illustrated in Figure 5,
the word ”frustrated” in the user review example has a
significant impact, with the model associating it with a lack
of satisfaction. In the effectiveness category, as shown in
Figure 6, the term ”crashes” in orange color is a strong
predictor for detecting effectiveness issues. The LIME plot
explicated that when users mention crashes, it highly indicated
an effectiveness concern. Similarly, for efficiency in Figure 7,
the words ”slow” in green color is also significant feature for
efficiency issues. The uniformity of prediction probabilities
across all classes, with scores of 1.00, underlined the model’s
confidence in its predictions. The high prediction probabilities,
coupled with the model’s emphasis on specific keywords,
corroborated the relevance of these terms in the context of
usability issues.

Summary for RQ4: LIME effectively clarified model
predictions for usability issues, highlighting how spe-
cific words like ”frustrated,” ”crashes,” and ”slow” im-
pact predictions in areas of satisfaction, effectiveness,
and efficiency. High prediction probabilities empha-
sized the model’s confidence and the relevance of these
terms in usability analysis.

V. RESULTS DISCUSSION

This study revealed that LLMs effectively extract usability
issues from user reviews. These findings were interpreted and
inferred as follows in the discussion below. Our investigation
yielded several important insights:

Efficacy in Semantic Analysis: LLMs showed a high
performance in the semantic analysis of user reviews. It
succeeded in identifying language features that indicate
usability problems, thus demonstrating the potential of LLMs
to automate and perfect the process of user review analysis.

Accuracy of Models: Among the above models, our
findings showed that RoBERTa XLNet and DistilBERT
are the best models for detecting usability problems in
user reviews regarding their accuracy. This ability plays a
significant role in product development and the customer
satisfaction process, as an accurate understanding of the UX
can result in significant improvements in mobile app analysis.

Enhancement of Model Interpretability: By introducing
LIME to the models, the decision-making process has been
improved to high levels of interpretability. It explained why

specific reviews are flagged as highlighting usability issues,
which is a true find for analysis that seeks clarity on model
functioning and results.

Model Training Efficiency: DistilBERT and TinyBER
models differed significantly in training time, which made
them stand out due to the high speed. This implied that there
is a tactical situation when frequent retraining is required or
where speed of deployment is important.

Predictive Reliability: Validation loss metrics among
various fine-tuned models demonstrated a satisfactory
predictive ability, with lower loss scores implying greater
reliability.

Performance of Advanced Pre-trained Models: The
research also measured the performance of advanced pre-
trained models accessible through APIs, including Llama
2, GPT-3.5, and GPT-4. Although Llama 2 zero shot and
GPT-3.5 had lower accuracy, they continuously exhibited high
precision, recall and F1-score. The GPT-4 and Llama 2 few
shot variants showed promising performance with increased
accuracy and F1 scores. These models could be useful for
implementations in situations that do not require further
fine-tuning. However, they may not be suitable for some tasks
due to expensive computational costs and potential output
errors.

Some Real-world Applications of These Models: Fine-
tuned LLMs such as RoBERTa, XLNet, and DistilBERT
can provide a more profound analysis of user feedback than
commercial platforms, such as Appfigures [37], AppFollow
[38], or Appbot [39], which might not offer AI capabilities.
Additionally, fine-tuned LLMs are open source and many
times less expensive than commercial tools, so these LLMs
offer significant cost advantages for developers.

In summary, LLMs offer a powerful arsenal of methods for
improving the UX through intelligent analysis of user reviews.
The study highlights the broad scope of the capacities of
both fine-tuned and advanced pre-trained models that provide
different abilities for usability issue detection.

VI. THREATS TO VALIDITY

In presenting the findings of our study, we acknowledge
several threats to validity that may influence the interpretation
and generalization of our results:

Internal Validity:
Model Overfitting: While efforts were made to prevent

overfitting through validation techniques, the possibility
that models may have overfitted to particularities in the
training data cannot be entirely ruled out. Parameter Tuning:
The hyperparameters chosen for each LLM were based on
a combination of best practices and iterative testing, but

208Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-163-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ACHI 2024 : The Seventeenth International Conference on Advances in Computer-Human Interactions

                         219 / 224



different configurations may yield varied results.

External Validity:
Dataset Specificity: The dataset used was specific to user

reviews of mobile banking apps. The findings may not directly
apply to other domains or types of textual data. Language
and Cultural Bias: The study focused on English-language
reviews. The models’ performance in other languages or
cultural contexts remains untested.

VII. CONCLUSION

Our study highlights the effectiveness of fine-tuned LLMs
like BERT, RoBERTa, BART, TinyBERT, XLNet, and Distil-
BERT as well as advanced pre-trained models, namely, GPT-
3.5 and GPT-4 by OpenAI and Llama 2 by Meta in detecting
and classifying usability issues from user reviews. RoBERTa,
XLNet, and DistilBERT outperformed other models based on
the accuracy in evaluating user reviews, advanced pre-trained
models also demonstrated promise, despite the significant
divergence in accuracy levels. The use of interpretability meth-
ods, particularly LIME, played a significant role in improving
the transparency and trustworthiness of fine-tuned models. In
the next stage, we aim to apply our approach in a specific
domain to deeply investigate usability and UX of mobile apps.
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Abstract—Three-dimensional (3D) digital content continues to 

be a favored field of study both for academics, as well as 

businesses around the world. Virtual and augmented realities 

have received much consideration. The Light-Field Display 

(LFD), which allows users to view stereoscopic images from 

multiple viewpoints at the same time, provides a novel 3D 

experience. LFDs are complicated to set up, but this display has 

been made available for personal use. This study aims to 

evaluate the differences in task accomplishment between stereo 

versus motion-parallax cues for users performing 3D 

interactions on a multi-screen display. Our task scenario 

involves user tests for 3D depth understanding and 

questionnaires about the experience during the test. For each 

task, 3D contents are presented using stereo and motion 

parallax cues, using four LFD “Lume Pad” developed by Leia 

Inc. Results showed that depth understanding is aided by stereo 

cues. The Questionnaire showed that depth understanding was 

aided by the stereo cues from the LFD. Future work will include 

tests designed to further understand how beneficial stereoscopic 

cues are in a 3D display. 

Keywords-3D; Light-Field Display; Fish Tank VR; 3D human 

perception; stereoscopic vision. 

I.  INTRODUCTION 

The human ability to view and understand three 

dimensions allows us to interact with the world in detail. 

Translating this to the digital field has not been an easy task. 

A Two-Dimensional (2D) screen is flat and as such does not 

have true depth, so the human eye does not interact with 

objects on a screen the same as it would with an object in the 

real world [1]. Steps have been taken to advance the 

perceived depth shown on these screens. 
In recent years, the popularity of Virtual Reality (VR) and 

Augmented Reality (AR) headsets has greatly increased. 

Meta’s Oculus and Apple’s Apple Vision Pro have allowed 

people to immerse themselves in digital 3D worlds in ways 

that were only dreams a decade ago and the productivity 

advancements of such devices are only now being realized. 

AR specifically is being studied heavily for this purpose. 
Advancements are also being made with hand-held 

displays, such as smartphones and tablets. While most of 

these advancements are being made with applications, some 

devices are being designed to be dedicated AR displays. One 

such device is an LFD. LFDs use curved lenses, known as 

lenticular lenses, to bend the light coming from the screen so 

that each of the user's eyes is shown a different image. This 

is similar to how a head-mounted display functions, but 

without the need to wear a headset. Another benefit is that 

multiple users can use a singular device to experience the 

stereoscopic visual cues.  
Another form of virtual reality display is known as a Fish 

Tank VR display. These displays are 2D screens put together 

to form a 3D shape. The displays use their shape to introduce 

real depth to enhance the illusion of 3D depth shown on the 

2D screens. While cubes and spheres are common, any shape 

could in theory be constructed using displays. 

This study aims to measure a user’s understanding of 

perceived depth with the use of a 3D display. Proposing Dice, 

a Fish Tank VR constructed with LFDs. Four LFDs are 

positioned to create the sides of the cube with an open top and 

bottom. By using LFDs, stereoscopic depth cues can be added 

to a cube display and their contribution to perceived depth 

can be measured. 

The rest of the paper is structured as follows. In Section 

II, we present the details of the LFD hardware used in the 

experiment. Section III details the experiment methodology, 

such as the design concept, as well as the software and 

hardware used. The results of the experiment and the 

questionnaire are given in Section IV. Finally, we conclude 

our work in Section V, with our conclusion, discussion, and 

future work. 
 

II. RELATED WORK 

Kato and Prima [1] studied gaze characteristics in Mixed-

Reality Environments. In this study, the researchers observed 

the gaze position of subjects when looking at an approaching 

target in a virtual space. Their research was conducted in two 

different types of rooms, one that had depth cues and one 

without. They showed that these rooms did not cause a 

significant difference in gaze accuracy. In their research, a 

head-mounted display was used to create stereoscopy. Dice 

does not use a head-mounted display but by creating 

stereoscopy with an LFD, similar results can hopefully be 

achieved. 

One of the first cube displays is known as pCubee [2]. 

This display was constructed from five displays, one for each 

side of the cube and one to form the top of the display. It uses 

a gyroscope to measure users manipulating the display as 

well as head tracking to inform the display what orientation 
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each screen should show. This allows for many forms of 

interaction with the display. It was shown that pCubee helped 

their users to perform tasks faster and with fewer errors than 

when using a standard computer with a 2D screen.  

A key drawback of many VR and AR devices is that they 

only allow for a single user to have access to each device. 

CoGlobe [3] overcomes this by using active shutter glasses 

and user tracking. This display is designed to appear to be a 

3D sphere, giving the illusion of depth without the edges and 

seams found in a cube display. Projectors generate images for 

each user while the active shutter glasses allow the user to only 

see the images that are intended for them.  

 

III. OUR PROPOSED CUBE DISPLAY: DICE 

Dice is designed with four tablets, as seen in Figure 1, with 
each screen representing a side of the cube. The top is open. 
A magnetic encoder was used to determine the rotation of the 
cube and to send that data to the computer. The Lume Pad uses 
vertical lenticular lenses, so users were asked to only rotate 
the cube and not to change its pitch or yaw. If the user could 
alter the pitch and yaw the Lume Pad’s displays would 
struggle to create realistic stereoscopic images.  

The tablets used in this research were the Lume Pad, an 
LFD tablet made by Leia Inc. This allows users to see the 
illusion of depth inside of a 2D screen by showing each eye a 
different image, creating stereopsis. The tablet boasts a 10.1-
inch screen with a resolution of 2560x1600 pixels. To create 
the light field effect, the tablet displays four views at a time 
and uses its lenticular lenses to allow users to see two of these 
images at a time. This gives the user the stereoscopic images 
of an HMD-typed VR setup as well as the portability and ease 
of use of a tablet-typed AR device. The Lume Pad has a forty-
degree viewing window, measured from the center of the 
display, producing what looks like a real 3D image to multiple 
users at one time. 

To generate the different views, the Lume Pad generates 
four views in 2x2 grids. Each image has a resolution of 
640x400 pixels but is displayed in such a way as to be 
perceived as having a higher resolution [4]. 

The device dissects the images and displays them under 
lenticular lenses so that the user sees different images with 
each eye. This achieves stereoscopy and gives the user the 
perception of depth within the 2D screen. 

When Dice is rotated, a computer receives the rotation 
data and then informs each tablet display how to alter its 
display. To lessen the processing needed for each tablet the 
frame rate was reduced to twenty-four frames per second from 
the sixty frames per second that the tablets use natively. Also, 
when the LFD is turned on the resolution is reduced as four 
images are displayed on one screen. To reduce the impact of 
the graphics being diminished when the LFD is turned on, the 
graphics are set to 640x400 pixels when the LFD is turned off. 

To assess the subject’s understanding of the simulated 

depth within the screen, a 3D scene was created to be 

interacted with. The scenes include objects of differing sizes, 

shapes, and colors. In each scene there was one green 

pyramid and one green cylinder. The subjects were asked to 

pick which objects they believed were closest to the two 

green objects. The layout for scene 1, used for the first two 

tests, can be seen in Figure 2, while Figure 1 shows the same 

scene displayed on Dice. For each scene, the objects were 

moved and the sizes of some of the objects were changed. 

The scenes were designed in such a way as to emphasize 

different visual cues to find the correct answer. 
This experiment was designed with Unity, using the Leia 

Unity Software Development Kit (SDK) [5]. Unity allows for 
easy setup of the scenes and the SDK facilitates the use of the 
Lume Pad’s lenticular camera. This camera is complicated as 
one camera creates all four of the views for the LFD. 
Moreover, the stereoscopic display could be turned on and off 
as the experiments demanded. 

 

IV. ASSESSMENT OF HUMAN DEPTH UNDERSTANDING 

The experiment was carried out as follows. First, the user 
sat at a table, positioned between 45 – 50 cm from Dice. This 
is the distance that Leia Inc. states is the best viewing distance 
for the Lume Pad tablet. Then the subject was shown a sample 
scene and asked to rotate the cube to understand how rotating 
the cube would change the display. At that time, the tablets 
were not displaying stereoscopic images. Then the subjects 
were shown their first scene and asked to determine which 
objects they thought were closest to the green objects. This 
was repeated five times before the stereoscopic display was 
turned on and five more scenes were shown to the user. In total 
each user performed twenty tests so a total of sixty tests were 
conducted. At the end, a short questionnaire was given to the 

  
 

Figure 1. Dice. 
 

Figure 2. Layout of scene 1. 
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user to gauge how they felt each style of display aided or 
hindered them.  

Three volunteers participated in this experiment. Their 
ages ranged from 21 to 25 with a mean age of 23. All had 
normal or corrected-to-normal vision. Each layout had two 
answers, one for each of the target green objects, so a total of 
sixty answers were collected. 

 

V. RESULTS 

At the conclusion of the experiment, subjects were given 
a questionnaire to ascertain how well they believed they had 
understood the test as well as how the test made them feel. 
The questions were as follows: 

 
a. With the LFD turned off, how well do you feel that you 

understood the scene? Did you know where everything 
was? 

b. With the LFD turned on, how well do you feel that you 
understood the scene? Did you know where everything 
was? 

c. How confident were you in your understanding? 
d. How much discomfort did you feel? Did your eyes hurt? 

Did you feel sick?  
 
Subjects stated that they felt the scenes were difficult to 

understand in both settings. The LFD helped them to feel 
more confident in their understanding of the scenes, but they 
were still often uncertain about which objects were closest to 
the green objects. Most said that this came from needing to 
look far into the perceived depth of the display. No subjects 
stated any ill effects from the experiment. If the subject made 
any errors, these errors were discussed with the subjects to 
try to understand why the subjects made their decisions. 

Despite the small sample size, an interesting trend can be 
observed. The number of errors using the LFD display cube 
was smaller than with the standard display cube. Five errors 
were recorded for the standard display cube while only two 
were recorded for the LFD display cube. The respective error 
rates are 17% for the standard display cube and 7% for the 
LFD display cube. 

Out of the sixty tests performed, only test four was failed 
100% of the time. In this test, stereoscopic cues were not 
shown and the user was asked to find the object closest to the 
green pyramid at the center of the scene. A yellow cylinder 
was placed 1.5 units from the pyramid while an orange sphere 
was positioned 2.25 units from the pyramid. Every user chose 
the orange sphere as the closer object. The reasoning for this 
was that other objects obstructed the view of the pyramid 
from many angles. The best angle to view the distance 
between these objects places the yellow sphere further from 
the camera than the other objects, making the perceived depth 
difficult to feel confident about. A similar test layout was 
presented later when the LFD was turned on and none of the 
subjects made an error on this test. It cannot be said with 
certainty that the stereoscopic cues from the LFD made this 
situation easier to understand. 

 

VI. CONCLUSION AND FUTURE WORK 

In this study, we examined the users understanding of a 
3D scene, given some constraints, with and without 
stereoscopic depth cues. While the subjects were more 
accurate with the stereo attempts, it is not conclusive that the 
human brain understands distance in the light field display 
more so than on a motion parallax display. These findings are 
preliminary and require further study. 

In our next experiment, we will work to improve our tests. 

Firstly, more care must be taken to design tests that fit the 

constraints of Dice. In this experiment, the size of the screen 

was not originally considered as a limiting factor for depth 

perception, but subjects stated that the screen size made 

objects feel farther away than they would like.  

Designing new tests that can emphasize the difference 

between an LFD and a standard display is also a priority. 

Firstly, it was shown that the LFD may help users perceive 

depth when other depth cues are removed. To this end, we 

wish to remove depth cues so that more focus is be placed on 

stereoscopy. This should give clearer data on the benefits of 

an LFD cube over a standard display cube. Improvements to 

the cameras can also be achieved. A better balance between 

the perceived depth of the scene and the convergence distance 

of the Lume Pad camera will make objects in the scene more 

in focus when not at the center of the scene. 

More ways to interact with the scene will also be 

researched. There are multiple ways to interact with other 

cube displays, such as pCubee. Not all these forms of 

interaction can be utilized with our cube, but inspiration can 

be drawn from their concepts. Measuring the speed at which 

tasks are performed would also be noteworthy.  
A point to be weary of is how much this technology relies 

on stereoscopic vision. There is an overabundance of depth 
cues that can confuse the human brain [7]. It is unclear if this 
affected the subjects in this test. 

Finally, we wish to expand both the types of interactions 
as well as explore how multiple users can make use of our 
display. These are key features that similar displays make use 
of. With our preliminary findings being promising we believe 
that these can be implemented into our display as well. The 
use of an LFD instead of the standard 2D screen should 
facilitate interesting options without the need for user 
tracking of any kind. 
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