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ADAPTIVE 2019

Forward

The Eleventh International Conference on Adaptive and Self-Adaptive Systems and Applications
(ADAPTIVE 2019), held between May 5 - 9, 2019 - Venice, Italy, continued a series of events
targeting advanced system and application design paradigms driven by adaptiveness and self-
adaptiveness. With the current tendencies in developing and deploying complex systems, and
under the continuous changes of system and application requirements, adaptation is a key
feature. Speed and scalability of changes require self-adaptation for special cases. How to build
systems to be easily adaptive and self-adaptive, what constraints and what mechanisms must
be used, and how to evaluate a stable state in such systems are challenging duties. Context-
aware and user-aware are major situations where environment and user feedback is considered
for further adaptation.

The conference had the following tracks:

 Self-adaptation

 Adaptive applications

 Adaptivity in robot systems

 Fundamentals and design of adaptive systems

Similar to the previous edition, this event attracted excellent contributions and active
participation from all over the world. We were very pleased to receive top quality
contributions.

We take here the opportunity to warmly thank all the members of the ADAPTIVE 2019 technical
program committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to ADAPTIVE
2019. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the ADAPTIVE 2019
organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope ADAPTIVE 2019 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the area of adaptive
and self-adaptive systems and applications. We also hope Venice provided a pleasant
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environment during the conference and everyone saved some time for exploring this beautiful
city.
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Coalition-based Multi-agent Approach for Implementing Ethics 
An assistive application case-study 

 

Nadia Abchiche-Mimouni 
IBISC, Univ Evry, Université Paris-Saclay, 

91025, Evry, France 
email: nadia.abchichemimouni@univ-evry.fr 

Etienne Colle 
IBISC, Univ Evry, Université Paris-Saclay, 

91025, Evry, France 
email: etienne.colle@univ-evry.fr

Abstract— This paper presents an adaptive multi-agent 
approach based on coalitions for ambient assisted living 
applications. Adaptation is crucial because the challenge is to 
deal with a dynamic environment in order to provide adequate 
services to an elderly or a sick person at home. Moreover, it is 
necessary to take into account constraints such as degree of 
urgency of the service, intrusion level of the system and 
person’s privacy. Ethical dimension is then important for the 
acceptability of such applications. The evolution of the degree 
of intrusion based on the degree of urgency and the availability 
of the communication devices of the ambient environment are 
particularly targeted by considering ethical dimension. The 
results show that not only ethics consideration allows better 
acceptability of the system, but also the performances are 
improved. 

Keywords-adaptation; agents coalitions; ethics. 

I. INTRODUCTION 
Adaptivity is widely studied as a capability that makes a 

system able to exhibit intelligent behavior. Moreover, 
software increasingly has to deal with ubiquity, so that it can 
apply a certain degree of intelligence. Our specific context is 
to assist an elderly or a sick person in loss of autonomy at 
home by providing assistive applications based on 
cooperation among a robot and Communication Objects 
(CO). Maintaining such people at home is not only beneficial 
to their psychological conditions but helps to reduce the 
costs of hospitalizations. Ambient assistive robotics can be 
defined as an extension of ambient intelligence, which 
integrates a mobile and autonomous robot and its embedded 
sensors and the CO present in the house. The interaction 
among the components in such systems is fundamental. 
Arnand & al. [2] the authors presented a coalition-based 
multi-agent system (MAS) for implementing an ambient 
assistive living framework that takes advantage of an 
Ambient Environment (AE): a robot and its embedded 
sensors, cooperating with a network of COs. The aim is to 
provide a service to the person in an adaptive way. A 
coalition of agents proposes a set of data and the way of 
combining these data in order to offer the desired service. 
Adaptation is needed because the context is dynamic and 
difficult to predict. Depending on the context, the same 
service can be achieved by different combination of the data. 
A MAS reifies the sensors, the CO and the robot, allowing 
the cooperation by means of coalitions formation. The agents 

combine the data according to their availability and the 
relevance. Moreover, the system has to deal with privacy and 
intrusion level so that one minimizes causing inconvenience. 
This work is based on our previous system COALAA 
(Coalitions for Ambient Assisted living applications), which 
is a coalition-based approach for implementing ambient 
assisted applications [1]. An improvement is proposed by: 
(1) embedding a Rule-Based Reasoning (RBR) module in 
the agents in order to reason about the coalition formation 
criteria, and (2) extending the scope of the adaptiveness to 
ethical, functional... The new approach can be considered as 
a general approach for implementing adaptation in ambient 
assisted applications. New CO can be added in a dynamic 
way and the way of forming the coalitions can be tuned by 
the user by introducing new rules in the system. 
The rest of the paper is organized as follows: Section II 
presents an ambient assisted living approach based on multi-
agent coalitions. Section III presents a generalized approach 
which deals with ethical dimension. Section IV highlights 
its benefits and shows the results validation. Section V 
concludes with some improvements and perspectives. 

II. COALITION-BASED APPROACH AMBIENT 
The principle of coalitions aims at temporarily putting 

together agents for reaching a common goal. The works 
[6][8][9] illustrate the relevance of coalition-based 
approaches for adaptiveness. The methods are various: either 
incremental, random or centralized. But, all of them proceed 
in two stages: (1) the formation of agent coalitions according 
to their ability to be involved in achieving a goal and (2) the 
negotiation stage among the coalitions in order to choose the 
one that provides the closest solution to the goal. The 
interests of the coalition-based formation protocols are the 
flexibility with which coalitions are formed and 
straightforwardness of the coalition formation process itself. 
The coalitions can get rid of dynamically reorganize with 
local and simple rules defined in the agents. 

A. COALAA 
COALAA is MAS-based on a coalition-based approach for 
ambient agents. Each agent in COALAA encapsulates a CO 
and decides in a local and proactive way when and how to 
contribute to the required service to the person. A more 
general notion than a service, called an effect has been 
introduced. An effect can be a particular lighting at a precise 

1Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-706-1
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place of the residence or the localization of a robot. The 
MAS configures itself for providing a solution according to 
the availability of the CO and the respect of criteria. Note 
that the goal is not to find the optimal solution but a solution 
close to the required effect. In the coalition formation 
protocol, the obligation to obtain the required effect and an 
intrusion level depending on the urgency of the situation, 
are the most important considered criteria. They are also 
used during the agent reorganization while trying to achieve 
a desired effect. The effect obligation criteria is used in 
priority while the level of intrusion is modified only if 
needed, i.e., to acquire new data and thus to activate the 
sensors likely to cause discomfort to the person. 

Figure 1. Architecture of COALAA 

As shown in Figure 1, several kinds of components are 
necessary to deal with the complexity of COALAA. An 
effect is modelled in the form of a triple <t;c;f> where: 

-t Є T, c Є C 
-T a set of task labels: localization, enlightening… 
-C a set of criteria: accuracy, efficiency, neighbourhood 
-F a list of factors: intrusion level, urgency degree… 

The designer of the system statically assigns the criteria, 
while the influencing factors are assigned by the end-user. 

The information handled by the system is classified into 
two types. This so-called persistent information, related to 
the application domain, puts together data about the 
structure of the residence and the features of the CO. The 
second type concerns volatile data mainly the measures 

provided by the sensors and the orders sent to actuators. The 
volatile data are distributed in each agent, while persistent 
data are stored in an ontology named AA (Ambient 
Assistance) [5][4]. The AA ontology contains four 
categories of information related to the application domain: 
The Home category for defining the structure of the 
environment, the CO category for knowing their 
characteristics and their operating mode, the User category 
for defining the user profile and the Task category that puts 
together the tasks and Services achieved by the system. 

The Gateway is a module for the standardization of 
information exchanged between the ambient environment 
and the MAS. Its role is to make the agents manipulating the 
common information format. This standardization is 
necessary because of the heterogeneity of protocols from 
different manufacturers. 

B. Agent internal architecture 
The agents of the MAS are created according to the 

ontologies concepts. Each agent is assigned an internal 
architecture able to take in charge the agent adaption and 
reactivity by using three main parameters that are: 
neighborhood, history, and ability. The neighborhood sets 
the list of agents that are close to this agent at a given time, 
according to the topological distance. The history stores 
previous perceived information that comes from the sensors. 
This is a simple succession of perceived data, which helps to 
consider the timescale during the process of coalition 
formation. The ability identifies the skills of the agent, which 
are directly related to the encapsulated CO. 

C. Agent behaviors 
In the process of the coalition formation, an agent may 

be either initiator or candidate. Any agent whose ability can 
partially meet the desired effect can be a coalition initiator. 
The initiator exchanges messages with other agents, 
potential members of the coalition, called candidate agents. 
The communication is based on exchanges of messages 
between the initiator agent and candidate agents. As soon as 
the overall ability of the coalition is close to the desired 
effect, the initiator agent is pending the negotiation phase. 
At the end of the coalition formation, each initiator agent 
that is the referent of a coalition is negotiating with other 
initiators agents to select the winning coalition. The 
coalition whose ability is the closest to the desired effect is 
the winning one. The concept of ability is generic. In the 
localization application example, it is instantiated by the 
measure precision. The principle is simple. Each initiator 
agent sends a message that contains the ability obtained by 
its coalition. On receipt of this message, each initiator agent 
compares the ability of the coalition it received to its own 
one. If its ability is lower than that received, the coalition 
will be no more considered, otherwise, it is a winning 
coalition up to receiving a new message. Apart from the 
desired effect, the formation of coalitions uses other criteria 
such as the topological neighborhood to reduce the response 
time or the obsolescence of a measure when the desired 
effect depends on sensor data. Thus, the first step is the 
identification of candidate neighbors according to its own 

2Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-706-1
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location in the environment (defined by the topological 
distance) and the desired effect. The aim of this strategy is 
to ensure that a result will be provided. For that purpose, the 
first selection criteria considered is the topological distance. 
Once all candidate agents are known, each initiating agent 
continues the selection of candidates based on the recent 
measures criteria. When no coalition is able to meet the 
desired effect, a new search for a successful coalition is 
restarted after having relaxed the constraints on certain 
criteria. Indeed, it is possible to increase the level of 
intrusion of the system despite of the tranquility of the 
person at home. This authorization to increase the level of 
intrusion allows, for example, operating a pan-tilt camera of 
the robot in order to acquire new measures and restart the 
process of searching for a winning coalition. This point is 
sensitive because there is a risk of violating the person’s 
privacy. The protocol of coalition formation is composed of 
two distinct steps. The first step consists in forming 
coalitions of agents according to their ability. The second 
step is a negotiation and refining phase so that the best one, 
in satisfying the desired effect criteria, is chosen. Figure 2 
summarizes the agents’ behaviors. The baseline algorithm 
proceeds in three steps. After initialization, the exchanges 
among agents follow three main actions: formation of all 
possible coalitions for each referent, selection of the best 
coalition according to the coalition precision, deployment of 
the winning coalition. 

The agents’ interaction semantic is based on speech act 
theory [11], allowing the agents to assign a semantic to each 
message by defining a message a type. The most important 
types are: Request, Response, Initiate, Acknowledge, 
Accept and Negotiate. 

Figure 2: Agent behaviors 

D. Discussion 
 COALAA shows the feasibility and the relevance of 

coalition-based MAS for ambient assisted scenario. It also 
shows that it is possible to deal with privacy criteria while 
building the coalitions. This is due to the high degree of 
adaptability of the coalition formation algorithms. To fit the 
obligation for the system to give a result, COALAA 
required the user for manually assign a priority to the 
criteria and the bounds for the values of the criteria. The 
next section illustrates this weakness and shows a 
generalized way of solving this problem. 

III. A GENERALIZED CRITERIA MANAGEMENT COALITION 
FORMATION (COALAA-GEN) 

Figure 3 shows an example scenario. A robot in the 
person's home; the patient has fallen. To move towards 
her/him and to guide its camera to the remote caregiver, the 
robot has to be located first. A visual contact will then help 
the remote caregiver to perform a correct diagnosis of the 
situation. Depending if the robot is the room P1 or the room 
P2, the CO required are different. 

Figure 3: Fall detection scenario 

Figure 4 illustrates how the MAS solving this problem. 
More details can found in [3]. Three kinds of CO are 
involved: a robot pan-tilt camera, a fixed camera and a 
presence detection sensor. Three respective ambient agents 
encapsulate these three CO: a Presence Detector Agent 
(APD), a Fixed Camera Agent (AFC) and a Pan-Tilt 
Camera Agent (APTC). Visual markers like Data matrix are 
associated with each camera. Following the fall of the 
patient, a request for a localization effect is generated in the 
form of a triple <t;c;f> where t is a localization task which 
matches with the desired effect, c matches with a singleton 
containing the precision criterion needed for the localization 
task and f matches with a set containing two influencing 
factors that are the intrusion level and level of urgency. In 
the considered scenario, we have considered a precision 
equal to 0.1, a level of urgency equals to 3 (three levels of 
urgency are considered: low=1, medium=2, high=3) and an 
intrusion level initialized to 0 (the less intrusion level). So, 
the triple becomes: <Locate;f0:1g;f3;0g>. The Interface agent 
(AI) has received the desired effect and then broadcasts the 
request InitCoal (<Locate;0:1g;f3;0g>) to all the agents of the 
MAS. As soon as each agent receives the desired effect, it 
checks its ability. As all sensors in the environment have a 
precision that is not better than the desired effect, each agent 
initiates a coalition with immediate neighborhood. In this 
figure, only interactions with APD agent are shown. 
Assuming that all agents are topologically close, APD 
broadcast a coalition formation request by sending an 
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InitCoal message. Each agent receiving the initialization 
message checks if its ability is adequate with the request of 
coalition formation. If yes, it sends an acceptance message 
labelled AcceptCoal to be a candidate. Such a message 
contains the precision of the agent. APD adds progressively 
answer acceptance, and accumulates the abilities, which are 
the precision in the considered localization task. By this 
way, it calculates the overall ability of the coalition until it 
reaches that of the desired effect. Then, it sends ACKCoal 
acceptance to confirm the membership of the candidate to 
the formed coalition. The next step is to activate the 
coalition. The robot moves to the place designated by the 
coalition and guides its pan-tilt-camera to the remote 
caregiver. First of all, the distant user has to verify that the 
person is in his field of vision, so it can perform a correct 
diagnosis of the situation and adopt an adequate action. 
Conversely, if the person is not well located the system 
restarts searching for a new result, after having increased the 
intrusion level. This allows the cameras to be moved 
randomly so that the chances of getting a visual marker are 
increased. The consequence will be improving the precision 
of the result. 

Figure 4: Interaction diagram 

A. Agent rule-based reasoning module 
The previous scenario shows that criteria management is 

critical. Indeed, obtaining a successful coalition depends on 
the order in which the criteria have been considered. In the 
above scenario, if the first considered criterion was the level 
of intrusion (instead of the precision), then the first result 
would have been the correct one. Then, the question could 
be the following: why can one not have a management 
criteria step integrated in the coalition formation process? 
This is the main contribution of this work. We have 
introduced into each agent of COALAA a Rule-Based 
Reasoning (RBR) module responsible of determining a 
priority of the criteria to consider according to the context. 
The RBR is also responsible of assigning and adjusting the 
criteria values. The RBR is used for interleaving the 
execution of the behaviors in a dynamic way. 

The RBR is composed of a Knowledge Base (KB) and an 
inference engine. The KB contains a set of rules and a set of 
facts. The rules are given in the form of implications. The 
facts describe the state of the world. The inference engine is 
a special interpreter that controls the triggering of the rules 
according to the KB. The form of a rule is: IF <antecedent> 
THEN <consequent>, <antecedent> is the condition that 
must be satisfied to trigger the rule, <consequent> is the 
performed action when the rule is triggered. Antecedent is 
satisfied if the condition matches the facts in the KB. 

Instead of having a procedural control, each behavior is 
modelled by a production rule whose activation condition is 
precisely the context of its execution. The behaviors of the 
agents are associated with trigger conditions. These 
conditions represent the context that makes behaviors 
possible to be executed. Explicit chaining between the 
behaviors is no more needed since the inference engine 
triggers the rules. For example, the AcceptCoal behavior is 
chained with the InitCoal behavior. So, the InitCoal behavior 
is executed once the AcceptCoal behavior is terminated. The 
rules below express in Jess syntax [12] that if an agent has 
in its working memory an InitCoal message and if the agent 
has an ability ?x, so the rule can be triggered. In this case, 
the core of the behavior associated with the rule is executed. 

(defrule check-ability"accepts to join coalition if required ability" 
(Message InitCoal ?x)(Ability ?x)=>(assert (Behavior AcceptCoal ?x))) 
(defrule perform-ability"Create an accept message" (Behavior 
AcceptCoal ?y) => (bind ?m (createMessage (AcceptCoal ?y))) 

As said earlier, agent architecture is endowed with a 
RBR module responsible of a declarative reasoning process. 
It consists in an inference engine that implements a decision 
module. The facts represent the knowledge that have been 
extracted from the ontology, the perceived data and the 
exchanged messages among the agents. For that purpose, a 
set of rules is defined to determine, depending on the 
context, the most relevant criteria to consider first at each 
step of the coalition formation process. When the coalition 
proposed by the system is not a correct one, the RBR is in 
charge of determining the most relevant criteria to relax or 
to modify. The involved rules in this case are some kinds of 
heuristics that guide the coalition process in managing the 
criterion. For example, if a coalition does not include a CO 
whose precision is sufficient, it is advisable to relax the 
intrusion level. This increases the degree of freedom of the 
system regarding to its actions allowing the cameras to be 
activated or lights to be switched on. Another use of the 
RBR for the management criteria concerns the addition of 
new criterion such as data freshness. It is sometimes more 
relevant to consider not sufficiently precise data if they are 
very recent. For example, a presence detector can only 
inform that the person is situated in a particular room. 
Suppose that a particular presence detector "informs" that 
the person is in the room R1 and a camera "shows" that the 
person is in the right corner of the room R2. Obviously, the 
information given by the camera is more accurate, but if it is 
too old it should be obsolete and will not help correctly 
locating the person. It is suggested here to consider the date 
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of perceived information for determining the priority of the 
criteria. 

Note that exception handling is not provided in the 
current version of the system. 

IV. ADAPTIVENESS MULTI-DIMENSIONALITY 
The results are obtained in a real environment composed 

of heterogeneous sensors and markers. The platform 
includes several sensors of the market and dedicated sensors 
developed in our laboratory. The environment is composed 
of three rooms equipped with a set of sensors and the robot 
with its own sensors. The localization is based on 
goniometric measurements provided by robot on-board 
sensors and environment sensors. These can provide 
localization information allowing the localization of the 
robot in its environment using real-time data either from the 
robot on-board sensors or from the sensors in the 
environment. COALAA-GEN has been implemented using the 
Jade multiagent platform [5], where each agent embeds an 
instance of Jess. The production rules are given as a text file 
input parameter to the agents. 

A. Computational adaptiveness 
COALAA-GEN and COALAA have been compared to the 
well-known CNP protocol [7]. The Figures below shows the 
obtained results. The tests have been performed with a 
dozen scenarios. Each scenario has been executed with 
CNP, COALAA and COALAA-GEN. For COALAA and 
CNP, different values for the criteria have been 
experimented. COALAA-GEN has been tested with the 
same collected data, without any user intervention for 
criteria management. The figures below summarize the 
results.  

Figure 5 shows the number of formed coalitions 
depending on the number of agents present in the MAS. The 
preferred strategy in our approach is to obtain a maximum 
number of coalitions that meet the selection criterion. The 
goal is to maximize the number of solutions to meet the 
request to increase the chances of securing a result. The 
number of coalitions is less than or equal to the number of 
initiators. In terms of the number of formed coalitions, the 
Contract Net protocol is less efficient than COALAA. 
COALAA-GEN gives the result with fewer numbers of agents. 
This can be interpreted by the fact that "intelligent" criteria 
management helps the agents to be more relevant for 
coalition formation. The response times are compared (see 
Figure 6). This time corresponds to the time spent in 
calculating the coalitions, including the message exchanges. 
The fact that the number of coalitions that the CNP can form 
is lower than the number of initiators has a direct effect on 
the response time. It also impacts the number of exchanged 
messages (Figure 7). The curve representing the number of 
exchanged messages follows the same rate for CNP, 
COALAA and COALAA-GEN. However, COALAA-GEN 
shows a higher number of exchanged messages. Unlike the 
CNP, COALAA and COALAA-GEN avoid system crashes, 
by a progressive coalition formation, which in contrast 
increases the number of exchanged messages. In terms of 
time response COALAA, COALAA-GEN and CNP are 

almost similar; CNP is slightly better in terms of response 
time. But in terms of obtained COALAA-GEN is the best. 
Indeed, a failure can be catastrophic and thus the few 
milliseconds delay in the response time may be 
insignificant, if success to complete the task is assured. This 
is explained by the fact that COALAA-GEN continues 
reorganizing until a solution is found (even with 
deteriorated criteria). 

Figure 5. Formed Coalitions 

Figure 6. Response time 

Figure 7. Exchanged messages 

B. Methodological and functional adaptiveness 
The genesis of the MAS is done automatically in 

COALAA-GEN. This is a very important feature of the 
system. In fact, modifying the AE, by adding or suppressing 
CO, automatically updates the ontology and triggers 
automatic MAS reconfiguration. In case of such 
modifications, the user does not need to do any specification 
to make the system adapting its architecture to AE dynamic 
updating. This ability is qualified by methodological 
adaptiveness. We refer to functional adaptiveness while 
dealing with services that the system can offer to the user. 
The description of the ability of the CO used by the agents 

5Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-706-1

ADAPTIVE 2019 : The Eleventh International Conference on Adaptive and Self-Adaptive Systems and Applications

                           14 / 115



to construct services according to the "effect description" is 
included in the "task" ontology part. This allows the agents 
to perform an automatic detection of their ability to perform 
an effect. 

C. Ethical adaptiveness 
An original specificity of our system is that it deals with 

ethical dimension in an adaptive way. Adding ethical values 
as criteria for forming the coalitions ensures this specificity.  
The level of intrusion of the system is modelled in such a 
way that it is upgraded only in case of emergency and if the 
user wishes to. Moreover, the personal data are stored in the 
equipment of the house and are uploaded only if needed by 
the distant caregiver and if the user has agreed. The degree 
of intrusion of each CO is modelled in the ontology as an 
attribute associated to the CO concept. The personal data are 
kept locally in the agent and are not stored in the distant 
ontology. But if the distant caregiver needs it (in case of 
emergency), the private data are uploaded, with a special 
status that is, volatile. This means that they are deleted from 
the distant storage as soon as they have been used. In the 
presented scenario, only two ethical criteria have been 
considered: the level of intrusion and the data privacy. They 
have been modelled as criteria for coalition formation. 
Adding new criteria is performed by adding new rules: 

(defrule crit-manag-001"add new criteria" (Crit ?type ?name) 
=>(assert (Coal Crit ?name))) 
(defrule crit-manag-002"assign new criteria for coalition formation" 
=>(modify (Coal Crit ?name))) 

D. Control adaptiveness 
The fact that an inference engine has been employed 

instead of a procedural algorithm has a direct effect on the 
intelligence of the system. The behaviors are involved only 
when their associated rules are triggered, which are 
themselves triggered when some declarative conditions are 
met. Since the conditions of the rules can be modified 
without any procedural modification, the control of the 
execution of the behaviors is completely adaptive. The user 
can control and modify the execution of the behaviors even 
at run time. Furthermore, the system is also able to detect 
missing information that is able to lead to the execution of a 
particular behavior. This is ensured by backward chaining 
rules. The engine seeks steps to activate rules (when 
necessary) whose preconditions are not met. This is 
illustrated by the given below: 

(defrule ctrl-001"alarm occurred, but no behavior to trigger" 
(Alarm ?x ?y)(not (Behavior ?z ?t))  
=> (assert (Backward ?z ?t))) 

More generic the rules are, more the system intelligence 
can be improved. 

V. CONCLUSION AND PERSPECTIVES 
We have introduced a new general approach for 

improving adaptiveness in ambient assistive applications by 
adding ethical dimension. A RBR module has been 
embedded in the agent architecture to dynamically assign 

the criterion to consider during the coalition formation 
process and we proposed to deal with the adaptation at 
different levels. The adaptiveness has been considered 
according to four dimensions: (1) computational dimension: 
during the coalition formation process, (2) functional and 
methodological dimension: while service modelling, (3) 
ethical dimension: associating the intrusion level to the 
degree of emergency, (4) control dimension: for behaviors 
triggering and criteria management. We have compared the 
obtained results with those previously obtained without the 
RBR, and we have observed that the adaptiveness has been 
improved without any performance degradation. The 
feasibility of this general approach has been showed on a 
usage scenario to remove the doubt of a false alarm in fall 
detection. The first results are promising. Current and future 
work concerns modelling of ethical criteria in the ontology 
so that one can deal with various situations and contexts. 
Indeed, recent works [5][10] links ethics and automated 
reasoning in autonomous systems and artificial intelligence. 
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Abstract—Medical image processing provides an important help
for establishing diagnoses for several pathologies. In medical
imagery, image segmentation is crucial for several applications
such as lesion detection and delimitation, and tracking of disease
evolution. Different image segmentation approaches have been
proposed. However, the segmentation parameters are beforehand
adjusted in most of those approaches. The latter do not allow
the segmentation process to handle all the situations that can
be found in the images. The goal of this paper is to introduce
a new multi-agent approach for self-adaptive segmentation of
Magnetic Resonance Image (MRI) data. Our approach is based
on situated agents that interact together, and where each agent
can perform discontinuity detection or similarity detection. Each
agent parameters rely on its location in the image. That approach
was implemented and tested on MRI data, and the first results
are promising.

Keywords–Image processing, image segmentation, multi-agent
systems, Self-adaptation.

I. INTRODUCTION

In the last decades, medical image processing was one of
the most active research fields in computer science. Segmenta-
tion is the most important and critical stage of the image pro-
cessing. The high diversity of images and the inhomogeneity
of artefacts’ distribution within the images, such as noise and
Intensity Non-Uniformity (INU) in Magnetic Resonance Image
(MRI), require the segmentation process to be adaptive so that
it can handle both the expected situations and unexpected ones.

Segmentation consists in partitioning a digital image into a
set of separated regions, and it is mainly used to extract objects
of interest present in an image. Several image segmentation
methods were published in the literature. Those segmentation
methods are mainly classified as follows [1]:

• Edge-based segmentation: Edge-based methods aim
to find the places of rapid transition from one to
other regions of different brightness or color value
[2]. The edge is determined by the extreme of the
first order derivative or a zero crossing in the second
order derivative of the pixels’ intensity function [3].
One of the first and most efficient techniques, in this
approach, is the Canny edge detection algorithm [4].

• Region-based segmentation: Region based segmenta-
tion methods use a set of predefined criteria [3] to de-
compose an image into regions that contain connected
pixels with similar properties. Most of the existing
solutions use spatial information (pixel positions) with
brightness information in the classification process of
pixels. One of the most effective techniques is the
region growing algorithm [5].

• Other techniques: Some of the segmentation methods
described in the literature cannot be classified in the
two previous categories. Most of them were borrowed
from other disciplines and applied to image segmenta-
tion problem (genetic algorithm [6], graph theory [7],
neural networks [8], etc.), or multi-agent systems (ant
colonies, particle swarm optimization).

Multi-agent systems offer a set of properties that allow making
image segmentation adaptive. They take into account several
unexpected situations within the same image, or for a set
of images. In recent years, many works have been published
on image segmentation using multi-agent systems (for further
details see [9]). Even if they are able to successfully achieve
the image segmentation task, most of those multi-agent ap-
proaches are based on centralized agents and do not exploit
the full advantages of multi-agent systems such as coordination
mechanisms.

This paper introduce a new multi-agent approach for image
segmentation and its application to MRI data. The system built
with that approach is composed of two types of agents: Dis-
continuity agents and Similarity agents. Discontinuity agents
use image gradient for boundaries detection. Similarity agents
generate then homogeneous regions in an iterative and adaptive
aggregation process. This process uses the results provided by
the discontinuity agents that work on gray level intensity of
pixels. Each agent self-adapts to the image data by tuning the
best parameters according to the part of the image where it is
located.

The paper is organized as follows. Section 2 describes and
analyses existing multi-agent image segmentation approaches
to show that the adaptation in such approaches is an open
issue. Section 3 introduces the proposed multi-agent approach
and we show how agents self-adapt according to the content
of the image where they are located. Section 4 presents the
implementation and the experimental results. Finally, Section
5 summarizes the contribution and describes some perspectives
of this work.

II. RELATED WORK

Image segmentation is a very active field of computer
science. Several approaches have thus been proposed (see
[10]). To improve the efficiency of those segmentation ap-
proaches and to explore new ideas, recent works have proposed
to use multi-agent systems to distribute the segmentation
process, allowing adaptive processing in several cases. This
section describes and analyses those multi-agent segmentation
approaches.
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Liu and Tang [11] introduced the first adaptive approach
for image segmentation. They developed a multi-agent system
based on a set of reactive agents operating in a 2D image.
Agents select their behavior (breeding, moving and vanishing)
according to local stimuli of the environment. Each agent ex-
plores the environment searching for a pixel of a homogeneous
segment. After detecting this pixel, the agent breeds offspring
agents in their neighborhood aiming to find the rest of the
segment. Such behaviors is a kind of adaptation to the image
content.

For the approach presented by Duchesnay et al. [12], the
segmentation is performed in two steps:

• a pre-segmentation (using a quadtree for region de-
tection and an edge detection algorithm for contour
detection),

• and a merging process (using agents interaction).

In the first step, the system generates a set of regions and
contours. They are then used to create a society of agents
that are organized as an irregular pyramid and interact to
make merging decisions. This process is repeated until the
stabilization of the system. Agent self-organization, throw the
merge process, can be considered as a self-adaptation of the
organization according to the extracted segments of the image.

In [13], Germond et al. presented a framework for MRI
image segmentation based on the cooperation of three different
modules (a multi-agent system, a deformable model and an
edge detector). The multi-agent system is composed of two
different types of agents (region agents and edge agents).
Those agents use information provided by the deformable
model and the edge detector. Agents, in this system, adapt their
processing according to the results provided by the previous
modules.

The approach presented by Bourjot et al. [14] uses a swarm
mechanism inspired by the collective web weaving behavior
of social spiders for 2D grayscale image segmentation. The
approach is modeled as a multi-agent system where reactive
agents represent spiders exploring their environment, namely
the input image. During this exploration and according to
their behavior, agents interact together, select one of the
three different actions (move, fix silk and return to web) to
weave webs. Self-switching between behaviors according to
the image data is also a kind of adaptation of agents to different
situations.

Recently Arbai and Allioui [15] proposed a multi-agent
system for the detection of Alzheimer lesions in MRI im-
ages. The system is divided into three main parts: the data,
the knowledge, and the agents. In this configuration, three
different sorts of agents (supervisor agent, analysis agent and
segmentation agent) use the knowledge part to perform the
segmentation of the MRI image according to the data part. This
data represents the input image in addition to some information
extracted with pre-treatment.This approach is based on the
cooperation of agents using different segmentation methods.

Generally, MAS-based image segmentation relies on clas-
sical image segmentation algorithms. They encapsulate those
algorithms in agents. They then endow those agents with
interaction and coordination mechanisms to reach the global
goal which is the partition of an image into its structural parts.
However, in most of the published works, authors proceed

by a fixed (off line) parameter tuning for all the parts of the
image where agents process. So, agents perform segmentation
task uniformly in the whole image. Such an approach does
not allow processing images where artefacts are not uniformly
distributed, such as MRI data.

In this work, we introduce a novel approach that allows
agents to self-adapt to the image data, so the processing will
be specific to each part of the image where an agent operates.

III. A NEW MAS APPROACH

In the proposed multi-agent based approach, segmentation
is based on the collaboration of different types of agents.
The latter are situated in an environment, which is a two
dimension MRI image. Those agents interact to achieve the
image segmentation. Two kinds of agents are used and are built
aiming to get benefits on the discontinuity and the similarity
properties of pixels. The discontinuity allows finding boundary
pixels of regions, while the similarity allows the agglomeration
of all pixels sharing a similar gray level intensity. The two
populations of agents cooperate to accomplish their goal: parti-
tioning the image into homogeneous regions. The segmentation
process is described in Figure 1. The two main phases of the
system are: discontinuities detection and similarities detection.

Figure 1. The two stages of image segmentation.
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We show, in the following subsection, that similarity agents
are self-adaptive and perform region growing according to the
sub-region where they are situated. Each agent calculates the
used parameters according to the artefacts in the part of the
image where it operates, namely the noise and the Intensity
Non-Uniformity (INU).

A. Discontinuity detection

Discontinuity agents (DAgents) are created and uniformly
dispersed on the image. The image is decomposed in areas,
where each one is associated with a DAgent. DAgents are
thus situated; they execute their behavior without moving from
their positions. They first calculate the standard-deviation of
the image data at the pixels in their respective areas. If the
calculated standard-deviation is bellow a given threshold, each
agent labels all the pixels of its area as probably region pixels
(Class 1). Otherwise, the agent estimates the gradient of the
pixels included in its area using a Sobel Filter [16]. The
gradient is then used to perform a k-mean clustering. Pixels
with high gradient are labeled as boundary pixels (Class 2),
pixels with low gradient are labeled as region pixels (Class 1).
Finally, DAgent chooses in its area the pixel (labeled C1) with
the lowest gradient and creates a Similarity Agent (SAgent)
on that position, and provides it the pixel similarity threshold
(PST) which is set to the standard-deviation of its area.

B. Similarities detection

SAgents are mobile agents exploring the image, seeking
homogeneous regions to detect and to delimit. The agent
behavior and parameters are defined so that the regions of
the image can be extracted despite the alterations it contains,
which are the INU and the noise. After their creation, the
agents start their activity using the following behavior:

1) Exploration: A SAgent explores its environment
searching for a seed pixel. A seed pixel is a Class
1 pixel with no Class 2 pixels in its neighborhood.
The size of the neighborhood can be set manualy
according to the content nature of the processed
images. It is low (3 x 3) for images that contain a
lot of details such as outdoor images, and it is higher
for images with vast homogeneous regions such in
several medical images. When encountering a seed
pixel, the SAgent switches to the next behavior.

2) Region Growing: The method used in this step was
partially inspired by the work of Pohle and Toen-
nies [17]. Firstly, starting from its initial position,
a SAgent uses a random walk to self-adapt to the
homogeneous region in which it is moving, and
estimates its features. During this walk, the SAgent
considers all the encountered Class1 pixels with a
similar gray level, up to the threshold PST. The latter
depends on the SAgent, and it was communicated
by the DAgent. Its value depends on the intensity
of the pixels forming the neighborhood of the seed.
Secondly, the SAgent uses the set of explored pixels
to calculate the features of its region (i). The used
features are the gray level mean Ei and the standard
derivation σi. Finally, these features are used to per-
form a standard region growing. The SAgent, starting
from its seed pixel, iteratively adds to its region,

all the surrounding pixels satisfying the assimilation
predicate P and then, updates its region.

P (Pixel) =

{
true if I(P ) ∈ [Ei ± (σi × α)]

false otherwise

where I(P ) is the intensity of the pixel P , and α is an
adjustment parameter. This processing is iterated until
no more adjacent pixels can be added. The result of
this step is generally an over-segmented image with
too many regions. This over-segmentation has to be
refined using a merge operation.

3) Region Merge: In this step, The SAgents interact
together to expand their regions by merging with
those of their neighbors. Two SAgents are considered
as neighbor if they have adjacent region borders.
During their interaction, the SAgents use the contract
net protocol [18] to evaluate the relevance of the
merge of their two regions. Each SAgent evaluates
the benefits of a merge by comparing the standard-
derivation of its region before and after the merge.
All possible merges are considered, and the SAgent
selects the one that minimizes the resulting standard
derivation. Then, the SAgent performs the merge of
its region and the chosen one. Lastly, the agent that
has performed the merge updates its list of neighbors
and starts looking for another merge, while the other
agent (involved in the merge) will be deactivated.
The process is repeated wwhile a merge is possible
between two neighbors.

4) Region Finalization: the purpose of this step is to
calculate the final borders of the detected regions. It
also allows the smoothing of the obtained regions.
Each SAgent browses the pixels situated inside its
region that were initially excluded during the region
growing step. The SAgent then assimilates all the pix-
els that satisfy the assimilation condition according to
the new region assimilation parameters.

When no more agents are active, the system stops and the
set of the non-overlapping obtained regions are displayed.
Similarity agents self-adapt to the levels of the artefacts in
their respective sub-regions by calculating and using suitable
parameters. In classical methods for MRI segmentation, a first
stage for INU elimination must be performed, where it is
not always successful and it is time-consuming because of its
iterative nature

IV. IMPLEMENTATION AND EXPERIMENTS

For the implementation of our approach, we choose to start
from scratch instead of using an existing platform such as
JADE or MADKIT. Our Multi-agent system is composed of
reactive agents with simple behavior and very low commu-
nication. Thus, we use the CSharp language and Microsoft
.Net Framework to implement our agents as generic classes.
We believe that this implementation allows us to keep full
control of the system and allows optimizing its performance.
C Sharp has already been used in multi-agent simulations [19]
and it provides an efficient, reliable, and easy to program agent
framework for the development agent-based applications [20].

To validate the efficiency of the implemented approach,
some MR images from the Brain Web dataset are used.
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Experiments are performed on a PC with an I7 1.9 GHz
processor and 8 GB RAM.

For our experiments, we choose the Brainweb phantom
database that it is a MRI dataset produced by McConnell
Brain Imaging Center at Montreal Neurological Institute [21].
It provides different simulated brain phantom volumes, with
different simulation options among which values of noise
and intensity non-uniformity. In our experiments, we use bi-
dimensional slices extracted from T1 MRI with an image size
181x217, and a pixel size of 1mm x 1mm. Those images are
generated in 9 versions by varying the level of noise ( 5%,
7%, 9%) the level of intensity non-uniformity (0%, 20%, 40%)
called INU. The image shown in Figure 2a is a slice of an MRI.
It is an image with a high level of noise. It is provided to
the implemented multi-agent segmentation system as an input
image. The system uses then the approach described in the
previous section. First, we show, in Figure 2b, the different
regions forming the brain tissues by averaging the intensities
within the slice. Figure 2c represents a binary image of the
contours that are generated at the first step of the segmentation
process by the population of DAgents. Figure 2d introduces the
region corresponding to the white matter tissue of the brain at
this slice. We can notice that despite the high level on the
artefacts, the region was well delimited.

Figure 3 and Figure 4 introduce the results with two MRI
from the same dataset, with higher levels of INU (respectively
20% and 40%) and the high level of noise (5%). We can note
that despite such high level of deformation (Figures 3a,4a),
the obtained region contours, and the extracted white matter
region, introduced respectively in Figures 3c, 4c and Figures
3d, 4d were correctly computed.

(a) MRI Slice (b) Average Gray Level

(c) Detected Edges (d) WM Region

Figure 2. Segmentation example of a MRI slice with 5% of noise level and
0% INU.

(a) MRI Slice (b) Average Gray Level

(c) Detected Edges (d) WM Region

Figure 3. Segmentation example of a MRI slice with 5% of noise level and
20% INU.

(a) MRI Slice (b) Average Gray Level

(c) Detected Edges (d) WM Region

Figure 4. Segmentation example of a MRI slice with 5% of noise level and
40% INU.
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According to the visual results, we can note the potential
of our approach to segment MRI data, by considering the
whole volume, slice per slice. In particular, we have faced
the INU problem in MRI by making agents self-adapt to their
respective sub-regions, so the artefact was efficiently treated.
To quantitatively evaluate our approach, we conducted a set
of tests using the κ-coefficient (kappa), also known as Dice
similarity coefficient as the evaluation metric for the White
Matter region extraction. This coefficient is commonly used in
the medical image processing to evaluate the performance of
segmentation algorithms which has a predefined ground truth
information or dataset. It is calculated using the following
formula [22]:

κ =
2 ∗ TP

(2 ∗ TP ) + FP + FN
(1)

where TP , FP and FN are the numbers respectively of True
Positive, False Positive and False Negative instances of pixel
labeling. The value of the κ coefficient well expresses the
segmentation quality.

The results of our experiments are presented in Table I:

TABLE I. κ Coefficient calculated for white matter extraction with different
noise and INU levels

INU levels
Noise levels 0% 20% 40%
κ for 5% 93,4 94,9 94,7
κ for 7% 91,5 90,4 92,0
κ for 9% 91,2 89,5 90,5,
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Figure 5. κ coefficient evolution for White Matter extraction with different
noise and INU levels

Table I and Figure 5 show the effectiveness of our approach
for the White Mater despite the increase in artefact levels
occurring in the processed image. The obtained results show
that the increase in noise level has an impact on the quality
of the extraction, which is acceptable at such levels (5%, 7%
and 9%). This incidence is still minor compared to the level of
image degradation. Figure 5 also illustrates the robustness of
the approach against the INU artefact of the segmented image.
It thus reflects the adaptation that our system can demonstrate
in the execution of its task.

In addition to the intrinsic evaluation, we evaluate the qual-
ity of our results by comparing them to the ones obtained from
other segmentation methods published in the literature. For this
purpose, we used the comparison data provided by Yazdani et
al. [23]. The results introduced in [23] concern volumic data,
while ours are obtained from 2D slices. Nevertheless, this does
not significantly affect the κ coefficient in our case because it
is based on ratios of large sets of pixels or voxels.

TABLE II. κ Coefficient calculated for white matter extraction with different
noise levels and 20% INU level

Noise level
Approches 5% 7% 9%

Our System 92,0 94,0 93,0
EM 92,2 90,1 86,4

SPM 5 93,6 90,2 86,3
HMC 93,9 92,3 91,7
Fast 94,8 94,3 91,9
FCM 92,0 88,0 84,0

NL-FCM 91,5 89,8 83,2
UFBSMRI 94,9 94,4 92,2
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Figure 6. κ coefficient evolution for White Matter extraction with different
noise levels and 20% INU level with different approaches

In Table II and Figure 6, we can note that our multi-
agent system has acceptable results and has a good robustness
against increasing noise, compared to the methods involved in
the comparison. Due to the absence of data concerning the
other approaches for various INU levels, we were only able to
compare our results according to only 20% INU level.

With these results, we can assume that due to their capa-
bility of self-adaptation to their respective regions, the agents
of our approach do not need training data. Such a feature
allows the method to be usable for different images with
several artefact levels, without previous training. Also, agents
are weakly coupled, so they permit the physical distribution of
the method.
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V. CONCLUSION AND FUTURE WORKS

In this paper, we proposed a new multi-agent approach for
MRI segmentation. That approach is based on two different
populations of agents: Discontinuity Agents (DAgents) and
Similarity Agents (SAgents). These different agents interact
in an environment, namely the image, to perform its segmen-
tation. DAgents use image gradient and k-means classification
to distinguish boundary pixels from region ones. SAgents use
then the resulting classification during the region detection pro-
cess. SAgents start with an adaptive region growing algorithm,
where agents are competing to expand their regions. When no
more expansion is possible, SAgents collaborate the merge
their regions.

The proposed multi-agent approach does not require any
human interaction during the image segmentation. It also self-
adapts to different levels of image artefacts. Other advantages
of our approach are its capability of detecting many regions
in parallel during the segmentation process and its robustness
to noise and INU. Our approach gives promising issues for
the segmentation of different kinds of images. However, this
approach still suffers from some limitations such as the set-
ting of some parameters. Moreover, Other self-adaptive agent
strategies, such as social utility, will be considered in future
works.
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Abstract—The present contribution opens a reflection on what 
can adaptation mechanisms, inherent to multi-agent systems, 
bring for the implementation of ethical principles during the 
design and the implementation of e-health applications. 
Several works propose ethics approaches. But, since ethics 
values differ from one culture to another, it is not possible to 
have a general approach which can be used every time. The 
intuition is that adaptation capabilities is a good start. This aim 
of this paper is to raise ethics challenges in eHealth and discuss 
across interdisciplinary debate questions such as: which ethics 
to adopt for eHealth applications? How to implement ethics in 
eHealth applications? How can adaptation features help 
implementing the identified ethics challenges and questions? 

Keywords-ethics; e-Healtn; adaptation. 

I. INTRODUCTION 
The development of e-health, particularly thanks to 

machine learning methods and the use of Big Data places 
this type of application in the field of complex systems. In 
addition to the distributed aspect of the data and their 
heterogeneity, care units also require to be modeled as a 
complex system. The ethical issues inherent to the use of 
patients' personal data on the one hand, and the need to treat 
patients in an individualized and transparent way in the 
other hand, suggest that adaptation of paramount 
importance. Indeed, ethics requirements differ greatly 
between jurisdictions, institutions and cultures, while 
technological infrastructure is increasingly global and 
connected. 

Multi-agent system paradigm provides instruments to 
represent and manage distributed and/or heterogeneous 
entities characterized by autonomy, interaction, cooperation 
and proaction. So, adaptation characterizes such systems 
which are suitable for modelling complex systems. We think 
that Multi-agent systems provide a good omen as a tool for 
the design and implementation of ethic in eHealth 
applications. 

The aim of this paper is to raise ethics challenges in 
eHealth and discuss across interdisciplinary debate 
questions such as:  

• Which ethics to adopt for eHealth applications? 
• How to implement ethics in eHealth applications?  
• How can adaptation features help implementing the 

identified ethics challenges and questions? 
The next section illustrates why adaptation is needed in 

healthcare applications. Section III gives definition of ethics. 

Section IV gives a summary of existing computational 
approaches about ethics. The paper concludes by open 
issues. 

II. E-HEALTH 
E-health applications have been developed in many 

aspects of health. This concerns areas such as telemedicine, 
prevention, home care, remote chronic disease monitoring 
(diabetes, hypertension, heart failure, etc.) or electronic 
medical records. It is seen as a solution to major challenges 
such as the aging of the population and the management of 
dependence, universal access to quality care and the 
significant increase in expenditure and the explosion of 
chronic diseases. Therefore, many challenges await 
researchers and application developers in this area. The 
diversity of situations and the need to propose solutions 
adapted to individuals, populations and hospital 
practitioners opens the question of the adaptability and 
ethics that must be implemented [12]. 

III. DEFINITION OF ETHICS 
Ethics requirements differ greatly between jurisdictions 

and institutions, while technological infrastructure is 
increasingly global and connected. Moreover, ethics is not 
simply about compliance, but requires active reflection 
during the design process, especially for e-health 
applications. 

We adopt the definition of Cointe and his colleagues [5] 
because it explicitly states the ethics in a formal and easy 
way to implement when most authors remain vague. 
According to Cointe and his colleagues, ethics is a 
normative practical philosophical discipline of how one 
should act towards others. It encompasses three dimensions: 
1. Consequentialist ethics: an agent is ethical if and only if 

it weighs the consequences of each choice and chooses 
the option which has the most moral outcomes. It is 
also known as utilitarian ethics as the resulting 
decisions often aim to produce the best aggregate 
consequences. 

2. Deontological ethics: an agent is ethical if and only if it 
respects obligations, duties and rights related to given 
situations. Agents with deontological ethics (also 
known as duty ethics or obligation ethics) act in 
accordance to established social norms. 

3. Virtue ethics: an agent is ethical if and only if it acts 

13Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-706-1

ADAPTIVE 2019 : The Eleventh International Conference on Adaptive and Self-Adaptive Systems and Applications

                           22 / 115



and thinks according to some moral values (e.g., 
bravery, justice, etc.). Agents with virtue ethics should 
exhibit an inner drive to be perceived favorably by 
others. 

IV. IMPLEMENTING ETHICS AND ADAPTATION 

Almost all papers referring to the implementation of 
ethics in Artificial Intelligence (AI) focus on societal and 
legal aspect of the challenges. Very few works are done for 
implementing ethics values in AI. In [14], the authors have 
performed a survey from AAAI (Association for the 
Advancementof Artificial Intelligence) conférence on AI, 
AAMAS (International Conference on Autonomous Agents 
and Multiagent Systems), ECAI (European Conference on 
Artificial Intelligence) and IJCAI (International Joint 
Conference on Artificial Intelligence), as well as articles 
from well-known journals. They propose a taxonomy which 
divides the field into four areas: 
1. Exploring Ethical Dilemmas: technical systems 

enabling the AI research community to understand 
human preferences on various ethical dilemmas [1][4] 
[9]; 

2. Individual Ethical Decision Frameworks: generalizable 
decision-making mechanisms enabling individual 
agents to judge the ethics of its own actions and the 
actions of other agents under given contexts [3][6][7]; 

3. Collective Ethical Decision Frameworks: generalizable 
decision-making mechanisms enabling multiple agents 
to reach a collective decision that is ethical [8][10][11]; 

4. Ethics in Human-AI Interactions: frameworks that 
incorporate ethical considerations into agents which are 
designed to influence human behaviors [2][13]. 

This study offers an interesting overview of recent 
works on ethics. However, the adaptation dimension is not 
addressed when it is essential, especially for individualizing 
eHealth approaches. 

V. CONCLUSION AND PERSPECTIVES 
This article has outlined the elements that will help to 

draw some challenges and questions that could be raised 
about ethics, adaptation in healthcare domain. The state of 

the art in the domain of ethics in AI reveals that adaptation 
has not been addressed. Future works will concern the 
questions and scientific issues, such as adaptation 
mechanisms, raised at all the stages of the modeling, 
development, testing and deployment of e-health 
applications, in particular in multi-agent system domain. 

REFERENCES 
[1] M. Anderson and S. Leigh Anderson, "GenEth: A general 

ethical dilemma analyzer," In In AAAI, pp. 253–261, 2014. 
[2] C. Battaglino and R. Damiano, "Coping with moral 

emotions," In AAMAS, pages 1669–1670, 2015. 
[3] Joseph A. Blass and Kenneth D. Forbus, "Moral decision-

making by analogy: Generalizations versus exemplars," In 
AAAI, pp. 501–507, 2015. 

[4] J.F. Bonnefon, A. Shariff, and I. Rahwan, "The social 
dilemma of autonomous vehicles," In Science, 
352(6293):1573–1576, 2016. 

[5] N. Cointe, G. Bonnet, and O. Boissier, "Ethical judgment of 
agents’ behaviors in multi-agent systems," In AAMAS, pp. 
1106–1114, 2016. 

[6] M. Dehghani, E. Tomai, K. D. Forbus, and M. Klenk, "An 
integrated reasoning approach to moral decision-making," In 
AAAI, pp. 1280–1286, 2008. 

[7] A. Loreggia, N. Mattei, F. Rossi, and K. B. Venable, 
"Preferences and ethical principles in decision making," In 
The 2018 AAAI Spring Symposium Series, pp. 54–60, 2018. 

[8] R. Noothigattu et al., "A voting-based system for ethical 
decision making. In AAAI," pp. 1587–1594, 2018. 

[9] A. Sharif, J-F. Bonnefon, and I. Rahwan, "Psychological 
roadblocks to the adoption of selfdriving vehicles," In Nat. 
Hum. Behav., 1:694–696, 2017. 

[10] M. P. Singh, "Norms as a basis for governing sociotechnical 
systems," In ACM Trans. Intell. Syst. Technol.,5(1):21:1–
21:23, 2014. 

[11] M. P. Singh, "Norms as a basis for governing sociotechnical 
systems," In IJCAI, pp. 4207–4211, 2015. 

[12] D. F Sittig, A. Wright, E. Coiera, F. Magrabi and R. Ratwani, 
"Current challenges in healthinformation technology– related 
patient safety,"In Health Informatics Journal (Special Issue 
Article) pp. 1–9, 2018. 

[13] H. Yu, C. Miao, C. Leung, and T. J. White, "Towards AI-
powered personalization," In MOOC learning. npj Sci. Learn., 
2(15):doi:10.1038/s41539–017–0016–3, 2017. 

[14] H. Yu et al.,. "Building Ethics into Artificial Intelligence," In 
IJCAI, pp 5527–5533, 2018. 

 

14Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-706-1

ADAPTIVE 2019 : The Eleventh International Conference on Adaptive and Self-Adaptive Systems and Applications

                           23 / 115



Regulated Walking for Multipod Robots 

Jörg Roth 
Nuremberg Institute of Technology 

Faculty of Computer Science 
Nuremberg, Germany 

e-mail: Joerg.Roth@th-nuernberg.de

 
 

Abstract— Following a computed path is a fundamental task 
for robot motion. The goal is to compensate error effects, such 
as slippage and create a movement that minimizes the differ-
ence between planned and real positions. This problem be-
comes even more difficult in case we have legged mobile robots 
instead of wheeled robots. In this paper, we present an 
approach to regulate paths for multipods. It is based on 
explicit slippage detection and re-uses a trajectory planning 
component to compute regulation trajectories. The approach is 
implemented and tested on the Bugbot hexapod robot. 

Keywords – Multipods; Hexapod; Autonomous Walking; 
Path-Following; Trajectory Regulation. 

I. INTRODUCTION  

Multipod robots are robots with multiple legs, inspired by 
insects. Their main advantage is that they can walk over 
rough terrain or go over small obstacles. In contrast to bipe-
dal robots, multipods have a stable footprint, thus the control 
does not have to consider dynamics or balancing issues. 

In the context of task execution, a robot must follow a 
planned path to a target. Walking usually is slower than driv-
ing, but we have to face new problems: walking is much 
more imprecise. In addition, we have the concept of gaits – 
we first have to plan sequences of leg movements (i.e., servo 
commands) to move the whole robot. Even though we may 
consider multipods as holonomic vehicles, we get non-
holonomic constraints as a result of gait execution capabili-
ties. Certain sensor configurations may cause further restric-
tions. For example, a sensor that prevents falling downstairs 
ideally points in front, thus we may prefer forward walking. 

Our approach is based on the following ideas: 
 We introduce the concept of virtual odometry to ab-

stract from complex walking gaits. 
 We measure and compensate slippage as main 

source of disturbance. 
 We compute regulation trajectories to a pose ahead 

on the formerly planned path. 
 
To compute regulation trajectories we use the same ap-

proach as for the global path planning. However, as the re-
gulation trajectories are much shorter, the planning is much 
faster. 

In section 2, we present related work. In section 3, we 
present our regulation approach. Experiments are presented 
in section 4. Section 5 concludes the paper. 

II. RELATED WORK 

Research on path following and trajectory tracking has a 
long tradition in control theory [4][11][18]. The basic goal is 
to provide a formal representation of the so-called control 
law [1]. Both, the vehicle and trajectories are strongly 
formalized in order to derive quality statements, in particular 
regarding the controller's stability [2]. 

Model Predictive Control (MPC) [9][12] is based on a fi-
nite-horizon continuous time minimization of predicted 
tracking errors. At each sampling time, the controller gener-
ates an optimal control sequence by solving an optimization 
problem. The first element of this sequence is applied to the 
system. The problem is solved again at the next sampling 
time using the updated process measurements and a shifted 
horizon. 

Sliding Mode Control (SMC) is a nonlinear controller 
that drives system states onto a sliding surface in the state 
space [15][20]. Once the sliding surface is reached, sliding 
mode control keeps the states on the close neighborhood of 
the sliding surface. Its benefits are accuracy, robustness, easy 
tuning and easy implementation. 

The Line-of-Sight path following principle leads a robot 
towards a point ahead on the desired path. It is often used for 
vessels [6] or underwater vehicles [19]. The approaches dif-
fer how to reach the point ahead. Examples are arcs, straight 
lines or Dubins paths. 

Another approach explicitly measures and predicts slip-
page, in particular of wheeled robots. As this is often a main 
source of disturbance to follow a path, it is reasonable to 
model it explicitly. In [10], effects on motors are measured 
for this. [16] uses GPS and inertial sensors and applies a Kal-
man filter to estimate slippage. 

The majority of vehicles that are considered for the path 
following problem are wheeled robots because their behavior 
can formalized easily. Multipods are only rarely taken into 
account. [5] presents trajectory planning and control for a 
hexapod that mainly keeps the robot balanced in rough ter-
rain. 

Pure Pursuit describes a class of algorithms that project a 
position ahead on the planned trajectory and create a regula-
tion path to reach this position (e.g., an arc). Early work 
about Pure Pursuit is [17]. The basic version only tries to 
reach a position ahead without considering the robot's 
orientation [3]. Improvements dynamically adapt the look-
ahead distance [8]. 
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III. THE REGULATION APPROACH 

In contrast to easy to formalize wheeled robots, we have 
to face issues that make it difficult to apply a traditional ap-
proach based on control theory. First, walking is in general 
more error-prone than driving. As a result, we cannot exe-
cute regulation trajectories as precisely as expected. Second, 
as multipods may be different in the capabilities to execute 
certain gaits, we want to consider the set of possible walking 
commands as black box. As a consequence, it is not useful to 
integrate kinematic properties into the model. Finally, our 
regulation mechanism should directly consider obstacles and 
an arbitrary cost function, again given as black boxes. A cer-
tain regulation trajectory may not only be based on regula-
tion parameters, but also on the environment. 

Our approach was inspired by the pure pursuit idea. We 
project the current position ahead to the target and try to get 
there. We extend the basic idea in two ways: 

 We try to reach a planned configuration, i.e., posi-
tion and orientation. 

 We are not restricted to a certain primitive trajectory 
(e.g., arc) to reach the configuration ahead, but exe-
cute a full trajectory planning step. 

 
We re-use the trajectory planning both to compute a full 

plan to the final target, as well as for the regulation approach. 
As a benefit, both components produce output that can di-
rectly be used as walking command by the motion system. In 
particular, the motion capabilities are modeled in one place 
in the system. But we have to face two issues: 

 As the regulation component permanently calls a tra-
jectory planning, we have to consider execution 
time. In our approach, we thus apply an efficient 
trajectory planning approach [13]. 

 As we do not explicitly model a control law, we 
have to consider sources of disturbance, foremost the 
slippage effect. 

 
The regulation is embedded into a data flow as presented 

in Figure 1. We have the following major components: 
Navigation provides a point-to-point route planning in 

the workspace (i.e., without dealing with the robot's orienta-
tion). This component does not consider non-holonomic con-
straints. It computes a line string of minimal costs that in par-
ticular avoids obstacles. This component is useful to segment 
the overall path planning task. 

Trajectory Planning computes a walkable sequence of 
trajectories and considers non-holonomic constraints. 

Trajectory Regulation permanently tries to hold the 
planned trajectories, even if the position drifts off. 

Simultaneous Localization and Mapping (SLAM) con-
stantly observes the environment and computes the most 
probable own location and location of obstacles by motion 
feedback and sensors (e.g., Lidar or camera). The current er-
ror-corrected configuration is passed to all planning compo-
nents. Observed and error-corrected obstacle positions are 
stored in an Obstacle Map for further planning tasks. 

The Evaluator computes costs of routes and trajectories 
based on the obstacle map and the desired properties. Cost 

values may take into account the path length, expected ener-
gy consumption or the amount of turn-in-place operations. 
Also, the distance to obstacles could be considered, if, e.g., 
we want the robot to keep a safety distance where possible. 

The Motion System is able to execute and supervise walk-
ing commands by formalized gaits. It also considers slippage 
and provides Virtual Odometry. These concepts are de-
scribed in the following sections.  

In this paper, we assume Navigation, Trajectory Plan-
ning and SLAM already exist. We may use an approach as 
described in [13] for this. We here focus on Trajectory Regu-
lation. 

A. Gaits 

Multipods can walk in different ways. First, we can look 
at the actual trajectory, e.g., straight forward, sideways (i.e., 
crab gait), arc or turn in place. Second, we can distinguish 
the gait that defines the time sequence of legs on the ground 
(stance phase) or swing in moving direction (swing phase). 
An important observation: we can deal with trajectory and 
time sequence independently. This means, the respective 
trajectory shape is not influenced by the sequence pattern. 

Figure 2 shows the two phases for a specific leg. Let 
(fxi, fyi) denote neutral foot position. It marks the center of a 
stance movement from (fxi, fyi)+(sxi, syi) to (fxi, fyi)–(sxi, syi) in 
local robot coordinates. In world coordinates, the foot re-
mains on the ground at the same position (in the absence of 
slippage). We assume the stance movement is linear or can at 
least be linearly approximated. 

In the swing phase, the leg is lifted and moved in walking 
direction. The gaits define the cooperation of legs in the 
respective phases. Many gaits are known, e.g., Tripod, Wave, 
Ripple that differ in stability and propulsion [14]. We assume 
gait execution and the choice for a certain gait is encapsu-
lated in the Motion System component. 

 
Figure 1.  Data flow to execute walking tasks 

 
Figure 2.  Gait movement phases 
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B. Virtual Odometry 

Leg movement with a complex timing pattern is difficult 
to handle in the context of trajectory planning and regulation. 
For geometric computations the model of turning wheels is 
more convenient. This leads to the idea of virtual odometry: 
We transform walking to corresponding wheeled movement. 
We could think of roller-skates attached to the multipod's 
legs while the legs remain in neutral position. To fully de-
scribe gait movement with the help of virtual odometry we 
need 

 the neutral position (fxi, fyi), 
 the stance vector (sxi, syi) for each leg i, 
 the time tst that the gait resides in stance phase for a 

complete step of one stance and one swing phase. 
 
Note that tst depends on the respective gait (e.g., Tripod 

or Wave). For a small time t, a foot of leg i moves along the 
vector 

 









yi

xi

st
s
s

t

t
2  (1)

in local robot coordinates. We derivate over time. Not 
necessarily all legs move along the same vector, thus the ro-
bot's pose changes over time by 
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Here,  denotes a function that computes a roto-transla-
tion which maps all positions of the first list to positions of a 
second list, meanwhile minimizing the mean square error. 
There exists an approach based on Gibbs vectors [7] to set up 
and solve a linear equation system for . 

For   0, the robot walks along an arc with center 
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and curve angle . For  = 0, the robot walks along a 
straight line with direction (x, y). Considering both cases, 
the moving distance for a leg i over time t is 
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Note that a turn in place is considered as arc movement 
with arc center in the robot's center. 

We call i(t) the virtual odometry. It represents the ex-
pected portion of the overall moving distance of each foot 
when walking. 

C. Slippage Detection and Compensation 

In contrast to the expected walking distances, we now 
compute the real distances. We assume sensors (e.g., Lidar) 
and respective SLAM mechanisms that permanently measure 
the robot's real position. We consider these mechanisms as 
black box, but expect they detect the real pose change (x', 
y', ') after walking a time t. We assume during t, only a 
single movement pattern is executed. This obviously is 
wrong, if there is a change in the trajectory (e.g., changing 
from arc to straight). However, for small t, we can model 
both patterns by a single ('average') pattern, thus expect only 
small errors. 

For given (x', y', ') we can apply formulas (3) and (4) 
to get the real walking distances I'(t). We define 
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as the leg-specific slippage factors and 
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as the general slippage factor, where L is the number of 
legs. Obviously S1 in reality. S describes the slippage prop-
erty of the current bottom's pavement. E.g., S=2 means, the 
robot walks half as far as expected when executing a certain 
trajectory. The Si describe slippage per leg and could indi-
cate malfunctions in leg servos or feet that do not properly 
touch the ground. 

We are able to compensate slippage in two ways: 
 Only compensate the general slippage. 
 Also consider leg-specific slippage. 
 
The assumption is: what we measured recently is a good 

estimation for the nearer future. E.g., if we walk on a slip-
pery floor, we can consider the respective slippage factor to 
execute next trajectories because it is likely to reside on the 
same floor for a certain time. 

To consider the general slippage factor, we have to ex-
tend the respective trajectory by the discovered factor, e.g.: 

 Walking straight over a certain distance, we have to 
multiply the planned distance by S. 

 Walking on an arc, we have to multiply the planned 
arc angle by S. 

 
To consider the leg-specific slippage is more difficult. 

The problem: these factors do not only affect the trajectory 
length, but also its shape. E.g., if we want to walk straight 
with different factors Si for left and right legs, the robot 
effectively walks on an arc instead. A first approach would 
be to extend the respective stance vectors. E.g., if for a spe-
cific leg we get Si=2 (i.e., leg produces only half of the ex-
pected propulsion), we could multiply (sxi, syi) by 2 to com-
pensate this effect. This however is not always possible be-
cause the stance vector length is limited – either by the me-
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chanics, or because neighbor legs should not collide during 
walking. We usually are only able to shorten the stance vec-
tors. Our approach is thus to compute 

 )max(max iSS  , max/
~

SSS ii   (7) 

We use Smax as the general factor to extend the trajectory 
and multiply each leg's stance vector by iS

~
. Note that iS

~
1, 

thus a stance vector only can get smaller. 
It depends on the respective scenario, whether the com-

pensation only should consider the general slippage or apply 
a leg-specific compensation. The latter is only reasonable, if 
we actually expect a leg-specific slippage that may be result 
of malfunctioned legs. 

D. Regulation Trajectories 

When walking on a planned trajectory, the real position 
differs from the planned position. This is because the execu-
tion of walking commands is never absolutely accurate due 
to slippage and minimal mechanical impreciseness. The task 
is to compensate the differences during walking and to meet 
the planned trajectories. This problem is related to control 
theory, where a system tries to produce a desired output with 
the help of controllable input values. In the case of trajectory 
regulation, however, the desired output is a pose that usually 
cannot directly be achieved by adapting single values or by a 
primitive walking operation. Due to non-holonomic con-
straints a sequence of trajectories usually is required. 

Even though a certain multipod may support holonomic 
locomotion, not all trajectories may be suitable to get to the 
planned trajectory. E.g., we may have a cost function that 
considers a safety distance to obstacles, or we expect an 
ultrasonic sensor to always point in walking direction. To 
compute a regulation trajectory we thus need an additional 
planning step that (similar to the navigation and trajectory 
planning) minimizes a certain cost function. 

To explain our approach, we need some definitions. First, 
we need a function TP that provides a trajectory planning 
from start pose s to target pose t. 

  ),,(),,,()(  tttsssTPT yxyxi   (8) 

The result (Ti) is a sequence of primitive trajectories, i.e., 
expressible by simple walking commands (e.g., arc or 
straight). TP takes into account the route points from the 
navigation, the cost function and the obstacle map. We can 
consider TP as black box, but solutions are widely known. 
We, e.g., may use Rapidly-exploring Random Trees (RRT). 
Our implementation is based on sets of maneuvers that are 
combined using a Viterbi approach [13]. 

We further need to identify an expected pose e of a cur-
rent pose c. 

  ),,(),(),,(  cccTEeee yxiyx   (9) 

Expected means: the intended pose for a pose that is not 
on the planned path. If the multipod remains on the trajectory 

sequence, c and e are equal. But if the current pose leaves the 
planned trajectory, we have to introduce a notion of 'nearest 
pose on the trajectory', whereas we may have different 
definitions for this. The function E may be stateful or state-
less. A stateful implementation observes the current walking 
task and identifies the expected pose based on walking time 
or virtual odometry. As an example: we could measure the 
walking distance since the start of walking on (Ti) and iden-
tify the pose that has the respective distance from the start. A 
stateless implementation only identifies the nearest trajectory 
point based geometric distance computation. 

We finally need a function A that projects the current ex-
pected pose ahead. 

  deTAaaa iyx ,),(),,(   (10) 

Here, d describes, how much the current expected pose is 
projected ahead in target direction. Figure 3 illustrates the 
idea. 

i

Figure 3.  Idea of regulation-ahead 

We now compute a trajectory sequence (Ri) that brings 
the robot back to the originally planned trajectory. Our ap-
proach is to compute 

    dcccTETAcccTPR yxiiyxi ,),,(),(),(),,,()(  (11) 

The major benefit: we do not have to introduce a new ap-
proach to plan regulation trajectories, but re-use the function 
TP. One could suggest to bypass regulation trajectories and 
directly compute TP(c, t). However, the pose ahead is much 
closer to the current pose, thus a planning much more effi-
cient. Furthermore, we do not expect obstacles between cur-
rent and ahead pose, as the original path already is planned to 
be obstacle-free. In reality, we can compute (Ri) periodically, 
e.g., twice a second, without noticeable delay. 

We finally have to think about d: 
 For a small d, we force the robot to walk on sharp 

turns to restore the planned trajectory sequence. 
 For a large d, the robot walks a long time parallel to 

the planned trajectory before it reaches the meeting 
point. 

 
Both lead to higher costs – either because the path gets 

significantly longer or because the robot walks on positions 
with higher costs, besides the planned trajectory. Figure 4 
illustrates these effects. In this example, we planned a linear 
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trajectory and the real position is besides the linear trajectory 
with distance p, but with correct orientation angle. 

If both p and d are large, usual regulation trajectories 
contain two arcs. If p and d are small, the regulation trajec-
tory may be a spiral that starts in opposite direction, because 
arcs cannot be unlimited tight. This situation is unwanted, as 
the regulation first enlarges the distance to the planned 
trajectory. 

We want to investigate this effect. As a first observation, 
it heavily depends on the walking capabilities, in particular 
the set of primitive trajectories and minimal arc radii, in 
addition the cost function. We thus cannot give a general 
specification of a 'good' d. However, we can provide an idea 
to discover d for a respective scenario. 

Let | (Ri) | be the length of the regulation trajectories. We 
define 

 
d

R
q i )(
  (12) 

as the stretch factor. It specifies how much longer the 
regulation path is compared to the planned path. Figure 5 
shows typical curves of q. We used the trajectory planning of 
the Bugbot [13] for this chart. We planned only forward 
walking and penalized a turn in place with high costs. 

Due to the effect presented in Figure 4 (right), small d re-
sult in high q. At a certain point (here at d=40 cm) q is close 
to 1.0. For d>40 cm, we get only minor improvements of q. 
As a result, d=40 cm is a good choice for our setting. 

This is only an example for a certain scenario. If we want 
to discover an appropriate d for other scenarios, we have to 
consider the range of expected position errors (here p), but 
also the expected orientation errors. 

IV. EXPERIMENTS 

We implemented our trajectory regulation approach on 

the Bugbot (Figure 6). Bugbot is an 18-DOF hexapod based 
on the Trossen PhantomX Mark III platform. We added a Li-
dar device and further sensors for collision detection. A 
Raspberry PI 3B is used for main computations, e.g., route 
and trajectory planning, SLAM and trajectory regulation. As 
described in [13], the trajectory planning function TP in 
equation (8) can efficiently compute a first trajectory in less 
than 1 ms, even on the Raspberry PI. TP already considers 
obstacle avoidance and can integrate arbitrary cost functions. 

Even though we fully tested the approach on this plat-
form, it was difficult to create a huge number of different ex-
periments in reality. E.g., it is costly to test the slippage 
detection for different floors and different slippage factors. It 
is also a problem to adjust leg-specific slippage in reality in a 
fine-grained manner. We thus created a simulation environ-
ment that simulates the Bugbot on hardware- and physical 
level. A physical simulation component is able to compute 
gravitation, slippage and collision effects. The control soft-
ware is the same as on the real hardware, i.e., the simulator's 
Bugbot model is able to create sensor values and carries out 
native servo commands. 

Figure 7 shows an example to illustrate the effects of 

 
Figure 4.  Effects of large and small d, p 
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Figure 5.  Typical stretch factors (d, p in cm) 

 
Figure 6.  The Bugbot 

Figure 7.  Simple walking scenario 
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slippage compensation and regulation. We artificially as-
signed a leg-specific slippage of 2.0 for the three left legs. 
This means, without any compensation, the robot walks a left 
arc when planned to walk right (Figure 7 top, left). With slip-
page detection and compensation, the shape of the planned 
path is mainly represented. But because the compensation is 
applied not before a small learning phase, the shape is ro-
tated at the beginning (Figure 7 top, right). 

Figure 7 bottom shows the regulation. On the left we see 
an effect when the regulation tries to meet the planned path. 
Because the regulation trajectories are not executed properly, 
we see a constant offset. On the right, we finally see both 
mechanisms – after a learning phase, the planned trajectory 
is reproduced very precisely. 

Figure 8 shows a more complex example. Here we as-
signed again a leg-specific slippage of 2.0 and in addition a 
general slippage of 2.0. This represents a very difficult 
scenario. In the execution, both mechanisms were applied. 
We can see a great congruence of planned and walked path.  

V. CONCLUSIONS 

This paper presented an approach to the path following 
problem for multipods. We formalized gaits and introduced 
virtual odometry to abstract from the respective leg configu-
ration. Slippage detection and compensation is used to map 
planned trajectories to movement commands that are exe-
cuted more precisely. We compute regulation trajectories 
with the help of efficient trajectory planning already used for 
long-range path planning to the final target. 

The look-ahead distance currently is based on the devel-
oper's experience. Whereas small distances may lead to 
instabilities, larger distances only increase the time to meet 
the planned path and increase the cost value, thus are less 
critical. However, in the future we also want to make the 
ahead-distance as part of the controllable state.  
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Abstract—In swarm robotics research, simulation is often used to
avoid the difficulties of designing swarm behavior in the real
world. However, designing the controller of swarm members
remains a non-trivial task due to the complex interactions
between members and the emerging behavior itself. In this paper,
FRamework for EVOlutionary design (FREVO) is used as tool
for the design, simulation and optimization of swarm behavior for
a given problem. This paper demonstrates how FREVO can be
used to develop and optimize the behavior of the entire swarm
simultaneously by applying an evolutionary algorithm. A case
study consisting of twenty robots given the task of gathering
near a light source while keeping a minimum distance from each
other based solely on local information from simplistic sensors
is presented. Considering the need of a fitness function to guide
any evolutionary process which is a problem-specific function,
the robots’ controller is evolved according to a fitness function
depending on two factors: the robots’ proximity to the light source
and the ability to keep a minimum distance between the robots.
We examine in particular how the problem can be modeled and
how evolution can be applied to create a suitable controller for
the swarm members.

Keywords–Swarm robotics; Spiderino; Evolutionary optimiza-
tion;.

I. INTRODUCTION

Inspired by the fascinating collective behavior of fish,
birds, ants and bees, swarm robotics have gained an increasing
interest in the research community. The defining characteristic
of these groups is that the emerging swarm behavior is
significantly more complex than that of any individual member
[1][2].

Research in swarm robotics can be classified into two main
groups. The first one is concerned with hardware and considers
aspects, such as locomotion, size, communication and cost [3].
Examples for such hardware platforms for swarm research
are Kilobot [4], Colias [5], e-Puck [6], Jasmine [7] and the
Spiderino platform [8]. The second group deals with swarm
design using software simulation. The behavior and the inter-
actions among swarm members remain a complex topic [9]
especially in environments where dynamic interactions occur.
In particular, it is often difficult to derive the requirements for
an individual robot within a swarm from the desired global
behavior. This work focuses on modeling and designing swarm
behavior using the FREVO [10] software and tackles the
challenge of constructing robot behavior using evolutionary
principles which try to develop an optimal solution based on
a fitness function.

In the evolutionary process, the main challenge is defining
an objective (or fitness) function that is designed to reward
a desired behaviour of a swarm, which is highly based on
each problem individually. The applicability and performance
of a fitness function depends on the employed optimizer, thus,

there are no universally suitable fitness functions [11]. Never-
theless, many studies in the field of evolutionary optimization
have considered generic methods for fitness function design
[12][13]. The author in [13] categorized such methods into
a three-dimensional fitness space: Functional vs. behavioural,
Global vs. local, and Explicit vs. implicit. For instance, an
explicit function rewards the way in which a certain goal is
achieved, while implicit fitness is focused on how much the
goal is reached (e.g., a distance).

Furthermore, in the evolutionary process, moving the
evolved controller from simulation to real robots is still a big
challenge due to differences between the simulation environ-
ment and the real world, an issue is known as the reality gap
[14]. Within this paper the reality gap is partially addressed by
evolving behavior that can be run as code on real robots, and
by the definition of a fitness function that can be also evaluated
in an experiment with real robots. Further techniques for
addressing this problem include intermittently involving real
robots in the evolution process [15] and developing accurate
models for sensors and actuators [8]. However, a particular
assessment of real hardware behavior is outside the scope of
this paper.

Designing swarm behaviour by using evolution is mostly
an automatic design method that creates an intended swarm
behaviour as a result of a bottom up process starting from
interactions between very small components. The process
gradually modifies potential solutions until a satisfying result
is achieved. Such an evolutionary design approach is based on
evolutionary computation techniques and can be done either
on individual or on a swarm level. In [16], six components are
presented for consideration while designing swarm robotics
using evolution:

1) The task description: A highly abstract vision of the
problem should be created.

2) The simulation setup: The task description must be
transformed into an abstracted problem model.

3) The interaction interface: This interface defines the
interaction among agents, i.e., the swarm, as well as
their interaction with the environment.

4) The evolvable decision unit: The representation of
the system or the agent controller, for example an
artificial neural network or finite state machine.

5) The search algorithm: In this task, an optimization
method will be applied to the results from the above
steps like evolutionary algorithms.

6) The objective function: A problem-specific function,
often known as a fitness function, that guides the
search algorithm to a (semi) optimal solution.

Our approach in this paper is to evolve a controller for
a swarm consisting of 20 robots using evolutionary design
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that follow the six mentioned tasks above. The task is to
move within a threshold distance of a light source guided
only by simplistic sensors. The process is done in a simulated
environment using FREVO. Thus, the main contribution of this
paper is to demonstrate our approach using FREVO and how
it may be applied to solve tasks related to swarm robotics.

The paper is organized as follows: The next section pro-
vides a review of related work. Section III outlines the archi-
tecture of Spiderino platform, and FREVO tool is introduced in
Section IV. Sections V and VI describe the case study, the
implementation process and discuss the results. Conclusions
are drawn in Section VII, together with an outline of future
work.

II. RELATED WORK

Swarm robotics draws inspiration from nature and seeks
to offer novel capabilities, such as self-organization, self-
learning and self-reassembly [17]. Much research has been
conducted to study different behaviours that can be performed
using swarm robotics, such as aggregation, flocking, disper-
sion, foraging, object clustering and sorting, navigation, path
formation, deployment, collective transport of objects [18]–
[20]. For example, in [21], the authors present a higher multi-
robot organism that is capable of autonomous aggregation and
disaggregation. Consequently, evolutionary methods gained
an increased interest in the research community as it is an
approach to deal with design problem in swarm robotics [22].
Nevertheless, the main challenges remain to overcome open
issues, such as scaling in complexity, and having a smooth
transition from simulation to the real world [23].

There are several software and frameworks supporting
evolutionary design in swarm robotics. AutoMoDe [23] is a
software for automatic design which generates modular control
software in the form of a probabilistic finite state machine.
JBotEvolvern is a Java-based versatile open-source platform
for education and research-driven experiments in evolutionary
robotics [24], which has been used in many studies [25]–
[27]. FREVO, a tool for creating and evaluating swarm be-
haviour, has been used in several studies as an evolution tool
including robotics [28] and pattern generation [29]. In [9],
a simulated robot soccer game was implemented to evaluate
the capabilities of evolutionary algorithms and artificial neural
networks. Moreover, a comparison of two different evolvable
controller models based on their performance for a simple
robotic problem was presented in [30], where a robot has to
find a light source using two luminance sensors. The paper
compared the relative advantages of Mealy machines, a type
of finite state machine, and a fully meshed artificial neural
network.

Nevertheless, several works have been succeeded in ex-
ploring the use of evolutionary design for generating a robot
controller to perform a task. For example, the authors in
[31] introduced an evolutionary approach that demonstrates
emergent collective in a swarm of simulated Kilobots. The task
was to evolve behaviors of phototaxis and clustering. Also,
in [32], an embodied evolution method was introduced and
it was shown that using evolved controllers can outperform a
hand-designed controller in applications like phototaxis from a
random location in an environment. Similar works have been

carried out to perform phototaxis using evolution processes
[33]–[35].

III. SPIDERINO PLATFORM

This section describes the Spiderino platform in terms of
hardware following by the corresponding software framework
to develop a controller using simulated evolution:

A. Hardware

Spiderino is a low-cost research robot based on the smaller
variant of the Hexbug Spider toy [36]. Figure 1 depicts the
Spiderino robot [8], used for the simulation presented in this
work. The main aim of designing Spiderino is to be used in
swarm research and education. To provide space for sensors, a
larger battery, and a Printed Circuit Board (PCB) with Arduino
microcontroller, Wi-Fi module, and motor controller, the toy’s
head was replaced with a 3D-printed adapter. In terms of
locomotion, Spiderino has two degrees of freedom: It may turn
its head left or right, with a full turn requiring approximately
3 seconds, and it can move forward or backward relative to
the direction it is facing by cycling its legs at 0.06 m/s.

Each Spiderino has 6 four-pin interfaces that generically
support a variety of sensors. For the experiments in this paper,
we assume that each Spiderino is equipped with 6 CNY70
reflective optical sensors [37], positioned at 45◦offsets, each
consisting of an infrared emitter and a photo-transistor. By
turning on and off the infrared LEDs, a Spiderino may dis-
tinguish between light sources and obstacles, such as other
Spiderinos or walls.

Each robot is equipped with a lithium polymer battery with
a capacity of 750 mAh. Spiderino robots consume between
6 mA and 60 mA, with walking being the most expensive
operation. Further details of energy consumption are provided
in [8].

Figure 1. Spiderino robots equipped with CNY70 sensors

B. Software model

We created a software framework for the Spiderino plat-
form to allow the robot’s controller to be developed using
simulated evolution. Attention was paid to modeling the robot
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Figure 2. An illustrations model of the sensing phase in Spiderino

accurately to allow validation of the simulation results using
actual hardware.

In simulation, each Spiderino is modeled as a solid circular
object of radius spiderinoRadius (0.06m) moving on a walled
flat plane of dimensions worldWidth and worldHeight. After
consideration of the robot’s size, weight and locomotion, both
friction and momentum were neglected. As outlined in Fig-
ure 2, simulation proceeds through maximumSteps iterations
carried out in two phases:

1) Sense phase: By tracing rays emitted from each of the
Spiderino’s sensors, the simulator calculates values
for both modes of each of the CNY70 sensors.

2) Locomotion phase: Based on the sensor values, a con-
troller may move a Spiderino’s head left or right, or
walk forwards or backwards. Each movement occurs
at speeds given by spiderinoWalkSpeed (0.06 m/s) and
spiderinoTurnSpeed (120◦/s) for a period of stepTime
milliseconds.

To construct a model of the CNY70 sensors, we used
the sensor’s datasheet [37] as a reference point and gathered
empirical evidence about its effectiveness as both a light and
proximity sensor. When acting as light sensor, light sources
may be detected within a range of few meters depending
on factors, such as the light’s intensity and ambient light
levels (see Figure 3a). When acting as a proximity sensor, the
sensor’s value is proportional to distance to the closest object
(see Figure 3b). Objects may be sensed within a more limited
range of approximately 3 cm. If pointed at a light source
while measuring proximity, the sensor functions as a light
sensor. Objects off-axis up 60◦ produce amplified readings as
described in Figure 3c. For each of the two modes, each sensor
value was calculated as the minimum of the values determined
for each ray.

IV. FREVO ARCHITECTURE

FREVO is a tool for creating and evaluating systems using
evolutionary methods. In order for it to develop a solution,
FREVO needs an input consisting of several components as
illustrated in Figure 4. First, it is necessary to define the
problem where the evaluation context of the agent has to be
implemented. Second, a controller representation should be
selected that describes the structure of a possible solution.
Third, the optimization method must be selected to optimize

the chosen controller representation to maximize the fitness
returned from the problem definition. Finally, the ranking
module is configured to evaluate all agents in a problem and
return a ranking of the candidates based on their fitness.

Two types of problem may be modeled in FREVO. The
first, a so called SingleProblem, where a single candidate
controller is evolved, is used in this paper and requires im-
plementations for three functions:

• evaluateCandidate() typically utilizes a simulator to
evaluate a candidate controller a returns a fitness value
that is used to rank the candidate within the population
of the generation.

• replyWithVisualization() it is called to replay an eval-
uation with visualization.

• getMaximumFitness() specifies the maximum fitness
value that can be achieved.

The second type, a MultiProblem, evaluates multiple can-
didates simultaneously, for example, two soccer teams playing
against each other as described in [9]. Additional details
about using FREVO and constructing a simple simulation are
presented in the project’s official online tutorial [38].

V. CASE STUDY

To perform the case study, a problem component named
SpiderinoSim has been implemented in FREVO. It is written
in Java and models an area where the Spiderinos can move
around, a light source, some obstacles and multiple Spiderino
robots. The light source can be placed in a specified position,
either in the center of a world or at a random location. Spideri-
nos are placed randomly. SpiderinoSim has been modeled as a
SingleProblem in FREVO, which means that the performance
of a Spiderino team is evaluated by an absolute fitness value.
In the experiment presented in this paper, twenty Spiderinos,
initially placed at random locations, were given the task of
keeping a distance of 2 cm from each other and approaching
a light source (diameter 0.3 m) in a random location in a
walled rectangular world of 3 by 2 meters with obstacles. Each
simulation consisted of 1500 steps of 100 milliseconds and,
thus, lasted 200 seconds and tested the ability of a candidate
controller to guide the Spiderinos to the light source.

To rank various candidates during the evolution process,
FREVO requires a fitness function. The designed fitness func-
tion in this case study depends on two components:

• Final distance to the light source: Candidate con-
trollers were rewarded for getting closer to the light.

• Distance between each other: Candidate controllers
were rewarded for keeping a distance of 0.02m be-
tween each other and penalized for violating such a
distance.

The controller produces two outputs, corresponding to
driving one motors for moving forward/backward and turning
left or right. A diagram of the Spiderino architecture is given
in Figure 5. The inputs of the ANN are twelve values from
the six CNY70 sensors, each of them giving a proximity and
luminance value.
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Figure 3. CNY70 responsiveness

Figure 4. FREVO architecture [10]

FREVO offers many evolutionary and representation meth-
ods as documented in [10]. ANNs were used as the basis of the
controller in all instances. In particular, we utilized FREVO’s
Fully Meshed Network component with 6 hidden nodes and 2
iterations. Furthermore, in this work we used Cellular Evolu-
tionary Algorithm with two-dimensional Population (CEA2D),
a 2-dimensional cellular evolution algorithm, for optimization.

VI. RESULTS AND DISCUSSION

Figure 6 illustrates the performance of the Spiderino swarm
in after different number of generations. Case 1 shows the
initial position, Case 2 shows a partial successfully results
where only about half of Spiderinos reach the goal. Case
3 and 4 (Figure 6c and 6d) show a are more successful

Figure 5. High-level model of a Spiderino in the case study

behavior where eventually all Spiderinos get to the goal.
Figure 7 shows the improvement of performance, expressed by
the fitness function value over several generations. Evolving
300 generations took about 12 hours on an 8-core machine.
While the result, as shown in Figure 6d is satisfactory, there
were still small improvements in the achievable fitness after
300+ generations, which is most likely reflecting in small
adjustments in robot distribution. Most importantly, the results
obtained support that notion that it is possible to evolve a
controller for the task using evolution.

VII. CONCLUSION

In this paper, we have described a method for designing
swarm behavior using evolution. In the case study, a swarm
of twenty robots evolved the skills required to gather at
a light source while keepeing a distance from each other.
More specifically, the neural network learnt to interpret its
twelve sensory inputs to control its motors. While the task
introduced in this paper is rather simplistic it is analogous to
the homing task in swarm robotics. Moreover, the evolutionary
approach may be applied to a wide variety of problems that
may be expressed through a fitness function. In a simulated
environment, we evolved controllers for 20 robots to approach
a light source by utilizing a fitness function depending on two
factors: distance from the light source as well as the distance
between each other.

In future work, we hope to cross the reality gap and
apply the evolved controllers to real hardware. To extend
the case study, we intend to compare the performance of
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(a) Case 1: Before Running The
Evolution, Initial Positions

(b) Case 2: After 118 Generations,
1500 Steps, Fitness 57.7

(c) Case 3: After 307 Generations,
750 Steps

(d) Case 4: After 307 Generations,
1500 Steps, Fitness 69.5

Figure 6. Sample final simulation states

Figure 7. Fitness function values over 361 generation

such controllers with hand-written algorithms and consider
factors, such as the time required to reach the light, as well
as key swarm properties, such as flexibility and robustness.
Another potential work is to rank various candidates during
the evolution process using different fitness functions, such as,
implementing a multiple-objective function that also takes the
energy consumption resulting from locomotion into account.
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Abstract—Individual IoT devices may not be able to pro-
vide enriched services because they tend to have limited or
imbalanced computational resources, e.g., lacking keyboards
or displays. To solve this problem, we propose a dynamic
federation of computational resources of smart objects as a
virtual distributed system according to users’ requirements
and context. The approach presented in this paper has two
key ideas. The first is to federate multiple smart objects or
application-specific services as a virtual computer and the
second is to separate between services for users from context-
aware policies of such services. The approach was constructed
as a general-purpose middleware system for executing and
deploying application-specific software at smart objects.

Keywords-Software deployment; Component coordination;
Distributed system; Self-organization.

I. INTRODUCTION

Internet of Things (IoT) has been used in a variety of infras-
tructures, such as power plants, energy distribution networks,
transportation systems, water supply networks, and also
the systems supporting the concept of smart houses, smart
buildings and smart factories. Nevertheless, the bandwidth
of networks between IoT devices tends to be narrow because
such networks are based on low-power connections and radio
communications. Furthermore, computational resources of
IoT devices are not or well-balanced, in comparison with
personal computers and smart phones. For example, IoT
devices may lack any keyboards or displays. Although
individual IoT devices do not have enough resources, their
federations may be able to provide enriched services, which
need computational resources, e.g., processors, memory,
input/output devices beyond the resources of individual IoT
devices.

To solve the problems discussed above, we propose to
federate computational resources of IoT devices as a virtual
distributed system. Such federations also should be adapted
to contextual information, e.g., the locations of users and
computers in addition to the computational resources of
IoT devices. Our approach provides the notion of adaptive
federations between the devices for software components
running on IoT devices. It is characterized in introducing
metaphors inspired from nature: gravitational and repulsive
forces between software for defining services and target
entities, including people or spaces that the services are

provided for in the real world (Figure 1). This is because,
like large-scale distributed systems, the scale and complexity
of such a context-aware system is beyond our ability to
manage using conventional approaches, such as centralized
or top-down approaches. The former force dynamically
deploys software for defining services at computers nearby
the targets and executing them there. It is introduced as
relocations between users and services or between services.
The latter force prevents software for defining services from
being at computers nearby the locations of the targets. It is
used as a relocation technique between similar services.

Some of the metaphors in the approach were discussed
in our previous paper [10]. In this paper, we address an
application of the metaphors to a context-aware system in
the real world. The approach is constructed as a general-
purpose middleware system for federating IoT devices with
the metaphors. To ensure independence from the underlying
location systems, the system introduces virtual counterparts
for the target entities and spaces. This paper presents the
design and implementation of the system and our evaluation
of our approach through a case study of it.

The remainder of this paper is organized as follows. In
Section 2 we outline our basic idea behind the approach.
Section 3 presents the design and implementation of the
proposed approach. In Section 4 we describe our experience
with the approach through an example. Section 5 surveys
related work and Section 6 provides a summary.

II. APPROACH

This section discusses our requirements and then outlines
idea behind the proposed approach.

A. Requirements

IoT devices are connected with one another via wired or
wireless networks. They also tend to be various because they
are often designed to their given purposes rather than any
general-purposes.

• Individual IoT devices may not be able to provide
enriched services because they tend to have only limited
resources, e.g., lacking keyboards or screens.
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• Since IoT devices are used in the real world, services
provided from such devices often depend on contex-
tual information. Nevertheless, the services themselves
should be defined independently of context so that they
can be reused in various context.

• Our middleware system should be independent of any
underlying sensing systems to capture contextual infor-
mation in the real world in addition on any application-
specific services running on the system.

• IoT devices are often managed in a non-centralized
manner to support large-scale context-aware services,
e.g., city-level ones.

B. Adaptive federation of IoT devices

To satisfy the above requirements, we introduce the fol-
lowing approaches into our system.

• The first is to dynamically federate multiple IoT devices
or application-specific services as a virtual computer.
To satisfy the first requirement, the system dynamically
makes a virtual computer on IoT systems by federating
of hardware and software components according to
their capabilities.

• The second is to separate between services provided
for users from context-aware policies of such services.
When contextual information changes, a federation
among IoT devices should adapt itself to changes rather
than individual components running on the devices.

• The system supports software or hardware components.
It enables application-specific services to defined within
such components rather than the system.

• It is constructed as a distributed system consisting of
IoT devices, where IoT devices are managed in a peer-
to-peer manner.

Context-aware services themselves are common. To reuse
such services in other context, the middleware systems
provides contextual conditions that the services should be ac-
tivated as policies defined outside the services. The policies
can be classified into two types: gravitational and repulsive
forces between services and the target entities and spaces.

1) Virtual counterparts: We abstract away the underlying
systems, including location-sensing systems. Our middle-
ware system has the following two kinds of software com-
ponents, called agents, in addition to hardware components
corresponding to IoT devices.

• Physical entities, people, and spaces can have their dig-
ital representations, called virtual-counterpart agents,
in the system. Each virtual-counterpart is automatically
deployed at computers close to its target entity or
person or within the space. For example, a virtual-
counterpart for users can store per-user preferences and
record user behavior, e.g., exhibits that they have looked
at.

Agent migration

Computer 2Computer 1

Agent BAgent A

Agent migration

Computer 2Computer 1

Computer 2Computer 1

Gravitational force

Step 1

Step 3

Step 2

Agent migration

Agent BAgent A

Agent migration

Computer 3Computer 2

Computer 3Computer 2
Repulsive force

Computer 1

Computer 1

Step 1

Step 3

Step 2

Gravitational force

Repulsive force

Computer 3Computer 2Computer 1

Figure 1. Component deployment based on Gravitational and repulsive
policies

• The system assumes an application-specific service to
be defined in a software component and executes the
component as an autonomous entity, called a service-
provider agent. In the current implementation, existing
Java-based software components, e.g., JavaBeans, can
define our services.

The first and second agent are executed in runtime systems
and can be dynamically deployed at the runtime systems
different computers. They are executed as mobile agents [12]
that can travel from computer to computer under their own
control. When a user approaches closer to an exhibit, our
system detects that user migration by using location-sensing
systems and then instructs that user’s counterpart agent to
migrate to a computer close to the exhibit.

2) Federation and deployment as forces between agents:
As mentioned previously, we introduce nature-inspired agent
deployment policies based on two metaphors: gravita-
tional and repulsive forces. Virtual-counterpart and service-
provider agents are loosely coupled so that they can be
dynamically linked to others. The current implementation
has two built-in gravitational policies:

• An agent has a follow policy for another agent. When
the latter migrates to a computer or a location, the
former migrates to the latter’s destination computer or
to a computer nearby.

• An agent has a shift policy for another agent. When
the latter migrates to a computer or a location, the
former migrates to the latter’s source computer or to
a computer nearby.

Each service-provider agent can have at most one grav-
itational policy. Although the gravitational policy itself
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does not distinguish between virtual-counterpart and service-
provider agents, in the above policies, we often assume the
former to be a service-provider agent and the latter to be a
virtual-counterpart agent. For example, when a visitor stands
in front of an exhibit, the underling location-sensing system
detects the location of the visitor and then the visitor’s
virtual counterpart agent is deployed at a computer close to
the current location. When service-provider agents declare
follow policies for the counterpart agent, they are deployed
at the computer or nearby computers.

The current implementation has two built-in repulsive
policies. Each service-provider agent can have zero or more
repulsive policies in addition to the shift policy.

• An agent has an exclusive policy for another agent.
When the former and latter are running on the same
computer or nearby computers, the former migrates to
another computer.

• An agent has a suspend policy for another agent. When
the former and the latter are running on the same
computer or nearby computers, the former is suspended
until the latter moves to another computer.

Each service-provider agent can have at the most one
repulsive policy. To avoid the redundancy of agents whose
services are similar at the same computers, we should use
repulsive force between service-provider agents.

III. DESIGN AND IMPLEMENTATION

This section describes the design and implementation of our
middleware system. As shown in Figure 2, it consists of
two parts: (1) context information managers, (2) runtime
systems for application-specific services. The first provides a
layer of indirection between the underlying locating-sensing
systems and agents. It manages one or more sensing systems
to monitor contexts in the real world and provides neighbor-
ing runtime systems with up-to-date contextual information
of its target entities, people, and places. The second is
constructed as a distributed system consisting of multiple
computers, including stationary terminals and users’ mobile
terminals, in addition to servers. Each runtime system runs
on a computer in the real world and is responsible for execut-
ing and migrating virtual-counterpart and service-provider
agents with nature-inspired deployment policies. It evaluates
the deployment policies of agents and then deploys the
agents at runtime systems. Application-specific services are
defined as virtual-counterparts or service-provider agents,
where the former offers application-specific content, which
is attached to physical entities, people, and places, and the
latter can be defined as conventional Java-based software
components, e.g., JavaBeans.

A. Contextual Information Management

Each Context Information Manager (CIM) manages one or
more sensing systems to monitor context in the real world,

Context Information
Manager (CIM)

Location-sensing
system (Proximity)

Location-sensing
system (Proximity)

Spot 1 Spot 2

Service-provider
agent

Visitor’s virtual
counterpart agent

Agent migration

Terminal Terminal
User migration

Follow policyRuntime system Runtime system

Context Information
Manager (CIM)

Figure 2. Architecture.

e.g., people and the locations of the target entities and
people. Among many kinds of contextual information on
the real world, location is one of the most important and
useful in managing services in IoT networks. Therefore,
this paper focuses on sensing location of IoT devices and
users although the manager itself can support a variety of
context. The current implementation of CIM supports active
Radio Frequency IDentifier (RFID)-tag systems to locate
computers and users. CIM monitors the RFID-tag systems,
detects the presence of tags attached to people and entities,
and maintains up-to-date information on the identities of
RFID tags that are within the zones of coverage of its
RFID tag readers. To abstract away the differences between
the underlying locating systems, each CIM maps low-level
positional information from each of the locating systems into
information in a symbolic model of the location. The current
implementation represents an entity’s location, called a spot,
e.g., spaces of a few feet, which distinguishes one or more
portions of a room or building. A CIM either polls its sensing
systems or receives the events issued by the sensing systems
or other CIMs. Each CIM has a database for mapping the
identifiers of RFID tags and virtual counterparts correspond-
ing to physical entities, people, and spaces attached to the
tags. These database may maintain information on several
tags. When a CIM detects the existence of a tag in a spot, it
multicasts a message containing the identifier of the tag, the
identifiers of virtual counterparts attached to the tag, and its
own network address to nearby runtime systems.

B. Runtime system

Since services are defined as software components, the mid-
dleware systems provides runtime systems that can execute
and migrate components to other runtime systems running
on different computers through TCP channels using mobile-
agent technology [12].
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1) Execution and deployment of services: Each runtime
system is built on Java virtual machine (Java VM) version 8
or later, which conceals differences between the platform
architectures of the source and destination computers as
shown in Figure 3. It governs all the agents inside it and
maintains the life-cycle state of each agent. When the life-
cycle state of an agent changes, e.g., when it is created,
terminates, or migrates to another runtime system, its current
runtime system issues specific events to the agent.

Runtime System

OS/Hardware

Computer 1 Computer 3

Transport Protocol

TCP
session

Agent Runtime Service

Agent
Deployment

Service

Java Virtual Machine

Runtime System

OS/Hardware

Transport Protocol

Agent Runtime Service

Agent
Deployment

Service

Java Virtual Machine

Agent migration

Discovery 
Management

Service

Discovery 
Management

Service

Context Information
Manager (CIM)

Sensing
systems

OS/
Hardware

Computer 2

Notification
of context Notification

of context

Agent
A

Agent
B

AAgennntt
BBB

Agent
C

Network

Nature-inspired
deployment policy

Figure 3. Runtime system

When an agent is transferred over the network, not only
its code but also its state is transformed into a bitstream
by using Java’s object serialization package and then the bit
stream is transferred to the destination. Since the package
does not permit the stack frames of threads to be captured,
when an agent is deployed at another computer, its runtime
system propagates certain events to to instruct it to stop
its active threads. Arriving agents may explicitly have to
acquire various resources, e.g., video and sound, or release
previously acquired resources.

The system only maintains per-user profile information
within those agents that are bound to the user. It instructs
the agents to move to appropriate runtime systems near the
user in response to his/her movements. Thus, the agents do
not leak profile information on their users to third parties and
they can interact with mobile users in a personalized form
that has been adapted to respective, individual users. The
runtime system can encrypt agents to be encrypted before
migrating them over a network and then decrypt them after
they arrive at their destinations.

2) Policy-based federation and deployment: Our adap-
tive deployment policies are managed by runtime systems
without a centralized management server. When a runtime
system receives the identifiers of virtual counterparts corre-
sponding to physical entities, people, and spaces attached
to newly visiting tags, it discovers the locations of the
virtual counterparts by exchanging query messages between
nearby runtime systems. Each runtime system periodically
advertises its address to the others through User Datagram
Protocol (UDP) multicasting, and these runtime systems then
return their addresses and capabilities to the runtime system
through a TCP channel.

When an agent migrates to another agent’s runtime sys-

tem, each agent automatically registers its deployment policy
with the destination. The destination sends a query message
to the source of the visiting agent. There are two possible
scenarios: the visiting agent has a policy for another agent
or it is specified in another agent’s policies. Since the source
in the first scenario knows the runtime system running
the target agent specified in the visiting agent’s policy; it
asks the runtime system to send the destination information
about itself and about neighboring runtime systems that
it knows, e.g., network addresses and capabilities. If the
target runtime system has retained the proxy of a target
agent that has migrated to another location, it forwards the
message to the destination of the agent via the proxy. In
the second scenario, the source multicasts a query message
within current or neighboring sub-networks. If a runtime
system has an agent whose policy specifies the visiting
agent, it sends the destination information about itself and its
neighboring runtime systems. The destination next instructs
the visiting agent or its clone to migrate to one of the
candidate destinations recommended by the target, because
this platform treats every agent as an autonomous entity.

C. Service

Each mobile agent is attached to at most one visitor and
maintains that visitors’ preference information and programs
to provide customized annotations. Each virtual counterpart
agent keeps the identifier of the tag attached to its visitor.
Each agent in the current implementation is a collection
of Java objects in the standard JAR file format and can
migrate from computer to computer and duplicate itself
by using mobile agent technology. Each agent must be
an instance of a subclass of the class pre-defined in the
middleware system. Our system enables agents to define
the computational resources they require. When an agent
migrates to the destination according to its policy, if the
destination cannot satisfy the requirements of the agent, the
platform system recommends candidates that are runtime
systems in the same network domain to the agent. If an
agent declares repulsive policies in addition to a gravitational
policy, the platform system detects the candidates using the
latter’s policy and then recommends final candidates to the
agent using the former policy, assuming that the agent is in
each of the detected candidates.

IV. EXPERIENCE

To evaluate the performance overhead of the deployment
policies presented in this paper, we implemented and evalu-
ated a non-deployment policy version of the system. When
this version detected the presence of a user at one of the
spots, it directly deployed a service-provider agent instead
of virtual counterpart agents. We measured the cost of
migrating a null agent (a 5-KB agent, zip-compressed) and
an annotation agent (1.2-MB agent, zip-compressed) from a
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source computer to a recommended destination computer
that was recommended. The latency of discovering and
instructing a virtual counterpart or service-provider agent
attached to a tag after the CIM had detected the presence
of the tag was 420 ms. Without any deployment policies,
the respective cost of migrating the null and annotation
agents between two runtime systems running on different
computers over a TCP connection was 41 ms and 490 ms
after instructing agents to migrate to the destination. When
the null or annotation agent had a follow policy for the
virtual counterpart agent, the respective cost of migrating
the null and annotation agents between two runtime systems
running on different computers over a TCP connection was
185 ms and 660 ms. These results demonstrate that the
overhead of our deployment policy can be negligible in
context-aware services.

Factory Wholesaler Retailer End-
consumer

Product
Agent

migration
Agent

migration
Agent

migration

Advertising How to useItem
information

Production
information

Figure 4. Forwarding agents to digital signage when user moves.

A. Advertisement media for appliances

We experimented and evaluated an advertisement system
for appliances, e.g., electric lights, with the approach. It does
not support advertising for its target appliance but also assist
users to control and dispose the appliance. We attached an
RFID tag to an electric light and provide a mobile agent as
an ambient media for the light. As shown in Figure 4, it
supports the lifecycle of the item from shipment, showcase,
assembly, using, and disposal.

• In warehouse: While the light was in a warehouse, its
counterpart object declared a follow policy to a services
that should have been deployed and running at the com-
puters of the warehouse’s operators in the warehouse.
The service displayed the item’s specification, e.g., its
product number, serial number, date of manufacture,
size, and weight.

• In a store’s showcase: While the light is being show-
cased in a store, its counterpart object declared two
follow policies. The first policy was a relocation relation
to an advertisement service fetched from the factory and
the second policy was a relocation relation to price-tag
service fetched from the store. The advertising service
was deployed at a computer close its target item, which
could display its advertising media to attract purchases

by customers who visit the store. Two images, as shown
in Figure 5 a) and b), are maintained in the agent that
display the price, product number, and manufacturer’s
name on the current computer. The price-tag service
communicated with a server provided by the store
to know the selling price of its target, electric light
and displayed the price on the display of its current
computer.

• In a store’s checkout counter:When a customer car-
ried the item to the cashier of the store, the item’s
counterpart declared a shift policy to an order service.
The service remained at a store to order another item
for the factory as an additional order.

• In house: When a light was bought and transferred to
the house of its buyer, its counterpart declared a follow
policy to an instruction service at a computer in the
house and provides instructions on how it should be
assembled. The active media for advice on assembly
are shown in Figure 5 c) and d). The service also
advises how it was to be used as shown in When it was
disposed of, the service presents its active media to give
advice on disposal. As shown in Figure 5 e), the service
provides an image to illustrate how the appliance is to
be disposed of.

Our experiment at a store is a case study in our develop-
ment of pervasive-computing services in large-scale public
spaces. However, we could not evaluate the scalability of
the system in the store, because it consisted of only four
terminals. Even so, we have a positive impression on the
availability of the system for large-scale public services.
This is because the experimental system could be operated
without any centralized management system. The number of
agents running or waiting on a single computer was bound
to the number of users in front of the computer.

a) In-store ambient media

c) In-house ambient media for assembly guide d) In-house ambient media for using guide

e) In-house ambient media for disposal guide

b) In-store ambient media

Figure 5. Agents for appliance
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V. RELATED WORK

There have been many attempts to manage IoT devices as a
distributed system [3][6][7][5]. Govoni, et al. [5] proposed
a middleware system, called SPF, to support IoT application
and service development, deployment, and management.
However, SPF did not support any dynamic deployment
and coordination between services and devices. Fortino et
al. [6] proposed an agent-based middleware system for
discovering IoT devices in IoT through a REST interface,
for registering, indexing, and searching IoT devices and their
events, but their system did not support any deployment
and federation of software. Smart-Its [2] was a platform
specifically designed for augmentation of everyday objects
to empower objects with processing, context-awareness and
communication instead of the deployment of services. Sev-
eral researchers proposed the notion of disaggregated com-
puting as an approach to dynamically composing between
devices, e.g., displays, keyboards, and mice that are not
attached to the same computer, into a virtual computer in
a distributed computing environment. Leppaanen et al. [9]
proposed a mobile agent-based middleware for IoT devices.
Although it enabled software to be dynamically deployed
at IoT devices, it lacked any mechanisms for federating
software and devices.

That system presented in this paper is an application
of our previous bio-inspired system [10]. The system was
a general-purpose test-bed platform for implementing and
evaluating bio-inspired approaches over real distributed sys-
tems. It enabled each software agent to be dynamically
organized with other agents and deployed at computers
according to its own organization and deployment policies.
In contrast, this paper addressed a practical system with
nature-based approaches used in the real world with real
users for real applications. We presented an outline of
mobile agent-based services in public museums in our earlier
versions of this paper [11], but did not describe any nature-
inspired deployment policies in those works.

VI. CONCLUSION

This paper presented a context-aware service middleware
system with an adaptive and self-organizing approach. The
system enabled two individual agents to specify one of the
deployment policies as relocations between the agent and
another. It can not only move individual agents but also
a federation of agents over a distributed system in a self-
organized manner. We evaluated the system by applying
it to visitor-assistant services. When visitors move from
exhibit to exhibit, the visitors’ virtual counterpart agents
can be dynamically deployed at computers close to the
current exhibits to accompany the visitors via their virtual
counterpart agents and play annotations about the exhibits.
Visitors and service-provider agents are loosely coupled
because the agents are dynamically linked to the virtual

counterpart agents corresponding to them by using our
deployment policies.

In conclusion, we would like to identify further issues
that need to be resolved. We plan to evaluate existing bio-
inspired approaches to distributed systems with the platform.
We also plan to apply the system into other applications.
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Abstract—This paper outlines an idea for an adaptive 
application which would integrate with other digital learning 
platforms to generate a profile for a learner on their mindset, 
goals, and motivation. This adaptive system would then 
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I.  INTRODUCTION  
Digital technology is revolutionizing every industry, 

creating pathways to new efficiencies and more effective use 
of resources. The education industry is changing as well with 
personalized learning, blended classrooms, virtual reality, 
and a variety of other technology advances [1]. There are 
decades of research on how and why we learn, but the 
internet as a learning tool allows for data to be gathered, 
analyzed, and acted upon. What if the body of research on 
learning mindset and motivation could be utilized as a 
personal adaptive learning coach for any online learning 
tool? A Personalized Learning Coach (PLC) could integrate 
with online learning system such as language learning apps, 
children’s coding apps, massive open online courses 
(MOOCs), professional training, and more. The PLC would 
gather information on a learner’s goals and mindset and then 
adaptively deliver advice, reinforcement, and encouragement 
based on the learner’s unique profile and actual engagement 
with the learning content, all with an aim to improve the 
learner’s outcomes.  

This proposed application is an idea resulting from my 
learning and motivation research as a doctorate student, and 
experience working in educational technology. While the 
technical implementation is beyond the scope of this paper, I 
will outline the motivation and learning theory which would 
drive the functionality of the application (Section II), the 
proposed adaptive behavior of the application (Section III), 
and the outcomes and significance (Section IV).  

II. LEARNING AND MOTIVATION THEORY 
Motivation is a complex and multifaceted concept with 

significant research looking at types and approaches within 
an educational setting [2]. While there are many approaches 
to motivation, the PLC would target shifting mindsets and 
beliefs to better support motivation to learn, as learners with 

this type of motivation continue to engage in activities even 
if not immediately interested do so because they find the 
program valuable and desirable [8]. “Motivation to learn 
refers to a student’s propensity to value learning activities: to 
find them meaningful and worthwhile, and to try to get the 
intended benefits from them. In contrast to intrinsic 
motivation, which is primarily an affective response to an 
activity, motivation to learn is primarily a cognitive response 
involving attempts to make sense of the activity, understand 
the knowledge that it develops, and master the skills that it 
promotes” [2]. The PLC would utilize many strategies to 
help students increase or maintain motivation to learn. 

A critical theory behind the PLC is understanding the 
mindset and beliefs of the user. Learners who believe they 
can learn new things (incremental theory) often display 
better learning outcomes and self-esteem than those who 
believe their abilities to learn limited (entity theory) [3][4]. 
Intervention studies have shown that shifts can occur from 
entity to incremental thinking through stimulation [5]. One 
main strategy of the learning coach would be to attempt to 
replicate these findings that mindsets can be shifted from 
incremental to entity. 

Understanding a learner’s goals can illuminate why they 
are engaged with a particular learning activity and how to 
best support them. There are two distinct types of goals 
which are useful for this project: purpose goals which 
explain why something is being learned, and target goals 
which express how something will be learned [6]. Explicit 
goal setting can be especially helpful for learners struggling 
with motivation or self-efficacy. Guiding students through 
the process of setting goals and reflecting on their own 
learning can lead them to engage in activities with 
motivation to learn. With a model for setting goals and 
significant reinforcement, learners have shown development 
and growth of motivation to learn [7].  

III. AN ADAPTIVE APPROACH 
Computer tutoring systems focused on content are nearly 

as effective as human tutoring [9], so an adaptive program 
aimed at addressing non-domain specific content could be 
equally as effective. This PLC could integrate with any 
digital learning application for which a user creates an 
account, and could track a user from one learning tool to the 
next. A critical component of integration with other learning 
platforms would be the ability to receive and analyze data as 
learners answer practice questions and engage with the 
content in the native platform.  
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The purpose of the Personalized Learning Coach is to 
shift mindsets and improve learning outcomes by gathering 
information about the learner and adaptively delivering 
prompts and content based on the learner’s profile and 
subsequent learning actions. The first step, then, is to create 
the learner’s profile. The learning coach would begin by 
delivering a battery of validated surveys on growth mindset, 
self-efficacy, goals, and motivation. The learner would be 
asked to enter their purpose goal for why they want to learn 
the material, and decide on target goals for the content. 
Based on the learner’s answers, the coach would provide an 
analysis of the learner’s mindset and beliefs, and suggestions 
for learning strategies. This profile and the resulting 
suggestions (derived from learning theory) is the first 
personalized set of content delivered to the learner. 

With the learner’s profile established, the PLC would 
then engage with the learner periodically through notification 
pop-ups, or prompts. Adaptive prompts have shown 
promising results and could help shift mindsets and improve 
learning outcomes [10]. One type of notification would be 
based on performance on formative learning activities such 
as answering questions or completing tasks. For learners who 
indicated they had a fixed/entity mindset about learning and 
their abilities, the coach would periodically congratulate 
correct answers and remind the learner that learning is an 
achievable process. Incorrect responses would elicit prompts 
reminding the learner that mistakes are part of the learning 
process, and to keep going. The purpose of these PLC  
notifications is to shift to growth and incremental mindsets.  

The PLC could also respond to the learner’s progress by 
delivering prompts to help learners identify themselves as the 
active controller in the learning process. The causal 
attribution of success or failure can impact motivation for 
learners. Learners demonstrate more sustained effort and 
persistence when attributing success to internal forces, 
namely sufficient ability and reasonable effort [2]. If learners 
with fixed mindsets or low motivation can see their 
outcomes as a mix of their current knowledge and level of 
effort, then they can shift their mindset to understand that 
learning is controllable.  

Using a learner’s goals to reinforce motivation to learn is 
also a tool the PLC can act on. Every learner will have 
different goals for the content they are trying to learn, and 
the number and types of goals have shown to have an 
impact on how successful learners are [11]. The coach can 
use those goals to determine when and how to encourage 
continued engagement and reinforce goals. The coach can 
also use the learner’s goals to cultivate motivation to learn 
by emphasizing authentic activities, phrasing goal 
statements in terms of learning accomplishments rather than 
tasks completed, revisiting goals post-activity, and creating 
summaries of the learner’s accomplishments [2]. Each of 
these methods would be personalized to each learner 
depending on their profile and how the learner answers 
practice questions and works through the content. 

The PLC would deliver the same validated surveys 
toward the end of the learning experience to determine if the 
adaptive prompts were able to successfully shift mindsets 
where applicable. Learners would be notified if their results 
changed. The PLC cycle is delivering surveys to generate a 
profile, tracking data from the native learning environment, 

adaptively delivering prompts, and re-evaluating learners. 
The PLC could do this process on many learning platforms 
for a single user.  

IV. FURTHER RESEARCH  AND SIGNIFICANCE 
Further research is needed to determine the technical 

requirements to develop an application such as this. The PLC 
would need integration tools for current learning technology, 
and a database to store user profiles and learning data. 
Machine learning tools would need to be tested to determine 
the best method of analyzing data and make decisions on the 
type of prompts to deliver. A review of artificial intelligence 
techniques could help the PLC determine when to deliver 
prompts to different types of learner profiles.  

Any person of any age should know that learning is a 
process which is accessible and achievable. Children should 
grow up knowing that they can learn anything they set their 
minds to. Adults looking to grow or make a change in their 
lives should understand how best to engage with learning 
content. Research into learning mindsets and motivation 
have shown that certain beliefs and practices help people 
learn more efficiently, persist longer, and have better self-
concepts [2]. Could an adaptive application incrementally 
improve global learning through surfacing mindsets, goals, 
and motivation to learners of all types?  
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Abstract— 21st century skills are key factors sought by 
organizations in the 4th Industrial Revolution. Our objectives 
are twofold: 1) To test the use of serious games for detecting 
the 21st century skills among highly qualified personnel 
(HQP); and 2) To develop an adaptive and gamified system for 
boosting skill acquisition and for talent selection of HQP 
candidates. The main findings represent a first encouraging 
step towards measuring skill proficiency through serious 
gaming which in turn could serve to trigger personalized 
content and interactivity.  

Keywords-serious gaming; cognition; non-technical skills; 
human resources; talent selection. 

I. INTRODUCTION 
The number of ways interactive games can be used is 

expanding beyond the traditional areas of entertainment and 
education. Serious games and gamified simulations are 
widely recognized for their potential to foster learning and 
the acquisition of non-technical skills. Serious games can be 
a very powerful tool for developing skills such as an 
analytical capacity for decision making. There is growing 
interest in making serious games adaptive – games that 
would adjust their content, storyline, difficulty level and 
feedbacks to the players’ interactivity, preferences and 
fluctuating affective-cognitive state. We wish to present 
innovative ideas related to the use of such adaptive systems 
in talent selection. These ideas have emerged from an 
ongoing research endeavor concerned with the development 
of adaptive serious gaming and the capability to monitor 
human performance, behavior and functional state in near 
real-time. Adaptive games could boost the ability of serious 
games to contribute to the training and assessment of 21st 
century skills such as systemic thinking, creativity and 
cognitive flexibility. In the present project, one key objective 
is to establish whether adaptiveness could be based on the 
monitoring of indicators of skill acquisition and mastery. We 
seek to identify a set of gaming behaviors and measures of 
the functional state that can provide an assessment of the 
ability to think in a critical manner, to be creative and to be 
flexible in making decisions.  

Personnel selection is based on the use of traditional tools 
(e.g. interviews and questionnaires) to assess the suitability 
of a candidate for one position. Among highly qualified 

personnel (HQP), the 21st century skills – systemic thinking, 
adaptability and creative problem solving – are key factors 
sought by organizations in the era of the 4th Industrial 
Revolution [12][8]. While the selection interview – including 
the semi-structured job-oriented interview – and 
psychometric testing represent the most common ways 
organizations use to determine the best candidate to fill out a 
position, the shortcomings raised by several authors (e.g. 
traditional tools are not adequate to assess whether the 
candidate holds one or more 21st century skills – see [13]) 
denote the importance of reviewing how to carry out the 
selection process by using new tools such as serious games 
[2]. Considering that a large number of organizations 
worldwide are using at least one serious game as a training 
tool, it is relevant that research now focus on serious games 
as a way to select candidates as opposed to conventional 
staffing methods [1]. In the present project, we wish to use 
serious games in order to detect the 21st century skills 
among HQP and develop an adaptive and gamified system 
for talent selection and assessment of HQP candidates. 

II. MEASUREMENT 
In order to provide an assessment capability, a game 

should be capable of capturing a variety of in-game user 
behaviors such as “information seeking”, “making a 
decision”, or “reviewing alternatives”, as well as the context 
in which those behaviors occur within the game [5]. It should 
capture context at a high level, such as the level of difficulty, 
the level of stress that the user is under [6], or the number of 
decision constraints the user is facing [4]. The focus should 
also be on measuring changes in performance and skill 
indicators under different conditions (e.g., high/low time 
pressure) and over time (e.g., track progress). The choice of 
human performance measures depends in part on the 
importance of the underlying skill in the context of a specific 
scenario. For cognitive dimensions such as information 
seeking and the management of workload, systems that track 
head and eye movements can provide unobtrusive 
information about the current locus of visual fixation that 
enables inferences about the locus of attention [10]. Eye-
tracking data can provide a large range of metrics that can be 
very informative about dynamic decision making. For 
instance, scanpath measures – which relate to saccade-
fixation-saccade sequences of eye movements – can index 
the efficacy in information seeking, while fixation metrics, 
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which measure how long the gaze is relatively stationary, can 
help estimate the processing (or encoding) time [11]. 
Combinations of behavioral measures can also provide 
information about time-sharing and multitask performance. 
A key dimension of the measurement – psychometrics at the 
basis of the skill assessment – is to operationalize each skill 
in measurable indicators imbedded within the game [5]. 

 

III. PRELIMINARY STUDY 
As an initial step towards the development of the adaptive 
serious gaming approach to non-technical skill assessment, 
we designed a study looking at the convergent validity. In 
this section, the method and the preliminary results of the 
study are described. 

A. Method 
Ten participants were candidates going through the 

selection process of a small high-tech company. All had 
engineering, AI or computing backgrounds. Participants first 
played four times 12 rounds of the game Democracy 3. In 
this game, the player is a head of government, must manage 
state affairs and the end goal is to be re-elected. Democracy 
3 portrays complex decision-making and requires systemic 
thinking, creative problem solving and cognitive flexibility 
(see [3]). Each game test was followed by a subjective 
assessment of skill acquisition (self-report and observer 
ratings on a scale of 1 to 10). Order of tasks was counter-
balanced – across self and peer assessment, each skill to be 
assessed and playing Democracy 3. 
 

B. Results 
 

Performance scores were calculated as a product of re-
election polls and financial budget. 60% of the participants 
managed to be re-elected with an average poll of 52%. 
Performance scores proved to be sensitive to individual 
differences. There was little relation between the results 
associated to the assessment of the skills and those 
associated with playing Democracy 3. Interestingly, overall, 
re-elected participants seem to show greater skill assessment 
– save for the self-reporting of adaptability (see Table I).  

 

TABLE I.   
 

 
 
 
 
 
 
 
 
 
 
 

The delta between the self-assessment questionnaires and 
the peer assessment varies considerably across participants 
(see Table II). Our findings represent a first encouraging step 
towards measuring skill proficiency through serious gaming 
which in turn could serve to trigger personalized content and 
interactivity. 
 

TABLE II.   

 
 
 
 
 
 
 

 

IV. ARCHITECTURE OF THE ADAPTIVENESS 
The components of the adaptive system would be 

comprised of modules for content delivery, online 
assessment of skills and for directing adaptation. The 
purpose of the content delivery module is to present the 
game and tests content to the candidate [7]. This is the 
component of the system with which the candidate (player) 
interacts. The presentation of the game content is controlled 
by the adaptation module. The delivery module must report 
outcomes and user interactions as required by the evaluation 
module. The purpose of the evaluation module is to update 
the model or assessment profile of the candidate based on 
measurements of the candidate. In the case of a first 
assessment through the system, the model of the candidate 
does not contain any data besides initial self-reports. The 
evaluation module should be capable of direct measurements 
using eye tracking, physiological and “face reading” devices, 
as well as indirect monitoring of performance from user 
interactions reported by the content delivery module, such as 
key presses, decision accuracy, timings, quiz results, and so 
on. The purpose of the adaptation module is to adapt the 
delivery of content based on the evolution of the candidate 
model (profile). The adaptation module must examine the 
difference between the candidate’s performance and skill 
evaluation with the expectations and desired skill profile of 
potential employers. Mechanisms of adaptation may include: 
adapting the pace of information delivery; adapting the 
complexity of the game; altering the assessment content and 
objects that are presented. 

 

V. CONCLUSION 
Initial results are promising in validating the assumption 

according to which performance at playing Democracy 3 is 
related to other means of assessing non-technical skills. The 
recommended architecture would be the foundation of the 
adaptive serious game for the assessment of non-technical 
skills. Such a customizable system that takes into account 
inputs from potential employers and focuses its assessment 
on skill proficiency and attitude rather than expert 

 Mean Standard 
Deviation 

Adaptability Self 0.76 0.19 
Adaptability Peers 0.72 0.10 

Creative Self 0.71 0.23 
Creative Peers 0.77 0.09 

Systemic thinking Self 0.87 0.10 
Systemic Thinking Peers 0.74 0.11 

 

 Re-elected Not Re-elected 
Nb 6 4 

Average Poll 52% 6% 
Adaptability Self 0.70 0.88 

Adaptability Peers 0.73 0.69 
Creative Self 0.76 0.60 

Creative Peers 0.80 0.71 
Systemic Self 0.86 0.70 

Systemic Peers 0.75 0.72 
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knowledge will greatly contribute to improve the efficiency 
and user-friendliness of the talent selection process.   
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Abstract—During the evolution of a software-intensive system,
deviations may occur between the implementation and the ar-
chitecture of the system. One of the main reasons for this is
the incomplete knowledge of developers and architects, which
is based in the fact that the complexity of today’s systems
cannot be understood by one person in detail. In addition, there
is the language gap between source code representation and
architecture description. Following the technique of Programming
By Example, the presented approach built up an understanding of
architectural concepts with the help of examples, i.e., Architecture
By Example. A approach is established to extract architectural
concepts from source code and its integration into an evolutionary
and incremental development process.

Keywords–Software Architecture; Architecture Erosion; Man-
aged Architectureevolution; Agile Architecturedevelopment; Ma-
chine Learning; Architecture By Example;

I. INTRODUCTION

Typical activities within the scope of software development
are development or maintenance of software systems, the
implementation of new functionalities, the extension and the
reuse of components or software artifacts. What all these
activities have in common is a certain understanding of the
source code and its underlying architecture required for its
successful realization [1].

It is also typical that in smaller projects the architect and
developer build a personal union and often an architectural
description exists only implicitly, i.e., it is not really com-
prehensibly documented. If the roles in larger projects are
distributed among different people, this usually improves the
documentation, but this does not guarantee that the architecture
description is conform to the implementation [1]. Furthermore,
if the conformance is still given during the development time,
knowledge is lost over time, e.g., by a personnel change,
which can often lead to an architecture erosion for a long-
term evolution, as described in [2] and [3].

Considering implementation and architecture, both are a
subject to an evolution that is not always synchronized. New
technologies influence the solutions more than in any other
field in type, scope and speed. Therefore, the introduction of
new technologies is often accompanied by a paradigm or a
change of concepts.

On the other hand, the requirements for a system change
over time, requirements are added, changed or even disappear.
This leads necessarily to the fact that also the architecture is

exposed to changes, because the architecture once developed
does not need to fit any longer to the future requirements.

Figure 1. Evolution of Architecture- and Source Code artifacts

Whereas the verification of the specifications can be man-
aged by the architecture, e.g., by rule-based approaches [4], the
concepts of the developer are usually not directly played back
to the architectural level. One reason is the different language
of artifacts the architect and the developer are working with.
In addition, it is not that easy to extract best practices directly
from the source code artifacts, usually the architect has to
exchange information directly with the developer.

The area of tension between abstract architecture descrip-
tion and concrete implementation is illustrated in Figure 1.
If the artifacts of the architecture design define the scope for
the developer, then the resulting source code artifacts should
influence the architecture as well. The compromise that has to
be achieved here is between full specification of the software
architecture and the creative autonomy of the developer. But
this compromise leads to a number of general problems in
software engineering, architecture knowledge is incomplete
and not up to date, architectural concepts are not well under-
stood especially within different contexts, the same for best
practices of implementation. The presented approach address
the extraction of architectural concepts of source code artifacts.
The occurring interaction between architect and developer will
be explained in more detail in the following Section II using an
example scenario and introduce to the specific problem space.
In Section III, the solution approach is presented in detail and
its application in different systems is explained. It ends with
a conclusion and outlook.
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II. PROBLEM DESCRIPTION

In this section, the challenge of making architectural con-
cepts explicit is introduced with the help of a clear application
example and a dialog between architect and developer, which
can reflect a typical situation in the daily work between
architect and developer.

A. A manageable Example System
To illustrate the problem space a software system was

chosen, which was designed within the project CoCoME [5].
Both architecture description as well as implementation is
existing and can be found in [6].

The system implements the functionality required for a
supermarket warehouse, from cash desk systems to report
generation and ordering of new goods. The section that is
considered here deals with the information system, whose
structure is visualized in Figure 2. For clarity reasons, multi-
plicities and a complete labeling of the interfaces were avoided,
for a complete illustration see [5]. The chosen architecture is
a classic Three-Tier architecture with Service-Oriented inter-
faces [7] [8].

Figure 2. Structural View of the information system of the CoCoME system
TradingSystem::Inventory

This system has also been studied in the work of Herold
[4]. He describes an approach for automatically verifying
compliance between a given architecture and implementation
using architecture rules. Specifically, this means for the se-
lected section of the application layer with its three internal
components (see Figure 2) that the interfaces offered by these
components have to be realized as Service-Oriented interfaces.
The corresponding architectural rule can be simplified and not
formally formulated as follows (a formal description as first-
order logic statements see [4] page 139-145):

A Service-Oriented interface only
has service methods. A service
method is a method that only has
parameters that are primitive in
type, or the type is a Transfer

Object (TO). A TO also uses
only data types that are either
primitive or TOs.

Let us take a look at a typical situation and dialog that can
occur during development:

B. Scenario
The SW developer HANNES gets the task to realize

the component OptimisationSolver in the current it-
eration, which should be integrated into the component
ProductDispatcher. He implements the functionality of
an optimization algorithm for the distribution of goods to
different supermarkets in a functionally correct way.

Afterwards the SW-Architect BO checks the realization
concerning the architecture rules presented in the previous
Section II-A. However, the result is not positive, the rule is
violated! But HANNES does not understand why, the func-
tionality is implemented correctly, the system does what it is
supposed to do!

For the developer HANNES, the architecture rules have
no relation to the code. BO shows HANNES code examples
which represent the rule and thus correctly implement this
architectural concept, as well as the lines where it deviates
from it (see Figure 3). In this case, the examples belong to the
same system, so the developer might know them or the context
in which they are used. Also, for the violations, they are linked
to concrete lines and contexts within the source files.

Figure 3. Examples of correct implementation and detected deviations

What does the deviation between the specified rule and
the implementation mean? As specified for a Service-Oriented
interface only primitive types or Transfer Objects are allowed
as parameters. Our developer HANNES now understands his
mistake after reviewing the examples and uses the Transfer
Objects. BO checks the result again and it fits, it is all good and
a new code example that implements the architecture concept
of a service-orientated interface also exists.

In the next iteration HANNES gets the task to implement
a new database query. Following the realization the architect
BO checks the implemented code artifacts, but all rules fail.
Form his perspective it seems, that HANNES did something
completely wrong. He shows him code examples, which are
correct realizations of the failed rules. But HANNES replies
that he swapped the database framework and changed the
access concept, as the new technology recommends a different
concept that increases data security, but this requires a different
way of handling the data. The architect is familiar with this
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and tells him: ”All right, then we need to adjust the rules that
will apply to data storage components from now on in this
system”.

BO select new rules representing the new concept, checks
the code with the new rules and all is well!

As the scenario shows, an architectural violation can be
solved in two ways, by adapting the architecture or by adapting
the implementation. But how can we decide which way makes
more sense in which case? The presented approach will support
this decision making process by extracting the concepts from
source code with the goal to get an understanding of what the
developer did to get an indication of the type of violation. It can
be summarized in a general research question as follows:”How
can developers’ best practice be identified and reflected to
the architecture level?” This includes the representation and
the extraction of concepts, as well as the way the acquired
knowledge can be used to support the software engineering
process.

III. SOLUTION AND ITS APPLICATION

In this section, the approach, which is making architectural
concepts explicit, is explained and each step is illustrated with
the help of an application example.

An architectural concept is defined in this work as:

"A characterization and
description of a common, abstract
and realized implementation-,
design-, or architecture solution
within a given context represented
by a set of examples and/or rules."
[9]

According to this definition, this covers a wide range of
concept candidates, a few examples of which are given below:

• Conventions: Naming, package- and folder structure,
vocabulary, domain model . . . ; Desig-Pattern: Ob-
server, Factory, . . . ;

• Architecture-Pattern: client-server system, tiers, . . . ;
• Communication Paradigms: Service-orientated, mes-

sage based, . . . ;
• Structural Concepts: Tiers, Pipes, Filter, . . . or
• Security Concepts: encryption, SSO, . . .

A. The Overall Approach
The holistic approach is visualized in Figure 4 and con-

sists essentially of three activities (SELECTION, EXTRACTION
and GENERALIZATION), which are explained in detail in the
following Section III-B.

A Concept c is described as a set of Properties P .
Furthermore, for a Element e there is a so-called Detector
D is defined. A detector is a binary function dpj

∈ D, which
maps a concrete property pj ∈ P and a concrete element
ei ∈ E as follows:

dpj (ei) =

{
1 , iff the element ei fullfills the property pj
0 , else

(1)

An element can be a system artifact such as a class, a
method, or a relationship between two elements in a realized
system. The considered source code artefacts are transformed
in the so-called System Snapshot S. This language indepen-
dent model representation M , which is an extension of the
models of [4] [10] [11], still contains the link to the specific
lines within the source code files. This link ensures traceability
between the extracted architectural concepts and the source
code. The following applies, that the set of elements E is a true
subset of the model M , E ⊂M . A special kind of element are
associations A, which are representing dependencies between
elements.

The model instance of a given software systems, which is
stored in the System Snapshot, is transformed into the facts
base F, which describes the fulfillment of concepts for the
concrete elements. In addition, it is the repository of the new
learned or derived facts. The facts are stored within the fact
base in two different ways, a data structures that are organized
in a table structure F

|P |×|E|
E , lists facts that refer to elements

or associations, and a graph structure that describes facts about
elements, their context and their dependencies between them.
In the following the structure of the matrix F

|P |×|E|
E is given,

combining the System Snapshot with the selected detectors:

The concrete graph structure is defined as a common
weighted graph G(V,E′, w) with a given set of vertexes V and
edges E′. Whereby in this approach the vertexes are referred
to the set of elements E \ A,wherbyA ⊂ E ⊂ M and the
edges are linked to the set of associations A, FG(E\A,A,w):

The last of the three data pools is the Concept Space Ω.
All known concepts are stored in it, whereby a concept is
represented as a named element and linked with its detectors
and examples, i.e., with concrete source code examples that
fulfill this concept.

ci ∈ Ω := {identifieri, Di, Ri} (2)

In this definition Di is the set of detectors, which are able
to check a given element if this fulfills the concept ci or not.
The set Ri includes all known elements, which are fulfill the
concept ci.

The central artifact is the Configuration Σ. In each itera-
tion, i.e., with each new execution of the selection step, a new
instance σi ∈ Σ is created. The configuration is used for the
information exchange between the three activities and contains
all decisions which are made during the execution, both by
humans and by the algorithms. The result of the approach is the
so-called Concept Performance Record. This record informs
about the concepts that are in the analyzed system realization.
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Figure 4. Overview of the solution approach and integration into a development process

In the following, this extraction process is described in
detail, as well as how it can be integrated into an evolutionary
and incremental development process and can support both
architect and developer in their work.

B. The Extraction Phase
Altogether the defined process for the extraction of archi-

tectural concepts consists of three activities Selection, Extrac-
tion and Generalization (blue boxes in Figure 4), which are
carried out iteratively and together are called the extraction
phase.

Selection: In this step, an expert decides which parts of
the system to analyses and what is the initial set of concepts
to use. So it may be possible to reduce the number of initial
concepts, since some basic knowledge of the system is usually
available, like e.g., whether the system was developed object-
oriented or not.

The selected subset of the system or the total system if
no selection has been made and the initial selected concept
set represented by its detectors are stored in the configuration
and serve as input for the next step. In addition, as already
described, the source code artifacts are transformed into a
language-independent representation and stored as a system
snapshot.

Extraction: This step is fully automated. First the fact base
is created for all selected elements by executing each selected
detector for each element. Each element is therefore assigned
to a set of positive and negative properties according to the
detector definition.

Subsequently, different algorithms from the field of ma-
chine learning are used to extract possible new facts or com-
binations from them. These so-called Concept Candidates
Ĉ are added to the fact base as non-validated concepts.
This also includes references to the representatives R of
these concept candidates, i.e., elements that fulfill this newly
extracted concept.

Generalization: After enriching the fact base with new
facts respectively potential new concepts, an expert will vali-
date these facts in the generalization step. The expert decides
on the basis of the representatives of concept candidates
whether it is a relevant concept or not. These decisions are
stored in the configuration. Thus, the configuration contains
the information about selected detectors and system artifacts
as well as the newly extracted and validated concepts on this
basis, whereby concept candidates, which were classified as
not valid, are stored as so-called anti-pattern for this system
snapshot.

Based on this decision process, new detectors are gener-
ated. This can be done manually or automatically, manually by
storing e. .g. rules, which can be checked and automatically by
training a so-called neural network detector with the examples.
Finally, this new knowledge has to be integrated into the Con-
cept Space, where it is checked whether the newly extracted
concepts are already contained and simply not selected in this
iteration. If a concept with this identifier is already contained,
the expert has to decide whether it is the same or a different
concept or variant, i.e., whether it should be added as a new
one or whether the existing detector should be trained with the
new representatives.

Implementation of the approach The algorithms listed
below describe only one possible selection for the implementa-
tion of the individual activities, i.e., the algorithms mentioned
fulfill the required characteristics. At this point, however, it
cannot be guaranteed that there will be methods that perform
better.

During selection, the expert can be supported by static
code analysis procedures or clustering techniques, for example,
to obtain different views of the system in order to select
the source code artifacts and detectors relevant to the given
task. Tools like SPAA [12] [13] [14] can be used. Also the
visualizations of the software as Software City [15] would be
conceivable to assist the expert.

In order to derive new concept candidates from the fact
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base, various clustering methods and statistical methods were
evaluated. Statistical analysis based on frequency and distribu-
tion analyses provide a first clue for concept candidates, but
are not suitable for the automation of the extraction step like
the clustering methods.

Different clustering methods were chosen to group ele-
ments that are similar in terms of their properties in order
to derive potential candidates from them. The following were
examined: Neural Gas [16], Growing Neural Gas [17], as well
as Self-Organizing-Maps (SOM) [18], whereby in particular
the work of Matthias Reuter [19], [20] was taken into account.

These algorithms were used to find concepts at element
level, such as special data objects like the transfer objects
described in the example [5]. In addition, they were used to
extract similar properties of dependencies between elements,
to extract different types of dependencies such as special
communication channels or different types of relationships
such as an inheritance relationship typical for an object-
oriented realization.

The following algorithms were used to extract new facts
from the facts represented by the graph structure: Graph
Kernels [21], graph clustering approaches such as SPAA [13]
[12] [14] and t-SNE [22] to find similarities and anomalies
within the graph. An example in which the coordinator pattern
as a candidate results from such an extraction is described in
[2].

A SOM is also used for the creation of new detectors
within the framework of generalization by training with the
representatives. The selection and parameterization of adequate
methods in all activities, is the focus of the current, further and
ongoing work.

C. The Evolution Phase
As shown in Figure 4, the approach described in the

previous section can be embedded into any evolutionary and
incremental development process. This means that after each
implementation step the source code can be analyzed and these
results are available for the next evolution step in the design
activity.

This results in a holistic approach that considers the
evolution of architectural concepts on two levels. On the one
hand an identified concept itself is subject to changes, e.g.,
it can be refined or degenerated by further examples and on
the other hand the application of architectural concepts to a
concrete system can change during development by switching
to another technology for example.

The generated Concept Performance Record can support
the system architect in understanding the realized concepts.
This information can be combined with the results of a
conformity check, i.e., with a list of architecture violations
referring to concrete source code artifacts.

If, for example, the developer was not familiar with the
architecture and this is the reason for the violation, it can be
fixed by the developer in the next implementation step so that
no erosion occurs. On the other hand, it can be decided that
the reason for the violation is an unsuitable architecture. In
this case, the Concept Performance Record can support the
planning of architectural changes by making the aspects the
developer has in mind explicit at the architectural abstraction
level through examples.

Another aspect is the improvement of the development and
maintenance process through monitoring. We can assume that
the configuration and all data pools (fact bases and concept
spaces) are stored and versioned in a common repository.
As already introduced, a concept stored in a concept space
consists of a triple, its identifier, at least one detector, and
a set of examples that fulfill this concept. As a result of
the use of new technologies, frameworks or programming
paradigms, it can lead to new concepts that may replace old
concepts, so that once extracted concepts disappear over time
and are no longer identified. The comparison of two Concept
Performance Records from different versions of a product can
lead to indications of mutations of concepts. This can also
help to detect the erosion of the product or even a product
line architecture at an early stage and to react in a managed
way.

D. Scenario Mapping
If we have a look to the scenario defined in Section II-B,

than the described activities can support it.
We assume that in the first conflict, where no transfer

objects were used as parameters, the concept Transfer Object
is known, stored in the Concept Space and was also selected.
This means that at least one detector and corresponding
examples of Transfer Objects are existing. In this case, the
execution of the detector will result for the parameters of the
solveOptimization method (see Figure 3) not positive.
With the knowledge that these elements concept a indication
for a deviation is given. Furthermore the architect has a direct
linkage to the examples for the following discussion with the
developer.

In the second case, where the database framework and
with it a concept change is implemented, the following can
be observed. A concept that has been detected or extracted
before is no longer recognized - it has disappeared. On the
other hand, previously unknown concepts have been extracted.
The fact that an element no longer satisfies a concept fulfilled
in the previous iteration and is now referenced in a newly
extracted concept is a strong indication of a concept change.

IV. CONCLUSION AND OUTLOOK

The central element of the approach are the directly refer-
enced source code examples through which machine-learned
models become explainable, architectural concepts explicit
and the adaption of a software architecture takes place in a
managed way driven by the extracted knowledge from source
files.

The approach presented here contributes to making soft-
ware architectures explicit. The developer’s understanding of
architectural concepts is increased by code examples, i.e., a
representation he is familiar with. The architect is supported
during the decision making process, as he gets additional
information about the architecture deviations with whose help
he can decide whether the resolution of the violation is brought
about by an adaptation in the source code or by a change in the
architecture and thus the ideas of the developer are transferred
to the architecture level. In this case, it is the examples that
provide the architect with the information, with the focus on
the properties and concepts that are fulfilled by the source code
artifacts concerned.
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With regard to the scenario described in Section
II-B another question arises here: Must be the interface
OptimisationSolverIf realized as a service-oriented
interface at all? As visualized in Figure 2, it is only used
within the application layer and not provided for external
access, i.e., a possible solution for the conflict would also be to
allow different types of implementation related to the context
of the interface. In this case, the approach supports describing
the context by the kind of the connection which exist between
interface and its environment, and the differences between the
different realization kinds which become understandable by
the description of their characteristics.

Also described in the scenario is a technology change. Re-
ferring to the prototypical development or testing in the context
of a product line as described in [9], the change becomes
explicit. For example, it becomes clear which concepts are
lost and which are added and which elements are affected.
With regard to the rolling out of a concept change to variants
of the product line, the detectors can simply determine which
elements are affected by the no longer permissible concept.

As an outlook we would like to mention the evaluation
with different OpenSource systems (e.g., Java Path Finder[23].
(approx. 178,000 LOC), jEdit[24] (ca. 58,400 LOC), PMD[25]
(ca. 110.350 LOC), log4j[26] (approx. 158,600 LOC) and the
enrichment of the fact base with semantic information, such as
functional information or data describing the runtime behavior.

The statement:”Satisfying rules can be a hard job for soft-
ware developer!” is not surprising considering that software
development is a highly creative process [27] and therefore
not every architectural violation is basically bad; rather it is
necessary to explain the deviation in its context. To achieve
this, it is necessary to make the architecture implicitly imple-
mented by the developer explicit. If we also take into account
that agile development methods are increasingly used, which
are carried out with sprint cycles of e.g., two weeks, that
architecture, too, is progressing at this rate of evolution, or
it can at least be ensured that it does not erode. A managed
architecture evolution in short cycles is only possible if both
architect and developer have a basis that both understand.

As well as a common understanding, evolution also takes
place on both levels, driven on the one hand by new re-
quirements, which may no longer be met by the current
architecture, and on the other hand driven by new technologies
or programming paradigm and best practices.

Just like the Programming By Example [28] approach an
understanding is here created through examples, too - but at
the architectural level, with the goal to bring the architectural
and the coding perspective together.
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Abstract—In many factories, trying to model and develop a
complex production system is considered a hard task, requiring
efforts and time to the process engineers and system engineers.
The production system is treated as a closed data driven system
where the system development is motivated by the production
time and the quality of products. The corresponding technical
solutions for the evaluated result (e.g., for production time) are
considered as the driving data of the production system, which
can be developed to improve the productivity of the production
system. On the other side, the production system is a cyber-
physical system, which presents a unified view of computing
systems that interact strongly with their physical environment.
In order to raise the productivity, the production time and the
quality of products must be evaluated regularly. The components
in production systems must follow these results of evaluation
and be configured with a new architecture to achieve the new
requirements. Thus, the challenge is how to follow the driving
data to get the new component configuration in production
system, particularly cyber-physical system. This paper will give an
approach for modeling of the production system and generating
of a candidate of component configuration in consideration of the
driving data.

Keywords–Architecture Evolution; Semantical Matching; Con-
figuration of Components; Cyber-physical System.

I. INTRODUCTION

Cyber-Physical Systems (CPS) play important roles in
many areas, e.g., smart factory, digital manufacturing, smart
logistics, and energy efficiency. The modern mechanical en-
gineering products are increasingly being supplemented by
programmable controllers. Production system is a classical
Cyber-Physical System. It is in constant evolution and should
permanently be operated in order to raise the productivity
or meet the continuously and fast changing requirements
[1]. However, in general a production system is not defined
perfectly at the beginning. And sometimes, it has to monitor
itself for its productivity. Besides, driven by availability of new
technology the production systems are repeatedly enhanced
and extended in their prolonged life time.

An existing production system (see Figure 1) can be
modeled with a component oriented modeling language. By
using of an equivalent representation, the component oriented
model for the existing production system is transformed to a
graph structure, which keeps the system structure and prop-
erties from the original component oriented model [2]. This
graph structure evolves into more different graphs by using
of graph-based algorithms. Each new graph represents a new
components configuration. By using combination rules, which
are defined by system engineers, a part of the new component
configurations, which meet the requirements of the driving
data, can be found out. One of these configurations will be
simulated and as a new production system implemented. This

new one is named target 1 and will be continually evaluated
into the second iteration.

In this paper, an approach is introduced to model and
generate a candidate of component configurations for a plan of
new production system according to the driving data. Firstly,
the related work about the solutions of this problem will be
introduced in Section II. Then, an example is presented in
Section III reflecting the data driven evolution of produc-
tion system. The necessary basics and fundamentals of this
approach will be introduced closely related to the example
system in Section IV. The approach is described in two parts
in Sectionn V : the system architecture and algorithms. Finally,
Section VI concludes and gives an outlook on further work.

Industry 4.0
Solution 

Production System

Evaluation

Existing

Target 1

Target 2

Driving data Evaluating factor

Analysis

(Expert)

Figure 1. Data driven development of a production system

II. RELATED WORK

The “Industry 4.0” (I4.0) – also called “smart manufac-
turing” or “industrial internet of things” – in production is
synonymous with highly flexible production, which enables
companies to offer highly individualized products by linking
the internet to conventional processes and services, and to
actively involve their customers very early in the development
process [3]. Currently, there are very less opportunities for
the small and medium-size enterprises (SMEs) to gather the
information which they need to adopt I4.0 solutions. In [4], an
information portal is presented providing access to the results
of a study commissioned by Stechert and Franke [5]. It reveals
basic approaches to digitization and helps to identify business
areas, such as product development that can be influenced by
specific I4.0 functional areas. But the link to concrete I4.0
technologies does not take place here.
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As part of the project “Intro 4.0” [6], the implementation
strategies of I4.0 solutions are developed based on four appli-
cations for participating industrial partners. Here, the specific
I4.0 solutions are developed and introduced to industrial part-
ners. The findings on the development and implementation of
I4.0 solutions will then be used to derive recommendations for
action on risk and potential estimation when implementing the
I4.0 solutions [6]. However, the development of a simulation
environment or the evaluation methodology for the comparison
of alternative solutions is not planned.

The modeling of processes and information flows offers the
sufficient resource for networking of the production planning
systems, the control systems of machines, building systems and
logistics systems [7]. The projects ENOPA [8] and EnHiPro [9]
mainly committed to modeling between production planning
systems and control systems of machines and logistics systems.
The project PROFILE mainly devoted to description models
for companies and the innovation and knowledge management
in production networks. That is also the main work in the
projects SynProd [10] and GINA [11].

The Functional Mock-up Interface (FMI) defines a stan-
dardized interface and is developed by Daimler within the
framework of the MODELISAR project for the coupling of
various simulation modules [12]. This approach is used to
integrate simulation modules into other simulation modules
with a common interface. A master simulation is defined, in
that the appropriate different modules can be coupled. The data
exchange between the modules must also be modeled in the
master.

All these previous solutions have in common that although
they allow a technical integration of different models they do
not give a set of suitable concepts for structuring and integra-
tion of the concrete I4.0 solutions in the existing production
system. So, the I4.0 solutions must be integrated in the existing
production system before the evaluation of the I4.0 solutions.

III. EXAMPLE SYSTEM

Figure 2 shows a battery manufacturing system as an
example. It consists of a 3D-print station, a quality assurance
station, a battery module assembly, an electronics assembly, a
final assembly, a storage for assembly (such as caps, batteries
and electronics), a logistic system, a central controller and two
robot grippers as transportations. The manufactured batteries
will be transported into a warehouse and stored there.

A battery production system

3D-print
station

Robot 
gripper

Robot 
gripper

logistic
system

Battery
module

assembly

Electronics 
assembly

Final 
assembly

Central 
controller

Storage for
assembly

Quality 
assurance station

Figure 2. Battery production system as example

This battery manufacturing system is a classical CPS. The
manufacturing parameters and the description of production
processes are provided from another system as the input data to
the central controller. The central controller networks the work
stations, assemblies and other subsystems together to execute
the production plan. The material and resources are transported
into the storage for assembly and after the production the
batteries are transported out from this system.

In this case, the production time is an important evaluating
to reflect the productivity. Therefore, an evaluation system is
monitoring this evaluating factor and in this way makes the
evaluation of productivity. The evaluation results are analyzed
to obtain one industry 4.0 solution. In this case, ”Track and
Tracing with RFID” technology is selected using to optimize
the production time (see Figure 3): One or more new RFID-
reader sensors will be integrated into the existing production
system and the RFID-chips must be integrated into the trans-
port trays.

But there are many possible implementations to integrate
the RFID-reader sensors into the existing production system.
Thus, before the implementation or simulation of one integra-
tion concept, a decision support is necessary.

Industry 4.0 Solutions

A battery production system

3D-print
station Robot gripper Robot gripper logistic system

Battery
module

assembly

Electronics 
assembly

Final 
assembly

Central 
controller

Storage for assemblyQuality assurance
station

Track and
Tracing with

RFID

Figure 3. The technical solutions of the evaluated result for this battery
production system as example

IV. BASICS AND FUNDAMENTALS

A. Component-based modeling
Internal Block Diagram (IBD) is a UML 2 based standard

component oriented modeling language and used in Systems
Modeling Language (SysML) for systems engineering [13].
The IBD consists of system components, interfaces in the form
of ports and connections. Their symbols and interpretations are
described in Figure 4.

Figure 4. The interpretations of the symbols in IBD

The above mentioned existing state of the battery manu-
facturing system is modeled model with IBD in Figure 5.
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Figure 5. The existing production system modeled with IBD

B. Graph structure
In order to describe the system evolution from exsiting

state to a target state, a directed graph structure is introduced
in definition (1). The elements in the set V represent the
nodes of the graph structure G. Any element in the set E
represents a directed edge (arrow) in G. The edges can be also
described with E := V × V . The functions src and tgt are
two connection relationship functions for every edge, which
connects to its source node with function src, as well as its
target node with tgt. Every node and edge has attributes to
store the semantic information (description information). Every
attribute has a key-value structure, where P represents the
power set of key-value pairs. The keys are identification keys
and help identify the various kinds of description information,
which are stored in values.

G := (V,E, src, tgt)

src := src|E→V

tgt := tgt|E→V

(1)

attributes := V ∪ E → P (Key × V alue)

Key := a set of values

V alue := a set of values

(2)

C. Transformation between models and graph structure
A transform function bi represents the transformation be-

tween IBD models and graphs. This transformation is defined
as an equivalent and reversible transformation.

bi(mIBD)↔ gIBD (3)

Following the example of battery manufactoring system, a
representative part in the full system is selected to clearly and
detailedly introduce the transformation for every elements. In
that, the system components and ports are transformed into
nodes, and all connections to edges. (see Figure 6)

The system components like central controller, robot grip-
per 2, electronics assembly and final assembly are transformed
to nodes 1, 2, 3, and 4 (see Figure 7). The belonging de-
scriptions, like the manufactory parameters, descriptions of
functions and protocol, are transformed into the attributes of

21

3

4

Production model (IBD) Graph strukture

Robot gripper 2

Electronics 
assembly

Final 
assembly

Attribute

Attribute

Attribute

Attribute

Attribute

Attribute

Central 
controller

(Art, 
Protocols)

(Manufactory parameters, 
Descriptions of functions,
Protocols)

41
42

11
12

13
21

22
23

31

32

bi

Figure 6. The graph representation of the existing production system

the corresponding node. All of the interfaces are transformed
to nodes in the graph. In this example, the digital (second) in-
terface of the final assembly system component is transformed
to node 32 in the graph, and its descriptions, like art and
protocols, are saved in the attributes of node 32. All of the
material flows and information flows are transformed to edges
in the graph, at the same time the connection relationships are
kept through this transformation.

Electronics assembly 4

bi

Attributes in node 4

in Electronics assembly

The second interface
of final assembly

Robot gripper 2

Final assembly

2

3

1

Attributes in node 32(Art, Protocols)

Central 
controller

(Manufactory parameters, 
Descriptions of functions,
Protocols)

bi

bi

bi

bi

bi

bi

bi

bi

32

bi
A belonging relationship

In the second interface
of final assembly

Figure 7. The interpretations of transformation between the IBD elements
and graph elements for the existing production system

V. APPROACH

A. System architecture
Our approach is based on a subsystem named candidates

generator. Figure 8 shows a new system architecture of data
driven development of production system with this approach.

The inputs of candidates generator consist of one produc-
tion model, which describes the existing state of the production
system with IBD (1) and one Industry 4.0 solution (2). The
outputs of candidates generator is a set of models for a target
production system (3), which is integrated with the given
industry 4.0 solution. At the same time, this set of models
must be implementable. In the case of battery manufacturing
system, the candidates for a new production system should
consider with the integration of RFID-reader sensors into the
existing production system. In the circumstances, any model
in the candidates who cannot satisfy this condition will be
removed from the candidates.

The filtered models will be continually evaluated with
evaluating factors (4), such as production time and so on. After
the evaluation, one production model is selected as a target
model (5) and analyzed by experts (6) again. These processes
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Figure 8. A new system architecture of data driven development of
production system with our approach

make the generating an iterative loop possible, in order to apply
more than one Industry 4.0 solution on a production system.
After the integrations for all of Industry 4.0 solutions, the
finally selected target production model will be implemented
(7) to a new (target) production system. The new production
system can be continually developed in the second iterative
process into candidate generator.

B. Algorithms
The production model for the existing state is transformed

into graph structure without information loss and structural
changes by using the transformation function bi (see definition
3). On the graph structure, the algorithms in graph theory, e.g.
depth-first search, breadth-first search, path/walk morphism
and shortest path problem, can easily be used to generate new
graphs. The transformation function bi makes the reversible
from graph structure to production model possible and without
information loss and structural changes.

VI. CONCLUSION AND FURTHER WORK

We proposed an approach which supports the further devel-
opment of complex cyber-physical systems. In the application
example, the algorithm used in our approach had to give
recommendations for integrating RFID-reader sensors in the
existing production system. The existing models were first
abstracted to a common graph-based description. The candi-
dates generator was then used to determine candidates with a
possible integration of the new components. Based on this set
of candidates, an optimal integration of the new components
can be identified.

The underlying concept is currently being continuously
further developed and applied in the research project “Synus”
to optimally integrate Industry 4.0 solutions into existing
systems. This is intended to provide SMEs in particular with a
decision-making aid for the introduction of new technologies.
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Abstract— Adaptive and fast-calculating HVAC and climate 

models are gaining increasing importance in the automotive 

development process. Physically motivated thermal models 

achieve high quality results, but have a disadvantage in terms 

of their computing speed due to their complexity. One possible 

approach for the fast and precise simulation of thermal sys-

tems is deep learning with artificial neural networks. This 

paper aims to determine the extent to which neural LSTM are 

suitable for modeling the complex dynamic behavior of vehicle 

air conditioning. For this purpose, a physical reference model 

of a passenger car air conditioning system including a vehicle 

cabin is set up in the simulation environment Dymola with the 

component library TIL Suite. Furthermore, a model structure 

of a LSTM -based deep neural network to map the dynamic 

thermal behavior correctly is proposed. For the purpose of 

training the ANN, the overall system has been broken down 

into subsystems. The subsystems are individually trained open-

loop and then linked to form a closed-loop overall model. For 

evaluation purposes, models with the same model structure but 

based on feed forward network (FFN) architectures are im-

plemented, trained and tested. 

Keywords - BEV; Applied Machine Learning; HVAC; 

LSTM; ANN;  

I. INTRODUCTION  

In the automotive development process, simulations of 

the vehicle climate are required in order to test components, 

assemblies, system concepts and control variants in a cost-

effective and time-efficient manner. Furthermore, simula-

tions of the vehicle’s climatization systems are currently 

gaining more and more of a focus on research, as they are 

used within Model-Predictive Controllers (MPC) to opti-

mize HVAC control. 

Previous work has shown that physical modeling shows 

good results and provides a good picture of real thermody-

namic processes. A number of studies have focused on a 

detailed physical modeling of the cabin climatization for 

simulation purposes [1]-[14]. In addition to the vehicle 

interior temperature, energy consumption, air humidity and, 

in some cases, air quality and thermal comfort are also cal-

culated in the form of a Predicted Mean Vote (PMV). With 

the modeling methods described here, it was possible to 

achieve high prediction accuracy in the sense of the accord-

ance of measurement and simulation results. However, these 

models have a significant disadvantage of the modeling 

effort and the high runtime and are therefore not suitable for 

use in a model predictive controller. A compromise between 

run-time and prediction accuracy with relatively low model-

ing effort is provided by adaptive learning methods with 

modeling of the controlled system by Artificial Neural Net-

works (ANN). Previous work on simulating the cabin cli-

mate with ANN showed promising results for short forecast 

horizons.  However, for longer forecasting horizons and at 

large operating range, the known works are only limitedly 

suitable for simulation in the vehicle development process 

or in use within an MPC. One reason for this is the error 

accumulation due to the multiple consecutive one-step-

ahead predictions. The output of each prediction step along 

the prediction time window is used as the input for the fol-

lowing one. As a result, the error also propagates and reso-

nates, resulting in high inaccuracies. 

An alternative architecture of recurrent neural networks, 

which is particularly suitable for the prediction of time se-

ries, has been introduced with Long Short-Term Memory 

(LSTM) networks [15]. With the use of LSTM in their 

products, the major technology companies Apple, Alphabet 

and Microsoft have achieved great success in recent years. 

Based on this network structure, a deep neural network for 

the simulation of the cabin climate will be presented in this 

paper.  

The modeling of physical systems using machine learn-

ing methods is subject to two major challenges. On the one 

hand, the right architecture, which is suitable for mapping 

the system dynamics well, must be found. The other prob-

lem consists in the quality of the learning data as the essen-

tial basis of all learning methods. The values of physical 

quantities obtained by measurements of physical processes 

are subject to deviations due to measurement uncertainties 

and measurement deviations. Since the quality of learning 

systems is limited by the quality of the learning data, pre-

processing of the signals, e.g., by smoothing and filtering, is 

required. Since this work examines the suitability of the 

architecture for mapping the system dynamics, the training 

is based on learning data generated by a conventional sys-

tem model. For this purpose, a complex detailed reference 

system model was created in a first step. Based on this ref-
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erence system model, the quality of the examined learning 

methods was evaluated. 

The following Section II describes the state of the art in 

terms of physical thermal modeling and modeling with 

ANN. In Section III the reference system model is present-

ed. Subsequently in Section IV, the structure of the LSTM-

based deep neural network is explained in more detail. Fi-

nally in Section V, simulation results of the comparison of 

NARX-based networks and LSTM-based networks are 

presented and discussed. 

II. MODELING OF THERMAL SYSTEMS 

A. Physical Thermal Modelling 

The simulation of thermal models is an established ele-

ment of the vehicle development chain. One reason is that 

development times are greatly reduced, since component 

tests can take place virtually without having to set up or 

modify a new test bench. The requirements on the models 

are not only a realistic representation of the real component 

but also the speed at which the model can be simulated. This 

requirement is particularly important for models that are 

used on real-time systems. Furthermore, the simulation time 

has a great influence on the duration of the development 

cycles and thus has a direct effect on the costs, which under-

lines the importance of this requirement once again. The 

demands posed to the model are matched by the challenges 

of modelling. These are among others: 

 Realistic mapping of system and component com-

plexity 

 Transfer of the characteristics of individual com-

ponents by means of parameterization 

 Implementation of the physical behavior of indi-

vidual components 

 Checking the thermal behavior of circulation sys-

tems 

One way to generate fast and realistic thermal models of 

components and systems is to use physical models. These 

use thermodynamic relationships to realistically model the 

interaction of a component with its environment. The ad-

vantage of the physical approach lies in the inherent quality 

of the representation of reality, provided that the laws can be 

fully captured and implemented. However, since even a 

seemingly simple component, e.g., the refrigerant pipe of an 

air conditioning system already spans a complex network of 

thermal dependencies. This makes physical modelling of 

thermal systems very demanding and therefore time-

consuming. It can take several weeks until the modelling of 

a car air conditioning system has been modeled and validat-

ed. The more complex a model becomes, the more time it 

can take to simulate it. Here, the quality of the simulation 

result competes with the simulation speed. 

 

 

1) Model exchange using FMU 

A further argument for the model-based component de-

velopment is the possibility of parallel work of different 

departments on a component by means of model exchange. 

This can be done, for example, by transferring a Functional 

Mock-up Unit (FMU) [16]. The creator of the model exports 

the model from his modeling software into the standardized 

FMU format. This creates a container file which contains all 

equation systems of the original model in the form of a DLL 

and thus makes them generally usable. Beside the DLL 

there is also an XML, which contains the interface descrip-

tion. With the FMU export, it is also possible to integrate 

the required licenses and thus make the simulation of the 

integrated model possible in the first place. In order to re-

strict the use of the license, it is limited to the simulation of 

the FMU. The user of the FMU can now integrate the origi-

nal model (e.g. Modelica code) in the format of an FMU 

into his own software environment (e.g. Matlab or MS Ex-

cel) and simulate it. 

B. Modeling of Themal Systems with ANN 

In various previous works, the modeling of thermal sys-
tems with neural networks was investigated. The majority of 
the work is focused on the simulation of building HVAC 
systems. Thus, e.g. in [17] and [18], nonlinear autoregres-
sive networks with exogenous inputs (NARX) are used to 
predict the indoor temperature and humidity in rooms. The 
networks are essentially Feed Forward networks, usually 
multilayer perceptrons (MLP), with the outputs being fed 
back. In addition to the current independent (exogenous) 
inputs and the previous outputs, time-delayed values of 
these variables are also used as input. Figure 1 shows the 
common used NARX architecture. 

 

Figure 1 NARX Architecture 

The training of the network is accomplished, without 

feedback, in a serial structure. Here, the true outputs 

y(k − 1, k − 2, … , k − 𝑛y) are used instead of the predicted 

output ŷ(k − 1, k − 2, … , k − ny). This has the advantage on 

the one hand that the exact inputs of the network are used. 

And on the other hand, a static backpropagation method 

such as the Levenberg Marquardt algorithm can be used as a 

learning method. 

Based on this principle, several papers dealing with the 

modeling of building HVAC systems have been published. 

For example, in [19], multiple autoregressive RBF-ANNs 

are used to predict the PMV. The forecast result is used here 

within an MPC to reduce energy consumption while achiev-
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ing maximizing thermal comfort. In [20], a series of recur-

rent models is used to predict humidity and indoor tempera-

ture in buildings. [21] also describes the use of a neural 

network to model a building HVAC system. This model is 

used as part of an intelligent energy management system in 

combination with a genetic algorithm to optimize the cool-

ing energy requirement. The model consists of several sub-

models for the different components of the HVAC system, 

which are constructed as multi-layer perceptron (MLP) in 

feed forward structure with a hidden layer of 20 neurons, 

one bias and one hyperbolic activation function. The models 

predict the resulting exhaust temperature, fan pressure and 

compressor output. The model has a resolution of 1 minute. 

The mean average error MAE tested was 0.52K for the 

temperature model and 0.58 KW for the energy consump-

tion.  

The modeling of vehicle HVAC systems by neural net-

works was discussed in detail in [21]-[23]. In [22] and [23], 

the modeling of an experimental automotive air condition-

ing system with a recurrent, time-delayed neural network is 

described. The model is again used within a model predic-

tive control to optimize the refrigeration cycle, in particular 

a variable speed compressor. The network has a hidden 

layer with 5 neurons and a time delay of 5 samples for the 

input and 3 samples for the feedback output. The data sam-

pling rate was 8 seconds. The training was done on- and 

offline with a Levenberg-Marquardt algorithm. Tests using 

one-step-ahead and 10-steps-ahead prediction were per-

formed. Here, it was determined that the feedback caused a 

fault accumulation, which is why an error resetting was 

performed after the 10 steps. 

An artificial neural network architecture alternative to 

NARX exists with LSTM networks. In this case, as with all 

recurrent structures, not individual data points but entire 

sequences of the data are processed further. The feedback 

takes place here on the level of individual cells. Unlike 

traditional RNNs, the problems of exploding or vanishing 

gradients in training LSTMs have a much smaller impact. 

While the base element in feed forward networks is a single 

neuron with associated weights and an activation function, 

individual LSTM-units respectively LSTM-blocks are the 

base elements in LSTM networks. The common architecture 

of an LSTM-unit consists of one cell and three gates. The 

cell represents the memory of the unit. During each calcula-

tion step, the output of the LSTM-unit ht (hidden state) and 

the state of the cell ct are calculated. 

The output of the LSTM-unit is calculated from the state 

of the cell and the output of the output gates. The cell state 

is calculated from the previous value of the cell state and the 

outputs of the input gates and the forget gate. In each of the 

three gates, as in a neuron in a feed forward network, each 

output is calculated from a weighted sum and an activation 

function. Through the training, the weights of the gates are 

adjusted and thus learned to what extent information from 

previous steps are stored or removed. The detailed descrip-

tion of the method can be found in [15]. 

Based on this basic architecture, Section IV proposes a 

deep neural network for mapping the thermal behavior of 

vehicle interior climate control. This model is trained on the 

data of a reference model, which is explained in more detail 

in the following chapter. 

III. PHYSICAL REFERENCE MODELL  

A. Model Design  

In the simulation environment Dymola, the model of a 

mobile refrigeration system and a car cabin was created 

using the modeling language Modelica, the ModelicaStand-

ardLibrary and the model library TIL Suite [24]. The air 

conditioning system used as a reference system comes from 

a Volkswagen e-Golf, which was available as a measuring 

vehicle for several months. The data collected was used to 

create a model of the vapor compression cycle, the climate 

control system and the cabin. The coarse structure of the 

refrigeration system model is shown in Figure 2. 

 

Figure 2 Refrigeration cycle with a scroll compressor (1), a high-pressure-

side external air-refrigerant heat exchanger as condenser (2) with a fan 

(10), an internal heat exchanger (11), an expansion element (3) and the 

inner heat exchanger as evaporator (4). In the air duct (9) there is a 
temperature flap (5) which divides the air flow coming from the fan (12) 

and, depending on the operating point, directs it via the heat exchanger in 

the water-glycol cycle (6) of the heating circuit. The medium is heated by a 
high-voltage PTC (7) and circulated by a pump (8). 

B. Refrigeration System Model 

Compressor: The refrigeration cycle is operated with the 
refrigerant R-1234yf and consists of a scroll compressor 
taken from the TIL standard library. By adjusting its dis-
placement volume and efficiencies, it was adapted to the 
compressor from the real refrigeration cycle. Internal pres-
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sure and friction losses as well as heat dissipation to the 
environment are also mapped by the model. 

Heat exchangers: The refrigerant-side heat exchangers 

used are from the TIL AddOn Automotive [25] and have 

been adapted to the dimensions of the e-Golf heat exchang-

ers. The heat exchangers can be adapted to the real compo-

nent via several parameters for geometry (see Figure 3), as 

well as heat transfer and pressure loss relationships. 

Following the recommendation of Rohsenow et al. [26], 

the correlation of Gnielinski [27] for Reynolds numbers less 

than 2300 and the correlation of Dittus/Boelter [28] for 

Reynolds numbers greater than 104 was used for the calcu-

lation of the refrigerant-side heat transfer coefficient for the 

case of turbulent flow. For the phase change in the conden-

ser, the correlation of Shah [29] was used. The air-side 

forced heat transfer was determined with the correlation 

established by Haaf [30]. For the refrigerant-side pressure 

loss during the phase change, the McAdams approach [31] 

in combination with the Swamee/Jain formulation [32] was 

used for Reynolds numbers greater than 2300 on the basis of 

the homogeneous calculation model. The implementation of 

the airside pressure loss was neglected. 

 

Figure 3 Modelling of heat exchangers with the TIL AddOn Automotive. 

The geometry of the heat exchangers can be completely adapted to that of 

the original component (upper illustration). Furthermore, the heat 

exchanger can be divided into cells (lower illustration). This allows a three-
dimensional analysis of the heat exchanger [25]. 

High-voltage PTC: The high-voltage PTC was imple-

mented via a heat source that transfers a loss-free heat flow 

to a tube model. The coolant, which absorbs the heat flow of 

the PTC with a defined heat transfer coefficient, is conduct-

ed through this tube model.  

Expansion Valve: The expansion element is a thermostat-

ic expansion valve. The opening behavior of the valve was 

implemented in the model based on manufacturer data. The 

nominal high- and low-pressure values are 9.7 bar at 235 

cm³/h and 3.7 bar at 160 cm³/h. The maximum operating 

point is 7 bar at 35°C. 

Fans: The fans are implemented as simple models which 

convey a defined air volume flow. Since no reliable air-side 

measurement data was available, no air-side pressure losses 

were integrated. 

C. Vehicle Cabin System Model  

The interior model comes from the TIL AddOn Cabin 

[33] and  is based on an ideally mixed zero-dimensional air 

volume (moist air), which is thermally coupled to the pas-

sengers and surrounding surfaces (walls, windows, floor, 

ceiling, dashboard, seats) and these in turn to the environ-

ment (see Figure 4). The surface elements were implement-

ed using parameters for geometry, material properties and 

heat transfer relationships. 

 
Figure 4 Structure of the cabin model with thermal connections of the 

individual components. In order to maintain the clarity, the representation 
of the long-wave radiation exchange of all components among each other, 

which is determined by view factors, was omitted 
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The air duct was modelled with a tube model available in 

TIL and thermally coupled to the underside of the dash-

board. The passenger was integrated into the cabin model as 

heat and moisture source. 

D. Comparison of  Simulation and Measurement 

The model was calibrated with several measurement runs 

and adapted via a fitting process. Since the climate control 

system uses the interior temperature as the central reference 

value, this quantity in particular is an important quality 

criterion for the model. Figure 5 shows a comparison of an 

exemplary simulation of a heating case. It can be seen that 

the interior model is not able to reproduce small temperature 

changes of the sensor. This is due to the ideal mixing of the 

air volume based on the zero-dimensional approach. How-

ever, the average heating behavior of the interior is very 

well represented. This results in a deviation of the interior 

temperature determined by the model of a maximum of 

4.8K during the heat-up phase and a maximum of 0.9K in 

control mode over all evaluated test runs. 

 

Figure 5 Comparison of measurement and simulation data of a test drive at 

an outside temperature between 0°C and 5°C. 

The climate control system of the model was based on a 
typical control unit for electric vehicles. The model can 
dynamically map the following operating states: 

 Heating 

 Cooling 

 Dehumidification 

 Re-heating 

 Ventilation 

For the work presented here, the focus was on the oper-
ating states of heating and dehumidification. The resulting 
model of HVAC system and cabin consists of 9947 de-
pendent parameters, 468 continuous time states, 199 linear 
equation systems with at most 2nd order, 32 non-linear 
equation systems with at most 1st order. The average CPU 
time is 240 seconds for 1000 simulated seconds. It was 
exported as FMU to perform the further process of ANN 
learning in Matlab and Python. 

IV. MODELING OF THE CLIMATE SYSTEM WITH ANN  

A. Model structure 

The overall model consists of 6 linked submodels. Each 
submodel consists of an individually trained network. The 
submodels were each selected according to the sensors pre-
sent in the vehicle, so that the signal trajectories of the in-
puts and outputs can be used as training data. The inputs of 
each subnet consist of feedback outputs of its own and other 
subnets, the direct outputs of other subnets and external 
inputs. Figure 6 shows simplified the overall model struc-
ture. 

 

Figure 6 Model structure of the ANN-model 

In the first subnet named the refrigerant cycle, the air 
temperature after the evaporator is predicted. For this pur-
pose, the trajectories of the inside temperature, the outside 
temperature, the relative humidity inside and outside, the 
recirculation flap position, the fan power and the compres-
sor power are used as inputs, each in the form of a sequence. 

The second network represents the heating circuit. The 
trajectories of the electrical power of the PTC element, the 
air temperature after evaporator, the past air temperature 
after the heat exchanger, the temperature flap position and 
the fan power serve as input to predict the current air tem-
perature behind the heat exchanger of the heating circuit. 
The predicted output values of the first two nets are used 
together with the position of the temperature flap and the 
blower output as input for the third network, the air distribu-
tion, to predict the outlet temperature at the vents to the 
cabin interior. 

In the fourth network, the new internal temperature is 
calculated from a number of external inputs, such as outside 
temperature, direct and diffuse solar radiation power, vehi-
cle speed, fan power, passenger number and past internal 
temperature and outlet temperature. From this, the new 
windscreen temperature and the resulting new relative hu-
midity are predicted in the last two networks. 

B. Network Architecture / Parameterization 

1) NARX 
The NARX networks were designed as in the work de-

scribed in Section II.B, each with a hidden layer with differ-
ent numbers of neurons (5, 10 and 20). The input signals of 
the networks were prepared according to the different tested 
delays of 3 and 6 delay steps. For preprocessing of the sig-
nals, the training data of the inputs and outputs was normal-
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ized by their mean value and their standard deviation. To 
generate the training data, 11 simulation runs were carried 
out with simulated journey duration of approx. 1 hour each. 
Here, a total of 40810 data samples were generated with a 
sampling rate of one second. The training data was subdi-
vided as usual into learning, test and validation sets. As a 
learning function, the Levenberg-Marquardt algorithm was 
chosen with mean square error (MSE) as performance indi-
cator. The training was carried out for each submodel with 
the different architectures and tested on 3 further unseen 
simulation runs with 10586 data samples. A maximum 
number of 200 learning epochs was defined as abort criterion 
for the learning processes. However, this never occurred 
because of the rapid convergence of the learning function. 
The RMSE was selected as benchmark for the evaluation of 
the test result. 

2) LSTM 
The LSTM networks were designed with a sequence in-

put layer, a LSTM layer with different number of LSTM-
units (5, 10 and 20), a fully connected layer and an output 
regression layer. Sequence lengths of 3 and 6 samples were 
examined. The input data was prepared as described above. 
For network training the adaptive moment estimation opti-
mizer (ADAM), stochastic gradient descent optimizer 
(SGD) und the root mean square propagation optimizer 
(RMSProp) were tested. Here, too, a maximum number of 
200 learning epochs was defined as the abort criterion of the 
learning processes. All learning methods showed a signifi-
cantly weaker convergence compared to the NARX training 
procedures, so that the learning processes were always abort-
ed due to the reached maximum number of learning periods. 
The SGD method proved to be the most efficient learning 
method. A mini batch size of 50 data samples per iteration 
was chosen. The test procedure was carried out as described 
above. 

3) Combined Overall Model 
To simulate the holistic system model, the individual 

subnetworks were linked according to the model structure 
shown in Section III.4. Here, the inputs were replaced by the 
direct and feedback outputs of the coupled individual sub-
nets. The overall system was then tested by the three addi-
tional generated unseen test drive simulations. 

V. TEST OF THE SUBMODELS AND THE COMBINED 

OVERALL MODEL 

In accordance with the test methodology described in 
Chapter IV, the individual subnets were first tested using 
unseen described test data. In the first test series, the indi-
vidual subnets were tested open loop with perfect input. This 
corresponds to the quality of a one-step-ahead prediction. 
Tables I and II show the results with the RMSE over all 3 
test drives. It should be noted that the subnets 1-5 each have 
a temperature in K as a prediction variable and the subnet 6 
a relative humidity in %. 

The predictions of the NARX networks have significant-
ly lower error rates compared to the predictions with LSTM 
networks. The error rates of the LSTM networks decrease 
with increasing network architecture complexity. 

TABLE I.  RESULTS OF THE NARX OPENLOOP SUBNET TEST 

 

TABLE II.  RESULTS OF THE LSTM OPENLOOP SUBNET TEST 

 

In a second test series, the input values of the true past 
outputs were replaced by the feedback outputs of each sub-
network. This highlighted the error accumulation generated 
by each subnetwork. Tables III and IV show the results with 
the averaged RMSE over all 3 test drives. As can be seen 
from the test results, the error rates for both network types 
increase in the partially closed loop. The NARX subnet error 
rate in this test series increases so dramatically that only 4 
NARX subnets (Network 1, 2, 4, and 5) perform better than 
the LSTM subnets. 

TABLE III.  RESULTS OF THE NARX PARTIAL CLOSED LOOP SUBNET 

TESTS 

 

TABLE IV.  RESULTS OF THE LSTM PARTIAL CLOSED LOOP SUBNET 

TESTS 

 

In the final test series all coupled inputs were replaced 
by the linked direct and feedback outputs of the coupled 
individual subnets. For the combined overall model, the sub 
network structure, which performed best in the second test 
series, was selected for the respective network types. Table 
V shows the results with the RMSE for both network types 
for all 3 test drives. As can be seen from the results, the error 
rates of the NARX networks increase significantly, while the 
error rate in the LSTM subnets is almost unchanged com-

Number of 

Hidden Layer Neurons

Number of 

Delays

RMSE

Net 1

RMSE

Net 2

RMSE

Net 3

RMSE

Net 4

RMSE

Net 5

RMSE

Net 6

5 3 0,0031 0,0035 0,0096 0,0004 0,0001 0,0111

5 6 0,0037 0,0031 0,0024 0,0013 0,0005 0,0052

10 3 0,0036 0,0045 0,0046 0,0017 0,0008 0,0167

10 6 0,0136 0,0031 0,0076 0,0004 0,0001 0,0059

20 3 0,004 0,0029 0,0019 0,0003 0,0003 0,0061

20 6 0,0059 0,018 0,0066 0,0002 0,0005 0,0067

Number of 

LSTM Units

Number of 

Delays

RMSE

Net 1

RMSE

Net 2

RMSE

Net 3

RMSE

Net 4

RMSE

Net 5

RMSE

Net 6

5 3 0,1493 0,3373 0,4015 0,1285 0,0918 0,5018

5 6 0,1223 0,3766 0,2651 0,0986 0,0729 0,4065

10 3 0,1087 0,2451 0,2132 0,0806 0,0779 0,3441

10 6 0,1332 0,3416 0,2305 0,0787 0,0723 0,327

20 3 0,1106 0,2442 0,2095 0,0592 0,0692 0,3236

20 6 0,134 0,2909 0,2175 0,0725 0,06 0,3039

Number of 

LSTM Units

Number of 

Delays

RMSE

Net 1

RMSE

Net 2

RMSE

Net 3

RMSE

Net 4

RMSE

Net 5

RMSE

Net 6

5 3 0,1493 0,3373 0,4015 0,1285 0,0918 0,5018

5 6 0,1223 0,3766 0,2651 0,0986 0,0729 0,4065

10 3 0,1087 0,2451 0,2132 0,0806 0,0779 0,3441

10 6 0,1332 0,3416 0,2305 0,0787 0,0723 0,327

20 3 0,1106 0,2442 0,2095 0,0592 0,0692 0,3236

20 6 0,134 0,2909 0,2175 0,0725 0,06 0,3039

Number of 

LSTM Units

Number of 

Delays

RMSE

Net 1

RMSE

Net 2

RMSE

Net 3

RMSE

Net 4

RMSE

Net 5

RMSE

Net 6

5 3 1,1777 4,9163 2,3134 0,5887 0,9752 8,8424

5 6 0,5883 5,1189 2,1451 0,586 0,987 13,897

10 3 0,6478 4,2755 2,2007 0,5778 0,969 5,1603

10 6 0,6148 4,9479 2,1204 0,4728 0,9435 4,5458

20 3 0,6237 4,4588 2,1995 0,6136 0,9106 5,547

20 6 0,5667 4,747 2,1876 0,4748 0,8591 3,9582
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pared to the second test series. The error rates of the NARX 
networks have a greater spread compared to the error rates of 
the LSTM networks. This is an indication for a better gener-
alization capability of the LSTM networks.  

TABLE V.  RESULTS OF THE LSTM OVERALL CLOSED LOOP TESTS 

 

In summary, the test results of the overall models for the 
cabin air and windscreen temperature (Output Network 4 and 
Network 5) and the relative humidity (Output Network 6) 
show on average smaller error rates for the LSTM-based 
overall model.  

VI. CONCLUSION 

In the experiments, the overall LSTM-based model out-
performed the overall NARX-based model for the simulation 
data tested. This leads to the conclusion that LSTM-based 
neural networks offer a promising alternative to traditional 
neural network modeling approaches. However, no conclu-
sion can be drawn regarding the general suitability of the 
procedures. On the one hand, only a small subset of possible 
external climatic conditions was mapped with the generated 
reference data, so that no valid statement can be made about 
the generalizability for a broad spectrum of climatic bounda-
ry conditions. In addition, the networks were trained with 
"perfect" training data. Therefore, no statement can be made 
about the ability of the networks to what extent noisy signals 
or measurement inaccuracies can be compensated. For fur-
ther evaluation, a wider range of test and training data must 
be used. To reduce the quality gap to physical reference 
models, more complex LSTM networks with longer input 
sequences, a higher number of LSTM units, and a larger 
number of training epochs may be required. These questions 
will be the subject of subsequent research based on this pa-
per. 
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Abstract—In this project, a system was developed, which allows 

a flood prediction based on given data sets for a level measuring 

station in the Goslar area for a period of four hours. First, 

existing neural networks, which were developed during a 

seminar at the TU Clausthal, were extended with the help of the 

framework Tensorflow and investigated whether larger water 

level values and further flood scenarios allow good qualitative 

prognoses. Furthermore, the influencing factors of possible 

floods were identified based on past scenarios. In addition to 

gauge and precipitation measuring stations in the immediate 

vicinity of Goslar, weather data from the Institute of Electrical 

Information Technology (IEI), which have been available every 

15 minutes since 2003, were also taken into consideration. These 

data sets were processed and evaluated accordingly, so that a 

qualitative prediction can be made for exact water gauge 

heights. In addition, in order to reduce the training time, a 

dimension extraction was performed using a Principal 

Component Analysis (PCA), in which main components were 

identified and the data set examined for patterns in order to 

determine the possibility of a dimension reduction. In order to 

transfer the neural network to further scenarios, a prediction 

was made for the area of Bad Harzburg, where two measuring 

stations with additional weather data were used as inputs. 

Keywords-Machine learning; Neural networks; PCA; 

Feedforward neural networks; Flood prediction. 

I. INTRODUCTION 

Floods are events, which, depending on the region and 
their characteristics, can have devastating consequences for 
people and their homes. At first, it is not always quite clear 
which exact interrelationships have been involved in the 
development of these events and have led to the subsequent 
catastrophe. Even if several flood events have occurred in the 
same region over the years, different reasons may have led to 
the individual incidents. This also applies to the area around 
Goslar, a town in the northwestern part of the Harz in the 
federal state of Lower Saxony. In July 2017, probably the 
most devastating natural disaster of the last century occurred 
here. Within only two days, 306 l/m2 (according to the records 
of Harzwasserwerke GmbH at the Eckertalsperre) of rainfall 
fell in the immediate vicinity. This rainfall could be recorded 
at the gauging stations installed there in the period from 24.07. 
9:00 am to 26.07. 12:00 pm [1]. The reason for this high 
precipitation could be found quickly and can be traced back to 

the low-pressure area “Alfred”, which led to many floods in 
other areas in the northern Harz.   
    Another example concerned 10 May 2018 (Ascension 
Day). Here, precipitation of up to 100 l/m2 fell within a few 
hours, with the Abzucht, a tributary river of the Oker, which 
was still largely responsible for the flood in the previous year, 
remaining far below the critical limit. Both situations show 
that although precipitation can play an important role, it is 
limited to a certain catchment area and can lead to flooding 
due to the direction of water flow in the local environment. 
Experience has also shown that other variables, such as soil 
moisture or snow melting must also be considered in order to 
be able to make accurate statements about whether there is a 
risk of flooding.  
    An evaluation of all theoretically possible parameters and 
measuring stations would take a lot of time and is currently 
already being implemented by an external warning system 
from the “Harzwasserwerke”. Different predictions e.g., for 
precipitation and temperatures are compiled and evaluated 
manually. The problem that arises at this point is the resulting 
warning time of approx. 20 minutes. This period is not 
sufficient for a complete preparation of the local fire brigade.  
In order to increase this early warning time and to be able to 
make a qualitative statement about a future flood, a self-
learning neural network will be created which automatically 
predicts a future (possible) exceeding of a threshold value at a 
water gauge measuring station. For this purpose, historical 
weather data as well as water level and rainfall data from the 
immediate vicinity of Goslar are used, which are fed into the 
neuronal network and used for training. The network 
optimizes the data based on the previously processed data and 
then provides information on whether there is a risk of 
flooding for another independent set of test data. 
    In the beginning existing work was taken up to check 
whether a flood can be predicted. These were evaluated and 
improved in order to be able to predict exact water levels with 
a maximum deviation of 5cm. Finally, a transfer to another 
scenario in Bad Harzburg takes place, where a flood 
prediction for another environment is made using another 
measuring station. 
    Section 2 starts with two related works, which have already 
dealt with similar topics. In section 3 a short explanation of 
the preliminary work is given, which has already investigated 
this topic in the context of a seminar at the TU Clausthal. 
Based of this works, a forecast of floods in Goslar is finally 
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made. This serves to investigate whether an improvement of 
their algorithms can be made. Then a prediction of exact water 
levels is made. This forecast is then examined for dimensional 
reduction using a Principal Component Analysis (PCA) and 
evaluated for another scenario in Bad Harzburg. Section 4 
briefly lists and compares two further alternative learning 
methods. In the end section 5 concludes with an explanation 
of the further outlook. 

II. RELATED WORK 

In this section, two related works are taken up, which deal 
with similar topics. The first work deals with a service 
provided by Google, which is part of the Google Public Alerts 
Program and can use Artificial Intelligence (AI) to predict 
floods in the Indian region and then send warnings to the 
inhabitants [2]. The second work deals with an AI technology 
for reliably predicting earthquakes in different parts of the 
world [3]. 

A. Google Public Alerts 

In 2017, Google provided special warning services within 
Google Maps, Google Now and in the normal Google search 
to warn affected people of imminent disasters. These include 
storm warnings, hurricane evacuation alerts, forest fires and 
earthquakes. The data is made available by the cooperation 
partners from the USA, Australia, Canada, Colombia, Japan, 
Taiwan, Indonesia, Mexico, the Philippines, India, New 
Zealand and Brazil, collected by Google and displayed for all 
users worldwide. Only early flood warnings were not made 
available to users on this platform. Since these were not 
offered by the cooperating partners, Google has developed its 
own service, which uses Artificial Intelligence to predict flood 
catastrophes. Using historical weather and flood events, as 
well as river level measurement stations and terrain 
conditions, these data are processed and fed into a neural 
network and then simulated on maps [4]. The subsequent 
prediction results are stored in Google Public Alerts with the 
severity of the event. 
    For a first test with real data, Google Public Alerts was 
released in September 2018 in the Patna region in India and 
first floods were successfully predicted. India's central water 
authority is working closely with Google to achieve better 
results in the future, which can be better achieved by Google 
than by the authorities themselves due to its technical 
expertise and the computing power it provides. In the future, 
cooperation’s with Europe will also be realized in order to 
make similar predictions and make them available to users. In 
this case, interfaces would have to be created to enable Google 
to have permanent access to data. 

B. Artificial Intelligence based techniques for earthquake 
prediction 

A second elaboration [3] also deals with an early warning 
system, which was built based on Artificial Intelligence. Here, 
the prediction was not of floods but of earthquakes, whereby 
different approaches for the realization of such systems were 
compared with each other. Basically, earthquakes can be 
characterized by two properties. This is on the one hand the 
magnitude and on the other hand the depth. Those that are 

classified as fundamentally dangerous are those that are at a 
shallow depth and have a high magnitude. These are weighted 
correspondingly higher in the neuronal network. Based on 
input data from southern California, archived in the Southern 
California Earthquake Data Center (SCEC), earthquakes were 
tested in a Probabilistic Neural Network (PNN) of various 
strengths, of which 102 out of 127 earthquakes were 
successfully detected in the test data sets of classes 1 to 3. 
Stronger earthquakes were also used in the test data sets. 
These were not successfully detected according to the paper, 
so instead of PNNs RNNs (Recurrent Neural Networks) for 
magnitudes from 6.0 were investigated [5]. In data 
preprocessing, the area is divided into smaller regions and the 
time in which the earthquake occurred into several time slots. 
Subsequently, these sections were processed including their 
relation to larger earthquakes in the investigated region. 
Another scenario presented here concerns Chile. For this 
purpose, a Novel Neural Network, which predicts whether an 
earthquake will occur or not over the next five days [6]. The 
earthquakes used for this purpose were taken from two 
earthquake catalogues [7] and [8], which record all 
seismological activities in South America. Earthquakes from 
a magnitude of 4.5 in the period from 1957 to 2007 were used 
for this purpose. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Pie chart for the earthquake forecast of the Chile Peninsula [6] 

    The training and test procedure took place in various 
regions in Chile, whereby different warning times and 
earthquake magnitudes were used. On average, results were 
close to 71%. From the 122 earthquakes defined in the test 
data, a pie chart was created, which is shown in Figure 1. Here, 
not only the occurrence of an earthquake was predicted, but 
also its strength, whereby a deviation of 1% flowed into the 
result. 

III. IMPLEMENTATION AND RESULTS 

A. Preliminary work  

In the context of a seminar at the Clausthal University of 
Technology, three seminar papers on this topic were written, 
which dealt with the help of different AI frameworks (CNTK 

from Microsoft, Tensorflow from Google and Caffe from the 
University of California, Berkeley) and the previously defined  
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Figure 2. Used measuring stations: source (modified): 

openstreetmap.org 

 
 
 

problem [9] [10] [11]. It was their task to create a neural 
network based on given data and to determine the data and 
result quality on this basis. It should be identified if that 
framework is suitable for this problem and how the result can 
still be improved. Two data sets were provided: 

 A training data set from 01.11.2003 to 
03.12.2012 consisting of approx. 80000 data 
points in 1-hour intervals 

 A test data set from 14.06.2015 to 01.01.2018 
consisting of approx. 22000 data points in 1-hour 
intervals 
 

    Both data sets contained the water levels (cm) and flow 
rates (m3/s) at the water level measuring stations Sennhütte 
and the Margarethenklippe, rainfall data (mm) in Hahnenklee 
and the Granetalsperre. In addition, weather data were 
provided by the Institute for Electrical Information 
Technology at Clausthal University of Technology. These 
contained the temperature, the humidity, the air pressure, the 
solar radiation, the wind speed and the wind direction, 
whereby an average over the period of one hour took place. In 
addition, each data point was assigned a label ϵ [0,1] 
indicating if flooding had occurred. Decisive for this was the 
water level at the water level measuring point Sennhütte, 
whereby it was defined that the water level of 40cm marked a 
flood. The measuring stations are shown in Figure 2 on a map 
(A: Hahnenklee, B: Granetalsperre, C: Margarethenklippe, D: 
Sennhütte). 
    The task was to make a flood prediction for the location 
Sennhütte with an early warning period of one or 48 hours. In 
order to achieve this, the provided data was processed. The 
average values of the last 2, 4, 8, 16 and 32 hours of rainfall 
were used for the input vector by a supposed connection 
between the water quantities in the rivers and the past 
precipitation values. The same procedure was used for the 
temperature values. Similarly, the seminar participants 

formed the averages of the individual water levels and air 
pressures over 1, 2, 3 and 4 hours. After processing, the data 
was fed into the neuronal network. 
    For all three seminar papers, the results for the prediction 
of one hour are presented in the Figures 3-5. For this purpose, 
a confusion matrix was created, which compares the results of 
the prediction and the results in the test data set. The correctly 
predicted results were highlighted in green, while the false 
alarms (false positives) were highlighted in yellow and the 
false negatives in red. This has the background that the false-
negative results should be avoided altogether, as they would 
have devastating consequences by an incoming flood. The 
false positives should also converge towards 0, as this would 
result in unnecessary deployment of the emergency services. 
The consequences, however, would be manageable and have 
a lower damage potential. 
 

 
 

        

 

                         Figure 3. Result with Framework Caffe [9] 

 
 

 

 

Figure 4. Result with Framework CNTK [10] 

 
 
 
 

 

Figure 5. Result with Framework Tensorflow [11] 

    In all three elaborations, a two-hour and four-hour forecast 
was discussed in more detail following the 1-hour forecast.  
Similar results could be achieved, which only worsened 
significantly with an increase to eight hours. For this reason, 
the further investigation of this work will concentrate on a 4-
hour forecast, which would represent a considerable 
improvement in view of the warning time currently in use. 

B. Prediction for higher water levels  

Based on the preliminary work of the seminar participants, 
their algorithms should first be examined for major flood 
hazards. For this purpose, the water levels, which characterize 
floods, were increased to 50, 60, 70 and 80 cm. For better 
results, the data from the measuring stations were processed 
at 15-minute intervals instead of one hour. 
Like the preliminary work, the precipitation data at the 
measuring stations of the Granetalsperre and Hahnenklee 
were averaged over 1, 2, 4, 8, 16 and 32 hours and fed into the 
net as additional parameters. The values of the last 1, 2, 3, 4 
and 5 hours were calculated for the outflow and water level 
measurements at the Margarethenklippe and the Sennhütte 
and fed into the neuronal network as additional dimensions. 
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In order to guarantee an even better quality, the same weather 
data set was used that was already used in the seminar papers. 
From these the average temperatures of the last 1, 2, 4, 8, 16, 
32 hours were calculated and transferred together with the air 
humidity, the air pressure at the considered time, as well as 
before 1, 2, 3 and 4 hours into the input vector. The considered 
solar irradiation value and the wind speed were taken over in 
addition. 
    For the prediction of higher water levels, moving averages 
were formed which, in contrast to the arithmetic mean, are not 
formed over all data records, but only over a selected period. 
In this case, for example, this applies to temperatures of up to 
32 hours and 128 data records. For the classification of the 
network, a label was created, which can be used for different 
Scenarios indicated if there was a flood (0=no flood, 1=flood). 
In order to consider data sets that indicate a flood hazard 
during the training process of the neural network more, an 
additional field is added to the input vector called “weight”. 
This tells the network how often this data set should be trained 
in comparison to the data that do not represent a flood hazard. 
It is calculated from the ratio between the data sets with the 
label 1 and the label 0 used in the training data set. In addition 
to the data preparation, the scenarios to be tested were also 
determined. These were a total of 12, whereof the water levels 
of 50, 60, 70 and 80cm with a warning time of 1, 2 and 4 hours 
were considered. Good forecasts were achieved for all 
forecasts. This also affected the events with a four-hour 
warning time.  
    Two hidden layers with a neuron count of 128 and 64 
neurons were used for the network architecture. The sigmoid 
function was used as activation function, which carried out the 
training with a learning rate of 0.001 and 10000 training steps. 
The optimization function for this case was the Proximal 
Adagrad-Optimizer. Figure 6 shows the confusion matrix at a 
water level of 50cm and an hour warning time.  
 

 
Figure 6. Confusion matrix at 50cm water level and one hour warning time 

    The number of false negatives could be completely reduced 
to zero. This applies to all scenarios listed above in the same 
way. In addition, 413 results were issued as false alarms, 
which, like the preliminary work, was largely due to a better 
early warning period, in which the occurrence of a flood event 
was predicted too early. Since the confusion matrices for the 
other eleven scenarios contained similar values, these are not 
listed here. 

C. Prediction for concrete water levels 

After the prediction of flood events for different scenarios, 
the prediction of exact water levels will be dealt in the 
following. The same data basis was used as for the previous 
prediction. The forecast was made for the gauging station in 
Sennhütte. Since only a few floods were available in the 
database from 2003 to 2018 and their level levels varied, two 

different training and test data sets were distinguished for this 
prediction: 

 A test data set from 2014 to 2018 and a training data 
set from 2003 to 2013 

 A test data set from 2003 to 2008 and a training data 
set from 2009 to 2018  
 

    Since a neural network can only learn the water levels that 
were made available to it in the training set, it was not possible 
in the first case to correctly predict the water levels of the 2017 
flood because these were outside the value range. For this 
reason, the order was reversed and this flood was integrated 
into the training data set.  
    In order to enable the neural network to correctly learn less 
frequently occurring water levels in the training set, all data 
points have been assigned a weight indicating how often the 
corresponding water level should be trained in the data set. 
The rarer the water level appears in the entire training data set, 
the higher the number of training runs in the neural network 
for this one data set.  
    In contrast to the prediction for higher water levels more 
neurons were used in this scenario. For the first hidden layer 
these were 512 and for the second hidden layer 256 neurons. 
Furthermore, the sigmoid function was used again as 
activation function and the Proximal Adagrad-Optimizer as 
optimization function, again with a learning rate of 0.001. 
Only the number of training steps was adjusted in the 
parameters. So, this has increased from 10000 training steps 
to 100000 steps, because the best prediction results could be 
achieved. 
    For the test cases, 170 (largest measured water level) 
different classes were created, which were used as 
classification basis for the data sets. In the prediction, the 
neural network finally assigned each data point to a class, 
whereby the actual and target states could be compared with 
each other. Tables 1 and 2 show the results of both predictions. 

TABLE 1 PREDICTION FOR 2014-2018 (157611 RECORDS) 

Difference greater 
than [cm] 

Number of data 
sets 

Accuracy [%] 

0 7429 95.29 

1 356 99.77 

2 184 99.88 

3 147 99.91 

4 127 99.92 

5 113 99.93 

 

TABLE 2  PREDICTION FOR 2003-2008 (181026 RECORDS) 

Difference greater 
than [cm] 

Number of data 
sets 

Accuracy [%] 

0 12571 93.056 

1 1741 99.04 

2 740 99.59 

3 367 99.8 

4 207 99.89 

5 131 99.93 
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    On the one hand, the tables contain the number of data sets 
whose values in the prediction differ from those in reality by 
a certain amount and on the other hand the ratio of these to the 
total number of data sets. Both tables show good results, 
which show an accuracy of 99% at a water level difference of 
1cm 

D. Principal Component Analysis (PCA) 

From the amount of data used so far, it is not possible to 
deduce which attributes have the greatest impact on the 
training and results of the neural network. An identification of 
the most important influencing factors allows a reduction of 
the input data and computing time, as well as a de-noising of 
the data set. An overfitting of the network is also limited by 
the dimension reduction, since a larger number of dimensions 
leads to a larger adjustment of the neural network. to get better 
results. 
    In the following, a Principal Component Analysis (PCA) is 
presented, which calculates possible main components based 
on linear combinations and enables a dimension reduction on 
of these. For this purpose, the original dimensions p are 
reduced to a smaller number of dimensions q, which 
summarize the essential information of the p dimensions. 
    First, the data set is standardized in order to ensure a correct 
distribution of the individual characteristics and to realize 
independence from the value ranges. From this standardized 
data set, a covariance matrix is created, which contains the 
covariance of each attribute with every other attribute. The 
eigenvalues and eigenvectors are calculated from this 
covariance matrix. The eigenvectors form the main 
components, while the corresponding eigenvalues signal how 
much information is contained in them [12]. The p 
eigenvectors with the largest eigenvalues are then filtered out. 
This serves to form a transformation matrix T consisting of m 
rows (number of dimensions) and p columns (number of 
eigenvectors). The following 12 attributes were selected for 
the realization of the PCA in this paper: rainfall  from 
Hahnenklee and the Granetalsperre, outflow and water levels 
of the Margarethenklippe and the Sennhütte, as well as 
weather data consisting of temperature, air humidity, air 
pressure, radiation, wind speed and wind direction, in each 
case in the interval of one hour, resulting in 102040 data 
records. The first main component is obtained by minimizing 
the sum of the squared deviations of all variables. In other 
words, to extract the first component, the portion of variance 
that the component can explain across all variables is 
maximized. The remaining variance is then explained step by 
step. This means that the second component should clarify as 
much residual variance as possible. This procedure continues 
until the total variance of all data is theoretically explained by 
the main components.  
    The first seven main components of the Principal 
Component Analysis would be sufficient to maintain 90 
percent variance. These account for 93.27 percent of the total 
variance, so a reduction from twelve to seven dimensions 
would only result in a 6.73 percent loss of information. Using 
these results, it can be concluded that all data from the 
measuring stations would be sufficient to have a large part of 
the information. The weather data only have an influence of 

6.73 percent on the total information content and could 
therefore be discarded.  

 
                             Figure 7. Reduction to 2 dimensions  

 
    The Reduction means that the computation time and 
memory problems can be decreased, as fewer dimensions are 
included in the calculation without a significant loss of the 
prediction quality. Figure 7 shows a reduction to two 
dimensions, with clustering of the data points around the 
coordinate origin. 

E. Bad Harzburg area 

The following is a review of the neural network for a 
further Scenario outside the previously considered catchment 
area. For this purpose, the region around Bad Harzburg with 
one precipitation and one outflow/level measuring station 
each installed at the Baste was examined more closely. 
Since in contrast to Goslar only two measuring points were 
available, the values for soil moisture (only derived), air 
temperature and precipitation, provided by the “Deutschen 
Wetterdienst” at 10-minute intervals, were also used. In total, 
this resulted in 520128 data records. 
    The task was to predict water levels of 50, 60, 70 and 80cm 
for one, two and four hours and to evaluate them by the flood 
from 24.07.2017 to 27.07.2017. After the data preparation, the 
data set was labelled. All data points which exceeded the flood 
threshold value were assigned the code number 1. All other 
data points were given the value 0. Another field contained a 
weight that trained data sets that signaled flood hazard more 
frequently in the network than data that did not. 
 
 
 

 

 

 

 

Figure 8. Prediction for Bad Harzburg at a water level of 80cm and two 

hours 
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Figure 9. Prediction for Bad Harzburg at a water level of 80cm and four 

hours 

    The results of the prediction presented at Figure 8 and 9 are 
exemplary for a two- and four-hour prediction for a threshold 
value of 80cm. At first glance, it is clear that good results were 
obtained for an advance warning time of two hours, but that 
these results clearly deteriorated with an increase to four 
hours.   
    In order to enable a comparability with the results of the 
level measuring station Sennhütte, the same parameters were 
used for the creation, the training and the testing of the 
neuronal network. These parameters included the learning rate 
(0.001), the number of training sessions (10000) and the 
number of hidden layers (2 with a neuron count of 128 and 64 
neurons). The activation function was the sigmoid function 
and the optimization function the Proximal Adagrad-
Optimizer. For this reason, it can be concluded that the 
number and location of the gauge, outflow and precipitation 
measuring stations have a major impact on the quality of the 
results and that it might be advisable to add more for better 
results.  

IV. ALTERNATIVE METHODS 

    This paper deals with Artificial Neural Networks (ANN), 
which in this case were excellently suited for supervised 
learning. There are also alternative methods such as 
Regression Trees or Ensemble Learning that can also be used. 
Regression Trees belong to the group of decision trees and 
deal with the mapping of decision rules to a branched tree, 
which is then traversed from the root to the individual leaves 
based on various decisions. 
    With regression trees a continuous value is mapped on the 
individual leaves (e.g., a time series analysis), so the aim of 
this method is the prediction of continuous values. This has 
the advantage that for small amounts of data it is easy to 
understand which decision is made at which moment. 
However, this clarity decreases considerably with an 
increasing number of decisions. A further problem here is the 
overfitting, in which the error increases continuously with 
new test data records at a certain point [13]. 
    In contrast to other methods, Ensemble Learning uses 
several different learning algorithms at the same time. A set 
of predictors (ensemble) is formed, which together form an 
average (ensemble average). In this way, certain outliers can 
be corrected by other learning methods. If there is a method 
that is best suited to the problem, it will outperform most other 

learning methods in ensemble learning. Furthermore, the more 
methods used, the more difficult it will be to interpret the 
results. The biggest restriction, however is the learning time. 
The more methods are used, the longer the algorithm needs to 
calculate the prediction result, which is the reason why this 
work is limited to only one learning procedure [14]. 

V. CONCLUSIONS 

    The aim of this work was to establish, train and evaluate a 
neural network for the detection of flood hazards and concrete 
water levels in the area around Goslar. In addition, existing 
works were examined, trained and tested for the recognition 
of flood inlets starting from a higher water level. Increasing 
the warning time to four hours produced very good results. All 
floods in the period from 2003 to 2018 were successfully 
detected and predicted accordingly. A reduction of false 
alarms was successfully achieved, but some were left over 
time, which in some cases resulted in false positive 
predictions. This, however, was usually related to a danger 
that had already occurred shortly before. Further water level, 
precipitation and outflow measuring stations could be used to 
identify further floods outside the area (here: Sennhütte). For 
example, the flood of 10 May 2018 did not appear in the data, 
but was defined as a flood hazard.  
    In addition to the identification of floods, the prediction of 
exact water levels was also a task of this work. The same data 
sets as for the flood prediction were used to divide the data 
into two scenarios. For each scenario, it was necessary to 
predict the water levels at the Sennhütte with a maximum 
deviation of 5cm. The results showed an accuracy of close to 
99% from a difference of 1cm, only higher water levels, which 
were either outside the value range of or only with a very small 
number in the training datasets were not detected and were 
above the 5 cm deviation limit. In order to obtain better results 
for the higher water levels, further floods in the training data 
would be necessary. 
    The consideration of a dimension reduction for the selected 
data set with 12 dimensions has shown that seven dimensions 
would be enough for over 90 percent variance conservation. 
As an alternative classification method an LDA [15] can be 
used. When using a discriminant function two or more groups 
can be examined simultaneously for a plurality of 
characteristic variables. Furthermore, new objects whose class 
affiliation is not known can be rearranged. Later collected data 
can be easily assigned. 
    The evaluation for the area of Bad Harzburg was also able 
to precisely detect and predict floods up to a warning time of 
two hours. When this time was increased to four hours, the 
accuracy was no longer sufficient. An addition of further 
measuring stations to determine the water levels, outflow 
quantities and precipitation could produce a similar result 
quality as for the area around Goslar.  
    Until now, the measurement of the prediction quality has 
only been calculated using confusion matrices, which did not 
provide a meaningful evaluation of false alarms. For a better 
determination of the quality of the neuronal network, another 
method can be used, called cross-validation method [16]. The 
most frequently used method is k-fold cross-validation. At the 
beginning there is a division of the data into k equal parts, also 
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called folds. Subsequently, the network is run through k times, 
where k-1 folds are used as training data set and the remaining 
fold as test data set. With each further run a different fold is 
used as test data set, so at the end of the validation procedure 
k accuracies are available from which the arithmetic mean will 
be formed. The multiple runs of the net with different folds 
provide information about the sensitivity of the net, since each 
data point in the data set was available exactly once in the test 
data set. 
    The preprocessing of the time series of the different 
measuring stations and weather data can also be replaced by a 
recurrent neural network. Here, the data of the past time points 
are stored in the input layer. A recurrent neural network can 
use this information, which are stored internally. 
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Abstract— As electric cars become more and more 
affordable to broader parts of our society the number of new 
registrations start to increase. Inevitably, an increased number 
of resources consuming cars bring new challenges to raw 
material supply and electrical power networks based renewable 
sources. Traction batteries are used in electric cars for power. 
An approach to solve both issues is second -life applications for 
used traction batteries. Second-life applications are a way of 
reusing traction batteries, which cannot be used in electric cars 
anymore due to challenging requirements. One way of using the 
traction batteries in their second-life is to use them for 
maintaining a fixed frequency on electrical networks even if 
peaking demand cannot be matched by a sufficient supply. As 
high availability in these power networks requires suitable 
storage. It lowers material consumption for otherwise newly 
produced battery systems and reduces costs for the second-life 
applications users. Nevertheless, the current state of recycling 
and identification of potential second-life batteries are highly 
cost intensive but can be improved by usage and combination of 
data. In this paper, we explore an approach for using data to 
increase efficiency and reduce the cost of second-life 
applications of traction batteries in electric cars. But in order to 
move to a data driven approach for re-utilization of traction 
batteries, there are various challenges in the existing system. We 
identify these challenges and propose solutions.  

Keywords-recycling; electric-vehicles; traction batteries; data 

driven; blockchain 

I. INTRODUCTION  

The current change of mobility concepts from 

conventional to electric-cars leads to several upcoming 

challenges. First of all, the composition of the entire vehicle 

itself differs vastly from current vehicles as electric 

powertrains depend on rare and expensive raw materials. Just 

to name tantalum, nickel and lithium [1]. Furthermore, 
societies endeavor to alter their power supplies away from 

centralized and ecologically damaging power plants to 

smaller, decentralized and emission friendly technologies [2]. 

In order to maintain safe and reliable power supply, vast 

amounts of storage capacity have to be available. This is due 

to the nature of most renewable energy sources as they highly 

depend on wind or sun exposure. An approach to solve the 

lack of high available storage power is to use batteries in 

special facilities or even on a consumer level. The high cost 

for the batteries itself plays a big role in the economic 

feasibility and slower the spread of this approach. 

One way to reduce costs and improve ecological impact 

is to reuse traction batteries after the vehicle or the battery 

exceeded an end of life criteria. Traction batteries are 

responsible to supply the electric powertrain with energy. 

They operate in high voltage spectrum. Since material 

consumption for producing new batteries can be avoided. 

This so called second-life approach which lowers the initial 

investment costs for battery-based power storage solutions 
and improves a net present value up to 33% after 20 years 

following for business orientated use [2]. Core process for a 

sufficient implementation of a second-life concept is the 

identification of traction batteries and their current state of 

health in order to be able to determine their potential for 

another use case or a safe recycling route. The current state 

of battery health can be determined by the battery impedance 

and the battery capacity [3]. Both information is saved in the 

battery management system of each battery but can so far 

only be accessed by the original equipment manufacturer. 

Third parties must rely on own measurements which involves 

a big workload and therefore costs for a save and reliable 
categorization. Just to name the process of capacity 

determination, it involves tempering each battery on a set 

temperature and load the battery till no more loading is 

possible. In a next step, the battery must be discharged, and 

the current has to be measured which results in a value for the 

available capacity. While present amounts of returning 

electric vehicles remain relatively low, compared to 

conventional vehicles, current dismantling processes and 

categorizing of each traction battery strongly relies on OEMs 

[4]. But with, further increasing flows third parties can be 

expected to play a big role in the whole dismantling industry. 
During the life of an electric vehicle, a lot of data is 

generated by several participants, which, after being used for 

its initial purpose, is not being collected and put into relation 

to each other. An approach to increase the efficiency of the 

recycling industry is to improve the information exchange 

between all the stakeholders, which are part of the circular 

economy [5]. Especially second-life applications are using 

the data of the traction batteries throughout its lifecycle in 

order to define their further areas of application. If the battery 
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could be tracked in its entire lifecycle the relevant data from 

it can be used to optimize the dismantling process and to 

determine the second-life applications of traction batteries. 

However, there are some challenges in the existing systems. 

We identify these challenges, such as access to the battery 
data, difficulties in estimating the batteries health easily and 

providing a secure and trusted platform for storing and 

accessing data.   

The rest of the paper is structured as following. Section 

II. gives a brief overview of related work.  The lifecycle of 

traction battery and the stakeholders are shown in Section III. 

Section IV. presents the identified challenges. An approach 

to solve the identified problems is described in Section V. In 

Section VI. an example of application scenario is presented. 

Section VII. shows the evaluation plan. Finally, Section VIII. 

concludes and gives insights of the future work.  

II. STATE OF THE ART 

As mentioned in the motivation of this paper the current 
number of new electric car registrations is strongly increasing 
in countries such as Germany. Nevertheless, remains 
relatively low compared to the number of conventional car 
registration [6]. Nevertheless, the prospects are seemingly 
good for battery-based mobility concepts and therefore a 
sufficient process for occurring waste streams should be 
conducted. An approach for a possible solution can be seen in 
China. Due to high amounts of emissions in local cities, 
policies were focusing and emphasizing electric vehicles over 
the last years. In order to obtain an efficient recycling route 
for upcoming amounts of waste streams, China introduced a 
first traceability management platform for traction batteries 
[7]. It aims to trace the whole lifecycle of a battery and use the 
data for a better recycling track. Not only original equipment 
manufacturers but also battery producers and recycling 
companies need to register themselves on the platform and 
each battery is tracked using a unique identification number. 

Another corresponding approach in keeping track of used 
materials in the car industry is the International Material Data 
System [8] (IMDS). Currently 35 OEMs and around 120.000 
suppliers provide data of used materials in their products. The 
IMDS is than for example the basis for an EU type approval. 

Furthermore, there are already existing solutions for 
circular economy concepts. For end-of-life vehicles are 
existing already strategic planning and optimization 
approaches to find optimal network configurations [9]-[10].   

In other industries, an increase in efficiency through the 
targeted use of data has long been established. A good 
example for this is logistic. Since the introduction of 
Enterprise Resource Management System, the efficiency was 
increased highly [11]. 

III. TRACTION BATTERY LIFECYCLE 

Defining a relevant lifecycle for traction batteries used in 
electric cars is challenging. In order to keep a simple 
overview of the lifecycle, in this paper we present only the 
core relevant stakeholders. Figure 1 illustrates the adopted 
lifecycle of a traction batteries with previously mentioned 
stakeholders in focus.  

 

 
 

Figure 1: Lifecycle of traction battery. 

The Original Equipment Manufacturer (OEM) can be 

seen as the starting point of the life of a traction battery and 

electric vehicle. First market design, production and sales are 

executed by the OEM. In this process a set of data such as 

installed battery technology, set up of battery management 

system and unique vehicle identification number is being 
generated but not accessible without the OEM’s interfaces. 

The next step of the examined lifecycle are the vehicle 

customers. Depending on the individual use case a vehicle 

can be transferred to numerous owners. Currently the only 

safe way to keep track of ownership are the corresponding 

vehicle registration documents. This data is sometimes not 

digital and therefore lost for other use cases. Furthermore, 

while being used the vehicle generates vast amounts of data. 

This includes data concerning the current state of health of a 

battery or general usage profiles. This data can if only be 

accessed by the OEM or associated partners and not by other 
participants. 

After being used to a certain degree an electric vehicle 

will be brought back to a suitable dismantling process. 

Currently only the OEM’s are qualified to dismantle high 

voltage systems from their own electric cars in a greater scale. 

It is to be assumed that with greater amounts of returning 

vehicles this process will be executed by third parties such as 

qualified dismantlers. Comparable solutions are already in 

place for conventional vehicles since many years. The 

dismantler needs to identify certain groups of batteries in 

order to decide for a different track. Either the batteries 

qualify for a second-life application or merely a recycling 
process. As explained in the motivation the data for a fast and 

reliable decision is only to be accessed by solutions provided 

by an OEM or must be conducted through a time and cost 

consuming process of measuring and evaluation each battery 

manually.  

Following the end of first lifecycle, after being dismantled 

and potentially grouped in a qualified track, the batteries are 

being used by second-life manufacturers to build new 
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products. In this process data of the state of health and 

potential use scenarios of each battery is needed and is, in an 

ideal case, provided by the dismantling shareholder.  

The final second life product is than being used by a 

second life customer in a suitable use case. Vastly in a fixed 
location and till a second end of life criteria will be matched. 

 

 

IV. IDENTIFIED CHALLENGES 

Second-life applications of traction batteries have many 

advantages. Once the battery is no longer usable in the 

vehicle, they can be implemented in other systems such as 

maintaining electric networks. We identify that using the data 

of the battery lifecycles can help all the stakeholders in the 

chain. Mainly the second life manufacturer as they can easily 

determine the battery's health by seeing the data of its 

lifecycle. This on one hand reduces the cost of manufacturing 
second life applications and on other hand increases the 

efficiency of second life application as the health of the 

battery is well recognized.  But there are various problems in 

the existing systems for the required data flow. We identify 

the following challenges as the main challenges for this 

paper. 

1. Tracing of the batteries - In order to determine 

a precise battery health, it is very important to 

collect data about it through its entire lifecycle. 

The batteries cannot be easily traced currently 

throughout its lifecycle, thus it’s very expensive 
to retrieve the battery health data when 

required. 

2. Access to the data- Currently, it's not easy to 

access the battery data. The data is produced or 

collected by all the stakeholders but it's difficult 

for the other stakeholders to access it. Also, in 

most cases the batteries must be manually 

checked in order to access the health data from 

the battery management systems.   

3. Secure platform to store and access data- The 

system should be able to store and give access 

to the data securely. The system should 
guarantee data security, i.e., the data is always 

secure from unwanted authorized users.   

4. Trusted Platform- In the lifecycle of a traction 

battery, data is generated by various sources 

and stakeholders. In order to use data for 

efficient re-utilization of traction batteries the 

accuracy of the data is very important.  If the 

data is not accurate or is tampered at any point 

the results of actual battery health state changes. 

Thus, the platform should be able to guarantee 

data integrity and trust, i.e., the data is 
consistent, accurate and not changed at any 

point in time. 

 

Current technologies, such as RFID, do not fulfill all aspects 

in order to match the identified challenges. First of all, the 

maximum storage capacity of an RFID-Chip is limited and 

depending on the amount of data stored not sufficient enough. 

Furthermore, RFID does not offer a complete solution for 
sharing data while maintaining security and data integrity. 

Lastly in case of a damaged RFID-Chip all data would be 

gone and can’t be retrieved. 

V. PROPOSED SOLUTION 

In order to reduce the costs and make the second-life 

applications of traction batteries more efficiently, we realized 

the health of the battery should be tracked through its entire 

lifecycle. The data about the battery's health can be used to 

optimize the dismantling process and to determine the 

second-life application of the battery based on its health. 

Thus, tracking the batteries through its lifecycle reduces the 

cost and error rather than checking it manually.  
The first requirement for tracking a traction battery is that 

it should be unique. As a result, we propose that during the 

production, batteries should get a “unique address”. Once the 

battery has a physical unique address this address must be 

stored somewhere as digital copy so that more data about it 

can be added as the batteries moves through various steps in 

its lifecycle. One way for keeping this digital data of the 

batteries is adding this to a database. Nevertheless, in order 

to provide more security and trust to the digital data we 

propose tracking the batteries lifecycle using blockchain 

technology (see Figure 2). This enables the creation of a 
decentralized environment, where the cryptographically 

validated transactions and data are not under the control of 

any third-party. Any transaction ever completed is recorded 

in an immutable ledger in a verifiable, secure, transparent and 

permanent way, with a timestamp and other details [12]. 

A blockchain is a decentralized, distributed database that 

is used to maintain a continuously growing list of records, 

called blocks. Each block contains a timestamp and a link to 

a previous block. By design and by purpose blockchains are 

inherently resistant to modification of the data. Functionally, 

a blockchain can serve as an open, distributed ledger that can 

record transactions [13]-[14]. 
In summary the blockchain is a distributed database 

existing on multiple computers at the same time. It is 

constantly growing as new sets of recordings, or ‘blocks’, are 

added to it. Each block contains a timestamp and a link to the 

previous block, so they form a chain. The database is not 

managed by anybody; instead, everyone in the network gets 

a copy of the whole database. Old blocks are preserved 

forever, and new blocks are added to the ledger irreversibly, 

making it impossible to manipulate by faking documents, 

transactions and other information. Blockchain is a 

transforming technology and can help the stakeholders on in 
the chain to securely trace the battery’s data and access data. 

Further some blockchain technologies (for example 

Ethereum [15]) are providing smart contracts.  A smart 

contract is a self-executing script that reside on the 
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blockchain. This contract could be used to manage the data 

exchange between the different parties in a blockchain to 

involve them in a contractual agreement [14] [16] . Figure 2 

illustrates an outline of the overall approach to enable the data 

exchange. 
 

 

Figure 2: Overall approach. 
 

As shown in Section IV. The proposed platform to store 

and access data should be secure and trustful. Data Integrity, 

i.e., guarantee that the data is consistent and accurate at every 

point is very important for using data driven approach for 

efficient re-utilization of traction batteries. The data could be 

changed by the stakeholders for benefits or can be accessed 

by unauthorized users and altered. Thus, the features of 

blockchain providing higher security, data integrity and 

immutability motivates us to use it as a database for tracking 
the lifecycle of traction batteries.  Once the data is stored on 

blockchain it cannot be altered hence always providing 

accurate battery health.  

In the moment the data is stored on blockchain it can be 

accessed from there whenever required. And as the data is 

stored on blockchain it becomes almost impossible to 

manipulate the data providing higher data integrity, i.e., it can 

be ensured that the data is accurate and consistent over its 

entire lifecycle. 

Blockchains are mainly associated with cryptocurrencies 

but the its scope is far beyond just cryptocurrencies.  There 
are various types of blockchains and a wide array of 

implementation approaches. It can be categorized in three 

types: Public, consortium and private.  

A public blockchain is where anyone in the world can 

become a node in the transaction process. It is a completely 

open public ledger system. It is also be called permission less 

ledgers [17]. 

In private blockchains, the write permissions are with one 

organization or with a certain group of individuals. Read 

permissions are public or restricted to a large set of users [17]. 

Consortium blockchains let a group of people establish a 

distributed ledger. It can also be known as a permission 
private blockchain [17]. Thus, we propose using consortium 

blockchains for the tracking and data access of traction 

batteries as a distributed ledger between all the stakeholders 

is required. 

Blockchain allows multiple competing parties to securely 

interact with the each other. It has shared immutable ledgers 

for recording transaction history and thus it can be used for 

tracking the batteries securely and lets the stakeholders 

access the data easily [18]. Thus, blockchain can be used as a 

standard interface to store and access data securely.  

A uniform format should be sought for the data structure. 

An example of this would be the eCl@ss standard, which is 
the only worldwide ISO/IEC-compliant data standard for 

goods and services [19]. The advantage of one standard is that 

every stakeholder than finally has the same understand of the 

data and can use it easily.  

 

VI. SCENARIO BASED ON PROPOSED SOLUTION 

In this Section, we show a scenario of how data can be 

tracked with our proposed solution and be used for the re-

utilization of traction batteries. Figure 3 shows the three 

layers- data collection, data storage and data access. 

Figure 3: Example of an Application Scenario. 

 

The data collection starts once the battery is produced. A 
timestamp of its production date is stored in the blockchain. 

The blockchain here is the data storage mechanism. While the 

battery is produced, we propose that the battery is given a 

unique id which can be used to track the battery. Thus, while 

production the battery's unique id and production timestamp 

is stored. After the production, the battery is added to the 

vehicle. The timestamp when the vehicle is sold can be 

added. During the battery's first life in the car, the health of 

the battery can be tracked through its charging cycles from 

various sources. One source to track the charging cycles is 

using the charging stations for it. This approach is benefiting 
from growing charging infrastructure provided by the OEMs 
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themselves. All the data about the battery's health through 

charging cycles can be stored.  After the battery is used in its 

first life it goes to the dismantling process where the decision 

whether it can be used for second life application or should 

be recycled is to be made. This decision can be easily made 
by analyzing the data of the battery's lifecycle, with our 

proposed solution as all the data is already stored and 

available rather than manually checking it. This reduces the 

cost of the process and helps in taking a precise dismantling 

decision. When the battery is still usable for a Second-Life 

application, data about its health can also be used to 

determine for which application, it can be used in. After the 

battery serves its second-life usage it returns to the 

dismantling process where a further use or recycling decision 

can be easily made by looking at the health data. 

VII. EVALUATION PLAN 

In order to implement the proposed solution suitable 
technologies and type of blockchain has to be selected. Public 

blockchains such as bitcoin and Ethereum are not suitable for 

this scenario. Thus, firstly we will evaluate the blockchains 

and related technologies.  However, despite all the 

advantages of the Blockchain it does not make sense to store 

all the data in the Blockchain. Thus, depending on the size of 

data more advanced data storage mechanisms has to be 

selected. Possibilities are on-chain and off-chain data storage. 

In such as a mechanism only critical data such as timestamps 

and charging cycles data is only stored for access to everyone. 

Other data is stored in an off-chain system.  
But further research in this is required. Also, a uniform 

format should be made for the data structure. An example of 

this would be the eCl@ss standard, which is the only 

worldwide ISO/IEC-compliant data standard for goods and 

services [19]. Currently, we are evaluating suitable 

blockchains, technologies and data structure for the proposed 

solution. The standard should be oriented on eCl@ss, which 

is the only worldwide ISO/IEC-compliant data standard for 

goods and services [19]. 

VIII. CONCLUSION AND OUTLOOK 

In this paper we present a data driven approach for 

increasing efficiency of traction battery re-utilization by 
reducing related costs. In order to use data for this purpose 

we identified two major problems in the existing system. 

Primarily, there is no existing mechanism to track the 

battery's lifecycle and secondly the stakeholders who are a 

part of the chain do not have access to the data of the batteries. 

For this we propose a mechanism, using blockchain, through 

which the data throughout the battery's lifecycle can be 

tracked and accessed.  Blockchain provides higher security, 

data integrity, transparency, immutability and trust. Once the 

record is saved on a blockchain it cannot be changed thus it 

can be ensured that the data is real and was not manipulated 
at any point. There are various ways to implement it, but in 

this scenario a public blockchain is not feasible. A shared 

database with authorized access is required. Consortium 

blockchains let a group of people establish a distributed 

ledger. Thus, we propose using a consortium blockchain for 

the stakeholders or partners who are a part of the battery’s 

lifecycle. Currently we are evaluating the technologies and 

platforms to establish a permissioned blockchain for the 
scenario shown in this paper. Our next steps will be the 

implementation of the proposed solution for traction 

batteries.  
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Abstract—Results of acceptance tests trigger various adaptations
in the architecture and design of a complex software system.
Several adaptation iterations are needed until all acceptance tests
are successfully passed. Checking whether the adapted software
system complies with an extensive catalogue of requirements is
an elaborate task, which cannot be managed only via manual
testing anymore. Over the years, model checking has established
itself as an efficient method for the generation of requirements-
based test cases. At the same time, the traction gained by model-
based development tools, such as SCADE Suite, especially in the
automotive and the avionics domains, facilitates the use of formal
methods for the analysis and verification of complex software
systems developed in these industries. This paper describes an
approach which supports the generation of test cases from
formalized requirements using the SCADE toolchain. In order to
evaluate the applicability of our approach, we apply our concept
on a simple system from the automotive domain and discuss
outcomming results.

Keywords–architecture adaptation; model-based development;
requirements-based testing; model checking; automotive function;
SCADE toolchain

I. INTRODUCTION
Control systems are installed in cars with the purpose to

improve the driving experience and increase the safety of the
vehicles and their passengers. Tasks which were previously
carried out by the driver are now performed by complex
software systems. An immediate consequence of this software
complexity is that extensive catalogues of system requirements
have become more common in the automotive industry [1].

Throughout their life cycle, automotive software systems
are subjected to various modifications, which originate in
different sources, e.g., change requests caused by defect re-
moval or system enhancements triggered by end user demands.
Once the changes have been implemented, the software system
must pass the acceptance tests again in order to get into
series production. This means that the software system must
satisfy every requirement in the catalogue. Test results may
expose further defects in the system design or in the system
implementation. Thus, the architecture of the software system
and its implementation may go through a series of adapta-
tion iterations until the system has successfully passed all
acceptance tests. These adaptations may further increase the
complexity of the software system.

Software testing is a process which requires a lot of expert
knowledge. Testing complex software systems against large
requirements catalogue is a task which cannot be managed
manually anymore. In the automotive industry, requirements
specifications are often maintained as informal documents.
In the best case scenario, they are broken down into lists
of individual requirements, which are then maintained using

a dedicated tool, e.g., IBM’s Doors. The large number of
requirements for every product version makes it impossible to
guarantee consistency and to test the requirements in a rigorous
manner. In the automotive domain, model-based development
is used by software engineers to create formal models of the
desired software system early in the development lifecycle and
to test the software against these models, e.g., through back-
to-back testing.

We have established the formal connection between system
models and system requirements for the automotive domain in
a previous work [2]. In [2], we used the approach presented
in [3] and generated requirements-based test cases via model
checking for a prototype of an adaptive cruise control system.
Since model-based development has gained so much traction
in the automotive industry, we are interested in finding out
whether the approach developed in [2] is also applicable
with software toolchains used in model-based development.
In this paper, we focus on the SCADE toolchain [4] and we
investigate the following research question:
RQ: How can the SCADE toolchain be used to generate

requirements-based test cases for an automotive func-
tion?

As research methodology, we build an academic case study
of a control system in the automotive domain. We apply
requirements-based test case generation to a simple prototype
of a door locking system using the SCADE Design Verifier as
model checker. For the sake of simplicity, we formulate only
one requirement for the door locking system. For this purpose,
we use a controlled natural language with specific sentence
patterns, showing which is the subject and which is the object
targeted by the requirement [5]. Our work is meant to offer
support to the test engineers, who need to develop meaningful
and cost-efficient tests, but also to the software developers and
software architects, who must decide on the basis of the test
results whether any system adaptations are necessary.

Related Work. Using model checking for test-case gen-
eration is by now a well-known approach. The paper in [6]
uses model checking to generate MC/DC model-based test
sequences from the mode logic of a flight-guidance system. For
the same type of system, Whalen et al. [3] use model checking
to generate requirements-based test cases on the basis of three
specific criteria: requirements coverage, antecedent coverage
and unique first cause. In [7], the approach presented in [3]
is evaluated on four industrial examples from the avionics
domain. All four systems were modeled in the Simulink
notation from Mathworks and then translated to the Lustre
synchronous programming language for the purpose of test
case generation.

Generating test cases from natural language requirements
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is addressed among others in [8]. The approach uses NLP in
order to generate knowledge graphs. Different graph traversing
methods are used to construct the test cases. Other approaches
use UML diagrams such as use-case or sequence diagrams for
test generation [9] [10].

In [11], a translator framework is introduced which al-
lows the translation of commercial modeling languages, e.g.,
SCADE, in the input languages of verification tools, e.g.,
Prover or PVS. This allows the integration of commercial
model-based development tools with verification tools. The
approach is demonstrated on several case studies from the
avionics domain.

In this work, we provide a concept for a requirements-
based test case generation, which is fully integrated with the
SCADE toolchain. We apply it on an example system from the
automotive domain. Some of the foundations of our approach
are provided by the work of Whalen et al. in [3], [12], and
[11].

Paper Outline. In Section II we describe preliminary no-
tions, which are necessary to understand the approach pre-
sented in this work. In Section III, we give an overview of our
concept. Section IV introduces our case study, while Section
V describes the experiment carried out on the example system.
In Section VI, we present the results of our experiment and
discusses the lessons learned from this work. Section VII
concludes the paper with a summary of our contribution and
an overview of future work.

II. PRELIMINARIES
In this section, we present the basic process of model

checking and explain how this method can be used to generate
test cases from system requirements. Furthermore, an overview
of model-based development and formal verification with
SCADE is given.

Basic Process of Model Checking. Given a system model
and a system property to verify, a model checker builds a
formal representation of the system model in the form of a
finite state machine and explores its state space in search for
states which falsify the system property. If the system property
is falsified, the model checker returns a counter-example trace,
showing how the state which falsifies the system property can
be reached from the initial state of the system model.

Generation of Test Cases with Model Checking. Throughout
the years, model checking has established itself as an efficient
method to generate test cases from system requirements. One
possibility to generate test cases using model checking is
to build trap properties [3]. Trap properties are basically
negations of the system properties, which are satisfied by the
system model if the latter is correctly built. While verifying
the system model against a trap property, the model checker
searches for a counter-example to disprove the trap property.
By the law of double negation in propositional logic, the
counter-example which disproves the trap property is in fact an
example showing how the original system property is satisfied.
The counter-example is then used as a basis for building a
requirements-based test case, which checks if the System under
Test (SuT) satisfies the respective system requirement.

Model-based Development with SCADE. SCADE Suite is
a development environment used for the model-based design
and development of software system components.Software
components are encapsulated in SCADE operators, which,
in turn, are organised in SCADE projects. Each SCADE

operator has inputs and outputs, which form the interface of
the respective software component. The formal basis of the
SCADE language is given by the declarative language Lustre
and is defined in [4]. The systems of equations specific to the
language Lustre are used to model the dataflow inside SCADE
operators, connecting the input flows to the output flows of the
operator. Hierarchical state machines are used to describe the
control flow of SCADE operators.

Formal Verification with SCADE Design Verifier. In SCADE
Suite, formal verification is performed using SCADE Design
Verifier, a model checker based on a SAT-solver [13] [14]. The
SCADE Design Verifier works on the basis of the SCADE
observer principle. System properties which must be verified
with the SCADE Design Verifier are first encapsulated as
observers. An observer is a SCADE operator which takes as
input both the input flows and the output flows of the system
model. The observer produces a Boolean output flag. The
system property is satisfied if the observer’s output evaluates
to true in every computation cycle. Should the flag evaluate
to false in one computation cycle, the SCADE Design Verifier
returns a counter-example which shows why this answer has
been reached.

III. TEST CASE GENERATION FROM REQUIREMENTS
USING THE SCADE TOOLCHAIN

An overview of our approach is given in Figure 1. The
concept illustrates the necessary steps for the generation and
execution of requirements-based test cases.

System Model Construction and System Requirement For-
malization. The system requirement is manually formalized as
an obligation in Linear Temporal Logic (LTL). The system
model is designed with SCADE Suite on the basis of the
system requirement, and therefore satisfies the LTL obliga-
tion. Both the system model and the system requirement are
presented in Section IV.

Trap Property Generation. A trap property is the negation
of an LTL obligation which is satisfied by the system model.
Since the test case generation process using the SCADE
toolchain is the focus of this paper, we limit ourselves to using
only the Requirements Coverage (RC) criterium to build the
trap property corresponding to the LTL obligation.

Test Case Generation using Model Checking. The system
model and the trap property are given as input to the SCADE
Design Verifier in order to generate traces. In the classical
model checking process, the model checker explores the entire
state space of the system model consisting of all the combi-
nations of inputs and states in order to find violations of the
LTL obligation. If found, then the model checker produces a
conterexample trace which shows how the LTL obligation can
be falsified. The trace is in turn transformed into a test case
with which the SuT can be later executed.

Test Case Execution. The SuT, in our case the SCADE
system model, is loaded in the SCADE Test Environment and
then executed with the test input data specified in the generated
test case.

IV. CASE STUDY EXAMPPLE

Our case study is constructed around a simple prototype
of a door locking system in an automobile. The door locking
system is regarded as a safety feature for the vehicle, as its
primary goal is to ensure that the doors do not open while the
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Figure 1. Test Case Generation from Requirements using the SCADE Toolchain.

vehicle is moving. Figure 2 depicts the implementation of the
door locking system in the SCADE Suite.

<company> Doorlock_1/Doorlock Fri Mar 22 17:17:26 2019 1

STATE_RUNNING Current_State

Opendoorf alse

Opendoorf alse

Doorknob

<Opendoor_Decision>

Engine_Running

Current_StateSTATE_STOPPED

Doorknob

Opendoorf alse

Opendoortrue

<Opendoor_Decision>

Engine_Stopped

<SM_Door_Locking_Sy stem>

1

Start

1

 not Start

Figure 2. Case Study Example: A Simple Door Locking System.

A. System Model
We model the door locking system in strong correlation with

the current vehicle status. Our example system is modeled as
a state machine with two states which describe the vehicle
status: state Engine_Running for the moving vehicle and
state Engine_Stopped for the stillstanding vehicle. For the
purpose of this case study, the functionality of the door locking
system is kept rather simple. Thus, if a vehicle passenger
operates the door handle while the engine is running, then
the vehicle door stays closed. On the other side, if the engine
is stopped and the vehicle passenger operates the door handle,
then vehicle door opens.

The input interfaces of the door locking system consist
of the boolean flags Doorknob and Start, which model
the operation of the door handle by the vehicle passenger
and respectively the start/stop of the vehicle engine. The
output interfaces of the door locking system are represented
by the boolean flag Opendoor and the enumeration variable
Current_State. The former models the status of the door
vehicle (opened/closed). The latter switches between the con-
stants STATE_STOPPED = 0 and STATE_RUNNING = 1,
in order to keep track of the current state of the vehicle.

B. System Requirements
For the purpose of simplicity, we formulate one safety

requirement for the door locking system. The system require-
ment, formulated in a controlled natural language [5], reads as
follows:

R1. If the motor is running and the doorknob is pushed,
then the door shall not be opened.

V. FORMALIZATION AND TEST CASE GENERATION

Our process for the generation of test cases from require-
ments has already been published in a previous work [2].
However, the purpose of this paper is to automatize this process
using the SCADE toolchain. For the purpose of completeness,
we present the steps of the test case generation process,
highlighting the details specific for the work with the SCADE
toolchain:

A. From System Requirements to LTL Obligations
We build the LTL obligation for the door locking system

from the system requirement R1, presented in Section IV. The
corresponding LTL obligation is written in (1):

φ : G(Current State = STATE RUNNING ∧
Doorknob → X(Opendoor = false))

(1)

Observe that time model of LTL differs from the time model
of the SCADE language, i.e., LTL looks from the present time
point into the future while SCADE looks from the present
point into the past. Therefore, the LTL obligation in (1) must
be transformed using the last operator as shown in (2), so
that it conforms to the SCADE time model:

φ : G(last ′Current State = STATE RUNNING ∧
Doorknob → X(last ′Opendoor = false))

(2)

B. From LTL Obligations to Traces
In order to obtain a test case which satisfies the system

requirement R1, the first step is to build a trap property by
simply negating the LTL obligation shown in (2). Thus, the
corresponding trap property for requirement R1 is given in

71Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-706-1

ADAPTIVE 2019 : The Eleventh International Conference on Adaptive and Self-Adaptive Systems and Applications

                           80 / 115



(3):

φ : ¬G(last ′Current State = STATE RUNNING ∧
Doorknob → X(last ′Opendoor = false))

(3)

The trap property is then transformed in SCADE code
against which the SCADE system model can be verified using
SCADE Design Verifier as model checker. Figure 3 gives an
overview of the necessary steps for the transformation of the
LTL trap property in SCADE code.

LTL2SCADE

BA as SCADE code

Notation:

- existent tools

LTL Parser
LTL Expression
𝐺(𝑎 ∧ 𝑏 ∨ 𝑐)

LTL as Abstract 
Syntax Tree

Transformation 
Rules

BA Grammar

SCADE Grammar

Transformation 
Rules Dictionary

Transformation Rules 
Evaluation Engine

- implemented tools

LTL Grammar

Parser 
Generator

SCADE System Modell

LTL2BA

NBA

Figure 3. Transformation of LTL Obligations in SCADE Code.

LTL Parser Generation and AST Construction. We generate
an LTL parser on the basis of the LTL grammar, in order ensure
the correct parsing of the system requirements formalised
in LTL with respect to operator priority rules. The operator
precedence is encoded in the Abstract Syntax Tree (AST).
In our implementation of the LTL grammar, the logical and
temporal operators of LTL, as well as the arithmetic operators
are nonterminal symbols. As terminal symbols, our grammar
allows the boolean constants, true and false, variable names
and arithmetic constants in atomic propositions, e.g a ≤ 10,
but also the keyword last, which is specific to the SCADE
language.

Büchi Automaton Construction. The common basis of LTL
and SCADE is represented by automata. This is based on the
fact that the concept of automata is integrated in the SCADE
language [15] [4], and that nondeterministic Büchi automata
(NBA) are an alternate representation of LTL formulae [16].
Figure 4 illustrates the steps needed to transform an LTL
formula into an NBA. This transformation is based on the algo-
rithm defined by Gerth et al. in [17]. The algorithm transforms
an LTL formula expressed in positive normal form (PNF) into a
generalized nondeterministic Büchi automaton (GNBA). Once
this transformation is complete, only atomic propositions occur
as transition guards. The atomic propositions are connected
via the logical operator AND (∧), if there is more than one
as transition guard on the same transition. Then, the GNBA is
transformed into an NBA using the algorithm presented in [16].
The NBA constructed from the trap property of requirement
R1 is presented in Figure 5.

LTL2BA
LTL as Abstract 

Syntax Tree

LTL2PNF LTL2GNBA

PNF as Abstract 
Syntax Tree

LTL2NBA

GNBA NBA

Notation:

- implemented tools - existent tools

Figure 4. Transformation of LTL Obligations in Non-deterministic Büchi
Automata.
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Figure 5. Büchi Automaton for Requirements R1.

SCADE Code Generation. The core idea of this process
step is to create for each LTL trap property a new SCADE
operator which has the same input as the SCADE system
model. This SCADE operator is then used later to generate
test cases. The inputs of the new SCADE operator are redi-
rected to the SCADE system model to perform a computation
cycle. Then, a unique output as observer for the LTL trap
property and a corresponding state machine implementing
the NBA of the LTL trap property are created. Furthermore,
the name of the SCADE system model is used in order
to build the name of the newly created SCADE operator:
<SCADE-system-model>_proof. Figure 6 shows the
SCADE Code generated for the system requirement R1.

node Doorlock_proof(Doorknob : bool; Start : bool)
returns (output0 : bool default = false)
var
Opendoor : bool last = false;
Current_State : uint8 last = 0;
_counter0 : uint64 default = 1 + last '_counter0 last = 0;
let
Opendoor, Current_State = Doorlock(Doorknob, Start);
_ = Opendoor;
_ = Current_State;
automaton SM0
initial state init_0
unless
if (last 'Current_State = STATE_RUNNING) and Start do
let
output0 = true;
_counter0 = 0;
tel

restart node6_0;
if true do
let
output0 = true;
_counter0 = 0;
tel
restart node2_0;
state node2_0
unless
if (last 'Current_State = STATE_RUNNING) and Start do
let
output0 = true;
_counter0 = 0;
tel
restart node6_0;
if true and last '_counter0 <= 1 do
let
output0 = true;
tel

restart node2_0;
state node6_0
unless
if (not last 'Opendoor) do
let
output0 = true;
_counter0 = 0;
tel
restart node7_0;
state node7_0
unless
if true do
let
output0 = true;
_counter0 = 0;
tel
restart node7_0;
returns .. ;
tel

Figure 6. SCADE code corresponding to the NBA generated from
Requirement R1.

The SCADE Design Verifier is the model checker of the
SCADE Suite and can be interfaced by using observers which
are evaluated in each computation cycle during the state space
exploration [15]. The model checker explores the state space
in search of a trace which falsifies the trap property. It stops
the state space exploration when it has exhausted the entire
state space or when the observer of the trap property switches
to false. When the latter occurs, a trace of input assignments
is printed, which shows how the trap property can be falsified.

In SCADE, an NBA is represented by a statemachine.
Automata are a feature of SCADE, and respectively of the
Lustre language [15] [4]. Figure 7 illustrates the transfor-
mation of the NBA corresponding to the requirement R1 in
SCADE based on two transitions extracted from Figure 5.
Every state of the NBA is represented in SCADE via the
keyword state, while the initial state of the NBA is also
marked by the keyword initial. A transition in the NBA
is transformed into an if -statement within the state. In order
to ensure optimal transition execution, the outgoing transitions
of a state are sorted descending according to the number of
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transition guards. For example, if a state s1 has two outgoing
transitions, (s1, a0, s2) and (s1, a0 ∧ a1, s3), then the second
one is prefered.

(′𝑛𝑜𝑑𝑒6′, 0)

(′𝑛𝑜𝑑𝑒7′, 0)

𝑡𝑟𝑢𝑒

𝑛𝑜𝑡 𝑙𝑎𝑠𝑡 ′𝑂𝑝𝑒𝑛𝑑𝑜𝑜𝑟

[…]
restart node2_0;
state node6_0
unless
if (not last 'Opendoor) do
let
output0 = true;
_counter0 = 0;
tel
restart node7_0;
state node7_0
unless
if true do
let
output0 = true;
_counter0 = 0;
tel
restart node7_0;
returns .. ;
tel

Transitions in the non-deterministic
Büchi Automaton

Excerpt of the corresponding code
generated in Lustre

Figure 7. Excerpt of Transformation from non-deterministic Büchi Automata
to Lustre code.

C. From Traces to Test Cases
The trace generated by the SCADE Design Verifer contains

only test input data. However, in order to get the full test case,
output data are also needed. Figure 8 displays the workflow
used to obtain the test output data and generate test cases.

Trace2TestCase

Extraction of Test Input 
Data for Simulation

SCADE 
Simulator

Assembly of
Test Cases

Notation:

- implemented tools - existent tools

Test Input DataTraces Test Output Data Test Cases

Figure 8. Transformation of Traces in Test Cases.

To begin with, the test input data is extracted from the trace.
Then, the SCADE system model is run with the test input data
in the SCADE Simulator. The test output data obtained from
the simulation is assembled with the test input data extracted
from the trace in a test case file (.sss-file), which can later
be run in the SCADE Test Environment. A trace and the
corresponding test case showing how requirement R1 may be
satisfied are shown in Figure 9.

VI. EVALUATION

A. Setup
The system in Figure 2 was modeled in ANSYS SCADE

19.1 (build 20180327). To implement the workflow described
in Figure 1, a Python 3.4 script using the Python-API of
SCADE was created. The parser was then generated with the
parser generator ply [18].

The SuT was then executed with the test case obtained
from the system requirement R1. The results of the test case
execution are displayed in Figure 10.

B. Lessons Learned
In order to successfully generate requirements-based test

cases with the SCADE toolchain, test engineers must under-
stand the innerworkings of SCADE state machines. According

# ---------------------------------------------------------------
# Simulation scenario file for SCADE Simulator
# Task:  Doorlock_proof.output0
# Model: Verifier
# Node:  Doorlock
# ---------------------------------------------------------------

SSM::set Doorlock_proof/Doorknob t
SSM::set Doorlock_proof/Start f
SSM::cycle

SSM::set Doorlock_proof/Doorknob t
SSM::set Doorlock_proof/Start t
SSM::cycle

SSM::set Doorlock_proof/Doorknob f
SSM::set Doorlock_proof/Start f
SSM::cycle

SSM::set Doorlock_proof/Doorknob f
SSM::set Doorlock_proof/Start f
SSM::cycle

(a)

SSM::set Doorlock/Doorknob t
SSM::set Doorlock/Start f
SSM::check Doorlock/Opendoor t
SSM::check Doorlock/Current_State 0
SSM::cycle

SSM::set Doorlock/Doorknob t
SSM::set Doorlock/Start t
SSM::check Doorlock/Opendoor f
SSM::check Doorlock/Current_State 1
SSM::cycle

SSM::set Doorlock/Doorknob f
SSM::set Doorlock/Start f
SSM::check Doorlock/Opendoor f
SSM::check Doorlock/Current_State 0
SSM::cycle

SSM::set Doorlock/Doorknob f
SSM::set Doorlock/Start f
SSM::check Doorlock/Opendoor f
SSM::check Doorlock/Current_State 0
SSM::cycle

(b)

Figure 9. a) Trace generated with the SCADE Design Verifier out of the
System Requirement R1; b) Test Case generated from the Trace in a) with

the SCADE Simulator.

Figure 10. Execution of the System under Test with the Generated Test Case.

to their semantics, the data flow which connects the inputs to
the outputs of a state in a SCADE state machine is executed
synchronously in a single cycle, before any active transitions
in the system model can be fired.

Often, it is necessary to know the state in which the
computation of state variables used within a cycle originated.
This is why it is often indispensable to make use of the
last operator, especially for system requirements formu-
lated over state variables. Take for example LTL formulae
of the form G(µ → Xψ) in which the logical formulae µ
and ψ are expressed over state variables. In this case, the
SCADE operator last is needed for the state variables in
µ as well as for those in ψ, in order to get the state from
which the calculation within a cycle starts. The use of the
SCADE operator last can vary, depending on the system
requirement and on the implementation of the system model.
Since we found no sound way to normalize it, we decided
to enable the use of this operator. Indeed, syntactically the
last operator is considered as a terminal symbol, yet it has
effect on LTL operators. To be more specific, the LTL formula
G(a ≤ 10→ X(last′ b = 5)) is semantically equivalent to the
LTL formula G(a ≤ 10→ b = 5), where b is a state variable
in the current state. Here, the effect of the last operator on
the LTL operator X (neXt) is similar to that of the absorbtion
law in propositional logic. It is then up to the test engineers to
decide whether the usage of the last operator is appropriate,
depending on the system requirements and on the SCADE
system model.

Furthermore, one has to consider that the link between
SCADE and LTL is not perfect. Nondeterministic Büchi
automata are usually used in automata-based LTL model
checking to construct the product transition system of the
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negated property and the system model [16]. The SCADE
Design Verifier is built on top of a SAT-Solver [13], with
the property observer as its interface. This allowed us to
use nondeterministic Büchi automata as a uniform approach
to create chronological state sequences from LTL formulae.
However, for LTL (sub-)formulae of the type µ U ψ, the
generated NBA contains non-accepting states. These states can
have recursive transitions, which always fire. This behavior
leads to endless loops, which in turn can generate wrong
results. We solved this problem by adding a counter which
increments up to a predefined maximum value everytime a
recursive transition of a non-accepting state fires. The counter
is then reset, if the next state is an accepting state. The
maximum value can be defined by the test engineer. The
defined value should not be too high, as it may cause long or
indeterminate system runs, and not too low, so that correctness
can be ensured.

VII. CONCLUSION AND FUTURE WORK

In this paper, we implemented the concept defined by
Aniculaesei et al. [2] on the industrial toolchain ANSYS
SCADE, in order to generate test cases straight from the
system requirements formalized in LTL and the SCADE sys-
tem model. We used the SCADE Design Verifier as model
checker to deliver test inputs in form of traces, which were then
simulated to calculate the corresponding test outputs. The test
cases, containing the test inputs and outputs, were assembled
in SCADE scenario files (.sss-files). The scenario files are
given as input to the SCADE Testing Environment in order to
automatically execute the test cases on the System under Test,
in this case the SCADE system model itself.

In order to connect LTL with SCADE, we needed to express
chronological sequences of states over infinite time. For this
purpose, we generated nondeterministic Büchi automata from
formalised requirements in LTL by applying the algorithm
defined by Gerth et al. in [17]. Here, we found out that this
connection is not all-embracing when non-accepting states
with recursive transitions occur in the generated NBA (see
Section VI). Since we found no uniform concept for mapping
of the LTL time model onto the SCADE time model, we
enabled the use of last operator from SCADE in terminal
symbols and we gave the user the liberty to decide upon the
usage of this operator within LTL formulas. Based on our
case study, valid test cases were generated (see Figure 9) and
executed (see Figure 10).

In future work, we want to extend the concept for
requirements-based test case generation developed for the
SCADE toolchain with the approach in [2]. We plan to apply
the extended concept on a more complex system in the automo-
tive field. Here we plan to use construction methodologies for
test case generation via model checking based on three differ-
ent criteria, requirements coverage (RC), antecedent coverage
(AC) and unique first cause coverage (UFC) as defined in [3]
[7]. Furthermore, we plan to measure the quality of our test
suites with respect to MC/DC Coverage [19] [20] by creating
mutants on code level.
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Abstract—Service-based cloud computing allows applications
to be deployed and managed through third-party provided ser-
vices, making typically virtualised resources available. However,
often there is no direct access to platform-level execution pa-
rameters of a provided service, and only some quality properties
can be directly observed while others remain hidden from the
service consumer. We introduce a controller architecture for
autonomous, self-adaptive anomaly remediation in this semi-
hidden setting. The controller determines the possible causes
of consumer-observed anomalies in an underlying provider-
controlled infrastructure. We use Hidden Markov Models to map
observed performance anomalies into hidden resources, and to
identify the root causes of the observed anomalies. We apply
the model to a clustered computing resource environment that is
based on three layers of aggregated resources.

Index Terms—Cloud Computing; Container Clusters; Hidden
Markov Model; Workload; Anomaly; Performance.

I. INTRODUCTION

Cloud and Edge computing are examples of services being
provided to allow applications to be deployed and managed by
third-party providers that make shared virtualised resources ac-
companied by dynamic management facilities available [2],[3].
Due to the dynamic nature of loads in a distributed cloud and
edge computing setting, consumers may experience anomalies
(e.g., in our case variation in a resource performance) due to
distribution, heterogeneity, or scale of computing that may lead
to performance degradation and potential application failures.
Furthermore, loads might vary over time: (i) changes of the
load on individual resources, (ii) changing workload demand
and prioritisation, (iii) reallocation or removal of resources
in dynamic environments. These may affect the workload of
current system components (container, node, cluster), and may
require rebalancing their workloads. Recent studies [1],[4],[5]
have looked at resource usage, rejuvenation, or analyzing
the correlation between resource consumption and abnormal
behavior of applications. Less attention has been given to the
possibly hidden reason behind the occurrence of an observable
performance degradation (root cause)[23], and how to deal
with the degradation in a hierarchically organised cluster
setting.

To handle these challenges in a shared virtualised en-
vironment, third party providers provide some factors that
can be directly observed (e.g., the response time of service

activations) while others remain hidden from the consumer
(e.g., the reason behind the workload, the possibility to predict
the future load behaviour, the dependency between the affected
nodes and their loads in a cluster).

We differentiate between two types of observation in rela-
tion to workload and response time fluctuations: System states
(anomaly/fault) that refer to anomalous or faulty behavior,
which is hidden from the consumer. This indicates that the
behavior of a system resource is significantly different from
normal behavior. An anomaly in our case may point to an
undesirable behavior of a resource such as overload, or to a
desirable behavior like underload of a system resource, which
can be used as a solution to reduce the load at overloaded
resources. Emission or Observation (observed failure from
these states), which indicates the occurrence of failure result-
ing from a hidden state.

To address this problem, we use Hierarchical Hidden
Markov Models (HHMMs) [8] as a stochastic model to map
the observed failure behavior of a system resource to its
hidden anomaly causes (e.g., overload) through tracking the
detected anomaly to locate its root cause. We implement
the proposed controller for a clustered computing resource
environment. The contribution of this paper is a controller
[7],[6] that automatically detects the anomalous behavior
within a cluster of containers running on cluster nodes, where
a sequence of observations is emitted by the system resource.
The controller remedies the detected anomalies that occur at
the container, node or cluster level. To achieve that this paper:
(i) analysed the possible causes of observable anomalies in an
underlying provider-controlled infrastructure; (ii) defined an
anomaly detection, and analysis controller for a self-adaptive
cluster environment, that automatically manages the resource
workload fluctuations. The paper objective is to introduce the
controller in terms of its architecture and processing activities.

The paper is organized as follows. Section II reviews related
work. Section III explains the motivation behind our work.
Section IV gives an overview of HHMM. Section V explains
the mapping of failure and fault. Section VI explains the
controller architecture. Section VII evaluates it.
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II. RELATED WORK

There are a number of studies that have addressed workload
analysis in dynamic environments [1],[4],[5]. They proposed
various methods for analyzing and modeling workload.

Dullmann [13] provide an online performance anomaly
detection approach that detects anomalies in performance data
based on discrete time series analysis.

Peiris et al. [14] analyze root causes of performance anoma-
lies by combining the correlation and comparative analysis
techniques in distributed environments. Sorkunlu et al. [15]
identify system performance anomalies through analyzing the
correlations in the resource usage data. Wang et al. [5] propose
to model the correlation between workload and the resource
utilization of applications to characterize the system status.

Maurya and Ahmad [16] propose an algorithm that dynam-
ically estimates the load of each node and migrates the task
if necessary. The algorithm migrates the jobs from overloaded
nodes to underloaded ones through working on pair of nodes,
it uses a server node as a hub to transfer the load information
in the network, which may result in overhead at the node.

Moreover, many literatures used HMM and its derivations
to detect anomaly. In [17], the author proposed various
techniques implemented for the detection of anomalies and
intrusions in the network using HMM. In [19] the author
detected faults in real-time embedded systems using HMM
through describing the healthy and faulty states of a system’s
hardware components. In [21], HMM is used to find, which
anomaly is part of the same anomaly injection scenarios.

The objective of this paper is to detect and locate the
anomalous behaviour in containerized cluster environment
[20] through considering the influence of dynamic workloads
on their anomaly detection solutions. The proposed controller
consists of: (1) Monitoring, that collects the performance data
of (services, containers, nodes ’VM’) such as CPU, memory,
and network metrics; (2) Detection, that detects anomalous
behaviour, which is observed in response time of a component;
(3) Identification, which tracks the cause of the detected
anomaly. (4) Recovery, that heals the identified anomalous
components. (5) Anomaly injection, which simulates different
anomalies, and gathers dataset of performance data represent-
ing normal and abnormal conditions.

III. MOTIVATING EXAMPLE

A failure is the inability of a component to perform its
functions with respect to a specified (e.g., performance) re-
quirements [18]. Faults (also called anomalies) are system
properties that describe an exceptional condition occurring in
the system operation that may cause one or more failures [24].

We assume that a failure is a kind of unexpected response
time observed during system component runtime (i.e., observa-
tion), while fluctuations occurring during a resource execution
of a component are considered as faults or anomalies (state of
a hidden component). For example, fluctuations in workload

such as overload faults may cause delay in a system response
time (observed failure).

Generally, the observed metrics do not provide enough
information to identify the cause of an observed failure. For
example, the CPU utilization of a containerized application
is about 30% with 400 users, and it increases to about
70% with 800 users in the normal situation. Obviously, the
system is normal with 800 users. But probably the system
shows anomalous behaviour with 400 users, when the CPU
utilization is about 70%. Thus, it is hard to identify whether
the system is normal or anomaly just based on the CPU
utilization. Thus, specifying a threshold for the utilization
of resource without considering the number of users, will
raise anomalous behaviours. Consequently, it is important to
integrate the data of workload into anomaly detection and
identification solutions. Once provided with a link between
faults (workloads) and failures (response time) emitted from
components, we can also apply a suitable recovery strategy
depending on the type of identified fault.

Thus, a self-adaptation controller will be introduced later in
this paper to automatically manage faults through identifying
the degradation of performance, determining the dependency
between faults and failures, and applying recovery strategies.
We can align the steps of the fault management with the
Monitoring, Analysis, Planning, Execution, and Knowledge
(MAPE-K) control loop as a conceptual framework.

IV. HIERARCHICAL HIDDEN MARKOV MODEL (HHMM)

Hierarchical Hidden Markov Model (HHMM) [8] is a gen-
eralization of the Hidden Markov Model (HMM) that is used
to model domains with hierarchical structure (e.g., intrusion
detection, plan recognition, visual action recognition). HHMM
can characterize the dependency of the workload (e.g., when
at least one of the states is heavy loaded). The states (cluster,
node, container) in HHMM are hidden from the observer and
only the observation space is visible (response time). The
states of HHMM emit sequences rather than a single observa-
tion by a recursive activation of one of the substates (nodes)
of a state (cluster). This substate might also be hierarchically
composed of substates (containers). Each container has an
application that runs on it. In case a node or a container
emit observation, it will be considered a production state. The
states that do not emit observations directly are called internal
states. The activation of a substate by an internal state is a
vertical transition that reflects the dependency between states.
The states at the same level have horizontal transitions. Once
the transition reaches to the End state, the control returns to
the root state of the chain as shown in Figure 1. The edge
direction indicates the dependency between states.

We choose HHMM as every state can be represented as
a multi-levels HMM in order to: (1) show communication
between nodes and containers, (2) demonstrate the impact of
workloads on the resources, (3) track the anomaly cause, and
(4) represent the response time variations that emit from nodes
or containers.
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FIGURE 1. THE HHMM FOR WORKLOAD.

V. FAILURE-TO-FAULT MAPPING

Based on analyzing the log file and monitored metrics from
existing systems, we can obtain knowledge regarding (1) the
dependencies between containers, nodes and clusters; (2) re-
sponse time fluctuations emitted from containers or nodes; (3)
workload fluctuations that cause changes in response time. We
need a mechanism that automatically maps a type of anomaly
to its causes. We can identify different failure-fault cases that
may occur at container, node or cluster level as illustrated in
Figure 2. We focused on addressing the correlation between
workload (overload) and the response time at container, node,
and cluster.

A. Low Response Time Observed at Container Level

There are different reasons that may cause this:

• Case 1.1. Container overload (self-dependency): means
that a container is busy, causing low response times, e.g.,
c1 in N1 has entered into load loop as it tries to execute its
processes while N1 keeps sending requests to it, ignoring
its limited capacity.

• Case 1.2. Container sibling overloaded (internal con-
tainer dependency): this indicates another container c2
in N1 is overloaded. This overloaded container indirectly
affects the other container c1 as there is a communica-
tion between them. For example, c2 has an application
that almost consumes all resources. The container has a
communication with c1. At such situation, when c2 is
overloaded, c1 will go into underload. The reason is that
c2 and c1 share the resources of the same node.

• Case 1.3. Container neighbour overload (external con-
tainer dependency): this happens when a container c3
in N2 is linked to another container c2 in another node
N1. In another case, some containers c3 and c4 in N2

dependent on each other, and container c2 in N1 depends
on c3. In both cases c2 in N1 is badly affected once c3 or
c4 in N2 are heavily loaded. This results in low response
time observed from those containers.

B. Low Response Time Observed at Node Level

There are different reasons that cause such observations:

FIGURE 2. DEPENDENCIES BETWEEN CLUSTER, NODES AND
CONTAINERS.

• Case 2.1. Node overload (self-dependency): generally
node overload happens when a node has low capacity,
many jobs waited to be processed, or problem in network.
Example, N2 has entered into self load due to its limited
capacity, which causes an overload at the container level
as well c3 and c4.

• Case 2.2. External node dependency: occurs when low
response time is observed at node neighbour level, e.g.,
when N2 is overloaded due to low capacity or network
problem, and N1 depends on N2. Such overload may
cause low response time observed at the node level,
which slow the whole operation of a cluster because of
the communication between the two nodes. The reason
behind that is N1 and N2 share the resources of the same
cluster. Thus, when N1 shows a heavier load, it would
affect the performance of N2.

C. Low Response Time Observed at Cluster Level

If a cluster coordinates between all nodes and containers, we
may observe low response time at container and node levels
that cause difficulty at the whole cluster level, e.g., nodes
disconnected or insufficient resources.

• Case 3.1. Communication disconnection may happen due
to problem in the node configuration, e.g., when a node
in the cluster is stopped or disconnected due to failure or
a user disconnect.

• Case 3.2. Resource limitation happens if we create a
cluster with too low capacity which causing low response
time observed at the system level.

The mapping between faults and failures needs to be for-
malised in a model that distinguishes observations and hidden
states. Thus, HHMM is used to reflect the system topology.

VI. SELF-ADAPTIVE CONTROLLER ARCHITECTURE

This section explains the controller architecture (Figure 3).

A. Managed Component Pool

The system under observation consists of a cluster that
is composed of a set of nodes that host containers as the
application components. A node could be a virtual machine
that has a given capacity. The main job of the node is to
assign requests to its containers. Containers are stand-alone,
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FIGURE 3. THE CONTROLLER ARCHITECTURE.

executable packages of software. Multiple containers can run
on the same node, and share the operating environment with
other containers. Each component either cluster, node, or
container may emit observations. Observations are emissions
of failure from a component resource.

We installed an agent on each node to collect metrics from
the pool, and to expose log files of containers and nodes
to Real-Time/Historical Data storage. The agent adds data
interval function to determine the time interval at which the
data collected belongs. The data interval function specifies the
lower and upper limits for the data arrivals. The response time,
and the state of the component are assigned to each interval.
Moreover, the agent gathers data regarding the workload
(i.e., no. of requests issued to component), and monitored
metrics (i.e., CPU, Memory) to characterize the workload of
components processed in an interval. The agent push the data
to be stored in the Real time/Historical storage to be used by
the Fault Management Model.

B. Fault Management Model

The model is based on the history of the overall system
performance. This can be used to compare the predicted status
with the currently observed one to detect anomalous behaviour.
The fault management model consists of:

a) Detection (Monitor): To detect anomaly, the monitor
collects system data from the Real time/Historical storage.
Then, it checks if there is anomalous behaviour at the managed
components through utilizing spearman’s rank correlation co-
efficient to estimate the dissociation between the response time
and the number of requests (workload). If there is a decrease
in the correlation degree, then the metric is not associated with
the increasing workload, which means the observed variation
in performance isn’t an anomaly. In case the correlation degree
increase, this refers to the existence of anomaly occurred as the
impact of dissociation between the workload and the response
time exceeds a certain value. To achieve that we wrote an
algorithm to be used as a general threshold to highlight the
occurrence of anomaly in the managed pool under different
workloads. We added a unique workload identifier to the group
of workloads in the same period to achieve traceability through
the entire system. We specified that the degree of dissociation

(DD = 15) can be used as an indicator for performance
degradation considering different response time, and different
workloads. The value of DD will be compared against the
monitored metrics (i.e., CPU, Memory utilization) to detect
anomalous behaviour within the system. In case an anomaly
is detected, the controller will move to the fault management
to track the cause of anomaly in the system.

b) Identification (Analysis and Plan): Once there is ap-
pearance of anomaly, we built HHMMs to identify anomalies
in system components as shown in Figure 1.

The HHMM vertically calls one of its substates N2
1 =

{C3
1 , C

3
2}, N2

2 , N2
3 = {C3

3 , C
3
4} with “vertical transition χ”

and d index (superscript), where d = {1, 2, 3}. Since N2
1

is abstract state, it enters its child HMM substates C3
1 and

C3
2 . Since C3

2 is a production state, it emits observations,
and may make horizontal transition γ, with i horizontal index
(subscript), where i = {1, 2, 3, 4}, from C3

1 to C3
4 . Once there

is no another transition, C3
2 transits to the end state End,

which ends the transition for this substate, to return the control
to the calling state N2

1 . Once the control returns to the state
N2

1 , it makes a horizontal transition (if exist) to state N2
2 ,

which horizontally transits to state N2
3 . State N2

3 has substates
C3

3 that transits to C3
4 which may transit back to C3

3 or transit
to the End state. Once all the transitions under this node are
achieved, the control returns to N2

3 . State N2
3 may loop around,

transit back to N2
2 , or enters its End state, which ends the

whole process and returns control to the cluster. The model
can’t horizontally do transition unless it vertically transited.
Further, the internal sates don’t need to have the same number
of substates. It can be seen that N2

1 calls containers C3
1 and C3

2 ,
while N2

2 has no substates. The horizontal transition between
containers reflect the request/reply between the client/server
in our system under test, and the vertical transition refers to
child/parent relationship between containers/node.

The observation O is denoted by Fi = {f1, f2, ..., fn} to
refer to the response time observations sequence (failures). An
observed low response time might reflect workload fluctuation.
This fluctuation in workload is associated with a probabil-
ity that reflects the state transition status from OL to NL
(PFOL→NL) at a failure rate <, which indicates the number
of failures for a N , C or cluster over a period of time.

We used the generalized Baum-Welch algorithm [8] to
train the model by calculating the probabilities of the model
parameters: (1) the horizontal transitions from a state to
another. (2) probability that the O is started to be emitted for
statedi at t. statedi refers to container, node, or cluster. (3) the
O of statedi were emitted and finished at t. (4) the probability
that stated−1 is entered at t before Ot to activate state statedi .
(5) the forward and backward transition from bottom-up.

The output of algorithm will be used to train Viterbi
algorithm to find the anomalous hierarchy of the detected
anomalous states. As shown in ”(1)-(3)”, we recursively calcu-
late = which is the ψ for a time set (t̄ = ψ(t, t+k,Cd

i , C
d−1)),

where ψ is a state list, which is the index of the most
probable production state to be activated by Cd−1 before
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activating Cd
i . t̄ is the time when Cd

i was activated by Cd−1.
The δ is the likelihood of the most probable state sequence
generating (Ot, · · · , O(t+k)) by a recursive activation. The τ is
the transition time at which Cd

i was called by Cd−1. Once all
the recursive transitions are finished and returned to cluster,
we get the most probable hierarchies starting from cluster to
the production states at T period through scanning the sate list
ψ, the states likelihood δ, and transition time τ .

L = max
(1≤r≤Nd

i )

{
δ(t̄, t+ k,Nd+1

r , Nd
i ) a

Nd
i

End

}
(1)

= = max
(1≤y≤Nj−1)

{
δ(t, t̄− 1, Nd

i , N
d−1)aN

d−1

End L
}

(2)

stSeq = max
cluster

{
δ(T, cluster), τ(T, cluster), ψ(T, cluster)

}
(3)

Once we have a trained the model, we compare the detected
hierarchies against the observed one to identify the type of
workload. The hierarchies with the lowest probabilities will
be considered anomaly. Once we detected and identified the
workload type (e.g., OL), a hierarchy of faulty states (e.g.,
cluster, N2

1 , C3
1 and C3

2 ) that are affected by the anomalous
component (C3

1 ) is obtained that reflects observed anomalous
behaviour. We repeat these steps until the probability of the
model states become fixed. Each state is correlated with time
that indicates: the time of it’s activation, it’s activated sub-
states, and the time at which the control returns to the calling
state. The result of the fault management model (anomalous
components) is stored in Knowledge storage. This aid us in the
recovery procedure as the anomalous state will be recovered
first come-first heal.

C. Fault-Failure Recovery Cases

Based on the fault type, we apply a recovery mechanism
that considers the dependencies between components, and
the current component status. The recovery mechanism is
specified based on historic and current observations of a
response time for a container or node and the hidden states
(containers or nodes). The following steps and concerns are
considered by the recovery mechanism:

• Analysis: relies on current and historic observation.
• Observation (failure): indicates the type of observed fail-

ure (e.g., low response time).
• Anomaly (fault): reflects the fault type (e.g., overload).
• Reason: explains the causes of the problem.
• Remedial Action: explains different solutions that can be

applied to solve the problem.
• Requirements: constraint that might apply.

We look at two anomaly cases and suitable recovery strate-
gies, which exemplify recovery strategies for the fault-failure
mapping cases 1.3 and 2.1. These strategies can be applied

based on the observed response time (current and historic
observations) and related faults (hidden states).

1) Container neighbour overload (external container depen-
dency) Analysis: current/historic observations, hidden states
Observation (failure): low response time at the anomalous
container and the dependent one.
Anomaly: overload in one or more containers results in
underload for another container at different node.
Reason: heavily loaded container with external dependent one
(communication)
Remedial Actions: Option 1: Separate the overloaded con-
tainer and the external one depending on it from their nodes.
Then, create a new node containing the separated containers
considering the cluster capacity. Redirect other containers that
in communication to these 2 containers in the new node.
Connect current nodes with the new one and calculate the
probability of the whole model to know the number of
transitions (to avoid the occurrence of overload) and to predict
the future behaviour. Option 2: For the anomalous container,
add a new one to the node that has the anomalous container
to provide fair workload distribution among containers con-
sidering the node resource limits. Or, if the node does not
yet reach the resource limits available, move the overloaded
container to another node with free resource limits. At the end,
update the node. Option 3: create another (MM ) node within
the node with anomalous container behaviour. Next, direct the
communication of current containers to (MM ). We need to
redetermine the probability of the whole model to redistribute
the load between containers. Finally, update the cluster and
the nodes. Option 4: distribute load. Option 5: rescale node.
Option 6: do nothing, this means that the observed failure
relates to regular system maintenance or update happened to
the system. Thus, no recovery option will be applied.
Requirements: need to consider node capacity.

2) Node overload (self-dependency) Analysis: current and
historic observations
Observation (failure): low response time at node level.
Anomaly: overloaded node.
Reason: limited node capacity.
Remedial Actions: Option 1: distribute load. Option 2: rescale
node. Option 3: do nothing.
Requirements: collect information regarding containers and
nodes, consider node capacity and rescale node(s).

D. Recovery Model

The recovery model (Execute stage in MAPE-K) receives
an ordered list of faulty states from the identification step.
It applies a recovery mechanism considering the type of
the identified anomaly and the resource capacity. We have
configured the fault management model to have a specific
number of nodes and containers because increasing the number
of nodes and containers will lead to a large amount of different
recovery actions (Load balancing rules), which reduces model
performance. We are mainly concerned with two workload
anomalies: (1) overload as it reflects anomalous behavior,
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FIGURE 4. HMM FOR RECOVERY ACTIONS.

(2) underload category, as it is considered anomaly but it
represents a solution to migrate load from heavy loaded
component. We define different recovery actions for each fault-
failure case. Consequently, for an identified anomaly case, we
need to select the most appropriate action from the time and
cost perspectives.

The Recover Job Scheduler (RJS) heals the identified
anomaly based on first identified-first heal. It mitigates the
anomalous state, by distributing the load to the underloaded
components considering their status. The recovery actions are
stored in the Knowledge storage to keep track of the number of
applied actions to the identified anomalous component. Before
applying any of the recovery option, ”Restart” option will be
applied to save the cost of trying multiple recovery options if
the component doesn’t reach its restart action number limit.
In case a restart option doesn’t enhance the situation, RJS
checks the existence of underloaded component identified by
the fault management model and stored in the knowledge
storage. If there is underloaded component, the HMM is
trained using the Forward-Backward algorithm to select the
most probable action for the anomalous component as shown
in Figure 4. The states Ai in the model refer to the hidden
recovery actions. The rejuventation hidden state refers to
the restart action, and Pi(r), is the probability of the recovery
actions. We estimated Pi(r) based on computing the maximum
likelihood. The result of the HMM will be, for instance, the
most probable action for anomalous state C3

1 is ’distribute
load’. The RJS apply the selected action to the fault component
in the ”Managed Component Pool”. In case, RJS couldn’t find
underloaded components, the ”pause” action will be applied.
If the number of applied recovery actions for the anomalous
component exceeds a predefined threshold, terminate action
will be applied after backing up the component. For each
component, we further keep a profile of the type of applied
action to enhance the recovery procedure in the future.

a) Metrics for Recovery Plan Determination: In order to
better capture the accuracy of the proposed fault identification,
we estimated the Fault Rate to capture (1) the number of fault
during system execution <(FN), and (2) the overall length of
failure occurrence <(FL) as depicted in ”(4)” and ”(5)”. This
aids us later in reducing the fault/failure occurrence through

providing the best suited recovery mechanism, for instance for
frequent or long-lasting failures. The observed behaviour will
be analysed in terms of failure rates for each state – e.g., low
response times may result from overload states or normal load
states – in order to determine the number of failures observed
for each state and to estimate the total failure numbers for all
the states. We define < as follows:

<(FN) =
No of Detected Faults

Total No of Faults of Resource
(4)

<(FL) =
Total T ime of Observed Failures

Total T ime of Execution of Resource
(5)

The Average Failure Length (AFL), as in ”(6)”, might also
be relevant to judge the relative urgency of recovery. Other
relevant metrics that impact on the decision which strategy to
use, but which we do not detail here, are resilience metrics
addressing recovery times.

AFL =

∑
Time of Failure Occurrence

Number of Observed Failures
(6)

VII. EVALUATION

The proposed framework is run on Kubernetes and Docker
containers. We deployed TPC-W1 benchmark on the contain-
ers to validate the framework. We focused on three types of
faults CPU hog, Network packet loss/latency, and performance
anomaly caused by workload congestion.

A. Environment Set-Up

To evaluate the effectiveness of the proposed framework,
the experiment environment consists of three VMs. Each VM
is equipped with LinuxOS, 3VCPU, 2GB VRAM, Xen 4.11 2,
and an agent. Agents are installed on each VM to collect the
monitoring data from the system (e.g., host metrics, container,
performance metrics, and workloads), and send them to the
Real-Time/Historical storage to be processed by the Monitor.
The VMs are connected through a 100 Mbps network. For
each VM, we deployed two containers, and we run into them
TPC-W benchmark.

TPC-W benchmark is used for resource provisioning, scal-
ability, and capacity planning for e-commerce websites. TPC-
W emulates an online bookstore that consists of 3 tiers: client
application, web server, and database. Each tier is installed on
VM. We didn’t considered the database tier in the anomaly
detection and identification, as a powerful VM should be
dedicated to the database. The CPU and Memory utilization
are gathered from the web server, while the Response time is
measured from client’s end. We ran TPC-W for 300 minutes.
The number of records that we obtained from the TPC-W was
2000 records.

1http://www.tpc.org/tpcw/
2https://xenproject.org/
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We further used docker stats command to obtain a live
data stream for running containers. SignalFX Smart Agent3

monitoring tool is used and configured to observe the runtime
performance of components and their resources. We also used
Heapster4 to group the collected data, and store them in a
time series database using InfluxDB5. The gathered data from
the monitoring tool, and from datasets are stored in the Real-
Time/Historical Data storage to enhance the future anomaly
detection and identification. The gathered dataset is classified
into training and testing datasets 50% for each. The model
training last 150 minutes.

To simulate real anomaly scenarios, script is written to inject
different types of anomalies. The anomaly injection for each
component last 5 minutes. The anomaly scenarios are: (1) CPU
Hog, consume all CPU cycles by employing infinite loops. (2)
Memory Leak, exhausts the component memory. The stress6

tool is used to create pressure on CPU and Memory.

Further, workload contention is generated to test the con-
troller under different workloads. To generate workload, the
TPC-W web server is emulated using client application, which
generates workload (using Remote Browser Emulator) by sim-
ulating a number of user requests that is increased iteratively.
Since the workload is always described by the access behavior,
we consider the container is gradually workloaded within [30-
2000] emulated users requests, and the number of requests is
changed periodically. The client application reports response
time metric, and the web server reports CPU and Memory
utilization. To measure the number of requests and response
(latency), HTTPing7 is installed on each node. Also AWS X-
Ray8 is used to trace of the request through the system.

B. The Detection Assessment

The detection model is evaluated by Root Mean Square
Error (RMSE), Mean Absolute Percentage Error (MAPE),
and False Alarm Rate (FAR), which are the commonly used
metrics [25] for evaluating the quality of detection. We further
measured the Number of Correctly Detected Anomaly (CDA)
and Accuracy of Detection (AD).

a) Root Mean Square Error (RMSE): It measures the
differences between the detected value and the observed one
by the model. A smaller RMSE value indicates a more
effective detection scheme.

b) Mean Absolute Percentage Error (MAPE): It mea-
sures the detection accuracy of a model. Both RMSE and
MAPE are negatively-oriented scores, which means lower
values are better.

3https://www.signalfx.com/
4https://github.com/kubernetes-retired/heapster
5https://www.influxdata.com/
6https://linux.die.net/man/1/stress
7https://www.vanheusden.com/httping/
8https://aws.amazon.com/xray/

TABLE I. DETECTION EVALUATION.

Metrics HHMM DBN HTM
RMSE 0.23 0.31 0.26
MAPE 0.14 0.27 0.16
CDA 96.12% 91.38% 94.64%
AC 0.94 0.84 0.91
FAR 0.27 0.46 0.31

c) Number of Correctly Detected Anomaly (CDA): It
measures percentage of the correctly detected anomalies to
the total number of detected anomalies in a given dataset.
High CDA indicates the model is correctly detected anomalous
behaviour.

d) Accuracy of Detection (AD): It measures the com-
pleteness of the correctly detected anomalies to the total
number of anomalies in a given dataset. Higher AD means
that fewer anomaly cases are undetected.

e) False Alarm Rate (FAR): The number of the normal
detected component, which has been misclassified as anoma-
lous by the model.

The efficiency of the model is compared with a Dynamic
Bayesian network (DBN), see Table I. The results show that
the HHMM and HTM model detects anomalous behaviour
with promised results comparing to DBN.

C. The Identification Assessment

The accuracy of the results is compared with Dynamic
Bayesian Network (DBN), and Hierarchical Temporal Mem-
ory (HTM), and it is evaluated based on different metrics
such as: Accuracy of Identification (AI), Number of Correctly
Identified Anomaly (CIA), Number of Incorrectly Identified
Anomaly (IIA), and FAR.

a) Accuracy of Identification (AI): It measures the com-
pleteness of the correctly identified anomalies to the total
number of anomalies in a given dataset. Higher AI means
that fewer anomaly cases are un-identified.

b) Number of Correctly Identified Anomaly (CIA): It is
the number of correct identified anomaly (NCIA) out of the
total set of identification, which is the number of correct
Identification (NCIA) + the number of incorrect Identification
(NICI)). The higher value indicates the model is correctly
identified anomalous component.

CIA =
NCIA

NCIA+NICI
(7)

c) Number of Incorrectly Identified Anomaly (IIA): IIA
is the number of the identified component, which represents an
anomaly but misidentified as normal by the model. The lower
value indicates that the model correctly identified anomaly
component.

IIA =
FN

FN + TP
(8)
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TABLE II. ASSESSMENT OF IDENTIFICATION.

Metrics HHMM DBN HTM
AI 0.94 0.84 0.94
CIA 94.73% 87.67% 93.94%
IIA 4.56% 12.33% 6.07%
FAR 0.12 0.26 0.17

TABLE III. RECOVERY EVALUATION.

Evaluation Metrics Results
RA 99%

MTTR 60 seconds
OA 97%

d) False Alarm Rate (FAR): The number of the normal
identified component, which has been misclassified as anoma-
lous by the model.

FAR =
FP

TN + FP
(9)

The false positive (FP) means the detection/identification of
anomaly is incorrect as the model detects/identifies the normal
behaviour as anomaly. True negative (TN) means the model
can correctly detect and identify normal behaviour as normal.

As shown in Table II, HHMM and HTM achieved promising
results for the identification of anomaly. While the results of
the DBN a little bit decayed for the CIA with approximately
7% than HHMM, and 6% than HTM. Both HHMM and
HTM showed higher identification accuracy as they are able to
identify temporal anomalies in the dataset. The result interferes
that the HHMM is able to link the observed failure to its
hidden workload.

D. The Recovery Assessment

To assess the recovery decisions of the model, we measure:
(1) the Recovery Accuracy (RA) to be the number of success-
fully recovered anomalies to the total number of identified
anomalies, (2) Mean Time to Recovery (MTTR), the average
time that the approach takes to recover starting from the
anomaly injection until recovering it. (3) Over all Accuracy
(OA) to be the number of correct recovered anomalies to the
total number of anomalies. The results in Table III show that
once HMM model is configured properly, it can efficiently
recover the anomalies with an accuracy of 99%.

VIII. CONCLUSIONS

This paper presented a controller architecture for the detec-
tion, and recovery of anomalies in hierarchically organised
clustered computing environments, that reflects recent con-
tainer cluster orchestration tools like Kubernetes or Docker
Swarm. The key objective was to provide an analysis feature,
that maps observable quality concerns onto hidden resources
in a hierarchical clustered environment, and their operation
in order to identify the reason for performance degradations
and other anomalies. From this, a recovery strategy that
removes the workload anomaly, thus removing the observed
performance failure is the second step.

We have proposed to use Hidden Markov Models (HMMs)
to reflect the hierarchical nature of the unobservable resources,
and to support the detection, identification, and recovery of
anomalous behaviours. We have further analysed mappings
between observations and resource usage based on a clustered
container scenario.

The objective of this paper was to introduce the complete
controller architecture with its key processing steps. In the
future, we will complete the current controller prototype, carry
out further experimental evaluations, and also address practical
concerns such as the relevance for microservice architectures
[10].
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Abstract—This work-in-progress paper presents a project that
deals with real-time recognition of people’s activities by utilizing
commercial smartphones. One important and crucial aspect is
that the phone can be placed on various on-body positions
(with different orientation and rotation), thus the system has
to adapt autonomously to the current phone-location. There are
many possibilities to purse the smartphone - for example, facing
downwards to your body, facing up away from your body, left or
right pocket or even back pocket. The application has to adapt
to these variations of the on-body positions to fulfill the activity
recognition task in real-time. The activities that are considered
in this paper are five common modes of locomotion: (i) standing,
(ii) walking, (iii) running, (iv) stairs-up and (v) stairs-down. The
paper presents the problem definition, reflects related work on
this topic, showing the relevance of the project, and discusses
the intended approach, expected results and already conducted
work.

Keywords–Activity recognition; Mobile sensing; Self-adaptation;
Adaptive application; Adaptive real-time strategies.

I. INTRODUCTION

Nowadays mobile phones are manufactured with strong
processors, good cameras, sharp displays and precise sensors
(e.g., accelerometer, gyroscope, magnetometer, GPS, etc.). The
composition of these elements gives mobile platforms a vast
playground for mobile developers to create applications in
areas such as social media, entertainment and personal usage.
More and more people tend to use their mobile phone on
a daily basis, which transforms the device into a constant
companion. Therefore, applications running on mobile phones
could gather a huge amount of information about the user.
For example, this might include the usage of the smartphone,
current context or even the correct recognition of the activity
the user is performing [1][2].

This paper presents a work-in-progress project dealing
with the real-time recognition of people’s activities utilizing
a commercial smartphone. This idea is not new and has been
subject to research in numerous previous publications (e.g.,
[3][4][5][6][7][8][9][10], see Section II - Related Work - for
further details). The challenging and novel aspect is that the
recognition of activities shall be rotation-, orientation- and
position-independent - thus the system has to autonomously
adapt to changes in the phone’s position and orientation
regarding the on-body placement. The five considered on-
body positions for the smartphone are illustrated in Figure 1
(i.e., left-, right- front pocket, left-, right-, back-pocket, shirt-
pocket). We have identified those five body positions since
they are realistically used by users to carry the phone when

not actively used. Furthermore, the phone could be rotated and
oriented differently - thus the placement of the phone on the
body of the user is very important. Common machine learning
technologies are usually trained under laboratory conditions,
presuming constant conditions (like position, location, etc.).
This is the challenging aspect, since we also do not want
to force the user to conduct a preliminary calibration - the
system shall be able to self-adapt to the phone’s position
and orientation autonomously upon the recognition task. The
relevant activities that are currently of interest are - for the
sake of simplicity - reduced to five modes of locomotion: (i)
standing, (ii) walking, (iii) running, (iv) stairs-up and (v) stairs-
down. Possible real-world use cases and scenarios for such
applications could be (i) personal logging (sports monitoring -
e.g., answering questions whether the user has been physically
active enough during a period of time), (ii) health-care, (iii)
recommender systems, etc.

Figure 1. Possible on-body phone positions (i.e., left-, right- front pocket,
left-, right-, back-pocket, shirt-pocket).

The research challenge can be summarized as follows:

How can highly accurate real-time activity recog-
nition be realized utilizing a dynamically (i.e.,
rotation, position and orientation independent)
on-body placed commercial smartphone?

This paper provides a work-in-progress summary tackling
this research challenge discussing related work (Section II),
the methodological approach (Section III), an overview of the
current status and preliminary results (Section IV). The paper
closes with a conclusion and an outlook to future work in
Section V.
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II. RELATED WORK

Prior investigations have proven that activity recognition
using mobile phones or accelerometers placed on the body
is feasible in a decent way [3][4][5]. However, nowadays
there are countless variations of different implementations
worldwide. In this paper distinction is made between activity
recognition that is position and orientation dependent and ac-
tivity recognition that is position and orientation independent.

Even though Bao and Intille [4] wrote their paper in 2004,
it is still one of the most cited academic sources in the activity
recognition domain. The reason for this is that they developed
the first semi-naturalistic activity recognition system using
five bi-axial acceleration sensors mounted on different body
positions. Semi-naturalistic means that participants were not
supervised executing the activities they were asked to perform.
Therefore, activities were performed in a more natural way and
it is possible that the execution of the activity varied as par-
ticipants did not feel as subjects being observed. Furthermore,
Bao and Intille [4] indicate that only two accelerometers and
low-level features (mean, min, max) are sufficient to recognize
an activity correctly using Decision Tree algorithms. Another
approach worth mentioning is demonstrated by Ravi et al.
[11], who use a single triaxial accelerometer near the pelvic
region for the approach. Instead of decision trees, a meta
level classifier classifies the activities. Other authors such as
Kwapisz et al. [7], Anjum et al. [3] and Derawi and Bours
[6] use mobile phones with built in tri-axial accelerometers
in their position and orientation dependent activity recognition
approaches. Kwapisz et al. [7], for example, provide only one
position and orientation of the mobile phone. Furthermore,
Anjum et al. [3] also stated that after evaluation of different
classifiers including K-Nearest Neighbors (KNN), Support
Vector Machines (SVM) and Naive Bayes, Decision Trees are
performing best on single tri-axial accelerometers.

Similar approaches, which correspond to the topic of
this paper, were developed by Yang [12], Sung et al. [13],
Henpraserttae et al. [14] and Ustev and Durmaz Incel [15].
However, the solution of each investigation was implemented
in a different unique way. To build a position and orientation
independent system, Sun et al. [13], for example collected sen-
sor data with varying positions and orientations using a mobile
phone. Yang [12] instead extracts the vertical and horizontal
movement of the mobile phone. Therefore, the application is
no longer limited with respect to orientation. Additionally,
Yang [12] used Decision Trees for the classification process.
Henpraserttae et al. [14] have a more computational approach
to achieve a position and orientation independent activity
recognition system. They apply a projection-based method.
The data acquisition transports each new record into the same
coordinate system by applying a matrix multiplication with a
reference matrix gathered with the magnetometer.

However, each of the named projects needs model updates
when it comes to phone positions which have not been
considered yet. The self-adaptiveness towards the orientation,
position and location of the on-body phone placement is the
novel aspect differentiating this research work from related
work.

III. METHODOLOGY

Prior to implementation, machine learning technologies and
suited algorithms are being evaluated with focus on the special

purpose of adapting autonomously to the on-body sensor
position. Furthermore, an Android app has been implemented
for collecting data of subjects in order to analyse the specific
activities and the corresponding algorithms for the different
steps of the recognition process (i.e., signal processing, feature
extraction, classification). This analysis has to be done with
respect to the dynamic aspect of the sensor placement. The
following Sections III-A to III-D summarize the methodology
for the different relevant aspects. In Section IV, an overview
of the current status and preliminary results is given.

A. Data Collection
Sensor data was collected for 15 subjects performing the 5

activities carrying the the smartphone on the five different on-
body locations as illustrated in Figure 1, using 4 different ori-
entations each. Since each recording took around 10 seconds,
the total amount of recorded sensor data is approx. 4,5hrs. For
recording, a simple phone application was implemented that
allows for selecting the recorded activity (i.e., instant labelling
of the sensor data is possible with this approach) and the on-
body position of the phone (see Figure 2).

Figure 2. The application used for recording the data. (a) shows an overview
of recorded data, (b) shows the selection of activity and phone-location prior

to recording, (c) shows the screen to save or discard a recorded session.

The recorded modalities of the sensor data are (i) ac-
celerometer, (ii) gyroscope and (iii) magnetometer at a rate of
100Hz. We did not consider further modalities since these three
are so common that every commercial smartphone is capable
of delivering these modalities. An example of raw recorded
acceleration data for the activity walk is depicted in Figure 3.

B. Feature Extraction
As related work and projects show, low level features

(which are easily computable) are significant enough to clas-
sify the correct activity [4][7][16]. For the feature extraction,
a sliding window approach will be implemented and evaluated
with the length of two seconds and an overlapping of 50%.
Prior investigations show that this is a suitable sliding window
size for activity recognition [4][13]. Usually, within two sec-
onds at least one repetition of an activity should be completed.
Inside of each window, the features as listed below will be
extracted for each acceleration axis:

• Mean: The mean value of each window and each axis.
• Max: The max value of each window and each axis.
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Figure 3. Exemplary data representing the activity walk.

• Min: The min value of each window and each axis.
• Standard deviation, Variance: The variance/standard

deviation of each window and each axis.
• Correlation: The correlation between each pair of

axes.
• Energy: The energy is calculated as the sum of the

squared discrete Fast Fourier Transform (FFT).
• Entropy: The entropy is calculated as the normalized

information entropy of the discrete FFT.

Subsequently, the feature vector will be used to train a machine
learning model using Weka 3.8 [17]. Again, previous investi-
gations regarding this topic show that low level features are
significant enough to classify the correct activity [4][7][16].

C. Classification
The classification of activities combines the data collection

and feature extraction and tries to map the recorded sensor
data into an output class (i.e., the recognized activity). A first
evaluation (related work research and first tryouts with the
recorded dataset) of algorithms for classification shows that
the following seem to be promising methods for our approach:

• K-Nearest Neighbors (KNN)
• Decision Tree (J48)
• Naive Bayes
• Support Vector Machines (SVM)

Since we have two crucial requirements for our applica-
tion, namely (i) real-time recognition of activities, and (ii)
adaptation to the dynamic placement of the smartphone, the
algorithms for feature extraction and classification shall be
robust, easily implementable and performant. Furthermore, the
models that build the base for the classification process need
to be small enough to be processed and calculated on mobile
devices. This is the reason why we consider rather “classical”
approaches (e.g., KNN, SVM, etc.) rather than recent methods
like neural networks [18].

Once the classification models are created, they will be
integrated into the system. As already mentioned, the clas-
sification process shall be executed in real-time. Therefore,
recording and feature extraction will be needed in this process

as well. In order to achieve this, the sliding window was
used again. After the user starts the automatic recognition of
the application, the sliding window algorithm calculates and
extracts all required features of the recorded acceleration data.
Due to the window size of the algorithm, it takes about two
seconds to recognize the activity in real-time.

D. Dynamic Adaptation
The dynamic adaptation of the system tackles the problem

of different positions, locations and orientations of the on-
body placed smartphone. Every person might carry the phone
differently, meaning that the sensor data might look different.
This is obviously a problem for classification algorithms since
supervised learning methods work in a way that they compare
trained models with the real-time (preprocessed) sensor data.
To achieve highly accurate real-time activity recognition with
data coming from dynamically placed phones, the system has
to be capable of adapting to this position-, location-, and
orientation-dynamic. Compared with the previously mentioned
algorithms for feature extraction and classification the follow-
ing approaches seem to be promising for dynamic adaptation:

(i) Magnitude of acceleration data.
(ii) 2D projection of sensor data, respectively horizon-

tal/vertical acceleration.
(iii) Matrix multiplication to normalize the sensor data.
(iv) Quaternions as representation of rotations in 3D space

compared with Euler angles [19].

Again, it is important to achieve the activity recognition
task in real-time (i.e. getting instant feedback within 1-2 sec-
onds) and that the user is not being forced to artificially mount
the smartphone at a previously defined position. Furthermore,
forcing the user to execute a calibration task prior to the
recognition of activities is not desired.

IV. CURRENT STATUS & PRELIMINARY RESULTS

The current status of the project is that the sensor data
from 15 subjects (8 male, 7 female, all between 22 and 30
years old) has been recorded and analysed. Feature extraction
and classification methodologies have been analysed and we
were able to limit the number of suitable algorithms. We have
learnt that for our specific use cases of real-time recognition
and dynamic adaptation, computationally expensive algorithms
like neural networks [18] are not suited.

We have implemented and used a recording app (see Figure
2), which collected sensor data from a smartphone. Subjects
participating in this study were asked to put the phone in
their pockets in different positions and orientations while
performing the five varying activities (modes of locomotion).
To achieve the best approach concerning performance and
recognition, different classifiers such as KNN, Naive Bayes,
SVM and Decision Tree were developed using the machine
learning program Weka 3.8 [17]. The trained models were
compared with each other. After evaluation it became evident
that Decision Tree was the most suitable model applicable
to this project. The reason for this assumption is based on
the model’s overall result of 94% accuracy. Nevertheless,
KNN, SVM and Naive Bayes will be further evaluated and
considered since related work shows that these algorithms are
also performing well. Evaluations of the real-time approach
have shown that this will be realized with the help of the
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sliding window procedure, which has a fixed size of two
seconds and an overlapping of 50%.

The flow of recognizing activities (see Figure 4) is currently
being developed and evaluated in order to achieve the real-
time requirement. As already mentioned, by not considering
the dynamic-aspect of on-body phone placement, the accuracy
of the recognition task utilizing standard features and rather
easy classification algorithms is around 94%. We are currently
in the process of fine-tuning our models, algorithms and
other parameters (like the sliding window approach) to further
increase the accuracy.

Figure 4. The subsequent steps of the real-time activity recognition task [1].

In parallel, work on the dynamic aspect has been started to
achieve the system’s self-adaptiveness regarding the dynamic
placement of the smartphone. As mentioned, some promising
approaches are currently being investigated (i.e., (i) magnitude,
(ii) 2D projection, (iii) normalization of sensor data, and (iv)
quaternions).

V. CONCLUSION AND OUTLOOK

This work-in-progress paper presents a project for recog-
nizing people’s activities at real-time utilizing nothing more
than a commercial smartphone. For the sake of simplicity,
the activities are reduced to the five most common modes of
locomotion, which are (i) standing, (ii) walking, (iii) running,
(iv) stairs-up and (v) stairs-down. Besides the requirement of
recognizing the activities in real-time, another crucial aspect
is the fact that the smartphone does not need to be mounted
on the body of persons at a special location/position with a
specific orientation. The placement of the phone shall be done
in a natural way in whatever pocket the user is comfortable
with. The system shall be capable of autonomously adapting to
the dynamic on-body placement of the smartphone to achieve
highly accurate activity recognition. Preliminary results and
evaluations towards the real-time capability are promising. In
order to evaluate methods and algorithms, a dataset consisting
of 15 subjects performing the activities has been recorded and
analysed. The dynamic placement aspect is currently subject to
research, whereas different methodological approaches seem to
be promising: (i) magnitude of acceleration data, (ii) 2D pro-
jection of sensor data, (iii) normalization of data by applying
matrix manipulations, and (iv) quaternions as representation of
rotations.

Besides future work to investigate the research challenge
it is intended to extend the application further. Particularly,
it is intended to include a higher number of activities, which
can be considered in recording and recognition as well as to
integrate more customer oriented activities. Furthermore, the
current implementation only uses offline trained models. In
the future, users could be able to train their personal model.
In other words, future aims include the modification of the
current implementation, which should allow the user to record
activities, label activities and train personal models on the
mobile phone.
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Abstract—Today’s complex software systems act in various situa-
tions and contexts and thus, have to adapt themselves correspond-
ingly during runtime. To model and represent the underlying
context-dependent domain knowledge, contextual modeling lan-
guages, such as the Compartment Role Object Model (CROM),
can be employed. However, these models and their instances
become unwieldy rather quickly and are subject to many adap-
tations. Especially, when persisting a runtime model of a self-
adaptive system this becomes a huge performance bottleneck.
Notably, though not all elements of a context-dependent domain
model have to be persisted to save the overall state of the
application. Yet, simply removing information can easily lead to
inconsistent models and instances in the database. To remedy too
much or too less data saving and maintain adaptation processes,
the persistent elements of a context-dependent domain model
have to be annotated, such that the persisted domain model
and instance is consistent with the runtime domain model and
instance. For our solution, we introduce a formal approach to
derive a persistent CROM from an arbitrary CROM model
with persistence annotations, such that the persistent CROM is
well-formed and consistent to the domain model and instance
at runtime. In conclusion, this will allow context-aware systems
to persist partial runtime model instances of context-dependent
domain models while guaranteeing their consistency and the
automatic adaptation of the persistent model after adapting the
domain model.

Keywords–CROM; RSQL; context-dependent domain model;
persistency; transformation function.

I. INTRODUCTION

Self-adaptive Systems (SaS) have been conquering a lot
of areas in automation, like robotics, control systems, or even
home automation [1]. In recent years, several definitions of
SaS arose, as shown in [1][2]. Notably, all definitions share the
characteristic that SaS monitor themselves, their environment,
and/or related components to adjust their behavior accordingly,
e.g., dynamic production systems, autonomous mobile robots,
and smart home solutions. To represent SaS’ knowledge bases,
current SaS employ context-dependent domain models [3][4],
like CROM [5]. These domain models capture the system’s
situational state by means of contexts [2], as well as its
context-dependent relations and constraints. Moreover, they are
adapted and extended over time. For instance, a self-adaptive
smart home, which monitors itself and features two basic
contexts: a regular context and an emergency context. In the
emergency context, for example, the front door is unlocked,
such that the rescue team may enter faster, or the connected
smart devices emit alarm sounds to alert the residents. How-
ever, such context-dependent domain models become unwieldy
rather quickly, because all environmental information, as well
as the system’s context-dependent structure is modeled.

This, especially, holds true for the resulting instances of
such models at runtime. Considering persistence, this will
result in a huge database containing potentially unnecessarily
stored information, such as auxiliary sensor data. Yet, simply
removing this unnecessary information can easily lead to
inconsistent, invalid models and instances in the database [5].
Moreover, in case of system failure and recovery, this leads
to invalid model instances at runtime. Especially, in case
of context-dependent domain models, such as CROM [6],
invalid instances can ultimately lead to unanticipated system
behavior [7, p. 58]. For instance, persisting empty contexts
or contextually unassigned behavior violates CROM’s validity,
as shown in [8]. To remedy this, the persistent elements of
a context-dependent domain model must be annotated, such
that the persisted domain model and instance is consistent
with the runtime domain model and instance. The adaptation,
like modification of running contexts and integration of new
contexts, of the context-dependent domain models leads to an
adaptation of the underlying database schema and the created
persistency annotations. To manage this adaptation scenario,
like adding a new context-aware application to a smart home,
an automated transformation algorithm is needed that maps the
update of the domain model to the evolution of the persisted
domain model and underlying database schema. We employ
CROM [5] as modeling language for context-dependent do-
main models and provide a formal approach for deriving both
a well-formed persistence model, as well as a valid, reduced
instance from an arbitrarily annotated CROM model and
corresponding instances. Moreover, we utilize the role-based
contextual database system (RSQL) [9] as the corresponding
target database system for the resulting persistent models and
instances. Finally, we demonstrate our algorithm utilizing a
small example scenario within a smart home setting, and prove
that our method guarantees the consistency of the resulting
persistence models and reduced instances [10]. In sum, this
will allow SaS to persist partial runtime model instances of
context-dependent domains models before and after adaptation
steps while guaranteeing their consistency.

The paper is organized as follows: Before delving into
the formal definitions, Section II introduces a simple smart
home scenario as our running example. Afterwards, Section III
presents a brief introduction to both CROM and RSQL. In
Section IV, our formal transformation algorithm is defined.
Moreover, it is proven that this algorithm ensures well-
formedness and validity persisted context-dependent domain
models and instances. To illustrate the application of our
approach, Section V applies the transformation algorithm to
the running example. Related work is discussed in Section VI
and the paper is concluded in Section VII.
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Figure 1. Annotated CROM Model of a Fire Alarm Scenario.

II. RUNNING EXAMPLE

Emergencies usually require SaS behavior and conse-
quently utilize context-dependent domain models, because
typical behavior is substituted with an adequate emergency
response. Henceforth, we focus on fire as an emergency within
a smart home, illustrated in Figure 1. Like any regular house,
the smart home setting features Rooms (R). Additionally,
we assume that each R may contain several Sensors and
Actuators. A Sensor can be either a SmokeDetector (SD) or
a Camera (C). As player type for the Actuator role type, we
assume Phones (P), as well as Speakers (S). While speakers are
stationary, phones have the tendency to move around with their
owner. In each room, with at least one sensor and actuator, the
FireAlarm (FA) compartment is created. The available sensors
and actuators of the room will start playing the FireDetector
(FD) and Announcer (A) role type, respectively. In case a fire
is detected by a fire detector, the AnnouncementProcess (AP)
is triggered, which announces the fire alarm via all actuators
playing the announcer role. For example, a smart speaker
could announce the fire by activating noisy sounds or notifying
the fire fighter department via Internet. All the detection and
announcement procedures are coordinated by the AP role
type, which also holds the log information. Additionally, our
scenario requires the system to store the log information of
each fire alarm persistently in a database system. Thus, the
most basic annotation is the AP role type, which is in fact an
invalid model with respect to the CROM metamodel. In case
of restoring the system after a breakdown, an AP role could
not be situated in any compartment, since this information will
not be persistently stored. However, applying the Persistency
Transformation algorithm ϕ will ensure a consistent database
model by adding additional types to the database schema.

III. PRELIMINARIES

Before describing our method to restrict a context-
dependent domain model to a consistent partial persistence
model, we first introduce CROM and RSQL to model respec-
tively persistent context-dependent domain models.

A. Compartment Role Object Model
CROM [5] permits modeling dynamic, context-dependent

domains by introducing compartment types to represent an
objectified context, i.e., containing role types and relationship
types. Natural types, in turn, fulfill role types in multiple
compartment types. The following definitions are retrieved
from [5], where a more detailed discussion can be found.

Definition 1 (Compartment Role Object Model). Let NT,
RT, CT, and RST be mutual disjoint sets of Natural Types,
Role Types, Compartment Types, and Relationship Types. Then,
M = (NT,RT, CT,RST, fills, rel) is a CROM, where fills ⊆
T×CT×RT is a relation and rel : RST×CT → (RT×RT)
is a partial function. Here, T := NT ∪ CT denotes the set of
all rigid types. A CROM is well-formed if it holds that:

∀rt∈RT ∃ t∈T ∃!ct∈CT : (t, ct, rt)∈fills (1)
∀ct∈CT : (t, ct, rt)∈fills (2)

∀rst∈RST ∃ct∈CT :

(rst, ct)∈domain(rel)
(3)

∀(rt1, rt1) ∈codomain(rel) : rt1 6=rt2 (4)
∀(rst, ct) ∈domain(rel) :

rel(rst, ct)=(rt1, rt2)∧
( , rt1, ct), ( , rt2, ct)∈fills

(5)

In detail, fills denotes that rigid types can play roles of a certain
role type in which compartment type and rel capture the two
role types at the respective ends of each relationship type. The
well-formedness rules ensure that the fills relation is surjective
(1); each compartment type has a nonempty, disjoint set of role
types as its parts (2, 3); and rel maps each relationship type
to exactly two distinct role types of the same compartment
type (4, 5). For a given function f :A → B, domain(f)=A
returns the domain and codomain(f)=B the range of f . For
comprehensibility, we use subscripts to indicate the model a
set, relation or function belongs to, e.g., RTM denotes the set
of role types of the CROM M. Accordingly, a CROM can be
constructed for the fire alarm scenario, depicted in Figure 1.
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Example 1 (Fire Alarm Model). Let F = (NT,RT,CT,RST,
fills, parts, rel) be the model of the fire alarm scenario, where
the components are defined as:

NT :={SD,C,P,S} CT := {FA,R}
RT :={FD,AP,A,FBS,Sensor,Aktuator}

RST :={detectors, announcers, feedback}
fills :={(SD,FA,FD), (C,FA,FD), (A,FA,AP),

(S,FA,A), . . . }
rel :={(detectors,FA)→ (FD,AP),

(feedback,FA)→ (AP,FBS),

(announcers,FA)→ (AP,A), . . . }

Unsurprisingly, a well-formed CROM can directly encode
concepts of context-dependent domains. A CROM instance
features naturals, roles, compartments and relationships.

Definition 2 (Compartment Role Object Instance). Let M =
(NT,RT,CT,RST, fills, rel) be a well-formed CROM and N ,
R, and C be mutual disjoint sets of Naturals, Roles and Com-
partments, respectively. Then, a Compartment Role Object In-
stance (CROI) ofM is a tuple i = (N,R,C, type, plays, links),
where type : (N → NT) ∪ (R → RT) ∪ (C → CT) is a
labeling function, plays ⊆ (N ∪ C) × C × R a relation, and
links : RST × C → P(R × R) is a total function. Moreover,
O := N ∪C denotes the set of all objects in i. To be compliant
to the model M the instance i must satisfy the following
conditions:

∀(o, c, r) ∈plays : (type(o), type(c), type(r))∈fills (6)
∀(o, c, r), (o, c, r′) ∈plays : r 6=r′ ⇒ type(r) 6= type(r′) (7)
∀r∈R ∃!o∈O ∃!c∈C : (o, c, r)∈plays (8)
∀rst ∈RST∀c∈C ∀(r1, r2)∈ links(rst, c) :

(rst, type(c))∈domain(rel)∧
rel(rst, type(c))=(type(r1), type(r2))∧
( , c, r1), ( , c, r2)∈plays

(9)

The type function assigns a distinct type to each instance, plays
identifies the objects (either natural or compartment) playing
a certain role in a specific compartment, and links captures
the roles currently linked by a relationship type in a certain
compartment. A compliant CROI guarantees the consistency of
both the plays relation and the links function with the model
M. Axioms (6), (7) and (8) restrict the plays relation, such that
it is consistent to the types defined in the fills relation and the
parts function, an object is prohibited to play instances of the
same role type multiple times in the same compartment, and
each role has one distinct player in one distinct compartment,
respectively. In contrast, Axiom (9) ensures that the links
function only contains those roles, which participate in the
same compartment c as the relationship and whose types are
consistent to the relationship’s definition in the rel function.

Admittedly, neither Definition 1 nor 2 captures constraints
of context-dependent domains. Hence, two context-dependent
constraints, i.e., occurrence constraints and relationship cardi-
nalities are introduced. Henceforth, cardinalities are given as
Card ⊂ N× (N∪{∞}) with i ≤ j, whereas elements of Card
are written as i..j.

Next, the Constraint Model is defined to collect all con-
straints imposed on a particular CROM M.

Definition 3 (Constraint Model). Let M = (NT,RT,CT,
RST, fills, rel) be a well-formed CROM. Then C = (occur,
card) is a Constraint Model over M, where occur : CT →
P(Card × RT) and card : RST × CT → (Card × Card) are
partial functions. A Constraint Model is compliant to M, iff:

∀ct∈domain(occur) ∀( , rt)∈occur(ct) :

( , ct, rt)∈fills
(10)

domain(card) ⊆ domain(rel) (11)

In detail, occur collects a cardinality limiting the occurrence
of the given role type in each compartment. Moreover, card
assigns a cardinality to each relationship type. Notably, all
these constraints are defined context-dependent, i.e., no con-
straint crosses the boundary of a compartment type. In contrast
to [5], our definition excludes empty counter roles ε and Role
Groups. Similar to the CROM F , the corresponding compliant
constraint model is easily derived, from Figure 1:

Example 2 (Fire Alarm Constraints). Let F be the fire alarm
from Example 1. Then CF = (occur, card) is the compliant
constraint model with the following components:

occur := {FA→{(1..∞,FD), (1..∞,AP), (1..∞,A)}}
card := {(detectors,FA)→(1..∞, 1..1),

(announcers,FA)→(1..1, 1..∞),

(feedback,FA)→(1..1, 0..∞)}

Finally, the validity of a given CROI is defined with respect
to a CROM and corresponding constraint model.

Definition 4 (Validity). Let M = (NT,RT,CT,RST,
fills, rel) be a well-formed CROM, C = (occur, card) a con-
straint model on M, and i = (N,R,C, type, plays, links) a
CROI compliant toM. Then i is valid with respect to C iff the
following conditions hold:

∀c∈C ∀(i..j, rt)∈occur(type(c)) : i ≤
∣∣Rcrt∣∣ ≤ j (12)

∀c∈C∀rst∈RST : rel(rst, type(c))=(rt1, rt2)∧
card(rst, type(c))=(i..j, k..l) ∧(
∀r2∈Rcrt2 : i ≤

∣∣pred(rst, c, r2)
∣∣ ≤ j) ∧(

∀r1∈Rcrt1 : k ≤
∣∣succ(rst, c, r1)

∣∣ ≤ l)
(13)

Here, Rcrt := {r ∈ R | (o, c, r) ∈ plays ∧ type(r) = rt}
denotes the set of roles of type rt played in a compart-
ment c; pred(rst, c, r) := {r′ | (r′, r) ∈ links(rst, c)} and
succ(rst, c, r) := {r′ | (r, r′) ∈ links(rst, c)} collects all
predecessors respectively successors of a given role r with
respect to an rst.

Each axiom verifies a particular set of constraints. Axiom (12)
validates the occurrence of role types. In essence, it checks
the number of roles of the given type played in a constrained
compartment. In contrast, (13) checks whether relationships
respect the imposed cardinality constraints. In conclusion, the
formal model easily captures the context-dependent concepts
and constraints. Moreover, it allows for checking the well-
formedness of CROMs and validity of CROIs. Although a
database schema can be generated for a CROM (including the
Constraint Model), due to the lack of persistence annotations,
the full model must be stored for compliance and validity.
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B. Role-Based Contextual Database System (RSQL)
RSQL directly addresses the persistence of context-

dependent information in a database system [9]. In particular,
RSQL combines a metatype distinction in the database model,
an adapted query language on the database model’s basis,
and finally a proper result representation [11]. The database
model, including the metatype distinction, consists of two
levels, (i) the schema level and (ii) the instance level. On the
schema level, RSQL introduces Dynamic Data Types (DDT)
that combine the notion of an entity type with the notion of
roles while fully implementing the metatype distinction on
the basis of CROM [11, p. 72]. On the instance level, the
database model introduces Dynamic Tuples (DT) [11, p. 78],
that are defined to allow for dynamic structure adaptations
during runtime without changing an entity’s overall type [9].
Hence, DDTs define the space in which DTs might expand or
shrink their structure, depending on the context they are acting
in. Also, RSQL features a set of formal operators to process
context-dependent information on the basis of DTs [11, p. 84].

The query language, as external database system interface,
features an individual data definition (DDL), data manipulation
(DML), and data query language (DQL) [9]. As the database
model, the query language implements a metatype distinction
on the basis of CROM as first class citizen. The list of DDL
statements and grammar, DML statements, and DQL statement
grammar are shown in [11, p. 116, p. 122, p. 127].

Finally, to complete the database integration of context-
dependent information, RSQL returns RSQL Result Nets.
These represent a novel data structure for results, which feature
various functionalities to navigate through players, their roles,
compartments, and relationships [11, p. 147].

IV. PERSISTENCE ALGORITHM

Henceforth, we present an algorithm that transforms an
annotated CROM model into a dedicated CROM model for
persistence. In detail, we first introduce persistence annotations
to annotate CROM model elements. Afterwards, the transfor-
mation algorithm is presented. Finally, we prove that given a
well-formed CROM model with persistence annotations and a
valid CROM instance, the resulting limited CROM model is
well-formed and the restricted CROI is valid.

A. Persistence Annotation
Accordingly, the following definition extends CROM by

introducing annotations for modeling elements.

Definition 5 (Persistence Annotation). Let M = (NT,RT,
CT,RST, fills, rel) be an arbitrary CROM, then P =
(NT,RT,CT, rel) denotes a persistence annotation of M,
whereas NTP ⊆ NTM, RTP ⊆ RTM, CTP ⊆ CTM, and
relP ⊆ domain(relM)

In general, this definition permits to select a subset of natural
types, role types, compartment types, and context-dependent
relationship types. For the sake of simplicity, we excluded
attributes, because persisting attributes does not add any com-
plexity to the proposed method. In case of the fire alarm sce-
nario (Figure 1), the persistence annotation for the CROM F
could be defined as P = (∅, {AP}, ∅, ∅). As the transformation
must be aware of compartment types, which are existentially
dependent on at least one of its containing role types, we define
the following auxiliary definitions.

Definition 6 (Existential Parts). LetM = (NT,RT,CT,RST,
fills, parts, rel) be an arbitrary CROM, C = (occur, card) a
constraint model on M, and ct ∈ CT an arbitrary com-
partment type in M. Then ext(ct) := {rt | (t, ct, rt) ∈
fills ∧ (i..j, rt) ∈ occur(ct) ∧ i ≥ 1} collects the set of
existential parts of the compartment type ct.

In general, this definition introduces the ext function to de-
termine the existential parts of the given compartment type,
i.e., contain a role type with an occurrence constraint (i..j)
with i ≥ 1. For instance, while the room R has no existential
parts, the fire alarm compartment type FA has three, i.e.,
ext(FA) = {FD,AP,A}.

B. Transformation Algorithm
After defining persistence annotations over CROM models,

it is possible to define the Persistency Transformation for
arbitrary CROM models and corresponding constraint models,
as follows:

Definition 7 (Persistency Transformation). Let M be a well-
formed CROM, C a constraint model compliant to M, and
P = (NTP ,RTP ,CTP , relP ) a persistence annotation over
M. Then (N ,D) = ϕ(M, C, P ) constructs the persistence
model N = (NT,RT,CT,RST, fills, rel) and respective con-
straint model D = (occur, card) from the given CROM,
constraint model, and persistence annotation. ϕ first computes
the fillsN relation and relN function by applying the inference
rules depicted in Figure 2. From them, the sets NTN , RTN ,
CTN , RSTN can be determined as:

TN := {t | (t, ct, rt)∈fillsN } (14)
CTN := {ct | (t, ct, rt)∈fillsN } (15)
RTN := {rt | (t, ct, rt)∈fillsN } (16)
NTN := NTP ∪ (TN \ CTN ) (17)

RSTN := {rst | (rst, ct)∈domain(relN )} (18)

Finally, the partial function occur and card can be restricted
to the model N , as showcased in Figure 2.

To put it succinctly, the Persistency Transformation first con-
structs the CROMN for persistence by inductively creating the
fillsN relation and the relN partial function before creating the
carrier sets NTN , RTN , CTN , RSTN . Lastly, the constraint
model D is constructed by restricting the occurD and cardD
functions accordingly. In case of fills, the axioms (19), (20),
(25), and (26) initialize fillsN with respect to the annotated
compartment types, role types, and relationships types, re-
spectively. Afterwards, fillsN is inductively extended in three
ways. First, (23) checks all compartment types that fulfill a
previously selected role type and adds all of its existential parts
(role types), if any exist. Likewise, (24) checks all previously
selected compartment types and includes all of its existential
parts (role types), if any exist. Third, (25) and (26) check if
a previously selected role type has a relationship to another
role type with a cardinality (i..j) with i ≥ 1. By contrast, rel
is initialized only with relationships either directly annotated
(27) or contained in an annotated compartment type (28).
Afterwards, this partial function is inductively expanded, if
a previously selected role type has a relationship to another
role type with a cardinality greater than zero. Consequently,
the components of N are derived from the contents of both
fillsN and relN .

91Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-706-1

ADAPTIVE 2019 : The Eleventh International Conference on Adaptive and Self-Adaptive Systems and Applications

                         100 / 115



Inductive definition of fillsN :

CTSel
ct∈CTP (t, ct, rt)∈fillsM

(t, ct, rt)∈fillsN
(19)

RTSel
rt∈RTP (t, ct, rt)∈fillsM

(t, ct, rt)∈fillsN
(20)

RelSelLeft
(rst, ct)∈ relP relM(rst, ct)=(rt1, rt2) (t, ct, rt1)∈fillsM

(t, ct, rt1)∈fillsN
(21)

RelSelRight
(rst, ct)∈ relP relM(rst, ct)=(rt1, rt2) (t, ct, rt2)∈fillsM

(t, ct, rt2)∈fillsN
(22)

Induction cases for fillsN :

CTExt
(ct1, ct2, )∈fillsN (t, ct1, rt)∈fillsM ct1∈CTM rt∈extM(ct1)

(t, ct1, rt)∈fillsN
(23)

OccurExt
(s, ct, rt′)∈fillsN rt∈extM(ct) (t, ct, rt)∈fillsM

(t, ct, rt)∈fillsN
(24)

RelExtRight

(s, ct, rt1)∈fillsN (t, ct, rt2)∈fillsM (rst, ct)∈domain(cardC)
relM(rst, ct)=(rt1, rt2) cardC(rst, ct)=(i..j, k..l) k ≥ 1

(t, ct, rt2)∈fillsN
(25)

RelExtLeft

(t, ct, rt2)∈fillsN (s, ct, rt1)∈fillsM (rst, ct)∈domain(cardC)
relM(rst, ct)=(rt1, rt2) cardC(rst, ct)=(i..j, k..l) i ≥ 1

(s, ct, rt1)∈fillsN
(26)

Inductive definition of relN :

RelSel
(rst, ct)∈ relP

relN (rst, ct) := relM(rst, ct)
(27)

RelInCT
ct∈CTP (rst, ct)∈domain(relM)

relN (rst, ct) := relM(rst, ct)
(28)

Induction case for relN :

RelExt

(s, ct, rt1), (t, ct, rt2)∈fillsN (rst, ct)∈domain(cardC) relM(rst, ct)=(rt1, rt2)
cardC(rst, ct)=(i..j, k..l) (i ≥ 1 ∨ k ≥ 1)

relN (rst, ct) := relM(rst, ct)
(29)

Definition of occurD and cardD:

OccurIn
(t, ct, rt)∈fillsN (i..j, rt)∈occurC(ct)

(i..j, rt)∈occurD(ct)
(30)

CardIn
(rst, ct)∈domain(relN ) (rst, ct)∈domain(cardC)

cardD(rst, ct) := cardC(rst, ct)
(31)

Figure 2. Inductive definition of fillsN , relN , occurD , and cardD .

Besides the CROM N , the components of the constraint
model D are defined inductively, as well. In detail, (30) and
(31) restrict the occurrence respectively cardinality constraints
of C to those compliant to the target model N , i.e., include all
rules from occurC for all compartment types and role types in
N and the cardinality from cardC for all relationship types
defined in relN . In conclusion, ϕ generates both a CROM
N and a corresponding D from the given CROM M, the
constraint model C, and persistence annotation P .

Up to this point, this definition is only applicable to the type
level, and has no direct effect on the instance level. However,
to store an instance of an annotated CROM model, it must be
reduced, as well.

Definition 8 (Instance Restriction). Let M =
(NT,RT,CT,RST, fills, rel) be a well-formed CROM and i
an arbitrary CROI. Then p := Ψ(M, i) is a restriction of i
with respect to M. In detail, p = (N,R,C, type, plays, links)
is determined by first applying the induction rules, shown
in Figure 3, to determine playsp and linksp. Afterwards, the
other components are defined as follows:

Np := {o | (o, c, r)∈playsp ∧ typei(o)∈NTM} (32)
Rp := {r | (o, c, r)∈playsp} (33)
Cp := {o | (o, c, r)∈playsp ∧ typei(o)∈CTM}

∪ {c | (o, c, r)∈playsp}
(34)

typep := typei (35)
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Inductive definition of playsp:

(o, c, r)∈playsi (typei(o), typei(c), typei(r))∈fillsM

(o, c, r)∈playsp
(36)

Inductive definition of linksp:

(rst, c)∈domain(linksi) (r1, r2)∈ linksi(rst, c)
(rst, typei(c))∈domain(relM)

relM(rst, typei(c))=(typei(r1), typei(r2))

(r1, r2)∈ linksp(rst, c)
(37)

Figure 3. Definitions of the restriction of playsp and linksp.

In fact, the restriction of a CROI i with respect to a CROMM
is derived by only including elements from playsi whose types
correspond to fillsM (36) and by only including relationships
from linksi that have been defined in M including the correct
types of the left and right side (37). Afterwards, the carrier
sets N , R, C are computed simply based on playsp. Notably,
typei is passed as is, because the typing of entities must be
retained after restricting the CROI. In conclusion, both the
Persistency Transformation ϕ and the instance restriction ψ
work in concert. While ϕ generates the persistence CROM
model N and constraints D from a given CROM model M
with constraints C, ψ can be employed to restrict a CROI
instance i ofM to the persistence CROM modelN , ultimately,
constructing the persistence CROI instance.

C. Well-formedness, Compliance, and Validity

Although, both transformations were designed thoroughly,
their suitability for persisting context-dependent domain mod-
els is determined by their ability to retain the well-formedness,
compliance, and validity of the created models and instances.
In detail, this entails that given a well-formed CROM M
and compliant constraint model C, ϕ will always generate a
well-formed CROM N and compliant constraint model D for
persistence. Moreover, given an arbitrary CROI i compliant to
M and valid with respect to C, then ψ will always create a
restricted CROI p that is compliant to N and valid with respect
to D. Thus, the resulting partial domain model can be safely
stored in and loaded from a database system.

Conversely, we henceforth discuss three main theorems. First,
we show that the Persistency Transformation ensures well-
formedness of the model and compliance of the constraints.
Second, we extend this result to the compliance and validity
of instances of such CROM models. Finally, we show that each
restricted instance is also a compliant and valid instance of the
original model. Consequently, this guarantees the consistency
of stored partial runtime model instances of context-dependent
domains models. For brevity, the full proofs are omitted, but
will be presented in a separate technical report.

Theorem 1 (Well-formedness and Compliance). Let M be
a well-formed CROM, C a constraint model compliant to
M, and P a persistence annotation of M. Then (N ,D) :=
ϕ(M, C, P ) constructs a well-formed persistence model N
and corresponding constraint model D compliant to N .

>

M N

C D

ϕ(P )

wf wf

ϕ(P )

comp. comp.

Figure 4. Commutative diagram for well-formedness and compliance.

Proof: Before proving this theorem, we can make the
following observations when investigating the inference rules
(cf. Figure 2). Specifically, from the structure of (19–29) we
can deduce the following relations between a given CROMM
and the resulting N :

fillsN ⊆fillsM
domain(relN )⊆domain(relM)

∀(rst, ct)∈domain(relN ) : relN (rst, ct)= relM(rst, ct)

Similarly, the structure of (30–31) entails the following rela-
tions between the constraint model C and D:

domain(occurD)⊆domain(occurC)

∀ct∈ domain(occurC) : occurD(ct)⊆occurC(ct)

domain(cardD)⊆domain(cardC)

∀(rst, ct)∈ domain(cardD) : cardD(rst, ct)=cardC(rst, ct)

Finally, Theorem 1 can be shown to hold for well-formed
CROMs M and corresponding compliant constraint models C
following the commutative diagram in Figure 4. To show that
the well-formedness of N is implied by M, we successively
apply the relations between N and M to the axioms (1–5).
Likewise, the compliance of D to N can be entailed from the
compliance of C to M by applying the relations between D
and C to axioms (10) and (11).
After proving that ϕ preserves the well-formedness and com-
pliance of the generated persistence CROM and constraint
model, the final step is to prove that ψ restricts a CROI i
compliant to M and valid with respect to C to a persistence
CROI p, which is itself compliant and valid to the persistence
CROM of M and C, respectively.

Theorem 2 (Validity). Let M be a well-formed CROM, C a
constraint model compliant toM, P a persistence annotation
of M, as well as i a CROI compliant to M and valid with
respect to C. Then the construction (N ,D) := ϕ(M, C, P )
and the restriction p := ψ(N , i) entails that p is compliant to
N and valid with respect to D.

Proof: Again, to prove Theorem 2 major conclusions can
already be drawn from Definition 8 (cf. Figure 3) and the fact
that i is compliant to the well-formed CROM M. Thus, the
following relations between p and i can be deduced:

playsp⊆playsi
domain(linksp)⊆domain(linksi)

∀(rst, c)∈domain(linksi) : linksp(rst, c)= linksi(rst, c)

To show that Theorem 2 holds for all i compliant to M and
valid wrt. C, we need to show the compliance of p to N and
the validity to D (cf. Figure 5).
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(M, C) (N ,D) (M, C)

i p q

ϕ(P )

ϕ(P )

ψ(N )

valid valid

ψ(M)

valid

Figure 5. Commutative diagram for validity and lifted validity.

The compliance of p to N can be shown by applying the
relations between p and i to the axioms (6–9) assuming that i
is compliant to M. Conversely, the validity of p with respect
to D is entailed from the validity of i with respect to C, as well
as from Definition 8. Especially, it holds that if a role type is
persisted rt∈RTN then all corresponding role (instances) are
retained from i in p, such that Rcrt,p =Rcrt,i holds for all c∈Ci.
Applying these entailments to (12) and (13), we can show that
p is valid with respect to D.

While this proves the consistency of stored partial context-
dependent domain models and instances, the question arises
whether the persistent partial runtime model can be safely used
as starting point after a system breakdown. To show this, we
extend the notion of compliance and validity of a persisted
CROI p to the original CROM M and corresponding C. Yet,
the persisted CROI p must first be lifted to the original CROM
M, i.e., ψ(M, p). This leads to the following theorem:

Theorem 3 (Lifted Validity). LetM be a well-formed CROM,
C a constraint model compliant toM, P a persistence annota-
tion ofM, as well as i a CROI compliant toM and valid with
respect to C. Then the construction (N ,D) := ϕ(M, C, P ) and
the restriction q := ψ(M, ψ(N , i)) entails that q is compliant
to M and valid with respect to C.

Proof: As a consequence of Theorem 2, it also holds
that p := ψ(N , i) is compliant to N and valid with respect
to D. Thus, to prove Theorem 3, we need to show that
q := ψ(M, p) is compliant to M and valid with respect to
C, as the right side of Figure 5 indicates. Moreover, though
from Definition 7 it follows, that N might contain natural
types, which where defined as compartment types in M.
Accordingly, q := ψ(M, p) leaves the CROI as is and only
moves affected instances form Np to Cq, in short, transforming
natural instances back to compartment instances. However, as
both rules (23) and (24) ensure that only compartment types
without existential parts (cf. Definition 6) will be persisted
as natural type, consequently, for each compartment instance
c∈Cq with typeq(c)∈(CTM∩NTN ), its type has no existential
parts ext(typeq(c)) = ∅ and Rcrt,q = ∅ for all rt ∈ RTM. As
a result, the compliance of q to M immediately follows from
the compliance of p to N . In contrast, the validity of q with
respect to C can be easily entailed from the emptiness of Rcrt,q
(see above) applied to axioms (12) and (13).

In conclusion, these theorems prove that the transformation al-
gorithm guarantees well-formedness, compliance and validity
of the generated persistent context-dependent domain model
and their instance. This does not only entail correct storage,
but also retrieval after a system breakdown. Simply put, the
transformation ensures that the persisted instance model p can
also be loaded back as a valid instance model q of the runtime
domain model (M, C). To put it succinctly, the transformation
guarantees that any persisted instance model is also valid
wrt. the complete domain model and constraints.

V. ILLUSTRATIVE CASE STUDY

A. Model Transformation

The Persistency Transformation will produce the persis-
tence model depicted in Figure 6. As it can be seen, the FBS
role type is gone, as well as R has been transformed into a
natural type, because it has no existential parts that will not
be persisted in the database schema. All other role types and
natural types are necessary for compliance and consistency
to the domain model. However, in the following we will
demonstrate the algorithm step by step and explain how the
algorithm extends the model and why.

We start with the source model F and the constraint model
CF as defined in Example 1 and 2, respectively. Additionally,
we assume the persistence annotation P = (∅, {AP}, ∅, ∅).
Henceforth, we define the persisted CROM model P =
(NTP ,RTP ,CTP ,RSTP , fillsP , relP). At first, the fillsP and
relP relations are constructed by the rules given in Figure 2. By
applying Rule (20), fillsP is extended by (R,FA,AP) with all
their respective player types. Next, Rule (24) must be applied,
resulting in four new entries in fillsP . Specifically, all role
types with an occurrence constraint greater than 0 are added,
which applies to FD and A. Consequently, the resulting fillsP
is populated with the following triples:

fillsP = {(R,FA,AP ), (SD,FA, FD), (C,FA,FD),

(P, FA,A), (S, FA,A)}

Additionally, the relP is populated by the rules (27–29),
whereas rules (27) and (28) do not apply here, since neither a
relationship type is annotated nor a compartment type. Hence,
the relationship types detectors and announcers are collected
by Rule (29), because they link role types that are already in
fillsP and have a cardinality constraint of at least 1. As a result,
the relP is populated as following:

relP(detectors,FA) = (FD ,AP)

relP(announcer ,FA) = (AP ,A)

Out of these two relations, the corresponding type sets are
created by employing rules (15–18) and are the following:

CTP ={FA} RSTP ={detectors, announcers}
RTP ={AP ,FD ,A} NTP ={SD ,C ,P ,S ,R}

detectors

1

1..*

announcers
1

1..*

FireAlarm (FA)

Phone (P)

- number : string

Speaker (S)

- maxVolume : int

SmokeDetector (SD)

- ID : int

Camera (C)

- mode : int

Room (R)

- number : int
AnnouncementProcess (AP)

- logs : string

FireDetector (FD)

- place : coord

Announcer (A)

- volume : int

1..*

1..*

1..*

Figure 6. The resulting persisted CROM model.
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1 CREATE CT FA (ID Int PRIMARY KEY);
2 CREATE RT FD (place Coord,ID Int PRIMARY KEY)

↪→ PLAYED BY (SD,C) PART OF FA WITH OCC (1,*);
3 CREATE RT A (loud Int,ID Int PRIMARY KEY)

↪→ PLAYED BY (P,S) PART OF FA WITH OCC (1,*);
4 CREATE RT AP (logs Text,ID Int PRIMARY KEY)

↪→ PLAYED BY (R) PART OF FA WITH OCC (1,*);
5 CREATE RST detectors CONSISTING OF

↪→ FD BEING (1..*) AND AP BEING (1..1);
6 CREATE RST announcers CONSISTING OF

↪→ AP BEING (1..1) AND A BEING (1..*);

Listing 1. RSQL Data Definition Language Statements to Create N .

After inductively defining the persisted CROM P , the con-
straint model DP := {occur, card} is computed from CF by
applying (30) and (31). This results in the following partial
function definitions, where the feedback cardinality constraint
is removed.

occurDP := {FA→{(1..∞,FD), (1..∞,AP), (1..∞,A)}}
cardDP := {(detectors,FA)→(1..∞, 1..1),

(announcers,FA)→(1..1, 1..∞)}

Finally, the CROM P and constraint model DP is used to
create a database schema and persist valid instances of the fire
alarm model.

B. Database Schema
As aforementioned, the persistence CROM model P will

be stored in an RSQL database that preserves the context-
dependent semantics and information [9]. RSQL is able to di-
rectly store CROM-based models, thereby avoiding the need to
transfer runtime semantics onto traditional database semantics.
Listing 1 lists the RSQL data definition language statements to
create the schema for P . Please note, for the sake of brevity,
we assume that all natural types have already been created. In
practice, this schema can be generated from a given CROM
and corresponding constraint model [12]. Additionally, queries
directly leverage the context-dependent information during
query processing. This allows the SaS to consistently persist,
i.e., insert, update, delete and query, parts of the context-
dependent knowledge base into the RSQL database system.

VI. RELATED WORK

The Unified Modeling Language (UML) lacks expressive
power to model context-dependent domains and while some
approaches extended UML in this regard [13][14][15][16],
their semantics is usually more ambiguous.

The Metamodel for Roles [14] tries to be the most general
formalization of context-dependent roles. Similar to CROM,
it distinguishes between Players, Roles, and Context on the
type and the instance level. Yet, the metamodel is too general
to be useful, because the sets of entities are not required
to be disjoint (on both the type and instance level) [5].
Similarly, the Information Networking Model (INM) [17] is a
data modeling approach designed to overcome the inability of
data models to capture context-dependent information. While
this approach allows to model nested Contexts with attributes
containing Roles, the various kinds of relations cannot be
constrained [17]. By extension, the few hybrid models are
presented in the HELENA approach [16]. It features Ensembles
as compartments to capture a collaborative task by means

of roles that are played by Components. In particular, HE-
LENA provides formal definitions for both type and instance
level, as well as an operational semantics based on sets and
labeled transition systems [16]. Furthermore, HELENA only
supports occurrence constraints on roles, and no cardinality
constraints on relationships. In contrast to them, CROM has
a well-defined, formal semantics [5], has graphical editing
support [12][18] and supports reasoning [6]. A more detailed
comparison of context-dependent modeling and programming
languages can be found in [19][8].

To persist context-dependent domain models, several ap-
proaches are proposed. Generally, these can be classified
by their implemented technique. In detail, we distinguish
the following techniques: (i) mapping engines, (ii) persistent
programming languages, and (iii) full DBS implementation.

Firstly, mapping engines, as technique to bridge the tran-
sient application and persistent database world, are well-known
from the object-relational impedance mismatch [20]. However,
mapping engines like DAMPF [21], ObjectTeams JPA [22], or
ConQuer [23] store the transient runtime information in tradi-
tional database systems, which does not preserve the context-
dependent semantics and thus, cannot be leveraged for storing
or querying. Additionally, in multi-application scenarios the
database system cannot ensure the metamodel constraints,
because the mapping engines hide these constraints from the
database system. Secondly, persistent programming languages
like the Dynamic Object-Oriented Database Programming
Language with Roles (DOOR) [24] or Fibonacci [25] unify the
transient application world with the persistent database world.
Unfortunately, these approaches help in single application
scenarios only, because the persistent data storage is part of
the individual applications and thus, not shared with other
applications. Especially for self-adaptive software systems,
several applications need to share their information, not only
directly, but also using a persistent database system, which
makes persistent programming language inappropriate for such
systems. Finally, the last class of approached comprises the
integration of contextual semantics with a database system.
The conceptual model of INM has been implemented into a
database system and features a dedicated query language [17],
[26]. However, INM misses the constraints of relations be-
tween the classes. However, none of them considers to partially
persist a context-dependent domain model while ensuring its
well-formedness and validity.

VII. CONCLUSION AND FUTURE WORK

SaS rely on context-dependent domain models at runtime
to reason about their environmental situations and system
state. Considering persistence, not all information captured
in the knowledge base needs to be stored persistently. Yet,
finding a valid partial model that is consistent with the
original domain model is a daunting task, as the model’s
well-formedness and validity depends on the well-formedness
rules, constraints, and instances of the model itself and also
changes after an adaptation of the original domain model. To
remedy this, we proposed the Persistency Transformation ϕ,
an algorithm that computes a minimal valid partial runtime
model given a set of annotated model elements. In fact, we
employed CROM, a dedicated, formalized modeling language
for context-dependent domain models. Based on CROM, we
were able to show that our transformation ensures both the
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well-formedness of the partial CROM model (including the
compliance of the partial constraint model). Moreover, we
showed that arbitrary valid instances of a CROM model can be
automatically restricted (Instance Restriction ψ) with respect
to the partial CROM model, ultimately, yielding valid partial
instances of the partial CROM model. Furthermore, we proved
that such a valid partial instance can be lifted (Instance
Restriction ψ) to the complete CROM model retaining its
validity and compliance. Conversely, we can ensure, in case
of restoring, such context-dependent information will result in
a valid and well-formed runtime model. While the proposed
transformation is independent of the underlying database sys-
tem, our case study employed RSQL, a dedicated database
system for storage and retrieval of context-dependent knowl-
edge bases. Regardless of the underlying database system,
our approach does not only automate finding a viable partial
model, but also guarantees the consistency of this partial
model and runtime instances. This reduces the requirements
for databases persisting context-dependent knowledge bases of
SaS by reducing the memory footprint and avoiding unintended
system behavior after a system restore. Notably, the presented
algorithm relies on the formal underpinning of CROM and thus
might not be applicable to other context-dependent domain
models. Moreover, the performance and complexity of the
algorithm was not considered in this work. Furthermore, the
presented approach explicitly excludes role groups, as they
can express arbitrary propositional logic formulas [5], thus
significantly increasing the expressiveness of CROM.

In the future, we want to fully evaluate the feasibility
of our approach by developing a reference implementation
and evaluating its performance in more realistic application
scenarios. Moreover, we want to introduce role groups by
extending the Persistency Transformation and investigating the
resulting time complexity in the presence of arbitrary role
groups. Ultimately, we want to set up a persistence framework
for context-dependent domain models. Such an integrated
framework would combine modeling the SaS graphically,
adding persistence annotations, computing the valid partial
persistence model, as well as creating the corresponding RSQL
schema statements. Finally, the designed SaS could directly
utilize this framework to consistently persist partial context-
dependent domain models.
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Abstract—Users of Natural Language Processing (NLP) are best
helped if that technology has a low threshold. Therefore, there is a
niche for NLP infrastructures that can adapt to the notations used
in scholarly projects, instead of requiring that projects adapt to
the notation prescribed by a particular NLP infrastructure. The
Text Tonsorium is a web application that fits in that niche, because
it is not married to any notation and therefore can integrate
tools that are tailored to the needs and notations of projects.
There are no costs involved related to manually modelling project
specific tools into workflow templates, since the Text Tonsorium
automatically computes those templates.

Keywords–Natural Language Processing; NLP workflows; dig-
ital edition; medieval diplomas.

I. INTRODUCTION

A. Notations, encodings, file formats
Researchers use notations to express their thoughts and

findings in ways that can be understood by their peers. Ex-
amples are Venn diagrams, staff notation (for music), Arabic
numerals, and notations for regular expressions. Incompatible
notations, such as Arabic and Roman numerals, can and do
live alongside each other. That is neither good nor bad, but
just a reality. The use of different notations for the same thing
is sometimes a precondition for progress.

In the computer age, the related concepts of encoding
and file format have also become prominent. For software
to be able to automatically add annotations to a scholarly
document, say, the software has to “understand” the encoding,
the file fomat, as well as the notation of the input. In this
paper, the distinctions between these three concepts are not
important. “Notation” will be used as the generic term for all
the conventions that have to be adhered to in order to make
successful use of software.

B. NLP infrastructures prescribe notation
There is a tendency in Natural Language Processing (NLP)

infrastructure projects to strive for notations that are adhered
to by all who want to use the services of those infrastructures.
The adoption of widely used notations is probably good for a
large number of projects. However, there are also scholarly
projects that decide to use notations that primarily achieve
other goals than the option to use NLP, for example, that it
must be possible to make manual annotations in a visually
attractive way, or that project participants do not have to be
retrained. In addition, adopting the notation prescribed by an
NLP infrastructure has a risk. The project may bet on the
wrong notation by choosing a specific NLP infrastructure:

notations promoted by infrastructures proliferate at the same
rate as projects implementing those infrastructures and can
become obsolete after a short time. Universal notations that can
replace all other notations and that are not only safe to use now,
but also in the foreseeable future, do not exist. Conversely,
not adhering to the notation required by an NLP infrastructure
excludes scholarly projects from the use of that infrastructure.

C. Mapping between notations
When making NLP tools available to a scholarly project

that uses its own notation, there is a need for a technical
mediation between the notation employed in that project and
the notations required by the NLP tools that currently are in the
toolbox. Ideally, the mapping between the notation employed
by the project and the notation used by existing NLP tools
goes both ways, so that results from the NLP infrastructure
appear in the notation employed by the project.

One way to realize a mapping is to let the scholarly project
be responsible for the necessary conversions, so that no adap-
tation of the NLP infrastructure is necessary. This approach
was, for example, adopted in the DK-Clarin project [1]. The
goals of this project were twofold: a repository with many
Danish linguistic resources, and an on-line NLP service for the
Danish language. In order to optimize the usefulness of shared
resources, users of the DK-Clarin repository were requested to
only contribute text resources that complied with a particular
schema, called “TEIP5 DK-CLARIN”, that followed the Text
Encoding Initiative guidelines, version P5 (TEI P5). This
notation was agreed on by the users who participated in the
DK-Clarin project. The expectation was that other users would
also adopt this notation. To nudge users in the right direction,
it was decided that the NLP tools could only be applied to
resources that had been deposited in the repository. The idea
was that the cost of transition from non-conforming notations
to the “TEIP5 DK-CLARIN” notation would be outweighed
by the advantage of being able to use the NLP tools. In that
way, the infrastructure would not have to carry the cost of
conversion of notation, but could turn that over to the users.

D. Structure of the paper
The structure of the remaining part of this paper is as

follows. Section II presents a workflow management system,
the Text Tonsorium (TT), that does not prescribe the use of
any particular notation and therefore can be used in projects
that use their own notation. Section III presents related work.
Section IV presents a use case that illustrates how the TT can
adapt to a project that uses its own notation. This is done step
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by step in four subsections: upload of data, specification of the
desired output, computation and selection of workflows, and
tracking the execution of the selected workflow as it progresses
through its job steps. Section V describes how the Directional
Acyclic Graph (DAG) structure of workflows makes it possible
to handle both common and project specific notations. That
section also describes in a few words how the TT computes
workflows. Section VI gives a short outline of the human
efforts that are needed to integrate a tool. The concluding
remarks and future plans are drawn in Section VII.

II. THE TEXT TONSORIUM

This paper exposes the benefits of an approach that is
almost opposite to the approach that gives users of an NLP
infrastructure the sole responsibility for necessary notation
conversions. Both projects and the NLP infrastructure gain
something by supplementing an existing and evolving NLP
infrastructure with project specific tools for handling project
specific notations. Projects thus have the advantage that the
notation mapping problem is solved by the NLP infrastructure,
while, in the wake of the adaptations for project specific
purposes, the infrastructure may very well be enriched with
tools that are also useful for a general public. Also the quality
of the output from the NLP tools may improve, since the
cooperation between a project and the NLP infrastructure may
produce new or improved linguistic resources with which NLP
tools like Part of Speech taggers and lemmatizers can be
(re-)trained.

A precondition for the viability of this approach is that the
cost of extending the infrastructure with project specific tools
is manageable. Most importantly, the cost per extension should
stay more or less constant. The TT is a workflow manager for
NLP that supports this approach and does so at a cost that is
manageable, because the cost of integration of a new tool does
not depend on the number of already integrated tools.

The cost of integration of a new tool would hardly remain
the same as the number of already integrated tools grows if
existing, preconfigured workflow templates would have to be
copied and manually adapted to new notations, since the num-
ber of such workflow templates very likely also would grow
and the average workflow template would become more com-
plex. The TT eliminates the manual construction of workflow
templates. Instead, it creates workflow templates automatically,
basing its computations on the features of the actual input,
the user’s requirements with respect to the output, and the
metadata of the tools that are registered in the infrastructure.

The TT was built during the DK-Clarin project as the NLP
component of the Clarin.dk [2] infrastructure. Two require-
ments determined the architecture of this component. Both
requirements had the purpose of minimizing the maintenance
effort needed to run the infrastructure, so that it could continue
to be available and growing in times of low funding.

The first requirement was that if a user of the Clarin.dk
infrastructure would like to share a tool with other users, the
registration and integration of that tool had to be done by
the user, and not by the maintainers of the TT. The second
requirement was that the maintainers of the TT should not be
involved in the construction of workflow templates.

The second requirement could have been fulfilled by just
not offering facilities for workflows at all or by offering a
facility that would enable users to construct workflows by

hand. The choice fell on a solution that required a user
interface with only few fields and controls, and a back-
end that computed viable workflow templates automatically,
using the characteristics of the input and the desired output
as the boundary conditions for the computation of workflow
templates.

The possibility to handle other notations than the
“TEIP5 DK-CLARIN” notation was a fortuitous side effect
of this architecture, but it was not a publicly accessible
feature until, in 2017, the NLP component became a web
application [3] independent of the Clarin.dk repository, under
the new name “Text Tonsorium”.

A detailed technical description that explains how the TT
computes workflow templates and why most of the implemen-
tation was done in a domain specific programming language
for Symbolic Mathematics, Bracmat, is in [4]. More about the
user perspective of the TT is in [5]. The TT is open source [6].

III. RELATED WORK

Most NLP workflow management systems require (expert)
users for the construction of workflow templates and either
have elaborate graphical interfaces and tool-profile matching
algorithms to assist the user, or require that the user does some
scripting.

Weblicht [7] offers NLP workflows that can take a range of
file formats as input but no resources that already have some
structure, such as metadata and manually created annotations
in the text that should not get lost in the NLP workflow. The
exception are resources expressed in the Text Corpus Format
(TCF) [8], which combines several stand-off annotation layers
in a single file. The TCF is the native file format in Weblicht
and is used for all data interchange between the tools.

The Nextflow system [9][10] powers the Dutch Philo-
sophical Integrator of Computational and Corpus Libraries
(PICCL) [11] portal. The Format for Linguistic Annotation
(FoLiA) [12] is the standard notation in PICCL.

Other systems that require the manual construction of
workflow templates are, for example (in alphabetical order):
Galaxy [13], Gate [14], Kathaa [15], Kepler [16], Taverna [17],
TextGrid [18], UIMA [19], and zymake [20].

Curator [21] is a workflow management system with a
limited set of NLP tools. Some of these tools depend on
outputs from other tools, yet manual construction of work-
flow templates is not necessary. Workflows are implicitly and
uniquely defined in Curator because there is exactly one tool
for each type of annotation layer.

Universal Dependencies (UD) is an international effort to
develop parsers for many languages. Software contributions
must conform to the notation defined for the Conference on
Computational Natural Language Learning (CoNLL). [22]

IV. USE CASE: ADD POS TAGS AND LEMMAS TO
TRANSCRIPTIONS OF MEDIEVAL DIPLOMAS

This section shows how the TT adds Part of Speech tags
and lemmas to documents that use a project specific notation.
The project, Script and Text in Space and Time (STST) [23],
has the goal, among other things, to provide dynamic and
interactive digital editions of medieval diplomas.

The TT is in a way similar to software that computes routes
between two addresses on a map. From the user’s perspective,
there are four steps. On the front page, the user is invited to
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upload input for NLP processing. On the second page, the
user specifies the output. On the third page, the user selects a
workflow from a list of possible workflows. On the fourth and
final page, the user can follow the execution of the workflow
as it progresses, and see the outputs.

The enhancements to the TT that were made for the sake
of the STST project will be pointed out as we discuss each of
the four steps.

A. First step: upload data
The front page of the TT is shown in Figure 1. The user

has three options to send input to the TT: by upload of files,
by listing Universal Resource Locators (URLs), and by direct
text entry. These methods can in principle be combined, but
the TT currently assumes that all uploaded sources have the
same language, file type, type of content, etc. The upload starts
when the user presses the Specify the required result button.

Since, in principle, data that is uploaded to the TT could
pass through NLP tools that are monitored by third parties, the
user is asked not to upload sensitive data.

Figure 1. Front page of Text Tonsorium with three input modes.

In this example, the user uploads a single file,
“24.org” [24]. This file contains a header and a table, and
utilizes Org-mode [25], a notation native to the editor of
choice in the STST project, Emacs. The project uses a GitHub
repository as shared work space for this and hundreds of other
transcriptions of diplomas. For the STST project, an extra
benefit of using GitHub is that it has provisions for visualizing
Org-mode files in an attractive way.

B. Second step: specify the desired output
When the input is uploaded, the TT’s first action is to find

out what it is. In this example, the input is uploaded with
the media type “application/x-download”, “application/octet-
stream”, or “text/plain”, depending on the user’s browser. Since
these media types are very general, the file is opened by the
TT and its content analyzed. The TT ascertains, for example,
whether a text file conforms to the aforementioned project’s
notation. About 360 characters of code are dedicated to this
specific analysis. The result of the analysis is shown in the
upper part of the second window, see Figure 2. In the shown
example, the TT was able to fill out all fields. In general, the
TT does not know the language of the input and leaves that
field empty, but in this case the language, Latin, is revealed in
the header section of the uploaded file.

Figure 2. Window where the user specifies the output: lemmas, Org mode.
The input features are set by the Text Tonsorium.

The lower part of the window in Figure 2 is where the
user specifies the goal. The goal, like the input, is specified in
terms of one or more features.

Currently seven features can be specified, and that number
can change in the future. Originally, there were only three
features, namely those for language, file format and type of
content. Later came presentation (indicating whether or not
a result was sorted, and if yes, alphabetically or according
to frequency), appearance (whether a result was “noisy”,
“human readable” or just “clean and concise”), historical
period (“classical”, “medieval”, “early modern”, “late modern”
and “contemporary”), and ambiguity (“unambiguous”, “am-
biguous”, or “pruned, but not necessarily unambiguous”).

Some feature values can subsume other values as well. For
example, the type of content called “lemmas” also includes the
combination “segments, lemmas”, which means that sentence
structure of the input is still intact in the output.

The user is advised to leave some fields empty in the
goal specification. A very detailed specification decreases the
chances that any workflow can fulfil the goal. A good strategy
is always to specify the language (this can also be done in the
input) and the type of content, and perhaps also the format.

More expert users of the TT can optionally specify a tool
that the workflow has to contain. If the output fields are empty,
then the output specifications of the selected tool are taken as
the goal, and the selected tool will be the last in the workflow.
If some of the output fields are also filled out, then the selected
tool can be anywhere in the workflow.

In this example the user specifies that the output must
have lemmas and that it must have the Org-mode file format.
Because the Show workflows for similar goals field is checked,
the TT will also try to fulfil goals that offer Part of Speech
tags besides lemmas, and a few other goals.

C. Third step: workflow templates are computed and user
selects one

When the user presses the next step button on the output
specification page, the TT starts to compute workflow tem-
plates that, given the current input, lead to the goal specified
by the user. If no workflow template exists that can fulfil the
goal with the tools that are currently integrated, then the TT
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Figure 3. The three workflows that lead to the user’s goal. The user has already chosen the third workflow. The “Orgmode converter” tool is explained.

will quickly tell the user that. On the other hand, if there are
workflows, then the best ones will be listed.

The list can be quite long. If that is the case, the user
is perhaps able to see that the list in part is populated by
workflows that are meant for the wrong historical period, or
that deliver ambiguous output, or that have other undesirable
common features. She can then go back to the output specifi-
cation window and specify the output in more detail by leaving
fewer fields empty. In that way, it is often possible to reduce
the presented list to such a degree that the user gets a well
organized overview over the possibilities.

Quite often the user will see workflows that are the same
apart from different styles of some feature values. For example,
the content type called “tags” has several tag styles, such as
“Universal” and “Penn Treebank” (provided that the language
is English). Another example are the two different styles of the
“html” value of the format feature, one style saying that the
body uses the traditional h, p, table, br, etc. elements, and
another style that does not involve these elements. The latter
style is hard to process in an NLP workflow, but defines the
text layout to an extremely high degree, as in a PDF document.
Normally style values are kept out of sight of the user. Styles
are hard to specify for non-specialist users and would add a
lot of unintelligable clutter to the user interface.

In this example, the TT lists three workflows, see Figure 3.
The first workflow does not involve a Part of Speech tagger,
so the user can discard it. The second and third workflows are
very similar. The only difference is the Part of Speech tagger.
The second workflow involves a Brill POS-tagger, while the
third workflow involves the Lapos POS-tagger.

Common to all three workflows and specifically imple-
mented to meet the special needs in the STST project are
the tools “Diplom fetch corrected text”, “Normalize dipl” and
“Orgmode converter”. These three tools handle Org mode files
that have the internal organization used in the project. The
tools “vujiLoX” and “TEI P5 anno to Org-mode” were also
created for the sake of this project but are of a general nature.
The “vujiLoX” tool lowercases all characters in the input and
also converts all v to u and all j to i. This tool prepares Latin
texts for the lemmatiser. The “TEI P5 anno to Org-mode” tool
combines two stand-off annotations into a single two-column

table in Org-mode notation. These two tools show that the
TT’s involvement in a project not only helps the project but
can also be useful for users outside that project.

D. Fourth step: execution of the selected workflow and viewing
the output

Once the user has selected a workflow and pressed the next
step button, the TT will execute the selected workflow for all
the inputs that the user has uploaded.

Figure 4. The third workflow halfway being executed.

The output of a tool can be viewed as soon as the tool
finishes. The user can reload the page where the workflow
unfolds or wait for the automatic page refresh that comes every
10 seconds, see Figure 4.

When all processes in a workflow have been executed, all
results can be downloaded in a single zip file. The results
can be downloaded again, but after a few days, they are
deleted from the server. The output of the workflow is, in this
example, the input file enriched with values in columns that
were originally empty, see Figure 5.

V. THE STRUCTURE AND COMPUTATION OF WORKFLOWS
IN THE TEXT TONSORIUM

The TT follows the dataflow programming paradigm,
which means that a workflow template computed by the TT
has the layout of a DAG (See Figure 6) and that NLP tools
in mutually independent paths of the graph can be executed at
the same time. For example, in Figure 4, the “CST-lemmatiser”
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Figure 5. Part of the output in Org-mode. Columns 3, 4 and 6 contain
results from three tools. All other content is copied from the input.

Figure 6. Topological ordering of the third workflow. The black nodes are
the currently running steps in Figure 4.

and the “Sentence extractor” are both being executed. These
two tools are marked with black filled circles in Figure 6.

The TT computes DAGs by dynamic programming, fol-
lowed by a pruning step. It starts by fulfilling the user’s
goal by the output specifications of some tool. It then defines
the specifications of that tool’s input(s) as the new goal(s).
The process is repeated until all goals are satisfied by the
specifications of the user’s input. Any DAG that leads from the
user input to an intermediate goal is memoized, saving both

memory and time if the same intermediate goal is needed to
satisfy the needs of another tool in the completed workflow
template. After a complete DAG is found, the TT backtracks
and does an exhaustive search for alternative DAGS, using
different tools or the same tools with different settings. The
number of found DAGs, which can run in the thousands,
is afterwards reduced by excluding those DAGs that have
characteristics that users very likely would regard as erroneous,
such as multiple occurrences of a particular tool that have
different parameter settings for no good reason.

Before presenting the pruned list of workflow template
candidates for the user, the TT suppresses details that are not
essential for seeing the differences between the candidates. For
example, in Figure 3, information about the language, which
is Latin in all three workflows, is not shown.

Before a workflow is executed, the corresponding workflow
template is instantiated with the actual input provided by the
user, and expressed as a list of job steps. Each step comprises
the URL of the tool to run, the specification of the necessary
input(s) (user provided input or output from other steps), and
the actual values of the input and output parameters. Each time
new output becomes available, the TT activates job steps for
which all required inputs are available.

A huge advantage of DAG-structured workflows is that
they can involve both tools that are aware of special notations
and tools that are not. Though not impossible, this is hard to
achieve with workflows that have a strictly linear structure, as
is the case with workflows that use TCF, CoNLL, FoLiA, or
other notations that accumulate annotations while traversing a
sequence of tools.

The DAG structure has the additional quality that processes
in different branches can be executed synchronously.

VI. INTEGRATION OF TOOLS

There are some limitations as to which types of tool can be
integrated in the TT. The tool must run from the command line
and may not require any user interaction while running. Also,
all parameters to the tool must either be fixed or take values
from a nominal scale [26]. This makes it hard or impossible
to integrate, for example, Deep Learning scripts that require
that the user experiments with several settings of real-valued
parameters.

If a candidate tool fulfils these requirements, the TT offers
an easy way of embedding it in an ecosystem of already
existing tools.

Once a tool is integrated, users of the TT can see that the
new tool is taken into consideration when the TT computes
workflow templates.

Integration of a new tool starts in the administrative page
of the TT. The registration form is in two parts. One part
stores name, description, creator, etc., and, most importantly,
the URL where the webservice that wraps around the tool
can be found. The second part specifies the input and output
profile(s) of the tool in terms of features and feature value
subspecifications.

After the registration of a new tool, the TT can create a
PHP script for the new web service that is already tailored to
the new command line tool to be integrated. This PHP script
parses the HTTP parameters that the TT will set when the
tool is called and fetches all the input files from the TT server
that the tool needs. To wrap the script around the tool, the
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programmer must look for the pieces of PHP code marked
“TODO” and follow the instructions. Dummy code is present
that makes it possible to test that the script is callable over
HTTP.

VII. CONCLUSION AND FUTURE WORK
Three features of an NLP infrastructure are key to being

adaptable to scholarly projects that have chosen a notation
that is unknown to the NLP infrastructure. The first feature
is that it must be cheap to create workflow templates, so that
many different projects, each with their own traditions and
requirements, can be served at affordable cost. The second
feature is that the NLP infrastructure must not impose a
notation on projects that want to use the NLP tools, but rather
should open up for “odd” notations. The third feature is that the
workflow templates should be composable of tools that require
varying notations, so that tools that are tailored to specific
projects can cooperate with tools that use different notations.

The TT fulfils these three requirements. (1) The cost of
integration of new tools is not influenced by the tools that
are already integrated, since workflow templates containing
many steps are automatically created at no cost. (2) The TT
can handle a wide variety of notations in input and in output.
(3) The workflow templates that the TT produces are directed
acyclic graphs. That makes it straightforward to pass notation
around tools that cannot handle it. In the example given in this
paper, all the layout and content in the input is reproduced in
the output, which is hard to achieve in linear pipelines of NLP
tools.

In the future, we want to speed up processing of large
amounts of documents by exporting TT’s automatically com-
puted workflow templates to faster workflow execution plat-
forms. We also want to improve the user interface by providing
much more context sensitive guidance.
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Abstract—Just-In-Time delivery of resources is a standard proce-
dure in the industrial production of goods. The reasons for intro-
ducing this paradigm and its potential benefits are in large parts
applicable for the area of web-based Natural Language Processing
Services as well. This contribution focuses on prerequisites and
potential outcomes of a Just-In-Time-capable infrastructure of
Natural Language Processing services using an example service.
The benefits of such an endeavour are sketched with a focus on
the ongoing development of large scale service delivery platforms
like the European Open Science Cloud or similar projects.
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I. INTRODUCTION

In industrial production environments, providing resources
immediately before they are required in the context of a larger
production chain – typically called Just-in-Time Delivery (JIT
delivery) – is a standard procedure for many decades now.
The transfer of this concept into the area of information
technology offers a new competitive opportunity that promises
significant advancements, such as faster responses, improved
quality, flexibility, and reduced storage space [1].

The use of linguistic applications – i.e., tools for prepro-
cessing, annotation, and evaluation of text material – is an
integral part for a variety of applications in scientific and com-
mercial contexts. Many of those tools are nowadays available
and actively used in service-oriented environments where –
often complex – hardware and software configuration is hidden
from the user. In the context of large research infrastructures,
like CLARIN [2] or DARIAH [3], or cross-domain projects,
like the European Open Science Cloud (EOSC) [4], one of
the key goals is to facilitate the use of services which are
seen as integral and indispensable building blocks of a modern
scientific landscape.

These research infrastructure projects can be seen as driv-
ing forces for current trends in the dissemination and delivery
of tools and services. However in many respects, they are
undergoing a similar development as already completed in
many commercial areas where delivery and use of services
is performed in an industrial scale. Systematic assessment and
improvement of quality, measurement of throughput times or
other criteria are prerequisites for the use of services even for
time-critical applications [5].

One of the potential outcomes and goals of a more ”in-
dustrialised” infrastructure could be a just-in-time delivery
of services, providing the benefits – while requiring com-
parable prerequisites – already accustomed in the industrial
production of goods, like reduced response times or reduction

of required storage facilities [6]. However, those topics are
hardly addressed in today’s text-oriented research infrastruc-
tures. Some of the missing preliminary work that is required
to offer JIT delivery of linguistic services – like transparency
of the process and its sub-processes, deep knowledge about
required resources and execution times – are addressed in this
contribution.

One of the important challenges in JIT delivery is the
applied strategy to address the reliability and predictability
of services [7]. In IT infrastructures, utilising fault-tolerant
techniques is one of the solutions to improve the reliability
of an application. Parallelised implementations using cluster-
based processing architectures are technologies that are utilised
to decrease run-times and to enable the processing of large
scale resources. Furthermore, they provide a helpful means
to configure processes in a dynamic manner. This allows
suggesting several configurations based on the available re-
sources of the service provider or temporal requirements of
the user. Clear information about potential expenses and the
estimated delivery time for each configuration gives users a
means to select a suitable service (or service chain) or service
configuration that fits their needs best.

This also helps the users to have a clear strategy for data
storage, duration of data retention, and delivery time. These
features have the potential to enhance the user’s satisfaction
and provide added values that lead to a stronger position in
competitive industrialised IT infrastructures.

In this contribution, we present an example of a Natural
Language Processing (NLP) service with a focus on its trans-
parency regarding execution times and required resources. As a
result, valid resource configurations can be chosen considering
available resources and expected delivery times.

The following Section II gives more details about the paral-
lelism of just-in-time delivery of IT services and their industrial
counterpart. Section III describes the used methodology and
technical approaches. Sections IV and V illustrate and discuss
the outcomes and results and are followed by a brief conclusion
of this contribution in Section VI.

II. JUST-IN-TIME DELIVERY OF IT-SERVICES

Just-in-time delivery (or just-in-time manufacturing) is a
management concept that was introduced in the Japanese
automotive industry [8] and was adopted for many other
areas of production and delivery of goods since. Based on
experiences and best practices, catalogues were developed that
contain extensive lists of requirements that make the usage of
JIT delivery chains manageable and trustworthy.
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Established requirements deal with all kinds of aspects
in the organisational, legal and technical environment of
companies and organisations that are involved in the overall
process. At least a subset of those requirements, is directly
transferable to activities in IT processes and infrastructures
[1], including the more recent deployment, provisioning, and
use of services in complex Service-Oriented Architectures
(SOAs). This contains procedures and guidelines like the strict
use of a ”pull-based” system, process management principles
with a focus on flow management, adequate throughput, and
continuous assessment of quality and fitness of used processes
and outcomes. Its obvious benefits have made the underlying
policies also a cornerstone of modern agile management prin-
ciples (c.f. [9]).

There is some research about transferring the JIT concept
and its principles to service-oriented environments, like the
ones gaining momentum in the area of NLP applications. In
the context of such IT services chains, the term just-in-time
can be understood in different ways. It is often referring to
the specific decision for a set (or chain) of services – out
of a potentially large inventory of compatible services from
different providers – as part of the typical discovery/bind-
process at runtime, i.e., without a fixed decision for specific
providers or even prior knowledge about the current inventory
of available services. This is sometimes called ”just-in-time
integration” of services (for example in IBM’s developer
documentation [10]).

Many essential requirements for a JIT integration are
already handled in existing frameworks – for example
CLARIN’s WebLicht [11] –, like compatibility-checks of all
services regarding their input parameters and generated output,
a systematic monitoring of all participating service providers
of the federation, or – in parts – even adherence to legal
constraints.

A different approach for services-based JIT delivery, fo-
cuses on the estimated time of arrival (ETA) of the required
results for a specific service chain. This is especially impor-
tant considering the growing amount of text material that is
required to be processed. Most academic providers of NLP
services are not able to guarantee acceptable processing times
– or the completion of large processing jobs at all – with their
current architectures for (very) large data sets in the context
of SOAs. However, this kind of functionality is required
to reach new user groups and to make them competitive
offerings in comparison with other (including commercial)
service providers. This aspect is hardly addressed in previous
and current projects of the field but gains significance in
current attempts to make scientific working environments more
reliable and trustworthy with a strong focus on cloud-based
solutions (like the European Open Science Cloud EOSC).

A key idea is the incremental creation and adaptation of
”performance profiles” for all elements of a provider’s ser-
vice catalogue. This contains the identification of all relevant
parameters of a tool and well-founded empirical knowledge
about their effects on the runtime of every single NLP task
for all kinds of plausible inputs. This requires a processing
architecture that is able to dynamically allocate resources for
each assigned job while minimising (or even eliminating) the
effects of other jobs that are executed in parallel.

In the following, we will describe a concrete example of

such a service performance profile depending on the assigned
hardware configuration and sketch its benefits.

III. TECHNOLOGIES AND TOOLS

In this section, we explain the chosen technologies and their
specific features relevant for the context of this contribution.
Afterwards, the implemented NLP tools and utilised resources
are described.

A. Technical Approaches
For services where response times are a critical subject,

the utilised technology should support technical features like
fault-tolerance and high availability. Being fault-tolerant relies
on the ability of the system to detect a hardware fault and
immediately switch to a redundant hardware component. High
availability systems refer to architectures that are able to
operate continuously without failure during a specific time
period. For this contribution, we have selected Apache Hadoop
clusters and the Apache Spark execution engine to address
the topic of fault tolerance and high availability. Furthermore,
this approach supports the parallelisation of tasks to improve
response times significantly.

Apache Hadoop is a popular framework to process large-
scale data in a distributed computing environment. Its large
ecosystem consists of the Hadoop Kernel, MapReduce, HDFS
and some other components [12]. Hadoop Distributed File
System (HDFS) as a highly fault-tolerant distributed storage
system is able to handle the failure of storage infrastructure
without losing data by storing three complete copies of each
block of data redundantly on three different nodes [13].

Apache Spark is also a general-purpose cluster computing
framework for big data analysis with an advanced in-memory
programming model. It uses a multi-threaded model where
splitting tasks on several executors improves processing times
and fault tolerance. Apache Spark uses Resilient Distributed
Dataset (RDD), a data-sharing abstraction, which is designed
as fault-tolerant collections and is capable to recover lost
data after a failure using the lineage approach: during the
construction of an RDD, Spark keeps the graph of all trans-
formations. In the event of a failure, it re-runs all failed
operations to rebuild lost results. The RDDs are persisted and
executed completely in RAM – In-Memory Databases (IMDB)
–, therefore generating and rewriting the recovered data is a
fast process [14] [15].

B. NLP Tools and Resources
Using Hadoop-based cluster computing architecture, a vari-

ety of typical NLP tools were implemented, including sentence
segmentation, pattern-based text cleaning, tokenizing, language
identification, and named entity recognition [16]. These tools
use Apache Hadoop as their framework, Apache Spark as
execution engine and HDFS for storing input data and outputs.
These tools are atomic services that can be integrated into any
SOA-based annotation environment.

In order to have an accurate estimation of execution times,
a variety of benchmarks were carried out for all implemented
tools. As an example, the duration of sentence segmentation
for datasets of German documents with sizes from 1 to 10
Gigabytes was evaluated using different cluster configurations.
The cluster configuration varied in the number of assigned
executors (1 to 32 nodes) and allocated memory per executor
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(8 or 16 GB). Each test was repeated three times; average
execution time over all three runs was used for the following
statistics. Figures 1 and 2 show these execution times for
sentence segmentation from 1 to 10 GB of input data with
different resource configurations.

Figure 1. Run-times for segmenting 1 to 10 GB text materials using 1 to 32
executors and 8 GB memory per executor.

Figure 2. Run-times for segmenting 1 to 10 GB text materials using 1 to 32
executors and 16 GB memory per executor.

These tests were carried out using a cluster provided by
the Leipzig University Computing Center [17]. The cluster
consists of 90 nodes each with 6 cores and 128 GB RAM.
The cluster provides more than 2 PB storage in total and is
connected via 10 Gbit per second Ethernet [18].

IV. RESULTS

As Figures 1 and 2 illustrate, run-times vary for different
job configurations. As expected, using only a single executor
– therefore executing the job without any parallelisation on the
cluster – shows the maximum run-time for every data volume.
The outcomes of all conducted tests indicate that execution
times can be improved with extended hardware resources
(i.e. more executors). This improvement complies with the
expected behaviour of parallel processing: a sharp decrease in
execution time by increasing the assigned resources, followed
by a smoother reduction and finally no significant improvement
when adding more resources to the job does not improve the
speedup anymore. The results show this consistent behaviour
for different data volumes using various cluster configurations.
Figure 3 gives an overview of run-times for data sets from 1 to
10 GB using 1 to 32 executors and 16 GB RAM per executor.

Figure 4 shows the results for sentence segmentation of
10 GB text material which requires 2860 seconds using 8 GB
RAM and 2795 seconds using 16 GB RAM on a single node,
where adding a second executor decreases the run-time to 2115
respectively 1480 seconds.

Figure 3. Run-times for different number of executors and data volumes
using 16 GB memory per executor

Figure 4. Run-times for different numbers of executors, illustrating different
”speedup areas”

The typical trend can be seen again where run-times
decrease significantly up to (around) 7 assigned executors, and
with no improvements when allocating 14 executors or more.

V. DISCUSSION

Execution times are valuable information that can be
utilised for the estimation of times of arrival for annotation
jobs in NLP toolchains. Measured execution times give the
opportunity to configure the cluster dynamically based on
expected response times, available resources and the current
load by a varying number of parallel users or jobs. For
instance, if there are x free resources available on the cluster
and a processing job requires x+y resources, the new job may
be scheduled to be executed after finishing the first running
job which has allocated at least y resources.

Furthermore, they are also relevant for estimating an ”opti-
mal” resource allocation for each individual tool. In the context
of this contribution, these resources include the number of
executors and the amount of memory which can be assigned to
each task. Obviously, the term ”optimal” is a very ambiguous
one: it depends on the context of which value should be
actually optimised. In this context, this may be the overall
run-time of a job (i.e. a user-oriented view), the amount of
allocated resources (i.e. a cost-oriented view) or a combination
of both (by finding some balance between both).

By allocating more executors, execution times can be
decreased. At a certain point (which may depend on a variety
of parameters), assigning more resources will have no positive
effect on execution times anymore. This point can be seen
as the optimal configuration for the particular task in respect
of optimised run-times, and contains the amount of resources
which are required to generate a result in the shortest possible
execution time. In this situation, it is also feasible to generate
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results by assigning fewer resources – with the drawback of
extended processing times – but it is obviously not reasonable
to assign more resources to the job. As an example, in Figure
4 the fastest configuration for sentence segmentation of 10 GB
text data consists of 14 executors with 16 GB RAM per
executor where assigning more resources generates more costs
without providing faster execution.

The extracted information helps to provide different re-
source configurations in accordance with the available hard-
ware resources and desired response times for the user’s
requested service and input material. For instance, if a user
wants to segment 10 GB text material in less than 25 minutes,
3 executors with 16 GB RAM or 4 executors with 8GB
RAM would be both suitable configurations. In contrast, for a
response time of up to 5 minutes, a configuration consisting
of at least 14 executors with 8 or 16 GB RAM would suffice.
In an environment where accounting of actual expenses is
included, the balance between technical or financial costs and
acceptable run-times can also be delegated to the user. In such
an environment, a user can choose the desired configuration
considering estimated run-times and incurred expenses.

The presented diagrams also show that for particular con-
figuration changes resulting improvements of run-time are only
marginal. Especially in case of limited available resources or
unexpected usage peaks, these configurations do not have to
be available anymore as their effect from the user’s perspective
are small. For instance, in Figure 4 assigning 7 executors with
16 GB RAM generates the expected result in 467 seconds
whereas doubling the number of executors leads only to an
execution time of 286 seconds (i.e. a 39% run-time reduction).

VI. CONCLUSION
In this contribution, we described some prerequisites for

providing JIT delivery in service-oriented research infrastruc-
tures using a typical NLP task as an example. We have utilised
Apache Spark as execution engine on an Apache Hadoop
cluster to allow parallel processing of large text collections
and to increase the reliability and predictability of the services.
An evaluation of required resources for processing different
amounts of text offers information about possible hardware
configurations that is useful for estimating delivery times and
potential expenses for each individual task.

Naturally, providing and maintaining such resources and
tools lead to actual financial costs. In commercial platforms,
like Amazon Comprehend [19] or Google Cloud NLP [20]
these costs are covered by contracts with costumers based on
defined parameters (kind of service, required availability, costs
of data storage, CPU cycles, etc.). The selected configuration
and execution time can be used as a basis for an accounting
system which relies on well-founded expenses for each indi-
vidual NLP job.

The presented run-times in this abstract can only be a part
of a qualified assessment of NLP tasks. Performance profiles
require a variety of training cycles to be meaningful and to
cover all kinds of input material and their effects on the
assessed tool. Furthermore, measuring actual response times
for larger toolchains in text-oriented research infrastructures is
more complex and needs to take more parameters into account.
This is especially relevant for toolchains where multiple ser-
vice providers are used. Other relevant parameters, like data
transfer times between user and service provider or between

different services, required format conversions, or similar tasks
were not considered here.
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