
ADVCOMP 2017

The Eleventh International Conference on Advanced Engineering Computing and

Applications in Sciences

ISBN: 978-1-61208-599-9

November 12 - 16, 2017

Barcelona, Spain

ADVCOMP 2017 Editors

Claus-Peter Rückemann, Leibniz Universität Hannover / Westfälische

Wilhelms-Universität Münster / North-German Supercomputing Alliance

(HLRN), Germany

Dean Vucinic, Vesalius College/Vrije Universiteit Brussel, Belgium

                             1 / 71



ADVCOMP 2017

Forward

The Eleventh International Conference on Advanced Engineering Computing and
Applications in Sciences (ADVCOMP 2017), held between November 12 - 16, 2017, in Barcelona,
Spain, continued a series of events addressing fundamental advanced scientific computing and
specific mechanisms and algorithms for particular sciences. The conference provided a forum
where researchers were able to present recent research results and new research problems
and directions related to them.

With the advent of high performance computing environments, virtualization, distributed
and parallel computing, as well as the increasing memory, storage and computational power,
processing particularly complex scientific applications and voluminous data is more affordable.
With the current computing software, hardware and distributed platforms effective use of
advanced computing techniques is more achievable.

With the advent of high performance computing environments, virtualization, distributed
and parallel computing, as well as the increasing memory, storage and computational power,
processing particularly complex scientific applications and voluminous data is more affordable.
With the current computing software, hardware and distributed platforms effective use of
advanced computing techniques is more achievable.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it has attracted excellent
contributions and active participation from all over the world. We were very pleased to receive
a large number of top quality contributions.

The conference had the following tracks:

 Computing applications in science

 Advances in computation methods

 Interdisciplinary computing

 Computing technologies

We take here the opportunity to warmly thank all the members of the ADVCOMP 2017
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to ADVCOMP
2017. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

We also gratefully thank the members of the ADVCOMP 2017 organizing committee for
their help in handling the logistics and for their work that made this professional meeting a
success.

We hope that ADVCOMP 2017 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the field
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of advanced engineering computing and applications. We also hope that Barcelona, Spain,
provided a pleasant environment during the conference and everyone saved some time to
enjoy the unique charm of the city.
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A Second-Order Regularization Method of Object Reconstruction

in Hydrodynamic Experiments

LingHai Kong, HaiBo Xu

Institute of Applied Physics and Computational Mathematics
Beijing, PR China

email: {kong_linghai, xu_haibo) @iapcm.ac.cn

Abstract— A new higher-order regularization model is
investigated under the assumption of mixed Laplace-Gaussian
noise, which plays an important role in tomography
reconstruction and quantitative analysis of hydrodynamic
experiments. To solve the model numerically, adaptive
stopping functions are introduced to improve the classical
augmented Lagrangian method, and an adaptive soft-
shrinking formula is derived. To acquire efficiency and
reliability, it is further combined with a variant of the
expectation maximization method. Some experimental tests are
performed for image denoising and object reconstruction.

Keywords- Regularization Method; Mixed Laplace-Gaussian
Noise; ALM; EM;Image Reconstruction.

I. INTRODUCTION

Image reconstruction is an indispensable process in
image processing and data analysis, whose goal is to rebuild
an ideal image from noisy or even blurred data. Some
different types of mixed noise models have been investigated
in the literature, such as Poisson and Gaussian noise [1][2],
impulse and Gaussian noise [3]-[5], etc.. With regards to
impulse noise, two special cases have drawn much research
interest, that is, salt-and-pepper noise and random-valued
noise. Nevertheless, in some applications, such as harsh
hydrodynamic experiments, additive white Gaussian noise is
introduced as expected during image acquisition, while non-
Gaussian noise, especially additive Laplace noise, is also
encountered for more accurate modeling transmission in
Charge-coupled Device (CCD) channels and interaction
between shielding and photons. Accordingly, this paper
considers the task of removing mixed Laplace-Gaussian
(MLG) noise, where the observation f of an ideal image is
modeled by

U denotes the image domain, n(x) is regarded as a
realization of independent and identically distributed (iid)
random variables Z(x), which has the probability density
function (PDF)

(1)
where

is a parameter set,
represents the mixture ratio satisfying .

Additionally, H can be an identity, blur or projection
operator in this paper. The problem of this paper is then to
reconstruct u from the observation f with an unknown
parameter set .

The First-Order Total Variation (FOTV) regularization
method, designed originally for Gaussian noise removal, is
now one of the most popular approaches for studying
inverse problems under various assumptions of noise
including Poisson, Speckle, impulse, or even mixed noise.
Among the works in the literature, the first-order
regularization models given in [6]-[8] are of benefit to our
work.

Given the success of FOTV-based models, various
modifications have been developed to surmount its artifact,
such as the staircase effect and the shortage of smoothness.
Among the modifications, we concentrate on the following
Higher-Order TV (HOTV) regularization methods. Li, Shen,
Fan, Shen [9] proposed the following model

(2)

for Gaussian noise removal, where is a stopping function
producing anisotropic diffusion and a weighted fourth-order
diffusion equation is derived by steepest descent method.
Papafitsoros and Shcönlieb [10] considered the Gauss noise
model and the impulse noise model separately, and
established a theoretical and numerical framework of the
minimization problem

(3)

where s=1,2, is a known linear operator, are
regularization parameters, and the convex functions
have at most linear growth at infinity. They also assured that,
by implementing a higher order extension of FOTV, the
proposed model can significantly reduce the staircase effect
in image restoration.

As mentioned above, the primary goal of this paper is to
find an appropriate model for mixed noise removal and
image reconstruction. Most existing regularization models
have the data fidelity terms determined by the probability
distributions of the noises, such as norm for Gaussian
noise and norm for impulse noise. In applications,
however, it is still not well-founded for the noise model, as
well as higher-order regularization methods used for hydro-
dynamic experiments, since the parameters of the PDF are
unknown in advance and has to be considered carefully.
Moreover, it is not unnecessary to reconsider the assemblage
of the punishing functions, and the weighting functions
should have been investigated in a more natural and practical

1Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-599-9
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way. In view of that, the problem of image reconstruction is
reconsidered and a new framework of the second order
regularization method is proposed. Noting that noise
modeling is indispensable for image processing and data
diagnosing, the first main contribution of this paper is to
introduce an applicable calculation method for the
parameters of the PDF, which can be generalized to more
intricate simulations of real noise. The second contribution
lies in designing an efficient and reliable Augmented
Lagrange Method (ALM) to solve a constrained
minimization problem, where some kind of positive control
functions are designed to enhance significant details. The
numerical discussion confirms that the proposed model
succeeds in avoiding the undesirable pseudo-features in the
reconstructed data.

The rest of the paper is organized as follows. In section 2,
applying Bayesian inference theory, a new hybrid
regularization model is proposed. Furthermore, its algorithm
is established with some modification of the ALM. In section
3, some numerical experiments are conducted to prove the
applicability of the proposed models. Finally, in section 4,
some additional remarks and future work on the model and
its algorithm are discussed.

II. MAIN MODEL AND ITS ALGORITHM

A. Mathematical Modeling

The main idea is to configure a regularization model by
combing FOTV functionals with HOTV ones through some
kinds of weighting functions, intending to enhance true
edges and polish fake or insignificant information in the
reconstructed images.

By applying the Bayesian inference theory [11] in
continuous settings, the maximum a-posteriori probability
(MAP) estimator of is given by

(4)

It follows from the ideas in [10] that the a priori probab-
ility density function, can be defined by

(5)

where are positive parameters. On the other hand, by the
independency assumption, there holds that

We then have a negative log-likelihood functional of the
MLG model

(6)

The difficulty of computing the minimizer of the funct-
ional (6) lies in the log-sum operation. Fortunately, it can be
surmounted in the following way. Introduce a vector-valued
function [4], [12] in

and define a functional

(7)

where

.

Then, perform the following iteration scheme

(8)

for given , where denotes the inner iteration number.
Utilizing the updating equation

(9)

it can be proven that the above scheme leads to the same
global minimize of

Thus, we turn to consider the following minimization
problem (MLG-TVBH)

(10)

B. Proposed algorithm of MLG-TVBH

The algorithm for MLG-TVBH is based on the variable
splitting method and the ALM, where penalty parameters in
the quadratic infeasibility terms of ALM are replaced by
adaptively selective functions. Indeed, reuse the pattern of (8)
and split (10) into several minimization sub-problems. Use v
to detonate the iteration number. is a coarse guess of the
parameters , then the minimizer are given by

(11)

iteratively.
In terms of calculating , it yields by direct compu-

tation that

, ,

(12)

(13)

As for the -minimization problem of (11), it can be
proven that there exists a unique solution in the space of
bounded Hessian (BH) [10], the details of which are omitted
in this paper.

To circumvent the non-differentiability of the norm
arisen in our model, a modification of the Alternating Dire-
ction Augmented Lagrangian (ADAL) method [13][14] is
proposed, as follows.

Firstly, introduce auxiliary vector-valued variables ,
and split the minimization problem into

subject to

Secondly, configure an alternating minimization process.
More specifically, use a third variable k to approximate the
fidelity term , and introduce spatially detail selective
functions , and then consider the
following functional

2Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-599-9
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where , is the
vector of positive penalty functions to be specified latter,

is the vector of Lagrange multipliers.
Given initial values . If are the

current approximation to the multiplier vector, the fidelity
term, the gradient and the Hessian of the original data, then
we turn to consider the following problems

(14)
(15)
(16)
(17)
(18)

For the minimization problem (14), which is a quadratic
problem, by a routine computation, it yields the following
fourth-order Euler-Lagrange equation

(19)

(20)
with boundary conditions

where is the outward unit normal vector to the
boundary, is the adjoint operator of H.

For the problem (15), combine it with the updating of
in (18). Introduce an auxiliary variable m to approximate

utilize the dual method, we find that the
maximize fulfills

Detonate
consider where

there holds the following iteration scheme for solving (15):

(21)

In a similar way, the minimization problem (16), (17)
can be solved. Indeed, there have

(22)

and

(23)

In summary, an alternating minimization algorithm of
the MLG-TVBH model is given as follows.
Algorithm Given a tolerance . Choose initial guess

.
Set do
Step 1. Calculate by equation (9).
Step 2. Calculate by (19),(20).
Step 3. Calculate and by
(21)-(23), respectively.
If , end the recurrence. Otherwise, go
to the next steps.
Step 4. Calculate by (12), (13).
Step 5. Set v=v+1, go to step 1.

It can be seen that only step 2 is time-consuming, while
the others can be calculated explicitly.

III. APPLICATIONS

In this section, the proposed method is applied for image
denoising with H representing the identity operator and data
reconstruction with H representing the Abel transform [15]
[16], i.e.,

(24)

The intensity of the observed image is rescaled to the interval
[0,1] before operation. Some synthetic images are utilized,
and degenerated versions are obtained by adding random
noise to the clean ones with certain proportion. The programs
were coded in C++ and run on a personal computer with four
2.83 GHz CPU processors.

A. Configuration of ρ

Based on the ideas in [9][16], the second-order total
variation is used to restrain the staircase effect in the restored
images. Meanwhile, the strictly positive penalty functions

and act as stopping functions preventing from
over-blurring. The stopping functions can be defined by

,

,

and

respectively, where is the Gaussian filter with fixed
parameter , denote the convolution operator. In
application, are positive valve with . The
former is the valve of true edges in the original image, and
the other is used to distinguish pseudo signal caused by the
staircase effect.

3Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-599-9
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B. The numerical scheme for (19)

It is noted that there have been many approaches of
computing u in the literature, such as steepest descent
method (e.g., [17]), lagged-diffusivity fixed-point method
(e.g., [18]), additive operator splitting (AOS, e.g., [19], [20]),
dual method (e.g., [21]), and so on.

In this paper, the gradient descent method and the semi-
implicit AOS scheme are utilized to get the solution of (19).
Intuitively, in homogeneous regions of a given image,
is significantly smaller than , and thus, integrate the
fourth-order divergence term into the source term , and
consider the following evolution equation

(25)
with initial-boundary conditions. It can be seen that the
stopping functions are fundamental in our method,
since isotropic diffusion is undesired as they are spatially
invariable.

To meet the boundary condition, we utilize the trick of
continuous extension to the boundary of original images. The
scale derivative term, i.e., , is approximated by a forward
difference scheme. The first-order divergence term is approx
-imated by the standard central difference, and the second-
order divergence term is approximated by finite forward
and/or backward differences (e.g., [9]). Hence, equation (25)
can be solved by a semi-implicit AOS scheme, which can be
used to deal with the heat flow equation to compute the
Gaussian convolution.

Additionally, to assess the reconstruction performance,
the quality index of restoration

(26)

is adopted in this paper.

C. Initial value and parameter selection

In applications, we pay more attention is the selection
of parameters and the valve value than
the other parameters, such as and the scale step size

, since they are less sensitve and almost consistent in
our experiments. For example, in this paper, ,
and . The stopping criterion in our experiments is

In this paper,
.

D. Image denoising

In this section, some experiments of the proposed
model are listed for reconstructing images corrupted by
different kinds of mixed noise.

Figure 1 shows an experiment of removing mixed
Lapla ce-Gaussian noise. Figure 1A) is a synthesized image
according to [10], Figure 1B) is a degenerated version of
Figure 1A) with PSNR =26.45dB by adding 30% Laplace
noise ( ) and Gaussian noise ( ) to
Figure 1A). Figure 1C) is a recovered image using our
proposed model, PSNR=33.07dB,

Figure 2 presents another experiment. Figure 2A) is a
synthesized image composed of two triangles and one circle.
Figure 2B) is obtained by adding Laplace-Laplacian noise to

Figure 2A) with PSNR=19.61dB. Figure 2C) is recovered
by the proposed model with PSNR=36.25dB,

Figure 3 shows the validation of mixed Gaussian noise
removal. Figure 3A) is the standard Lenna image. Figure 3B)
is a noisy image of Figure 3A) by additive Gaussian noise
with PSNR=19.29 dB. Figure 3C) is obtained by our
proposed method with PSNR =10.18dB.

E. Object reconstruction

In this section, we give only one experiment on the
France Test Object (FTO).

In Figure 4, Figure 4A) is the original image of its
density distribution. Figure 4B) is its projection image,
which is corrupted by mixed Laplace ( ) and
Gauss ( ) noise. Figure 4C) is a reconstructed
image of Figure 4B) using the Abel inversion formula (e.g.,
[15]). Figure 4D) is a reconstructed version obtained by our
proposed method with parameters

IV. CONCLUSIONS AND REMARKS

In this paper, a new modeling framework is proposed,
which is based on the assumption of mixed Laplace-
Gaussian noise. The proposed model can be seen as an
improvement of some known works, such as those in [8]-
[10].

The algorithm of the proposed model is also investigated
via the splitting tactics and the ALM with some modification.
Spatially adaptive functions are introduced to enhance
significant information in the original images. Also, a new
soft shrinking formula is obtained. Numerical experiments
illuminate its validation of recovering images in the presence
of varies kinds of mixed noise.

The proposed model can be further extended to process
images degenerated by blur and inhomogeneous light field,
which is to be discussed in future work.
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Figure 1. A) (Left) An synthesized noise-free image[10]; B) (Center) Mixed Gaussian-Laplacian noise added to A); C) (Right) Restored version by our
model.

Figure 2. A) (Left) A synthesized image; B) (Center) Mixed Laplacian-Laplacian noise ;C) (Right) A restored version using our proposed model.
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Figure 3. A) (Left) Lenna image; B) (Center) A noisy version of A) by adding mxied Gaussian noise; C) (Right) A restored version obtianed by our
proposed method

Figure 4. A) (Left) The original density distribution image of FTO; B) (MidLeft) A degenerated image of the projection of A), obtianed by utilizing the
Abel formulation (20) firstly, and then adding mixed Laplace-Gauss noise. C) (MidRight) A reconstructed image of B) using the Abel Inverse formula [15]
D) (Right) A reconstructed image using our proposed method.
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Abstract— The paper studies the actual task of developing and 

setting up the algorithms for multi-extreme objects search 

optimization. To solve such problems, the heuristic methods 

are effectively used, in particular applying the swarming 

particles method. The mathematical base for the modified 

swarming particles method, which is oriented to solve the 

multi-extreme search problems, is developed and described in 

detail. The modified algorithm is applied to the irregular 

multi-extreme Lambda test functions, considered to be a very 

difficult test case. The developed "Lambda Function" software 

is created to control the generation, editing and investigation of 

multidimensional multi-extreme test functions. The applied 

Lambda function is a multiplicative function developed by R. 

Neydorf, with fundamental extremes, multidimensionality and 

isolation in the factor space, which completely exclude the 

influence of the computed results. The application of this 

fundamentally new test function shows that such modified 

method of swarming particles is suitable for solving rather 

complex multi-extreme search problems. In addition, the 

developed "Lambda Function" software shows wide range of 

application possibilities when developing and researching the 

test functions for other related applications. 

Keywords-search optimization; multi-extreme; method of 

swarming particles; test functions; irregularity; software. 

I.  INTRODUCTION 

Many modern technical and scientific problems are 
complex, as they need to solve optimization problems [1]. 
Today, most of the known search engine optimization 
methods are designed and used to find one optimum, which 
is often the global one. However, the goal is not always to 
find only the global optimal solution. In many cases, there 
are many suboptimal and close to the global optimal extreme 
solutions, which are quite acceptable. To study such 
problems and find solutions applying the Multi-Extreme 
(ME) optimization, subject-oriented methods, as well as 
tools for testing and evaluation, are required. 

When making decisions regarding ME, it is necessary to 
take into account that the deterministic search methods are 
usually very sensitive to their essential nonlinear continuum 
dependencies (in particular to discontinuity of their 
derivatives and variables). When searching the discrete 
quotient spaces, ME problems are often NP-complete [1]. In 
this regard, to solve complex (multidimensional and ME) 

optimization problems, more and more often various 
effective heuristic methods are applied. 

The most important advantages of the heuristic 
algorithms, over other types of optimization algorithms, are 
in analogies that generated them. They consider the 
adaptation processes found in living and inanimate nature. 
Methodologically, they are based on processes found in the 
knowledge areas as decision-making theory, fuzzy logic, 
neural networks, evolutionary-genetic mechanisms, fleece 
behavior, etc. These processes partially repeat and in many 
ways supplement each other [2][3]. The disadvantages of 
these methods are that they are not adaptable to support 
analytical research and evaluation. 

Today, the heuristic methods are used to solve problems 
of high computational complexity. One of the most 
promising representatives of such methods is the Method of 
Swarming Particles (MSP) [2]. However, the peculiarity of 
research and practical development of ME optimization 
algorithms are coming with their own complexity, 
cumbersomeness and significant development times, when a 
large number of extremes in the factor space of the related 
problem has to be solved. 

The impossibility in performing theoretical studies of 
qualitative properties and numerical settings of heuristic 
algorithms implies that their performance and efficiency are 
most often checked with so-called Test functions (TFs) [4]-
[6]. When algorithms for investigating ME objects are in 
development, the selection of effective testing tools is the 
problem. It is well known that TFs have either one global 
extreme, or they have a regular character with respect to the 
extremes location, and the magnitude of their respective 
amplitudes [7]-[10]. Thus, to have a more effective testing, 
the irregular multidimensional ME functions need to be 
created. 

The most famous and widely used ME optimization TFs 
are: Rosenbrock [7], Rastrigin [8], Himmelblau [9], De Jong 
[7], Griewank [7], Schwefel [7], etc. In addition, many 
papers describe other variants of TFs that generates ME 
functions [10]. They ensure a good verification of the ME 
optimization algorithms, the quality of the structural and 
parametric setup has to be controlled to study the factor 
space. In this context, a structural evaluation means the 
determination of the number of extremes and their spatial 
arrangement (coordinates). The parametric estimation means 
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the determination of the extremes magnitudes (taking into 
account their signs). 

The disadvantage of most TFs is their regular and 
analytical character. The absence of no differentiable or 
poorly differentiable areas greatly facilitates the work on the 
algorithm, by evaluating the surface shape under 
investigation. The real search is made difficult due to the fact 
that their coordinates are usually close to each other. The 
presence of noticeable surface curvature at the respective 
extreme distance facilitates its search. Therefore, the TF 
extreme should be as close as possible to the impulse form, 
as in such case its neighborhood is minimally curved. A 
sufficiently developed adaptive algorithm can easily identify 
the period of the extremes alternation. 

In Section 2, the problem described in this paper is 
formulated. Section 3 contains a description of the 
Multiplicatively Allocating Function (MAF) and its 
characteristics. Section 4 illustrates the features of the 
developed special software (SW) for MAF building. Section 
5 describes the mathematical model (MM) of modified MSP 
for ME search. Section 6 shows the result of experiments on 
the generated Lambda TFs. Section 7 contains the conclusion 
of the conducted research and future work. 

II. PROBLEM FORMULATION 

Following the above described issues, the goal of this 
paper is to develop and study the MSP modification, aiming 
to solve different ME search problems. For testing and 
setting a highly efficient solution to treat these problems, it is 
necessary to test the MSP on TFs, which are coming with 
disadvantages, as already described in the introduction. Thus, 
it is necessary to implement algorithmically and 
programmatically the TF generator, which is theoretically 
presented in [4], and to conduct and process statistically the 
representative experiments, when setting up the modified 
MSP. 

III. SCALABLE MAF FOR EXTREME FORMING 

R. Neydorf et al. developed the general principles for 
constructing the universal irregular ME TFs, based on the 
application of MAF suitable constructed to approximate 
problems [4]-[6]. 

MM of such MAF for N-dimensional ME TF, with a 
number of K extremes, has the form: 

  
 
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where: x vector –  is an N-dimensional values vector, x 

vector ϵ {x1, x2, x3,…, xn}; αk – is a coefficient specifying 

the extreme value. 
Figure 1 demonstrates the modeling of 3 λ-functions 

maxima in 2-dimensional space having different pulse fronts 
edge steepness (2). Variant A is impulse extreme (eik=0.1), B 
is intermediate variant (eik=0.5), C is shelving extreme 
(eik=1). 
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where: {xik, ∆xik, eik} – is the set of TF parameters; xidk = xik - 
∆xik, xiuk = xik + ∆xik – are the initial and final coordinates of 
extreme pulse for x vector; eik – is the edge steepness 
parameter. 

 

 
Figure 1.  Different pulse fronts steepness of λ-function extrema 

The graphs are constructed from (1) and (2). 

IV. SOFTWARE IMPLEMENTATION OF Λ-GENERATOR 

The SW for TFs creation is developed with C# 
programming language. It is a MAF research tool. The SW is 
a desktop application with third-party library for 
visualization, which is a part of the executable file to 
simplify its execution. 

The "Lambda Function" features are: 

 Russian and English interface languages; 

 Create / load / save / delete the test. The test is saved 
in the XML format. This feature allows user to use 
the resulting TF to effectively check the optimization 
algorithm within the third-party program without the 
use of additional technologies; 

 Multidimensionality; 

 Adding (editing) extremes in 2 modes: 1st - manual 
input and 2nd - pseudo-random generation of 
parameter values in the specified ranges; 

 Display and save the resulting TF equation in 
analytical form; 
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 Validation of all input data; 

 Visualization of the TF graph with the cut-off points 
to display multidimensional TF and 2-display modes 
for 2D and 3D graphs. 

Figures 2 and 3 illustrate the SW capabilities (2D and 3D 
models). Figure 2 shows a user function with 50 maxima 
(equal in magnitude of amplitudes, increments and steepness 
of pulse fronts). Figure 3 demonstrates a generated function 
with 31 maxima (different amplitudes, increments and 
steepness of the pulse fronts). 

 

 
Figure 2.  Demonstration of different steepness of pulse fronts of λ-

function extrema 

V. MSP MM, MODIFIED FOR ME SEARCH 

The essence for using MSP in search optimization 
problems is well known [1][2]. The classical MSP algorithm 
imitates the real group behavioral insects, birds, fish, many 
protozoa, etc. However, the ME optimization requires some 
specific algorithm properties. Therefore, the canonical MSP 
version has been significantly revised and modified by the 
authors [2][3]. The hybrid algorithm includes basic algorithm 
laws of mechanics, dynamics, gravitation and stochastic 

"blurring" of the method parameters, which are used in the 
swarm prototype. In particular, its modification has been 
developed for solving ME problems in multidimensional 
spaces. 

 

 
Figure 3.  Example of generated ME TF with impulses of different 

steepness 

MSP MM is constructed from the basic kinematic motion 
equations of the material point for the particle position and 
velocity: 

 tVXX ittittti   )()(


 (3) 

 tAVV ittittti   )()(


 (4) 

where: ittX )( 


 - is previous particle position; ittV )( 


 - is 

previous particle velocity; ∆t - is time interval (iteration); 

ittA )( 


 - is particle acceleration at previous iteration, where: 
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 - is the acceleration caused by the 

bio-analog of particles gravitational attraction to the extreme 
point, Q ϵ {G, Li}, G - is the particle attraction to the global 
swarm extreme; Li - the best found position by particle for all 

time; Q
iD̂  - is the unit director vector towards the point of 

attraction; gQ - is the gravitational constant prototype; Q
im  - 

is the gravity center mass; Q
ir  - is the distance between 

particle position and diffuse position of the attraction target 
point; εQ - is a natural acceleration limiter that excludes the 

passage of any material point at ∆X<ε distance; ittvisV )( 


  

- is the viscosity friction; ittitttur VV )()( 


  - is the 

turbulent friction; μvis, μtur- are the coefficients of viscosity 
and turbulent friction, respectively. 

To take into account the MM stochastic behavioral 
components, the equation of parameters random fluctuation 
(distortion) is included: 

 ))5.0)1((21()(  rnd  (6) 

where: λ - is the nominal value of fluctuating parameter; φ - 
is the coefficient of parameter distortion, relative to the 
nominal value; rnd(1) - is the random float number in [0;1] 
range. This law applies to the following collective 
parameters of a swarm and particles: 

 Prototypes of gravitational constants - gQ; 

 Coefficients of viscosity and turbulent friction - μvis 
and μtur; 

 Dissipation coefficient - μdis. 

VI. MSP MODIFICATION FOR Λ TFS APPLICATION 

To study and adjust the ME modification of MSP, 3 
demonstration Lambda TFs are generated using the "Lambda 
Function" SW; see Figures 4(a), 4(b) and 4(c). In addition, to 
test the MSP modification, an appropriate "MMSP" 
(Modified MSP) SW was developed. For its development, 
the C # programming language was used. 

For all experiments, the same particle number (P) and 
iteration (I) settings were used, to obtain a more general 
picture of MSP operation on various generated functions. At 
the same time, the dynamics parameters were settings 
dynamically, with respect to the region under consideration. 

Figures 4(d), 4(e) and 4(f) show Lambda functions and 
localized MSP regions (red squares) and extremes (blue 
dots), which are found and evaluated. Each function has a 
specific feature that allows you to identify the positive 
aspects and disadvantages of the optimization algorithm 
being developed. 

Figures 4(a) and 4(d) show a TF with 5 minima and 3 
maxima. The functions are steep near extremes and 
moderately canopies at the bases, and being located at a 
considerable distance from each other. However, the 
amplitude of the extremes is not high (-1), and it is not easy 
to identify the whole set of extremes from the first pass. 

Figures 4(b) and 4(e) illustrate the generated function 
with 20 maxima. This function is complicated by the fact 
that the extremes have steep pulses. Outside the extremes 
region, agents have virtually no information about remote 
impulses. Only the mechanism of interaction between 
particles in the swarm, as part of the MSP MM modification, 
has enabled to investigate this type of function. 

Figures 4(c) and 4(f) show a Lambda function, which has 
8 minima and 8 maxima to identify and estimate the minima. 
The shape of this function is similar to the bends of "peaks" 
and "gorges," which can be smooth, but may have sharp 
cliffs. By localizing one of the extremes, the multi-agent 
system is not exploring the rest of the search space. 
However, this does not happen in the modified MSP. 

Tables I-III show the experiments results of a successful 
search for the modified-MSP. These results were obtained 
from the basic MM motion of the swarm (preceding the MM 
clustering mechanism [11], which divided the search space 
into subspaces and found in each an extreme, and which was 
replaced by the dynamic clustering caused by the behavioral 
model of the swarm itself). The agents localize extreme 
areas, under the influence of attraction forces (not only 
global, but also local). The increase in the influence of local 
attraction is caused, in particular, by the introduction of a 
turbulent deceleration in the MM. The removal of the non-
dynamic clustering mechanism from MM also enabled to 
exclude the "cluster" attraction of the swarm particles to the 
closest previously created clusters, which allowed the 
particles to behave in a more similar way to the real 
prototype. 

As a result, the minimum error of the obtained 
approximation in experiment 1 (see Table I), relative to the 
standard, was ~0.01%, average ~0.03%. MSP successfully 
isolated the extreme regions and obtained the described 
results due to the smooth motion of the particles to the 
extreme values found at the moment (based on (3)-(5)). This 
allowed the particles not to jump through the extremes. 

The minimum error of the obtained approximation in 
experiment 2 (see Table II), relative to the standard, turned 
out to be ~0.001%, mean ~0.01%. The parameter of the 
slope of the pulse fronts of a given Lambda function for all 
extremes is 0.01, which implies the complexity in finding 
them. However, since the number of extremes is 20, the 
particles interact with each other and receive an additional 
opportunity to study the neighboring extremes. This effect is 
due to the fact that, when the particle is found close to a 
extreme, then, in the next step, it will get a large acceleration 
(see (5)), which will allow the particle to escape from this 
extreme attraction zone and visit the extreme region of the 
neighboring one. 

The minimum error of the approximation obtained in 
experiment 3 (see Table III), relative to the standard, was 
~0.09%, average ~3%. 
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 a) b) c) 

   
 d) e) f) 

Figure 4.  Generated TF graphs and MSP result on different scenes: a – I on 3D, b – II on 3D, c – III on 3D, d – I on 2D, e – II on 2D, f – III on 2D 

TABLE I.  I Λ TF STANDARD AND MSP RESULT 

Standard MSP 

x y f(x, y) x y f(x, y) 
70.5 60.5 -1 70.4811 60.4904 -0.9998 

30.5 90.5 -1 30.5206 90.5171 -0.9998 

60.5 80.5 -1 60.4901 80.5104 -0.9999 

80.5 40.5 -1 80.5486 40.5173 -0.9993 

40.5 70.5 -1 40.5158 70.4641 -0.9996 

 
The complexity of this experiment consists in mixing 

maxima and minima. This means that the particles will be 
located more often in positions that may be worse than their 
previous ones. However, the method is also effective in such 
a case. 

 
 
 
 
 
 
 
 
 
 

TABLE II.  II Λ TF STANDARD AND MSP RESULT 

Standard MSP 

x y f(x, y) x y f(x, y) 
6.4254 4.6182 0.4543 6.4253 4.6182 0.4543 

3.2322 4.4678 0.7859 3.2322 4.4698 0.7859 

9.7602 9.2187 0.6206 9.7505 9.2172 0.6206 

1.3463 6.6313 0.5903 1.3412 6.6291 0.5903 

3.9888 1.4936 0.4183 3.99 1.4981 0.4183 

… 

4.5307 5.4641 0.7796 4.5327 5.4604 0.7796 

2.1397 2.2475 0.5101 2.1423 2.2536 0.5101 

3.3574 1.6594 0.8659 3.3518 1.6565 0.8659 

0.9593 1.9634 0.9677 0.9597 1.9561 0.9677 

1.4741 1.2706 0.7321 1.473 1.2718 0.7321 

7.2637 3.8593 0.5123 7.2631 3.8621 0.5123 
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TABLE III.  III Λ TF STANDARD AND MSP RESULT 

Standard MSP 

x y f(x, y) x y f(x, y) 
3.6721 8.491 -0.5598 3.6181 8.451 -0.5651 

5.3615 6.6256 -0.5653 5.343 6.6296 -0.5658 

0.7982 3.1601 -0.2936 0.7953 3.1288 -0.2901 

4.9938 1.1940 -0.4426 4.8912 1.1833 -0.455 

4.5671 2.7411 -0.2833 4.5894 2.6884 -0.2849 

2.025 4.5505 -0.5831 2.1631 4.6302 -0.6375 

2.6129 7.4111 -0.4821 2.769 7.3498 -0.5187 

7.0786 3.2646 -0.3418 7.1416 3.2602 -0.3451 

 
The attraction of particles to the global extreme allows 

improving the result of the whole swarm, even in a situation 
where the best position of the particle itself is not a local 
extreme (which forces the particle to swarm in the pseudo-
local area). With additional sub-optimization of the 
parameters of the swarm and particles, the error can be 
significantly reduced [2][3]. 

VII. CONCLUSION AND FUTURE WORK 

The developed Lambda Function SW has proven to be an 
effective tool for the generation of the irregular multi-
dimensional ME TFs. The easy-to use and convenient 
interface to access the multi-functional SW allows the fast 
generation and qualitative analysis of TFs. The demonstrated 
SW functions do not have an obvious regular and analytical 
character, like the set of the today existing ME optimization 
TFs. 

The experiments carried out on TFs showed that the 
developed MSP modification allows localizing the extreme 
areas of the nonstandard irregular ME Lambda function, 
having the approximation error from ~0.001% to ~3%. 

The experimentally obtained results allow the validation 
of the developed MSP modification, and prove that the 
developed Lambda Function SW is an effective tool in 
searching the extremes of heterogeneous generated TFs. 

The main research outcome is the modified heuristic 
method of swarming particles applied to the author's Cut-
Glue approximation for highly nonlinear dependencies. 

The developed generator, in addition to the presented 
advantages has the possibility of creating irregular 
multidimensional ME TFs with MAF modification. Thus, it 

further helps to investigate the properties of TFs, when they 
are applied to different domains, and allowing more accurate 
results analysis of the overall "Cut-Glue" approximations 
approach. 
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Abstract—This paper presents a multi-dimensional high-order
gas-kinetic scheme on moving mesh to simulate unsteady flows
of freely falling plates or thin coins. The two-dimensional
scheme has previously been successfully implemented on freely
falling plates, where the rich dynamical behavior, such as
fluttering and tumbling motion, was analyzed and the
quantitative comparison has been provided between the
experimental measurement and numerical computation. In the
past several years, a three-dimensional gas-kinetic scheme on
moving grid has also been developed to compute fluid
problems with moving boundaries. In this work in progress
paper, both the modified grid velocity and high-order gas-
kinetic scheme are developed to improve the above gas-kinetic
method, which is applied for simulating three-dimensional
freely falling thin disks.

Keywords-moving mesh method; gas-kinetic scheme; high-order
scheme; freely falling plates or thin coins.

I. INTRODUCTION

It is a fact that not all falling objects travel straight
downwards, such as leaves, tree seeds, and paper cards
dropped from a table. Obviously, falling leaves and
tumbling sheets of paper can get a lift momentarily to float
upward against gravity as they flutter (oscillate from side to
side) or tumble (rotate and drift sideways) through still air.
To explain this complicated natural phenomenon, the
knowledge of the instantaneous fluid forces is required. As
we know, most objects moving in a fluid encounter unsteady
aerodynamic forces. Therefore, the two-dimensional problem
of falling plates has been investigated numerically by solving
the Navier-Stokes equation following a moving body, where
the instantaneous fluid force for the fluttering and tumbling
motion has been analyzed [6].

Considering that the motion of freely falling body is
usually a three-dimensional problem, further, the falling
behavior of a circular thin disk has been investigated
experimentally [4] [5]. Three dimensionless ratios have been
proposed to characterize the flow:

64
* d

f

h Ud
= , I , Re= ,

d

πρ
λ λ

ρ γ
=

The geometric aspect-ratio parameter λ is small for thin
disks, with dimensionless moment of inertia I* and the
Reynolds number Re, which are most important for
describing the dynamics of the disk motion. The free-fall
motion of three-dimensional bodies is more complex due to
an extra degree of freedom, so numerical simulation

becomes more difficult as well. The gas-kinetic scheme on
moving mesh for calculating two-dimensional freely falling
plates [1] has been developed to simulate three-dimensional
viscous fluids with moving boundaries [2]. In this work in
progress paper, both the modified grid velocity distribution
and high-order scheme are developed to improve the above
gas-kinetic method, which has been applied for simulating
three-dimensional freely falling thin disks. The complicated
dynamics behavior of three-dimensional free-fall thin coins
is obtained numerically.

This paper is organized as follows. Firstly, Section 2
introduces the three-dimensional high-order gas-kinetic
scheme with the modified grid velocity. Secondly, Section 3
shows some formulation for the free-fall motion of a circular
thin disk in still water with a focus on the planar zigzag
motion. Thirdly, in Section 4, the rich fluid dynamics
behavior is analyzed by subsequent numerical results which
are also compared with experimental data and figures.

II. THREE-DIMENSIONAL HIGH-ORDER GAS-KINETIC

SCHEME ON MOVING MESH

Under a generalized coordinate transformation with
arbitrary grid velocity, the gas-kinetic Bhatnagar-Gross-
Krook (BGK) [8] equation is reformulated in a moving
frame of reference. Then, a conservative gas-kinetic scheme
is developed for the viscous flow computation in the
moving system in Eulerian space. Due to the coupling
between the grid velocity and the overall solution algorithm,
the Eulerian and Lagrangian methods become two limiting
cases in the current method. A fully conservative
formulation can be obtained, even in the Lagrangian limit,
as shown in [2].

The BGK model of the approximate Boltzmann equation
in three-dimensional space can be written as:

t x y z

g f
f uf vf wf

τ

−
+ + + =           (1) 

Here, f is the gas distribution function and g is the
equilibrium state approached by f. Both f and g are functions
of space (x, y, z), time t, particle velocity (u, v, w), and
internal variable ς . The particle collision time τ is related to
the viscosity and heat conduction coefficients. In this paper,
we are focusing on the modified grid velocity in the cell
interface numerical flux evaluation, while both the gas-
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kinetic scheme on moving mesh and the high-order gas-
kinetic scheme are addressed in [2] and [7], respectively.

We can rewrite the mesh velocity for each point on the
cell interface as:

r
g

fc
gg UUU +=                         (2)  

in which ( )fc fc fc fc
g g g gU u , v , w= is the grid velocity at the

interface barycenter. The interface flux gF QU− is written as:

r
gg QUFQUF −=−                      (3) 

On the right hand side, the first term is the mean flux

with a piecewise constant mesh velocity fc
gU , which is the

same as the one in [2]. For the second term, it is a correction
on each interface point, which reduces the difference
between the real flux crossing each interface point and the
mean flux F .

III. MOTION DESCRIPTION FOR FREE-FALL THIN DISK

Previously, the gas-kinetic scheme on moving mesh has
been applied successfully to simulate the experiment of two-
dimensional falling cards [6]. Figure 1 shows a good
agreement between the two-dimensional numerical result
and the experimental data in [6]. The work in [4] and [5]
experimentally investigates the three-dimensional free-fall
motions of a circular thin disk in still water with three
different trajectories, namely, zigzag, transition, and spiral,

Figure 1. Computed path is compared with the experimental data .

Figure 2. Free-fall motions: zigzag, transition, to spiral.

as in Figure 2. This paper focuses on the numerical
simulation for the three-dimensional experiments. At present,
we are working on the numerical study for the zigzag motion:
namely, the description of moving trajectories and analysis
for unsteady aerodynamics.

Consider the two different motions, translation and
rotation. The translation acceleration is calculated by Newton
law, and rotational angular acceleration is computed by the
following formulas:

      
( )
( )
( ) ,0IIIdtd

,0IIIdtd

,0IIIdtd

312123

231312

132231

=−+

=−+

=−+

ΩΩΩ

ΩΩΩ

ΩΩΩ
                  (4) 

Here, ( ), ,Ω Ω Ω Ω= 1 2 3 is angular velocity, ,I , I I1 2 3 are three

principal moments of inertia.

IV. CONCLUSIONS

Based on the two-dimensional successful numerical
simulation for unsteady aerodynamics of free-fall card
motion [1], the three-dimensional high-order moving grid
gas-kinetic scheme was developed, and was improved by the
modified grid velocity and high order scheme in recent work.
At present, the above method is applied to calculate the
three-dimensional freely falling thin disks, and the research
work of the numerical simulation is in progress. We expect
to obtain a good agreement between numerical results and
experimental data.
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Abstract—In a previous work we developed the Anti-Mind algo-
rithm. The Anti-Mind program simulated a good player of the
Mastermind game, discovering the secret code defined by the
human operator (a sequence of four integers in the interval [0
5] ) very quickly. Then we used the algorithm of Anti-Mind to
help and correct a human operator trying to discover the secret
code defined by the computer resulting in the Anti-Mind with
Feedback algorithm. In this paper, we revisited this work and
developed another faster implementation of the Anti-Mind with
Feedback algorithm which has the drawback that it does not
know the set of next good guesses, it just compares each guess
with the previous moves and accepts it if it is coherent with
all the previous moves. Nevertheless, we introduced an option
to generate the set of good guesses, i.e., the guesses that are
coherent with all the previous moves. This implementation allows
generalizing the Mastermind game to more than four digits and
more than six colours. We begin to define rigorously what we
mean by a guess coherent with a previous move, next we define
what is a good guess and, then, we enunciate five hypotheses about
the Anti-Mind algorithm namely one that guarantees that if we
always play a good guess we will find the code in a finite bounded
number of guesses. We propose a strategy to play Mastermind
with the maximization of repetions at the beginning of the game
which reduces the cognitive overload to play well and validate it
with the Anti-Mind with Feedback algorithm. Finally we compare
the Anti-Mind algorithm with the Ant-Mind with maximization
of repetitions of the guesses through intensive simulations and
conclude that the original Anti-Mind algorithm has a better
average performance in terms of the number of guesses to break
the secret code.

Keywords–artificial intelligence; mastermind game; anti-mind
algorithm; anti-mind with feedback algorithm

I. INTRODUCTION

It seems that the Mastermind game was invented by M.
Meyerowitz in 1973 [1]. It is a two players game, the code
maker and the code breaker, and the code breaker must find
the secret code in at most 10 guesses. The secret code has
four colours that may be of one of six colours. In each move
the code breaker makes a guess of four colours and the code
maker answers with the number of white pegs, cpe, the number
of correct digits in wrong position, and the number of black
pegs, the number of correct digits in right position, cpc. In this
work the six colours will be represented by the integers in the
interval [0 5]. Our algorithm was named Anti-Mind because it
was originally created to break the code created by the human
player. Then we created a variation of this algorithm where the
human plays as the code breaker and the Anti-Mind algorithm
is used to generate in each guess the set of good guesses, i.e.,

the guesses coherent with the previous moves. If the guess does
not belong to the set of good moves, then, it is considered a bad
move and the user is asked if he wants to see the set of good
moves and, then, he must make another guess [2]. In this paper,
we show how the human player can improve his skills using
the Anti-Mind with Feedback algorithm. When it remains only
one hypothesis that must be the secret code and the user is
asked to guess the code without any more information. From
the use of this algorithm resulted a simplified faster algorithm
and a strategy of playing Mastermind.

Our simulations point to a worst case performance of
the Anti-Mind algorithm of 9 guesses and Donald E. Knuth
[3] showed through exhaustive simulations that his strategy
guarantees a maximum of 5 guesses. He showed that the best
first guess to guarantee this worst case performance is 1122.
After the work of Knuth many proposals were published,
e.g. [4]-[7], but no one beat the worst case performance
of Knuths strategy of 5 guesses, nevertheless some works
improved the average performance over all possible secret
codes. Nevertheless, our algorithm is much faster than previous
algorithms, since at each stage it selects randomly the next
guess from the set of good guesses that are coherent with
previous moves. In this sense, the Anti-Mind algorithm can
be considered a stochastic algorithm. On the contrary Knuth’s
algorithm for each good guess generates the next set of good
moves for each of the 15 possible combinations of cpc and
cpe and chooses the good guess that minimizes the maximum
number of next good guesses [3].

This paper is organized as follows. In Section 2, we
describe how a good guess is defined based on the concept of
the coherence of a guess with a previous move. In Section 3,
we describe the Anti-Mind algorithm. In Section 4, we describe
the Anti-Mind with Feedback algorithm. In Section 5, we show
how the Anti-Mind with Feedback algorithm can be used to
learn to play mastermind well, in Section 6, we present a faster
version of the Anti-Mind with feedback algorithm, in Section
7, we present exhaustive simulation results of the Anti-Mind
algorithm and the Anti-Mind algorithm with maximization of
the number of repetitions of the guesses and in Section 8, we
present the conclusions and possible vectors of evolution of
our work.

II. DEFINITION OF A MASTERMIND GOOD GUESS

The main idea behind the Anti-Mind algorithm is the
coherence between a guess and a previous move. In Definition
1, we define what is a move.
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Definition 1: A move is the triplet (guess, cpc, cpe) where
cpc and cpe result from the comparison between the guess and
the secret code.

In Definition 2, we define what is the coherence between
a guess and a previous move.

Definition 2: Consider a previous move, move, with cpc
correct digits in right position and cpe correct digits in wrong
position and a guess, guess. Considering that the comparison
between the guess and the move resulted in cpc i and cpe i,
then, the guess is coherent with move if (1) is true.

cpc = cpc i AND cpe = cpe i (1)

When a guess is coherent with all previous moves, then,
we say that it is a good guess. On the contrary if the guess
is not coherent with at least one previous move, then, we say
that it is a bad guess. In this sense, we can say that playing
Mastermind well happens when all guesses are good guesses.

So, we can define rigorously the set of good guesses as all
combinations that are coherent with all previous moves. This
is expressed by (2).

set good guesses = {∀combination : (2)
∀move, cpc = cpc i AND cpe = cpe i}

Once obtained the set of good guesses, we can verify if a
given guess is a good guess, testing if it belongs to the set of
good guesses. Alternatively, we can compare the guess with
all previous moves, and if it is coherent with all of them, then,
it is a good guess.

III. THE ANTI-MIND ALGORITHM

After each guess, the Anti-Mind algorithm obtains the new
set of good guesses and selects randomly one of them as the
next guess. This is much less computationally expensive than
Knuth’s algorithm but the Anti-Mind algorithm has a greater
worst performance of 8 guesses. In this sense, we can say
that the Anti-Mind algorithm is a stochastic algorithm. So we
can enunciate five hypotheses that we will show in a near
future work that characterize the behaviour of the Anti-Mind
algorithm based on emperical data like intensive simulations.

Hypothesis 1: The Anti-Mind algorithm always finds the
secret code in less than 9 guesses if the codemaker did not
make any error in cpc and cpe for all previous moves.

Hypothesis 2: When the Anti-Mind algorithm finds the
secret code in 8 guesses, if the codemaker did not make any
error in cpc and cpe for all previous moves, the eigth good
guess is always the secret code. In appendix we show some
enough information games with 8 guesses.

Hypothesis 3: If the codemaker makes errors in cpc and/or
cpe in at least one previous move, then, the Anti-Mind al-
gorithm always reaches a situation of an empty set of good
guesses in less than 9 guesses.

Hypothesis 4: If the game reaches a situation where there
is only one good guess, then, this good guess must be the secret

code, if the codemaker did not make errors in the previous
moves.

Hypothesis 5: Obtaining the new set of good guesses is
equivalent to obtain all combinations/guesses that are coherent
with all previous moves

The result of hypothesis 2 is the main idea behind our
previous work of the Anti-Mind with an unlimited number of
lies [8]. When it reaches the conclusion that there is at least
one lie in previous moves, reaching the situation of an empty
set of good guesses, then, it begins to test the hypothesis of
one lie, removing one previous move from the set of previous
moves and generating each time the set of good guesses. If
it reaches a point where all manners of removing a previous
move resulted in an empty set of good guesses, then, it begins
to remove two previous moves and so on until it reaches a
point where the set of good guesses has a cardinal 1. Then the
removed previous moves are the moves with lies and the good
guess must be the secret code [8].

Hypothesis 1 can be proved by exhaustive computer search,
where for each possible secret code are generated all possible
Mastermind games with good guesses and saved the number
of guesses when the secret code is found. Since there are only
1296 possible Mastermind secret codes, this computer search
is not prohibitive in terms of runtime.

The result of hypothesis 4 is the main idea behind the sec-
ond version of the Anti-Mind with feedback algorithm where
we do not have all good guesses in memory, and generate
them whenever it is asked, comparing all combinations with
the previous moves and printing the guesses that are coherent
with all previous moves- see section 6.

IV. FIRST VERSION OF THE ANTI-MIND WITH FEEDBACK
ALGORITHM

In the Anti-Mind with feedback algorithm the human is the
codebreaker and the computer the codemaker. At each move,
the new set of good guesses is generated, and when the guess
does not belong to this set, the user is asked to enter another
guess. There is an option that allows the user to see all the
good guesses. If it is reached a situation where only one good
guess remains, the user is asked to enter the secret code without
any more information, since hypothesis 3 guarantees that the
remaining good guess must be the secret code. In Table I we
present a game of this type.

In Algorithm 1, we describe the Anti-Mind algorithm in
detail.

V. USING THE ANTI-MIND WITH FEEDACK ALGORITHM
TO FIND A GOOD PLAYING STRATEGY

Since we think in terms of symbolic expressions, and taking
into account our cognitive limitations, it is easier to begin with
a guess with repetitions like 0111. Now if the answer is cpc=3,
cpe=0, we can conclude that there exist three 1s in the last three
positions, OR one 0 in the first position AND two 1s in two
of the last three positions. This symbolical logical expression
corresponds to the set of 20 good guesses presented in Table
II.

But if for the same secret code, the first guess was 0123,
the answer would be cpc=2, cpe=0, which means a much more
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Algorithm 1 Anti-Mind with feedback algorithm

n digits⇐input(’Number of Digits=’)
dig max⇐input(’Maximum Digit=’)
n good guesses⇐ (dig max+ 1)n digits

secret code⇐ generate s c(n digits, dig max)
set good guesses⇐ gen all gs(n digits, dig max)
counter ⇐ 0
while n good guesses > 1 do

counter ⇐ counter + 1
guess⇐ input(′Guess =′)
cpc⇐ calc cpc(secret code, guess)
cpe⇐ calc cpe(secret code, guess)
if cpc == n digits then

display(’You Found It’)
break

end if
flag bel⇐ see if bel(guess, set good guesses)
if flag bel then

display cpc cpe(cpc,cpe)
set good guesses ⇐
calc new set(guess, cpc, cpe, set good guesses)

else
display(’Bad Move’)
in=input(’Want to See Good Guesses?’)
if in == 1 then

display g g(set good guesses)
end if

end if
end while
if n good guesses = 1 then

flag ⇐ 0
while 1− flag do
guess=input(’Secret Code=’)
flag ⇐ (guess == secret code)

end while
end if

complex symbolic expression: 0 and 1 are in right position
OR 0 and 2 are in right position OR 0 and 3 are in right
position OR 1 and 2 are in right position OR 1 and 3 are in
right position OR 2 and 3 are in right position. This complex
symbolical logical expression corresponds to a much greater
set of 96 good guesses. In Table III we show these good
guesses.

So in terms of cognitive overload it seams better to play
in the beginning with repetitions.

VI. SECOND VERSION OF THE ANTI-MIND WITH
FEEDBACK ALGORITHM

In the first version of the algorithm we first generate all
combinations, and for each guess and cpc and cpe we generate
a new set of good guesses, and we decide if the new guess is
good, testing if the guess belongs to the set of good guesses.
For a genarilized version of Mastermind with more digits and
a greater maximum digit, this can take a lot of time in the
first moves. So, inspired in this strategy, we created a new
version of the algorithm where we only compare the guess with
previous moves, and accept it if it is coherent with all previous
moves. This algorithm does not have the information of the

TABLE I. EXAMPLE OF A GAME WITH 8 GUESSES

anti mind real(4,5,1, 1)
Number of Possible Good Guesses=1296
move 1=0111
cpc=0
cpe=1
Number of Possible Good Guesses=308
move 2=1222
cpc=1
cpe=0
Number of Possible Good Guesses=90
move 3=1333
cpc=1
cpe=0
Number of Possible Good Guesses=20
move 4=1444
cpc=0
cpe=1
Number of Possible Good Guesses=6
move 5=4320
cpc=2
cpe=2
Number of Possible Good Guesses=3
move 6=4302
cpc=1
cpe=3
Number of Possible Good Guesses=2
move 7=4023
cpc=1
cpe=3
*ENOUGH INFORMATION**
Secret Code=4230
*You Found It! in 8 Guesses, with 0 bad Guesses and 0 hints **

TABLE II. SET OF GOOD GUESSES AFTER GUESS 0111

0 0 1 1 0 1 0 1 0 1 1 0 0 1 1 2 0 1 1 3 0 1 1 4
0 1 1 5 0 1 2 1 0 1 3 1 0 1 4 1 0 1 5 1 0 2 1 1
0 3 1 1 0 4 1 1 0 5 1 1 1 1 1 1 2 1 1 1 3 1 1 1
4 1 1 1 5 1 1 1

TABLE III. SET OF GOOD GUESSES AFTER GUESS 0123

0 0 0 3 0 0 2 0 0 0 2 2 0 0 2 4 0 0 2 5 0 0 3 3
0 0 4 3 0 0 5 3 0 1 0 0 0 1 0 1 0 1 0 4 0 1 0 5
0 1 1 0 0 1 1 1 0 1 1 4 0 1 1 5 0 1 4 0 0 1 4 1
0 1 4 4 0 1 4 5 0 1 5 0 0 1 5 1 0 1 5 4 0 1 5 5
0 2 2 0 0 2 2 2 0 2 2 4 0 2 2 5 0 3 0 3 0 3 3 3
0 3 4 3 0 3 5 3 0 4 0 3 0 4 2 0 0 4 2 2 0 4 2 4
0 4 2 5 0 4 3 3 0 4 4 3 0 4 5 3 0 5 0 3 0 5 2 0
0 5 2 2 0 5 2 4 0 5 2 5 0 5 3 3 0 5 4 3 0 5 5 3
1 1 1 3 1 1 2 1 1 1 2 2 1 1 2 4 1 1 2 5 1 1 3 3
1 1 4 3 1 1 5 3 2 1 2 1 2 1 2 2 2 1 2 4 2 1 2 5
2 2 2 3 2 3 2 3 2 4 2 3 2 5 2 3 3 1 1 3 3 1 3 3
3 1 4 3 3 1 5 3 3 2 2 3 3 3 2 3 3 4 2 3 3 5 2 3
4 1 1 3 4 1 2 1 4 1 2 2 4 1 2 4 4 1 2 5 4 1 3 3
4 1 4 3 4 1 5 3 4 2 2 3 4 3 2 3 4 4 2 3 4 5 2 3
5 1 1 3 5 1 2 1 5 1 2 2 5 1 2 4 5 1 2 5 5 1 3 3
5 1 4 3 5 1 5 3 5 2 2 3 5 3 2 3 5 4 2 3 5 5 2 3

number of good guesses and it is impossibile the detection of
an enough information situation, but it is much faster and we
can play more difficult generalized Mastermind games inside
Matlab environment. In Algorithm 2, we describe in detail this
second version of the Anti-Mind with feedback algorithm.

VII. SIMULATION RESULTS

To evaluate the performance of the Anti-Mind algorithm,
we made an exhaustive simulation over all possible secret
codes, with 1000 runs for each secret code. In this simulation,
the computer is the codemaker and the codebreaker. In Figure
1 we show the distribution of runs by the number of guesses to
find the secret code. Then we repeat the simulation maximizing
the number of repetitions of each guess. In Figure 2 we show
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Algorithm 2 Second version of Anti-Mind with feedback

flag not found⇐ 1
n digits⇐ input(’Number of Digits=’)
dig max⇐ input(’Maximum Digit=’)
secret code⇐ generate s c(n digits, dig max)
counter ⇐ 0
while flag not found do
counter ⇐ counter + 1
guess⇐ input(′Guess =′)
cpc⇐ calc cpc(secret code, guess)
cpe⇐ calc cpe(secret code, guess)
cpc o(counter)⇐ cpc
cpe o(counter)⇐ cpe
guess o(counter)⇐ guess
if cpc = n digits then

display(’You Found It’)
break

end if
for i=1:counter-1 do

if 1− flag bad guess o(i) then
cpc i⇐ calc cpc(guess, guess o(i))
cpe i⇐ calc cpe(guess, guess o(i))
flag bad guess ⇐ 1 − (cpc i = cpc) + 1 −
(cpe i = cpe)
if flag bad guess then

break
end if

end if
end for
flag bad guess o(conter)⇐ flag bad guess
if flag bad guess then

display(’Bad Guess!’)
in=input(’Do you want to see the good guesses?’)
if in == 1 then

combination=zeros(1,n digits)
flag end⇐ 0
while 1-flag end do

for i=1:counter-1 do
cpc i⇐ calc cpc(combination, guess o(i))
cpe i⇐ calc cpe(combination, guess o(i))
flag coher ⇐ 1− (cpc i = cpc o(i)) + 1−
(cpe i = cpe o(i))
if flag coher==0 then

break
end if

end for
if flag coher then

display(combination)
end if
combination⇐ gennext comb(combination)
flag end⇐ all combs(combination)

end while
end if

end if
flag not found⇐ 1− (cpc = n digits)

end while

the results of this simulation. Comparing the two figures, we
can say that the results of the second simulation are worse
than the results of the first simulation, since we have a greater

percentage of runs with 5 guesses. This way we can say
that playing mastermind well, with repetitions, has a lower
performance than the Anti-Mind algorithm performance. So
we confirm that the computer thinks better than the human
[2].

FIGURE 1. NUMBER OF GUESSES IN PERCENTAGES DISTRIBUTION OF THE
ANTI-MIND ALGORITHM.

FIGURE 2. NUMBER OF GUESSES IN PERCENTAGES DISTRIBUTION OF THE
ANTI-MIND ALGORITHM WITH MAXIMIZATION OF REPETITIONS OF

GUESSES.

VIII. CONCLUSIONS AND FUTURE WORK

We showed how to define rigorously what it is meant by
playing Mastermind well and how the Anti-Mind algorithm
can be used to learn playing well, resulting in the Anti-
Mind with feedback algorithm. In the near future, we plan
to demonstrate the five hypotheses enunciated in this work as
theorems.
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APPENDIX

Enough Information Games with 8 Guesses

>> anti_mind_real(4,5,1, 1)
Number of Possible Good Guesses=1296
move 1=0111
cpc=0
cpe=1
Number of Possible Good Guesses=308
move 2=1222
cpc=1
cpe=0
Number of Possible Good Guesses=90
move 3=1333
cpc=1
cpe=0
Number of Possible Good Guesses=20
move 4=1444
cpc=0
cpe=1
Number of Possible Good Guesses=6
move 5=4320
cpc=2
cpe=2
Number of Possible Good Guesses=3
move 6=4302
cpc=1
cpe=3
Number of Possible Good Guesses=2
move 7=4023
cpc=1
cpe=3

**ENOUGH INFORMATION**
move 8=4230

**You Found It! in 8 Guesses, with 0 bad Guesses and 0 hints **

Number of Possible Good Guesses=1296
move 1=2201
cpc=0
cpe=2
Number of Possible Good Guesses=222
move 2=5320
cpc=3
cpe=0
Number of Possible Good Guesses=8
move 3=5322
cpc=2
cpe=0
Number of Possible Good Guesses=7
move 4=5520
cpc=2
cpe=0
Number of Possible Good Guesses=4
move 5=5310
cpc=2
cpe=0
Number of Possible Good Guesses=3
move 6=4320
cpc=3
cpe=0
Number of Possible Good Guesses=2
move 7=0320
cpc=3
cpe=0

**ENOUGH INFORMATION**
move 8=3320

**You Found It! in 8 Guesses, with 0 bad Guesses and 0 hints **

Number of Possible Good Guesses=1296
move 1=2241
cpc=1
cpe=1
Number of Possible Good Guesses=230
move 2=2532
cpc=0
cpe=2
Number of Possible Good Guesses=34
move 3=5121
cpc=0
cpe=2
Number of Possible Good Guesses=10
move 4=1345
cpc=0
cpe=2
Number of Possible Good Guesses=6
move 5=4254
cpc=1
cpe=0
Number of Possible Good Guesses=3
move 6=3213
cpc=3

cpe=0
Number of Possible Good Guesses=2
move 7=3210
cpc=2
cpe=2

**ENOUGH INFORMATION**
move 8=0213

**You Found It! in 8 Guesses, with 0 bad Guesses and 0 hints **

Number of Possible Good Guesses=1296
move 1=0214
cpc=1
cpe=0
Number of Possible Good Guesses=108
move 2=1111
cpc=0
cpe=0
Number of Possible Good Guesses=81
move 3=0300
cpc=0
cpe=1
Number of Possible Good Guesses=29
move 4=3444
cpc=1
cpe=0
Number of Possible Good Guesses=9
move 5=3232
cpc=3
cpe=0
Number of Possible Good Guesses=4
move 6=3233
cpc=2
cpe=0
Number of Possible Good Guesses=2
move 7=3252
cpc=3
cpe=0

**ENOUGH INFORMATION**
move 8=3222

**You Found It! in 8 Guesses, with 0 bad Guesses and 0 hints **

Number of Possible Good Guesses=1296
move 1=1243
cpc=0
cpe=2
Number of Possible Good Guesses=312
move 2=2551
cpc=1
cpe=0
Number of Possible Good Guesses=50
move 3=3450
cpc=0
cpe=2
Number of Possible Good Guesses=12
move 4=4001
cpc=1
cpe=1
Number of Possible Good Guesses=4
move 5=2024
cpc=0
cpe=1
Number of Possible Good Guesses=3
move 6=0331
cpc=3
cpe=0
Number of Possible Good Guesses=2
move 7=0131
cpc=2
cpe=2

**ENOUGH INFORMATION**
move 8=0311

**You Found It! in 8 Guesses, with 0 bad Guesses and 0 hints **
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Abstract– The paper investigates image tones 

approximation algorithm for the multitone image 

processing, which applications examples are in Web 

development, compression algorithms, machine vision 

etc. It considers the Monochrome Multitone Image 

(MMI) approximation of the original palette to be 

replaced by a palette having significantly less number 

of tones. For solving such problems, the optimization 

strategy requires the approximation quality, which 

maximizes the tones reduction deviation between the 

original and the approximated images. In particular, 

such problems are effectively solved with the heuristic 

Evolutionarily Genetic Algorithms (EGA) fulfilling the 

required accuracy, while computational costs still 

remain significant. Thus, this research is focusing on 

the hybrid algorithm that is combining the heuristic 

algorithm, in order to provide suboptimal 

approximation quality, and the deterministic 

Algorithm of Local Discrete Optimization (ALDO) for 

finding the local extreme. EGA minimizes the local 

discrete optimization search area and ALDO 

guarantees to find the extreme within the search area. 

In conclusion, such hybrid algorithmic architecture 

enables the MMI bi-optimization approximation. 

 

Keywords-heuristic algorithms; evolutionarily-genetic 

algorithm; image approximation; optimization; 

hybridization; bi-optimization. 

I. INTRODUCTION 

Image transformation has a wide range of applications. 

Examples can be found in the art image processing, where 

the image transformation is used for simplifying the 

graphical complexity of images by minimizing their file 

size, which makes their processing faster. Other examples 

are the recognition algorithms used for finding Objects for 

Autonomous Navigation (OAN). The goal of this research 

is to reduce the image palette, which simplifies and makes 

more efficient the recognition process. 

In Technical Sight Systems (TSS) [4], when tracing the 

safe autonomous navigation route, the encountered objects 

are recognized by finding their orientation in space, and 

respective forms. This objective motivates the usage of the 

Monochrome Multitone Images (MMI). The term 

«multitone» is introduced to represent the images 

characteristic, which are defined with pixels of the same 

color, where each of them has different brightness. Often, 

the image pixels have different tones of gray color, called 

improperly «black and white», thus the term «halftone» is 

found more appropriate to use. 

The processing of the real images with a huge number 

of details is focusing on the raster graphics and this 

research addresses the Raster MMI (RMMI) 

approximation. 

One of the main properties of any MMI is associated 

with the Tones Palette (TP). TP is defined as an integer 

vector of the image tones. The TP properties depend on the 

TP’s size or length, and on the respective TP tones values. 

The standard scales are based on the equal tones values 

distribution. For example, the standard 256-tones palette is 

defined as the vector: (0,1,2,…255)T. The special purpose 

scales (which include approximation) can be characterized 

by a non-equal tones distribution and having  different 

number of tones in the related TP. 

The TP size depends on the application domain and the 

related tones distribution rules depend on the structure of 

the image tones. 

 This paper describes the algorithm that transforms the 

images with large TP size, where each tone is maximized 

to its respective nearest original, resulting in a  

significantly smaller TP size, by applying an appropriate 

tones reduction algorithm. In addition, the computational 

efficiency is taken into account in order for the solution to 

be computed as fast as possible. 

The rest of the paper is structured as follows. Section II 

describes the investigation goal and shows the 

approximation example. Section III presents the fully 

explained mathematical base of the approximation 

algorithm. The optimization technology of the developed 

approximation algorithm, together with the computed 

experiments, as examples are presented in Section IV. 

Finally, the conclusions are given in Section V. 

II. PROBLEM FORMULATION 

The main goal is to estimate the possibilities of the 

developed algorithm, which is designed to perform the 

optimal RMMI approximation, which transforms the Basic 

Palette (BP) of size 𝑛0, to the RMMI Approximated 

Palette (AP) of size 𝑛𝐴, as fast as possible. 

The optimal 8-tone TP, which approximated the 

original 256-tones image (Figure 1a), has the following 

tones distribution structure: (34, 55, 78, 107, 140, 165, 
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182, 205), as shown in Figure 1b. In Figure 2, the  

Brightness Frequency (BF) of original (on the top) and 

approximated image (on the bottom) are shown. The BF 

structure, shown at the bottom of Figure 2, shows the non-

equal tones distribution. This optimum approximation 

distribution was obtained from the pixels` brightness non-

equal tone distribution of the original image (Figure 2, at 

the bottom). By comparing the images in Figure 1a and 1b, 

even visually, it is quite easy to conclude that it is not 

always appropriate to use the big original palette size, as 

the obstacles recognition is based on the contours found 

from the image brightness change. Obviously, the 

application of such reduced palette size simplifies the 

pattern recognition tasks in such case. 

However, it is also obvious that there are various 

algorithms that can provide such transformation and the 

difference between them can be found in their 

implementation complexity and the quality of 

approximation. The question to be answered is to validate 

the application of such optimal or suboptimal algorithms 

when reducing the RMMI palette size. 

 

 
𝑎)       𝑏) 

Fig. 1.   Original image with 256 tones palette (𝑎) and transformed image approximated with 8 tones palette (𝑏). 

 

Fig. 2.  The brightness diagram of original image (on the top) and the computed optimal brightness approximation (on the bottom)
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The investigations have shown that the most effective 

way to solve the problem is to develop the sub-

optimization algorithm, which takes into account the 

quality of the MMI approximation according to the 

complexity limits. In other words, the algorithm 

computing time should allow its practical application. 

Thus, the goal is to adopt such optimization search for the 

predefined conditions under the chosen quality criteria in 

order to achieve acceptable computing time to find 

extremes. 

III. MATHEMATICAL MODELS AND ALGORITHMS OF 

IMAGE APPROXIMATION PROCESS 

Mathematical model of RMMI. The raster image 

presents as array of pixels (p). In the rectangle image, the 

pixels are represented as an ordered array, which is 

defined by rows i and columns j  

𝑃 = {𝑝𝑖𝑗| 𝑖 ∈ [1, 𝑟]; 𝑗 ∈ [1, 𝑐]},  (1) 

where 𝑟 and 𝑐 – number of rows and columns of pixels 

that are defined by certain i and j coordinates. The array P 

can be represented as a rectangle matrix with r rows and c 

columns: 

𝑃[𝑖, 𝑗] =

(

 
 

𝑝11 ⋯ 𝑝1𝑖
⋮ ⋱ ⋮
𝑝𝑖1
⋮
𝑝𝑟1

⋯
⋮
⋯

𝑝𝑖𝑖
⋮
𝑝𝑟𝑖

     

⋯ 𝑝1𝑟 ⋯
⋮ ⋮ ⋮
⋯
⋱
⋯

𝑝𝑖𝑟
⋮
𝑝𝑟𝑟

⋯
⋮
⋯

     

𝑝1𝑐
⋮
𝑝𝑖𝑐
⋮
𝑝𝑟𝑐)

 
 

, (2) 

where in (2) case c>r, which means that it is 

«widescreen image». 

Some RMMI pixels have the same color, but different 

brightness, called tone. The RMMI palette is defined as the 

ordered array of (s) tones: 

𝐵𝑆 = {𝑏𝑠|𝑠 ∈ [1, 𝑆]} = (𝑏1, … 𝑏𝑠, … 𝑏𝑆).  (3) 

where S – size of the palette, in other words, the 

number of tones that are used for image display. 

Most tasks related to the recognition use RMMI. The 

ordinary RMMI uses 256 tones of gray color from 0 – 

absolute black, untill 255 – absolute white, and for each 

pixel represented with 8 bits (28 = 256). 

Beside the raster image’s pixels coordinates i and j, 

which are determine by (2), there is a need to add a 

brightness characteristic that define pixel tone. This pixel 

tone is defined by the index number of s, according to 

formula (3). 

The RMMI’s model quantity characteristic (2) is the 

brightness of pixel with use of its more convenient matrix, 

the Mathematical Model (MM) of image matrix, where 

each element is the pixel brightness. The position of each 

element in matrix (𝑖, 𝑗) determines its position in the image 

rectangle and its number shows the brightness of the 

certain monochrome image pixel: 

𝑝𝑖𝑟𝑠 = 𝑏
𝑠.  (4) 

Then, the full MM of the raster monochrome image 

becomes appropriate to determine the 3-dimensional 

matrix (or array of 2-dimensional matrices (2) with 3th 

argument) 

𝐵𝑆[𝑖, 𝑗, 𝑠] = (
𝑏11
𝑠 ⋯ 𝑏1𝑐

𝑠

⋮ ⋱ ⋮
𝑏𝑟1
𝑠 ⋯ 𝑏𝑟𝑐

𝑠
) , 𝑠 = 1, 𝑆̅̅ ̅̅̅. (5) 

RMMI approximation scheme. The problem of raster 

image approximation is to reduce the image palette size. 

Thus, there is a need to decrease the number of tones, 

which are defining the image. The process consists in 

replacing the pixels brightness value of the Original 

Monochrome Multitone Image (OMMI), defined with the 

Original Palette (OP) 

𝐵𝑆
0
= {𝑏𝑠

0|𝑠 ∈ [1, 𝑆0]} = (𝑏1
0, … 𝑏𝑠

0, … 𝑏𝑆0
0 ) , (6) 

with the brightness values of the approximation palette, 

whose size is 𝑆𝑎 < 𝑆0: 

𝐵𝑆
𝑎
= {𝑏𝑠

𝑎|𝑠 ∈ [1, 𝑆𝑎]} = (𝑏1
𝑎, … 𝑏𝑠

𝑎, … 𝑏𝑆𝑎
𝑎 ). (7) 

The original size of OP 𝑆0 depends on many factors, 

but primarily is the number of details in the image. The 

size of the approximation palette 𝑆𝑎 can be different and 

depends only on the approximated MMI application field. 

For example, in the MS Office Paint editor, only 3 types of 

colored palettes are available for processing colored 

image: «24-bit image» (S=224), «256-colors image» 

(S=256) and «16-colors image» (S=16). They all defined 

by formula (3). 

The replacement process of image pixels palette (6) to 

pixels with smaller size palette (7) is called the tone 

approximation of RMMI. The OMMI transformation result 

is the Approximated Monochrome Multitone Image – 

AMMI. 

The approximation can be based on significantly 

different algorithms. However, the underlying basis of all 

algorithms is the same and consist in changing the pixel 

tone from OP (6) to the reduced tone AP (7). Also, in OP - 

𝐵𝑆
0
we must define some subarrays of pixels 𝐵𝑠

𝑆0, which 

show the set of pixels that will be covered by one certain 

pixel from 𝐵𝑆
𝑎
: 

𝐵𝑠
𝑆0 ⊂ 𝐵𝑆

0
: ∀ 𝑠 ∈ [1, 𝑆𝑎] → 

→ ⋃ 𝐵𝑠
𝑆0𝑆𝑎

𝑠=1 = 𝐵𝑆
0
&⋂ 𝐵𝑠

𝑆0 = ∅ 𝑆𝑎
𝑠=1 . (8) 

The replacement mechanism of any pixel 𝑏𝑠
0 ∈ 𝐵𝑠

𝑆0to 

one pixel of AP𝑏𝑠
𝑎 ∈ 𝐵𝑆

𝑎
: 

∀𝑠: 𝑏𝑠
0 ∈ 𝐵𝑠

𝑆0 → 𝑏𝑠
0 ≅ 𝑏𝑠

𝑎 ∈ 𝐵𝑆
𝑎
.  (9) 

Therefore, only 2 factors define the variation and the 

effectiveness of the algorithm that is converting OMMI to 

AMMI: 

1. Structure of OP dividing on sub arrays 𝐵𝑠
𝑆0, in 

other words, how many and which pixels enter a subarray, 

where all elements changes their value to 𝑏𝑠
𝑎; 

2. Values of 𝑏𝑠
𝑎, where every separate value equals 

to one of the elements of subarray 𝐵𝑆
0
∋ 𝑏𝑠

0 = 𝑏𝑠
𝑎, because 

the TP values are always natural numbers. 
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The result of processing a MMI image (4) with any 

approximation algorithm will result in AMMI, whose 

MM’s structure will be different, because all pixels 

changed their tone value from OP (6) to smaller size AP 

(7). If the OMMI’s model in palette (6) 𝑃𝑆
0
[𝑖, 𝑗, 𝑠0] 

contained pixels 𝑝𝑖𝑟𝑠0 , 𝑠
0 = 1, 𝑆0̅̅ ̅̅ ̅̅ , then AMMI’s model 

will contain 𝑝𝑖𝑟𝑠𝑎 , 𝑠𝑎 = 1, 𝑆𝑎̅̅ ̅̅ ̅̅ . Thus, every pixel position 

in AMMI with coordinates (𝑖, 𝑗) will be characterized by 

brightness error: 

∆𝑝𝑖𝑗𝑠 = 𝑝𝑖𝑗𝑠
𝑎 − 𝑝𝑖𝑗𝑠

0 , 𝑖 = 1, 𝑟̅̅ ̅̅ , 𝑗 = 1, 𝑐̅̅ ̅̅ . (10) 

The total error of the image approximation should be 

calculated based on all AMMI pixels 𝑁 = 𝑟 ∙ 𝑐. 
Estimation of monochrome multitone image 

approximation quality. Using the common form of writing 

(4) and its variants for OMMI and AMMI in brightness 

defined form (5) the error for all approximated pixels is 

defined by the following formula: 

∆𝑏𝑖𝑗𝑠 =  𝑏𝑖𝑗𝑠
𝑎 − 𝑏𝑖𝑗𝑠

0 , 𝑖 = 1, 𝑟̅̅ ̅̅ , 𝑗 = 1, 𝑐̅̅ ̅̅  (11) 

where ∆𝑏𝑖𝑗𝑠 – resulting deviation, 𝑃𝐴 – matrix of 

approximated image, 𝑃𝐼  – matrix of original image and 

𝑟 × 𝑐 = 𝑁 – number of all image pixels. 

The difference between the estimation criteria depends 

on the applied formula for all the image pixels errors. 

The investigated question in [13] was to define the 

most adequate criteria for image approximation. The result 

was to use the «Least Module of Deviation» (LMD): 

Δm =
1

n
∑

1

m
∑ |p

ij
A − p

ij
I |m

 j=1
n
i=1    (12) 

IV. THE RMMI APPROXIMATION ALGORITHMS AND AMMI 

OPTIMIZATION 

A. RMMI approximation technology 

According to already considered information, the 

OMMI to AMMI approximation is the sequential 

execution of the following operations: 

1) Chose the size of 𝑆𝐴 AP (7); 

2) Divide the OP (6) on 𝑆𝐴 subarrays 𝐵𝑠
𝑆0 (8); 

3) Chose 𝑆𝐴 tones 𝑏𝑠
𝐴 AP from subarray 𝑏𝑠

0 ∈ 𝐵𝑆
0
; 

4) Replace sequentially OMMI 𝑁 = 𝑟 ∙ 𝑐 pixels that 

belong to OP with the nearest to them pixels from AP, 

which result is AMMI; 

5) Evaluate the criteria (12) for AMMI. 

To achieve the best possible approximation result, 

there is a need to organize the algorithm in a way that 

allows reaching the following condition: 

Δ𝑚(𝐵
𝑆0 , 𝐵𝑆

𝐴
) = min

𝐵𝑆
𝑎
Δ𝑚.  (13) 

Thus, it is necessary to realize the algorithm 1-5 as an 

algorithm for the minimization searching criteria (12). The 

high resolution of graphical objects (size of AP and 

number of pixels) motivates developing and using the 

heuristic Evolutionarily-Genetic Algorithm (EGA). The 

classic EGA modification on solving the approximation 

problem showed good accuracy [8], [11], [12] and [13]. 

B. The evolutionarily-genetic optimization of AMMI 

It is obvious to consider the RMMI approximation 

technology (based on the biological mechanism of 

inheritance). Indeed, if the approximating pixel tones can 

be selected from OP (6), only then, this palette is equal to 

a genome, whose elements spawn any AMMI that 

represents an individual within the approximation 

algorithm. By following the above approximation 

technology steps, it is easy to conclude that AMMI-

individual, as an image, undoubtedly is determined by the 

AP structure (7) and the dividing structure OP (7) form 

sub-arrays. This spawns some clear analogies: (1) between 

the AP 𝐵𝑆
𝑎
 and chromosome, (2) between the tones 𝑏𝑠

𝑎 of 

AP and genes, (3) between pixels of OP 𝑏𝑠
0 ∈ 𝐵𝑠

𝑆0from 

subarray, replaced by the tone 𝑏𝑠
𝑎 and alleles. All these 

analogies are providing the variability base for the 

spawned (by approximation) AMMI. 

The first step of the algorithm is the creation of an 

initial population, which is the random variation of the 

chromosome alleles (pixels tones of OP within the defined 

ranges limits). This step allows creating different 

chromosomes. The individuals of the initial population are 

estimated according to the criteria from (12). The 

evaluation results are used to perform «roulette» selection 

of the population. After the mentioned selection, the 

population will change under the influence of the genetic 

operators «crossover» and «mutation», which, as a result, 

will create the new generation. The convergence of the 

proposed algorithm is attainment for the last generation. 

The described EGA modification is well studied. The 

difficulties of the EGA application for solving the 

problems of the dynamic transformation and the image 

analysis are due to the insufficient computing speed. The 

needed speed up can be achieved by significantly reducing 

the population size and the respective number of 

generations, but, as a drawback, it will sharply decrease 

the accuracy and confidence level of the computed result. 

Another drawback of EGA is the impossibility to 

estimate the nearness extreme to its optimum. This leads to 

the increase of the quantity parameters and the time 

needed to estimate the approximation quality. This 

motivates the idea to make hybridization between the 

algorithms of extreme estimation and EGA. 

C. The AMMI extreme estimation algorithm 

The developed deterministic algorithm for any 

chromosome extreme estimation is based on the genes that 

represented by natural numbers, which change only on the 

values that are divided by 1 and have no remainder in the 

result. This means that the neighborhood of the AP-

chromosome (7), as defined at the point in 𝑆𝑎-dimensional 

space, will consist of the finite number of points, whose 

coordinates will be deviated from AP tones as 1, -1 or 0. 

This procedure is illustrated in Table 1. 

The central column contains the point coordinates of 

the 8-dimensional space, for which the extreme has to be 

found. Any one-element combination in each Table 1 row, 

with the exception of the combinations of all the elements 

from the central column, gives a point coordinates in the 

neighborhood. It is easy to calculate the combinations 

number as 38 = 6561.  
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TABLE 1. THE EXAMPLE OF NEIGHBORHOOD 

STRUCTURE OF INVESTIGATED SOLUTION 

𝑏𝒾𝒿 − 1 𝑏𝒾𝒿+0 𝑏𝒾𝒿 + 1 

32 33 34 

52 53 54 

73 74 75 

98 99 100 

131 132 133 

160 161 162 

179 180 181 

204 205 206 

 

All these points have to be checked by criteria (12) 

and, in addition, all the investigated AP points are checked 

with the condition: 

Δ𝑚 (𝐵
𝑆0 , 𝐵𝑆

𝐴{𝑒±1}

) > Δ𝑚 (𝐵
𝑆0 , 𝐵𝑆

𝐴𝑒

),  (14) 

where 𝐵𝑆
𝐴𝑒

- the AP-chromosome that investigates on 

extreme, 𝐵𝑆
𝐴{𝑒±1}

 – the array of chromosomes, which are 

the nearest neighborhood of 𝐵𝑆
𝐴𝑒

. If the condition (14) is 

satisfied for all elements of array 𝐵𝑆
𝐴{𝑒±1}

, then the found 

AP solution is at least the local extreme. If there are some 

points that did not satisfy the extreme condition, then there 

is a possibility to choose a better point, and in that case, 

repeat the check. Such possibility motivated a 

deterministic algorithm creation, which seeks the real 

extreme in neighborhoods of that point. 

It is obvious that the processing time of Extreme 

Estimation Algorithm (EEA) depends on the AP size. For 

example, for 8-tone AP, it is necessary to produce 6561 

calculations of criteria (12) and check the condition (14). 

On a computer with the Intel quad 3.3 GHz processor 

these operations require ~23.85 s. But for 16-tone AP the 

number of combinations will increase to 316 = 43046721, 

which means that the processing time will be 6561 times 

longer, requiring ~44 hours. Therefore, the application of 

EEA is only reasonable for small AP sizes. At the same 

time, the algorithm is quite appropriate for STS, which 

uses small size palettes. 

In such case, it is possible to develop and use the 

Algorithm of Nearest Extreme Finding (ANEF). The 

algorithm is based on EEA, with the difference of having a 

new cycle starting condition, which will be initiated after 

finding the first AP that is better according to criteria (12) 

than the investigated one, but simultaneously it has not 

satisfied the condition (14). The stop condition ending the 

algorithm will be when the condition (14) is satisfied for 

the entire AP neighborhood. Therefore, ANEF can be also 

used as EEA. 

Figure 3 shows the protocols of the extreme AP 

searching steps for the image fragment (Figure 1, 

displayed by red rectangle) using ANEF from different 

starting positions. As a result, it takes a different number 

of steps. However, the last part of the route is the same for 

all the cases, which can be seen according to equal time to 

the nearest AP search. In addition, the final extreme check 

step takes the same time (the small difference is explained 

by the processor background activity). If the EGA stage is 

excluded and only ANEF is used as start for the so-called 

“weighted” distribution [11], [12], then the processing 

time is 148.7 s. 

However, to plan the searching strategy based only on 

ANEF is not reasonable, because even in this example, it 

is easy to notice that it depends on the starting position and 

the computing time can takes 1.5-3 minutes (as shown in 

this considered case). But, if the AP is provided with 

criteria value, for example, 415221 (Figure 3), then the 

time to find the optimum solution will decrease to ~36 s. 

 

 

 

Fig. 3. The ANEF results of the extreme AP search with different 
starting positions  

 

Therefore, the fair EGA initial setup is to provide a 

position near to extreme, and to further on apply ANEF, 

which will check for the solution significantly faster. 

For the above-mentioned reasons, it is proposed to use 

Hybrid Extreme Search Algorithm (HESA), which is 

based on sequential EGA and ANEF. The results of this 

research are described below. 

D. The optimization of HESA 

For solving the HESA problem, it is necessary to find 

such EGA parameters that can find the solution in order 

for entering the extreme area to be realized within minimal 

time. These parameters include the number of parallel runs 

of EGA 𝑥1, size of population 𝑥2 and number of 

generations 𝑥3. 
The 2 Full Factor Experiments (FFE) have been 

planned and implemented. In the first FFE, the factors 

variation was on the same low level affecting all the 

factors: 𝑥1, 𝑥2, 𝑥3 ∈ {2, 4, 6}.  The results of FFE showed 
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minimal average time (60.7 s.), when all 𝑥𝑖 factors had 

high values. The regression coefficients values were 

negative for all the linear effects 𝑏1 = −15.3; 𝑏2 = −8.3; 
𝑏3 = −11.6. 

Because the best FFE average time was too long and 

the increment observed for all the 3 factors was expected 

to give significantly better result. The second FFE was 

implemented with 𝑥1, 𝑥2, 𝑥3 ∈ {4,6, 8}. And, again, the best 

average time (47.0 s.) was obtained, when all factors have 

their maximal values. The regression coefficients give 

bigger values for the linear effects 𝑏1 = −18.1; 𝑏2 =
−17.6; 𝑏3 = −12.9. 

The best result of the second FFE is quite near to the 

maximum faster time of HAES – 23.8 s, which gives the 

basis for a new investigation – to consider the gradient 

descent effect. The best result showed that the following 

parameters 𝑥1 = 12; 𝑥2 = 12; 𝑥3 = 10, give an average 

time of 40.7 s to obtain the solution. The further EGA’s 

parameters increment increased the computational time, 

but simultaneously the output result was much nearer to 

extreme according to criteria (12). The explanation can be 

found in the EGA processing time. For example, when 

setting 𝑥1 = 16; 𝑥2 = 20; 𝑥3 = 16, the computational time 

to find the extreme becomes 544 s. 

To summarize, and in accordance with the investigated 

part of the image, see Figure 1, the most effective solution 

of the problem was achieved when applying the hybrid 

algorithm, which is based on the sequential EGA 

application, with defined parameters, and algorithm of 

nearest extreme finding. 

V. CONCLUSION AND FUTURE WORK 

The main research results are: 

1. The new developed deterministic Algorithm of 

Nearest Extreme Finding (ANEF), together with the 

extreme solution estimation showed to be highly efficient 

and, thus, it is found to be a very good tool for solving 

monochrome multitone image tones approximation 

problems. 

2. ANEF became the basis for the hybrid extreme 

search algorithm, allowing a significant increase in the 

performance of MMI TP approximation. It enabled the 

approximation bi-optimization providing the quality 

estimation with respect to the required computational time. 

3. ANEF is the NP full and thus not appropriate for 

solving the approximation problem, in case of the large TP 

size needs, which motivates future studies to investigate 

the possibilities on how to increase the ANEF 

computational performance. 
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Abstract - In this paper, the algorithm to mathematically
model fragments, which are extracted from non-linear
experimental dependencies, is developed, and represents
the key steps within the Cut-Glue approximation method.
The hybrid search algorithm is based on the classical
regression analysis, which takes into account the
polynomial structures implemented through the
combinatorial laws, and low dimensionality. In the case
when the direct search is resource-impossible, the
modified evolutionary-genetic algorithm (EGA) is applied.
The advantage of the developed algorithm is the
guarantee that the optimal polynomial structure exists
and can be found. The proposed approach carries out the
structural-parametric optimization for each of the studied
fragments to define its experimental data dependence. The
validation of the polynomial structural-optimization is
performed by applying a specially developed software
tool, which, in theory, makes possible to approximate
fragments of any dimension.

Keywords – optimization; approximation; regression
analysis; mathematical model; experimental data;
combinatorics.

I. INTRODUCTION

The technical processes occurring in real life are
essentially nonlinear and frequently governed by
unknown laws [1][2]. Therefore, their direct
mathematical modeling is a complex or impossible task,
which can be overcome by constructing the
Mathematical Models (MM) based on the experimental
data, whose input-output dependences are found to be
nonlinear [3]. The approximation of such dependencies
is a difficult problem to solve and can lead to
significant errors, thus special methods are required for
effectively solving these problems [4]-[7].

In particular, the presented method is generalized
and developed in [8][9]. It is based on the multiplicative
"excision" of the modeled dependence sections that are
sufficiently and accurately approximated with the
analytic functions applying their additive "gluing"
characteristics, which allows to have a single analytic
function as final result. This data processing approach is
called the "Cut-Glue" Approximation (CGA) [5]-[8],
and this associative term, in some other related works,
is called "multiplicative-additive approximation", as
being more mathematically oriented.

The implementation of the CGA method is based on
the successive execution of the following operations:

• Cuting out the Experimental Data (ED) array
into fragments that can be successfully approximated by
appropriate analytic functions (the fragments must have
common boundaries, so that their union gives the
original array);

• Approximation of fragments by applying the
most suitable analytical functions for their data profile
to minimize the approximation error and the complexity
of the approximation functions;

• Formation of new interval-isolated functions, as
different from the functions approximating fragments,
which are spatially separated by their coordinate
boundaries (special nonlinear multiplicative "cutting"
functions [4]-[9] are suggested);

• Assembling the cut-out interval-isolated
fragments into a single analytic function (i.e.,
implementation of the additive operation "glue"),
defining the mathematical model of the investigated
dependence.

Each CGA method operation determines the quality
of the final result. However, the error in the ED
mathematical description is, to the greatest extent,
determined by the quality of the constructed analytic
functions, which isolate the initial experimental data
[8][9] that approximates fragments. Therefore, to
minimize the approximation error, the received MM
can be considered as the key step in the CGA method.
This paper is devoted to the development of the
methodology and its approximation algorithm, with the
focus on the MM regression approximation of data
fragments applying the pseudo-linear polynomial
combinatorial model. The computed regression
polynomial is the approximation function for the
applied gene-chromosome model. In addition, the
performed computational tests are using the structural-
parametric optimization algorithms applying the
experimental data regression. The paper goal is to
define the analytical function that approximates an
arbitrary ED fragment that does not contain any
discontinuities in the defined function and its respective
derivatives. Such defined dependency function and its
structure can be varied and thus, parametrically
optimized.
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II. REPRESENTING MM REGRESSION
APPROXIMATION OF DATA FRAGMENTS BY A

PSEUDOLINEAR POLYNOMIAL

Research in the field of the problem, given in [4]-
[9], has shown that the method of execution stage
approximation fragmented ED treatment should be
functionally flexible, combining the flexibility and
structure, and analytical and structural diversity. All
these requirements are best-served by a well-proven
machine classical regression analysis (CRA), focused
on the construction of polynomial models [10]-[13].
Polynomial degree has universal design and is suitable
for both structural variations within the polynomial
members and to effectively optimize the parametric
regression coefficients by the method of least squares.
As a result, in the polynomial CRA polymer, there is
the possibility of effective structural and efficient
parametric optimization, which approximates the
models for the considered MM fragment.

Structure of Y(x) polynomial of arbitrary m-th
degree at the n-th dimension may be represented as
follows:

Y(�) = �0 + �1�1 + ⋯ + ���� + �11�12 + �12�1�2

+�13�1�3 + ⋯ + �1��1�� + �22�22

+�23�2�3 + ⋯ + �2��2�� + ⋯ + (�−1)��−1��

+ �����2 + �111�13 + �112�12�2 + ⋯
+ �11��12�� + ⋯ + �122�1�22 + ⋯ + �1���1��2

+ �222�23 + �223�22�3 + ⋯

+ �22��22�� + ⋯
+������3 + �1111�14 + �1112�13�2 + ⋯ + �111��13�� +

�1122�12�22 + �1123�12�2 �3  + ⋯   (1)

where ����… are the coefficients of the n-th and m-th
degree polynomials whose composite indices indicate
the variables that are multiplied when forming the
polynomial term (for example, �1123 is the multiplier for
the product �1 �2 �3 ); �� are the indexed independent
(input) variables of the experimental dependence being
investigated.

One of the simplest and most well-known methods
of simplifying the algorithm for finding regression
coefficients is the representation of its nonlinear terms
as additional arguments of the pseudo-linear factor
space of a new vector of variables �̃ of extended
dimension, where

∀� = 1, ������ → ��� = ��;  ����� = �� ∙ ��;  �����

= �� ∙ ��; ⋯ ����� = �� ∙ ��; ������

= �� ∙ ��; ⋯

������ = �� ∙ ��; ���� = �� ∙ ��;  ������ =
�� ∙ ��; ⋯ ������ = �� ∙ ��; ⋯, (2)

are generalized arguments of the dependency,

including the original arguments ��, and also the
pseudo arguments ��̂, which are all possible products
of the original arguments.

In this case, the nonlinear polynomial (1) takes the
form

(3)

where �fi� are the coefficients of the pseudo-polynomial
of the �̃-th dimension, �� and - coefficients of any
variant of the linear polynomial (3) describing the
modeled dependence and are calculated from the well-
known matrix formula:

�̃ = (�̃��̃)−1�̃��, (4)

where Y is the vector of values of the dependent
variable, and �̃ is the matrix of inputs to be examined,
which consists of lines �̃�, the line numbers correspond
to the number of the experiment, the column numbers
correspond to the term of the polynomial. It is worth
noting that the values of the column of conditionally
introduced variables �0̃ of the matrix �̃ are taken in
calculations to be equal to unity.

The non-linear polynomial (1) in the form of a
pseudo-linear polynomial (3) is well structured, which
makes it possible to create a convenient encoding of its
terms for computer implementation of combinatorial
variation of its structure. This makes it possible to
organize a computer search for a structurally and
parametrically optimal variant of an approximating
polynomial. The need for this is due to the fact that,
often, a complete polynomial does not guarantee the
best accuracy. This is because the properties of certain
nonlinear terms contradict the nature of the
approximated dependence. However, which members
will be able to describe the model in the best way we do
not know in advance. This is due to the peculiarities of
the curvature of the hypersurfaces approximating the
experimental data of each individual fragment.

III. COMBINATORIAL MODEL OF THE REGRESSION

POLYNOMIAL (CMRP)

Form (1) is convenient to organize the successive
shifts combinations for the nonlinear terms defined with
the polynomial power. In the program, the encoded
algorithm mapping is done for a complete multifactor
polynomial of any degree using the natural numbers.
The increasing series structure is constructed from the
indices of its polynomial coefficients and has the
following form:

0, 1, … , �, 11, 12, … , 1�, 22, 23, … , 2�, … , 33, 34, …
3�, … , ��, … 111, 112, … , 11�, … , 122,

123, … ,12�, … , 222, 223, … , 22�, … , ���, 1111, …
111n, … (5)

The combinatorial analysis of the polynomial
structure (5) shows that the number of its variants is
determined by the number of combinations of the
polynomial terms indices for the variables included in
the formula. Consequently, the determination of the
structural variants number can be performed using the
well-known combinatorial formula:

(6)

where n is the number of independent variables of
the polynomial and k is the order of the power
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polynomial. If the value of turns out to be
acceptable for calculating all polynomial variants of
the selected order within a reasonable time, then the
structure-parametric search can be performed by a
deterministic algorithm.

Since the algorithm for enumerating all possible
combinations of a polynomial is NP, then for the
unrealizable value (5) it becomes necessary to use
heuristic algorithms for solving this type of problem.
In this paper, we use the evolutionary-genetic
algorithm (EGA), which is developed as a tool for
searching the polynomial terms variation. To find an
effective solution, the EGA paradigm is considered in
this work, which implies the development of the
convenient gene chromosome model for this object-
oriented algorithm.

IV. POLYNOMIAL APPROXIMATION FUNCTION FOR

GENE-CHROMOSOME MODEL

The essence and originality of the proposed model
consists of 2 chromosomes with variable polynomial
structure. The main chromosome of the polynomial
(meaningful) is given by the sequence of terms of the
complete polynomial of the m-th power, ordered by
the mnemonic rule (1).

�ℎ=(�ℎ1, �ℎ2, ⋯ , �ℎ�) (7)

where N is the number of terms of a complete
polynomial of dimension n and of order m.

These terms �ℎ� ( � = 1, ������) form the genome of
the main chromosome. The binary model is based on
the auxiliary (structural) chromosome that forms the
structure of the polynomial; its genome is given by a
deuce (0, 1). The description of the structure of the
polynomial is made by way, where "1" on the next
line of the line means using the corresponding
polynomial term in the final structure obtained by the
merging of the chromosomes. The presence of "0" at
some position means the exclusion of this term - the
gene of the main chromosome, from the finite
structure of the polynomial. In the algorithm, this
means that the regression coefficient is considered
zero and is not calculated. Thus, the structural
chromosome has the form:

� = (�1, �2, ⋯ , �� ), �� ∈ (0,1) (8)

With such gene-chromosome scheme for the
formation and inheritance of the properties of a
polynomial, the mathematical model for the transfer of
genetic information from generation to generation is
built on a multiplicative basis, and is given by the
expression of the following form:

� = �ℎ ∙ �� (9)

An obligatory condition for such a coding is strict
observance of the correspondence between the position
of the term in the formula and its structure proposed by
the expression (1).

V. SEARCH ALGORITHM FOR OPTIMIZING A
POLYNOMIAL APPROXIMATING FUNCTION

The proposed modification of the EGA, like its
classic prototype, involves the use of crossing-over
operator, mutation and selection. Moreover, the
structural chromosome of EGA is used as the
transformed chromosome.

The structure of the adjusting parameters of the
EGA includes the number of populations, the
population size in one generation, the probability of
crossing-over and the likelihood of a mutation. At the
first stage of the EGA, the initial population is formed,
when the mutation operator (Fig. 1a) and single-point
crossover are applied to it (Fig. 1b). Further, with the
help of the selection operator for each individual
received, a decision is made whether to include it or not
to include it in the next generation of EGA.

a) b)
Figure 1. Illustration of mutation (a) and crossover (b) operators

execution.

The binary chromosomes obtained with the help of
crossing-over and mutation operators, which carry the
structures information are formulated according to
formula (9), where the individuals are defined as the
EGA-variants of polynomials.

For selecting the next generation individuals, those
already formed, with the repeated polynomial structure,
are eliminated with the aid of the EGA. As a result,
only the unexplored individuals are passing into the
next generation.

The algorithm for calculating the coefficients of
linear regression uses the specially developed software.

For the resulting regression equation, the value of
the simulated dependence is calculated for the
corresponding experimental points, together with the
error of the approximating polynomial at each
calculated point.

VI. STRUCTURAL-PARAMETRIC OPTIMIZATION
ALGORITHMS FOR THE EXPERIMENTAL DATA

REGRESSION DESCRIPTION

To obtain the variant, which represents the most
accurate sampled data description, the calculated results
are ranked in descending accuracy order. Therefore, the
first output is the parametric optimum of the problem
being solved.

However, there are many results that often satisfy
the permissible approximation error. For example, the
calculation of all structural variants of a polynomial of
order 4 over an array of m22 defined from 20
experimental data (see Figure 2) leads, according to (5),
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Figure 2. The data array of the investigated dependence.

to the receipt of 77,811 solutions. At the same time,
from this total number of variants of the polynomial (4),
only a few fall under the chosen error limit. Therefore,
this is quite accessible for sorting and deciding on the
best structural choice by using a conventional PC.

In a particular case, a complete search of all
investigated dependence variants is an acceptable
approach for identifying the optimal terms combination
of the describing polynomial. However, in the case
when investigating the large multidimensional
dependencies, a full search due to NP-completeness
becomes an unsolvable problem. Therefore, it is
proposed to solve it with EGA, which performs the
suboptimal structure search of the describing
polynomial in an acceptable time. However, it cannot
guarantee the finding of the optimal polynomial
structure.

In this paper, the set of polynomial variants for the 2
approaches is presented, which is characterized both by
errors and by structural-parametric estimates of the
complexity of the description. For such estimates,
different polynomial parameters are considered, such as
its order, the total number of its terms, and so on. The
regularization of this, largely informal, task is not
considered here. The possibilities of this approach are
well traced in the example below.

VII. AN EXAMPLE OF APPLYING THE PROPOSED
METHODS IN THE FRAGMENTS APPROXIMATION

OPTIMIZATION.

As an example of the proposed approximation
approach, the m22 matrix is examined (see Figure 2),
and is defined as a fragment of an experimental data
array obtained when describing the dependence of the

aerodynamic moment values of an airship with the
velocity v and the angle of its roll α taken from [5][6].

At the first stage, the investigated dependence
(fragment) is described with the help of a complete 4th

order polynomial. Using the classical regression
analysis, the coefficients of the polynomial are
calculated, from which, by using the obtained
coefficients, the analytical estimates of the investigated
fragment experimental values for the matrix are found.
On the basis of this analytical data and the available
experimental data, the regression estimate errors with
the greatest relative error for the experimental values
are calculated. If the describing relationship accuracy of
the complete n-order polynomial is insufficient, the
dependence is further investigated by looking through
all possible variants of the n-th order polynomial in
order to identify the optimal combination of polynomial
terms, as well as with EGA.

The total number of variants of polynomial (4) is
21,209, which fulfill the 5% approximation error. The
study of the dependence by means of EGA is using the
following parameters structure:

Number of individuals in the population = 100
Number of generations = 100
The probability of crossing-over = 60%
Probability of mutation = 30%
Selected approximation error of 5%, for which there

are 1059 variants.
When studying the structure by means of the 2

presented methods, it was noted that the data
description by the complete 4-order polynomial has the
maximum absolute error value of ~ 291.43, and relative
error value of ~ 0.0573 (5.73%), which did not fall
within the set error limit.

Among the selected variants, the correlation
between the complexity of the structure of a polynomial
and the approximation accuracy is provided.

In the columns of Table I and Table II, the members
of the complete 4th order polynomial appearing in (4)
with the corresponding code indicated in the upper line
are represented. Their absence is indicated by the
symbol "-". The last 2 columns give the maximum
estimates for the approximated absolute and relative
errors, showing the approximation accuracy for the
polynomial variants.

TABLE I. POLYNOMIAL STRUCTURE RESULTS BY MEANS OF EGA

0 1 2 11 12 22 111 112 122 222 1111 1112 1122 1222 2222 Max absolute error

Relative

error

0 1 2 11 12 22 111 -- -- -- 1111 1112 1122 -- -- 47,93095 0,0196

0 1 2 11 12 22 -- -- -- 222 -- -- -- -- -- 173,10336 0,02196

0 1 2 11 12 22 -- -- -- 222 -- -- 1122 -- -- 178,19125 0,0226

0 1 2 11 12 22 -- -- 122 222 -- 1112 -- -- -- 57,50005 0,02486
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TABLE II. POLYNOMIAL STRUCTURE RESULTS BY MEANS OF A COMPLETE COMBINATORIAL SEARCH FOR ALL VARIANTS

0 1 2 11 12 22 111 112 122 222 1111 1112 1122 1222 2222

Max
absolute

error

Relative

error

0 1 2 11 12 22 111 112 -- 222 1111 1112 1122 -- -- 25,32678 0,0103

0 1 2 11 12 22 111 112 -- 222 -- 1112 1122 -- -- 25,53261 0,0104

0 1 2 11 12 22 111 -- 122 222 1111 1112 1122 -- -- 26,89585 0,011

0 1 2 11 12 22 111 -- 122 222 -- 1112 1122 -- -- 27,10168 0,0110

Among all the options presented in Table 1, the top
row can be considered as optimum, because it has the
smallest error. However, despite the fact that the second
combination has a large error of about 2%, its structure
is more economical than the structure of the first, third
and fourth rows. Its combination is the structurally
optimal polynomial variant for investigating m22
dependence (see Figure 2).

In Table 2, the first line represents the best
polynomial combination found by means of EGA,
which can be considered as an absolute structural
parametric optimum, since it has the smallest error for
all orders. The second combination has more than 100%
greater error and has a more economical structure than
the first, but less precise for the data approximation.

For comparing the results of the developed methods,
it is worth noting that the results obtained with EGA are
not inferior in accuracy to the results obtained by a full
search. However, the amount of time that was spent to
study the same data structure, in the EGA case is 9 sec,
significantly reduce the time of a full search to 65
seconds.

VII. CONCLUSION

This study has shown that the use of different
criteria for estimating the accuracy of constructing the
regression equation (MNC) and for estimating the
accuracy of the mathematical description of data leads
to a significant ambiguity between structural
complexity and error, which opens the possibility for
investigating the solution based on the structural
parametric optimization of the created experimental
data mathematical model.

The developed algorithm and its respective software
implementation make this approach efficient to find the
structure and parameters of the suboptimal polynomial
variant for the investigated dependence fragment.

It is well known that, when the dimension and the
order of the complete polynomial are sufficiently small,
the search for all its possible variations is feasible.
However, when the dependence dimension and
approximation polynomial order increase, finding its
best structure by direct selection is not possible, since it
is NP-complete. Thus, this identified complexity fully
justifies the proposed EGA application in order to make
it solvable.
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Abstract—In this paper, we study the optimal design of diffuser
and matching magnetic lens in high-energy proton
radiography. The constraints related to the limitation of
overall length, maximum magnetic lens intensities, cross-
sectional size of magnetic lens and the size of object are all
addressed using the genetic algorithm. The parameters of the
diffuser and the matching lens are obtained to be suitable for
the proton beam of 20 GeV. The Monte Carlo code Geant4 is
applied to verify the diffuser performance and to improve it.

Keywords-proton radiography; multiple Coulomb scattering;
diffuser; matching lens.

I. INTRODUCTION

Compared to X-ray, high-energy protons perform better
as a radiographic probe for dense objects in hydrotest
experiments because of their extremely penetrating power
[1]. The three most important effects on the protons as they
go through an object are absorption, Multiple Coulomb
Scattering (MCS), and energy loss. The MCS effect will
seriously blur the radiographic image of the object. To
suppress this kind of blurring, a magnetic structure called
Zumbro lens was developed by Mottershead and Zumbro [2].

The protons that are not scattered or absorbed in the
object emerge from the object with a reduced energy spread
due to collision with atomic electrons. The energy spread,
together with chromatic aberration in the lens, causes image
blurring. Chromatic aberrations in the magnetic lens can be
minimized by making the lens system as short as possible
and by using an illuminating beam with a special correlation
between transverse position and angle. The protons must
have an “angle-position correlation”, which means that the
angle of the illuminating rays is a linear function of the
distance from the axis, as if it comes from a (virtual) point
source a distance upstream of the entry plane of the lens.
Before entering the imaging lens that forms the radiographic
images, the proton beam passes through a thin tantalum sheet,
which spreads the beam so it can illuminate the entire test
object. The beam passes through a set of quadrupole
electromagnets that gives the protons the angle-position
correlation. The matching lens may give the protons the
necessary correlation [3].

To the best of our knowledge, there is no report on how
to design both the diffuser and the matching lens. Some
references [4-6] focus on optimal design of Zumbro lens
(downstream of matching lens). These designs are mainly
based on an analytic method with thin-lens approximation.

With all constraints such as Fourier points and Field-of-
View (FOV) [4], the allowed parameter sets can produce the
inverting identity (-I) magnetic optics. Beam physics
packages such as MARTLIE [5] and COSY [6] are
employed to compute the chromatics for each parameter set.
Regarding the design of the diffuser and the matching lens,
several constraints such as the position-angle correlation
required by Zumbro lens, FOV size and drifting length are
limiting the searching of best solutions with less chromatic
aberration. This kind of chromatic aberration is produced
when the proton attenuates the diffuser. So, the design of
both the diffuser and the matching lens is expected to be a
multi-objective optimization with many constraints.
Therefore, we employ genetic algorithm (GA) as the
optimization method because it is recognized as the best
globally well-adapted optimization algorithm [7]. The
Monte Carlo code Geant4 is applied to verify the diffuser
performance [8].

This paper is organized as follows. The principles of the
diffuser and the matching lens are presented in Section II. In
Section III, the numerical results are obtained with the GA.
Finally, the conclusion is given in Section IV.

II. PRINCIPLES OF DIFFUSER AND MATCHING LENS

The designed matching lens should have two functions.
The first function is to provide proton beam with the desired
angle-position correlation at the object plane. The second
function is to expand the beam size to fully illuminate the
object. In addition, the design should consider the upstream
diffuser. The diffuser works together with the matching
lens. Once the lens is designed, the thickness of the diffuser
is obtained. To get a lower chromatic aberration, a thinner
diffuser should be used. However, if the diffuser is too thin,
it may not provide the required position-angle correlation
for the matching lens. Therefore, the diffuser thickness
should also be taken into the matching lens optimization.

The transfer of a proton in matching lens of x plane has
the form:
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Here, A is the amplification factor of matching lens; w is the
required correlation at the object plane; w0 is the correlation
when the proton is at the entrance of the matching section;
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diffusrϕ represents all deviations from the correlation line due

to both MCS in the diffuser and non-zero emittance in the
illuminating beam; M is the x plane transfer matrix of the
matching lens. The value of w0 is not only involved in the
matching lens, but it also closely relates to the diffuser.

Compared to the distance from matching lens to the
diffuser, the beam size is small. The proton beam is
approximated as a point source. Therefore, w0 equals to the
reciprocal of the draft from the diffuser to the matching lens
D1. Then, w0 is expected to have a positive correlation with
the diffuser thickness:

diffusr
1

0
1 T

D
w ∝=                         (2) 

To decrease the chromatic aberration caused by the
diffuser, a thin diffuser should be used. However, it results in
a large distance between the matching lens and the diffuser.
Therefore, apart from the correlation and amplification, a
reasonable value of w0 should be carefully selected in the
optimization of the matching lens.

If the diffusrϕ is close to zero, then (1) can be expressed as
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The equation for y plane is similar to (3). If w is positive
in the x plane, it is equal in magnitude and negative in the y
plane. Equation (3) acts as the constraints in the
optimization.

The design of the diffuser and matching lens is expected
to be a multi-objective optimization. The traditional method
is based on thin-lens approximation. It takes the size of field
of view (FOV) as a posterior limitation on the parameters.
However, this may not provide the best solution. The
constraints should be taken as object functions to guarantee a
reasonable result. The GA is recognized as the best globally
well-adapted optimization algorithm and this is why we
decided to use it in our approach.

III. OPTIMIZATION FOR PROTON RADIOGRAPHY

The basic structure of both the diffuser and the matching
lens can be found in Figure 1 (trajectories are simulated by
Geant4 code [8]). The matching lens consists of three
quadrupoles combined with four drifts. The proton beam
starts from the right side and it is scattered by a diffuser.
Then, the beam with angular divergence drifts (with length
of D1) to the matching lens with position X0 and direction
vector w0*X0 in x-axis. When the proton transport to the end
of matching lens has position A*X0 and direction vector
A*w0*X0 in x-axis, then the beam will cover the object.

The goal of the optimization is to obtain a higher
amplification factor of the matching lens. The parameters to
optimize are drifts: D1, D2, D3, D4, the magnetic lens
thicknesses: T1, T2, T3 , magnetic lens strength G1, G2, G3 and
diffuser thickness. The constraints are related to the

limitations of overall length, maximum magnetic lens
intensities, cross-sectional size of magnetic lens and the size
of object. Because w0 can be calculated by drift length D1,
the domain of w0 is set to be from 0.1 to 0.13 to ensure an
available drift length. The GA is employed to obtain a
matching lens with larger amplification.

Figure 1. Simulated proton trajectories in matching lens.

All the constraints can be written as:
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in which the Rquadrupoles and Rdrift_tube are the inner radius of
quadrupoles and drift tubes, Xpos is the proton position value
on the designed trajectories. This constraint means the
proton should not bombard the magnet. The RFOV is a
function of A and diffuser thickness.

The matching lens should provide the proton beam with
the necessary correlation for Zumrbo lens, which means the
vaule of w in (3) is fixed. With constraints shown in (3) and
(4), the object is to minimize the difference between the
obtained w and the desired Zumbro lens. All the constraints
could be written as a penalty term which is part of the object
fuction. The contribution of each constraint can not be
expressed by a formula. Therefore the optimizer may use
intelligent optimization algorithms.

For the proton beam of 20 GeV , we use GA and found
the best results are obtained when: the drifts D1=7.95m,
D2=0.70m, D3=1.90m, D4=2.00m; the magnet length
T1=5.72m, T2= 6.17m, T3=2.65m; the field gradient
G1=1.00T·m-1, G2=9.93 T·m-1, G3=8.79T·m-1; diffuser
thickness Tdiffuser= 1.50mm.

Two issues should be noted for the parameters. (2) is
obtained by using the assumption which the initial beam
comes from a point source. Therefore, 1/w0 is just an initial
value of D1. Geant4 is employed to obtain the exact value of
D1 by repetition simulations. The secondary issue is relevant
to the thickness of the diffuser.
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If the parameters of the required proton beam are
obtained, the diffuser thickness can be calculated. To use the
proton beam efficiently, the proton intensity at the center of
illuminating beam should be higher than that at the edge of
FOV. The root mean square (RMS) angular deviation θ0

induced by the expected diffuser can be calculated by:

( ) ( )[ ]0ln2

2
2
0

2
0diffusr

II θ

θ
ϕθϕ
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=+=              (4) 

where
0ϕ is the angular deviation of the beam generated by

the accelerator. θ0 is the MCS angle given approximately by

X
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pc
diffusr
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MeV1.14

β
θ ≈                         (5) 

Here, p is the beam momentum, cv /=β where v is the beam

velocity and c is the speed of light, and X is the radiation
length for the material of the diffuser.

Combining (4) with (5), the thickness of tantalum
diffuser can be obtained.

Figure 2. The angle-positon correlations at object plane.

Figure 3. The planar distribution and cross-sectional distribution profile at
the object plane.

The designed diffuser, matching lens and Zumbro lens
were assembled as a whole system and simulated by Geant4.
The obtained angle-position correlations for both x and y
planes at the object plane are given in Figure 2. The
simulated correlations coincide with the design. The
simulation also shows that over 95% of protons can pass
through this whole system, and finally reach the detector.

Figure 3 shows the beam distribution at the object
plane. The result shows that the proton flux at the edge of
FOV is about 20% of the maximum value. The beam
distribution is also consistent with our design. Both the
diffuser and the matching lens work as expected.

IV. CONCLUSIONS

The diffuser and matching lens are key components in
high-energy proton radiography. In order to minimize
chromatic aberration, the optimal design of the diffuser and
matching lens should provide the proton beam with the
necessary correlation for Zumrbo lens imaging system. The
domains of parameters, magnification, target size and the
thickness of diffuser are all considered by the genetic
algorithm. The parameters of diffuser and matching lens are
obtained for the proton beam of 20 GeV. The beam
distribution is consistent with our design by use of the Monte
Carlo code Geant4. Thus, the study is beneficial for the
design of the magnetic lens in high-energy proton
radiography.
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Abstract—Sorting is a crucial process for managing data and it
is used in many scientific fields. This paper presents a learning
interactive tool that helps students to efficiently understand the
concepts, design, and techniques of sorting algorithms. We devel-
oped a user-friendly Web application, based on some multi-media
elements such as graphics interchange format, to describe the
working process of different sorting algorithms in a simulation-
based way. Six common sorting algorithms that include Bubble
sort, Quick sort, Merge sort, Radix sort, Insertion sort, and
Selection sort were implemented, analyzed, and demonstrated in
this application. Our application simplifies the learning process
of algorithms by giving the user an interactive and animated way
for analyzing and understanding the design of sorting algorithms
in a detailed manner. Based on a conducted study, the results
of using our tool demonstrated an average improvement of
40% in the grades of students in the course “Introduction to
Algorithms” compared with the students, who did not use this tool
in two previous semesters. The tool also increased the students’
motivation and willingness to take this course.

Keywords–Algorithm visualization; Performance analysis; E-
Learning; Sorting algorithms; Simulation tools.

I. INTRODUCTION

In mathematics and computer science, an algorithm is a
step-by-step set of operations to be performed on specific
input(s) to achieve specific output(s). Algorithms preform
calculations, data processing, (and/or) automated reasoning
tasks.

Due to the massive growth of modern learning methods, it
has become easier to simplify the difficulty and complexity of
computer operations related to algorithms, where the ability
to view items visually is available in the modern software.
The visual explanation of algorithms speeds up the process of
understanding certain things that might need to be explained
in detail. Different previous studies conducted in the teaching
methods field argue that some students in Computer Science
face difficulties understanding the abstract concepts of pro-
gramming [1][2].

In this work, we came up with an idea of designing an edu-
cational application that provides visual elements and detailed
explanation for six different sorting algorithms commonly
used in computer science. The application offers a suitable
environment for users (students and instructors) interested in
the sorting algorithms field and an ability to simplify the
learning process of how these algorithms actually work. Our
application provides an interactive way for face to face and
distance learning, detailed visual representation and simulation
about the covered algorithms, convenient and friendly user

interface, and easy way to electronically update the material
of the course.

The main motivation of this work lies in the following
points:

• Instructors need to have an interactive tool to deliver
information to students of higher educational levels.

• Students need, rather than traditional books whether
they are paper or electronic, an interactive system,
which allows them to interact with the material so
as to achieve the educational goal and makes learning
interesting and exciting.

• The algorithm courses are based on experimental
visual explanation. This fact makes the usage of
visible elements and tools for delivering information
a necessity.

• Sorting algorithms are based on different design
paradigms and techniques. It is important to develop a
tool that can visually depict the similarities and differ-
ences between these techniques in order to understand
the drawbacks of using one algorithm over the other.

Figure 1 shows the main components of the proposed tool.
This paper is organized as follows. Section 2 discusses

the related work. Section 3 describes the methodology and
implementation. Section 4 presents our results and finding.
Finally, Section 5 concludes our contributions and mentions
directions for the future work.

II. RELATED WORK

Different Web applications [3]-[4] perform a visual way
to simulate the process of sorting inputs in sorting algorithms.
They provide an interactive environment to improve the ability
to deliver information. The user can interact with the Web
page to see how the algorithm works and how the process of
sorting is virtually done. ALGAE [5] allows C++ or Java code
to produce a simulated version of that code. Marcelino et al.
[6] developed a tool that can be used to support initial stages of
programming learning using a procedural approach. Krushkov
et al. [7] provides a tutoring system for programming. Some
of these applications only cover numeric values and ignore
the other types of data. In our application, we simplified the
design to improve users interaction with the application and
developed an easy to use application with explanation about
every algorithm.

Some other applications focused on analyzing how some
of the most popular sorting algorithms work [8] [9]. These
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Figure 1. Components of the developed tool

applications provide two standpoints to look at algorithms:
one is artistic, and the other is more analytical aiming to
explain algorithms step by step. In contrast, our tool focuses
on explaining how sorting algorithms work from a learning
point of view.

In terms of teaching, Tuparov et al. [10] [11] developed and
used an interactive simulation-based Learning Objects in an
introductory course of programming focusing on sorting algo-
rithms. Their study showed an increase in students’ willingness
and understanding. However, the main drawback of this work
was the limited number of sorting algorithms, which were cov-
ered. TRAKLA2 [12] is a framework, which was developed for
building interactive algorithm simulation exercises. Exercises
constructed in TRAKLA2 are viewed as learning objects in
which students manipulate conceptual visualizations of data
structures in order to simulate the working of given algorithms.
Grivokostopoulou et al. [13] presented an educational system
that assists students in learning and tutors in teaching search
algorithms. Automatic assessment was achieved in four stages,
which constitute a general assessment framework. On the con-
trary, our tool focuses and covers a sufficient variety of sorting
algorithms implemented via different design techniques.

On the other hand, Hundhausen et al. [14] presented a
systematic meta-study of 24 experimental studies to examine
the effectiveness of algorithm visualization in education. Their
most significant finding was that how students use algorithm
visualization technology has a greater impact on effectiveness
than what algorithm visualization technology shows them. We
worked on this finding in our tool by showing students how to
use the tool efficiently to gain the most outcome. More details
about the use of our tool are given later in the paper.

As can be obtained from the aforementioned discussion,
our tool provides a sufficient variety of sorting algorithms,
which covers both comparison and non-comparison based
algorithms. In contrast, most of the current tools discuss
comparison-based sorting algorithms only, especially when the

tool is related to an introductory algorithms course. Moreover,
our tool provides an easy interactive way, which motivates
students and users to become more engaged with the topic of
sorting algorithms.

There are other tools and applications that have been
developed and used in the context of algorithms. However,
we tried to focus on the most recent and relevant researches.

III. METHODOLOGY AND IMPLEMENTATION

Because of the importance of design in any Web ap-
plication, we tried to create an attractive and flexible in-
terface that provides a convenient way of interaction for
students/instructors. In other words, user can easily access our
application and choose the type of sorting he/she wants to
explore. Our system responds by giving the user an animated
way to learn how the chosen algorithm sorts the input data,
while displaying the algorithm’s pseudo-code and observing
the current variable values.

In our application, we used Hyper Text Markup Langaue
(HTML), Cascade Style Sheet (CSS) and Java-script to design
the front-end environment, while using Personal Home Page
(PHP) for implementing the back-end functions and methods.
For animation, we used the canvas library for the process of
moving objects on the screen, then we added the correspond-
ing algorithms to the animation code to create a simulation
environment.

A. User Interface
The home page of our tool is divided into separate frames

reachable easily by the user. By clicking on the “ALGO-
RITHMS” tab, the algorithms page, shown in Figure 2, will
be displayed. This page consists of six different algorithms.

Each sorting algorithm page has an explanation paragraph
that gives the user an overview of the algorithm. We also
inserted a graphic multimedia element, as shown in Figure
3 to give the user a visual explanation about the algorithm. At
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Figure 2. Sorting algorithms main page

the bottom of each page, we created a link, which transfers
the user to the animation page.

For animation, we designed attractive simulation pages for
each implemented algorithm. From a technical point of view,
user can insert his own values or try the random numeric values
given by the tool. After inserting the values and clicking on
the sort button, the tool will start sorting the values according
to the chosen algorithm. The tool gives the user a code tracker
(pseudo-code) to make the process of understanding more
efficient, while displaying the current variables values. The
pseudo-code also describes the design paradigm used.

Figure 4 demonstrates the simulation process of the Quick
sort algorithm. Each color assigned to the displayed bars has
its own meaning depending on the used algorithm, and this
is thoroughly explained in every algorithm page. The same
animation format was used in all comparison-based sorting
algorithms, demonstrated in our tool, that include bubble sort,
selection sort, insertion sort, and merge sort. However, we
developed another animation format for the non-comparison
Radix sort algorithm, as shown in Figure 5. We included
this type of sorting to help instructors explain the difference
between comparison-based and non-comparison based sorting
algorithms to their students more attractively.

The tool also has an input/output page that can track a flat
file containing unsorted data. The tool returns the values sorted.
This page can track any value type (numeric, character, string,
etc.) and produce a file with sorted data. The output file can
be downloaded to the local directory of the users computer.

New algorithms can easily be added to our learning tool,
as the simulation environment has already been developed. We
first need to modify the home page to add the corresponding
new algorithm. Second, we need to add a graphic multimedia
element page to give the user a visual explanation about
the new algorithm. For animation, we just need to add the
corresponding algorithm to the existing animation code.

B. A study for observing the efficiency of the tool
Our tool consists of the most popular algorithms: Bubble

sort, Selection sort, Merge sort, Radix sort, Quick sort, and
Insertion sort. A study was conducted in the undergraduate
course “Introduction to Algorithms” in the college of Infor-
mation Technology at the Hashemite University in Jordan on
a sample of 100 students. This sample includes students in
their second, third, and fourth academic year. The students
of our sample also have different high school background,
where two high school sections (1- Science 2- Information
Technology) were considered. This variety in our sample
ensures the correctness and accuracy of our findings. The
main idea of this study was to compare the average grades of
these students with the grades of students from two previous
semesters, in which this tool was not available. We compared
the results with two previous semesters, rather than one, to
increase the accuracy and reliability of our study. The tool
was available to students for self-learning and was also used
during the face to face lectures and office hours. The instructor
demonstrated the simulation with different input data to show
students how to obtain the best case, average case, and worst
case of each algorithm, while explaining the changes of colors
and values of variables.

IV. RESULTS

Our observations through the conducted study performed in
the “Introduction to Algorithms” course demonstrated promis-
ing results. The use of our simulation-based tool as an al-
ternative to the traditional way of explaining algorithms was
really efficient and reliable. First of all, the students were
impressed by the use of the interactive tool. The element
that was the most interesting to them was the ability to
observe the behavior of every algorithm, while changing the
input data. The students had the chance to understand the
impact of input data on the complexity of algorithms. The
students also managed to implement the pseudo-code of these
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Figure 3. Quick Sorting multimedia page

Figure 4. Quick Sorting animation page

algorithms more easily using different programming languages
such as java or C++. The simulations of algorithms also helped
the students to understand the different design paradigms
used to implement the covered algorithms and how they can
be adopted to implement other algorithms. The percentage
of students participating in the discussions during lectures
significantly increased compared with the previous semesters,
in which the simulation-based tool was not used.

Furthermore, the grades of the current students were

significantly better than the students who took the course
previously without using the tool. The results demonstrate an
average improvement of 40% in the grades of students in the
exam covering the sorting topic in the course “Introduction
to Algorithms” compared with the students who did not use
this tool in two previous semesters. More students are also
interested in taking this course in the summer semester based
on the observations from the initial registration period.

At the end of next semester, we plan to conduct a survey,
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Figure 5. Radix Sorting animation page

directed to students, to have a better idea about using the
simulation-based tool in teaching. This shall be an important
step to get students’ feedback about how to improve the tool
and if it is useful to simulate other algorithms that solve
different problems.

V. CONCLUSIONS AND FUTURE WORK

The application proposed in this paper was designed as a
learning tool that can be used by instructors/students to facil-
itate the process of teaching sorting algorithms. The tool pro-
vides an interactive environment and meets the requirements of
modern learning. The tool has an animated explanation for the
process of sorting via different sorting algorithms that vary in
terms of usage, design technique, best/worst case running time
complexity, and concept. The tool is compatible with different
browsers and can handle different input data types. Last but
not least, the tool demonstrated promising results based on a
conducted study performed on a sufficient sample of students.

Path forward, we plan to simulate the working process of
other algorithms depending on a survey that will be conducted
soon. We also think that making this tool available on mobile
phones will improve learning.
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Abstract—If Modbus devices are to be connected on to the
same communication infrastructure, each device must be
powered up individually and manually given a unique ID.
This can be a time-consuming and laborious process if the
system has a plurality of devices. This paper presents the
architecture, implementation and testing information of
Modbus-A, an architecture that allows the master device on
a communication infrastructure to autonomously set the IDs
of live devices, which are already connected to the bus.
Furthermore, the concept is validated using a software
simulator as well as using a hardware prototype.

Keywords— Modbus; Modbus-A; autonomous Modbus ID
allocation.

I. INTRODUCTION

Modbus [1] is a single master multiple slave protocol.
As per the specification, the master should be connected
to the slaves in a daisy chain topology, as shown in Figure
1. The slave devices will have unique slave IDs, using
which the master will address them during
communication.

To get information from a slave or to set a parameter
on the slave, the master sends a message with the slave ID
through the daisy chain. As an example, if the master
sends a message with the ID=3, the slaves with ID1 and
ID2 will ignore the message and forward it down the
chain. When the slave with its ID set as 3 receives the
message, it will process the instruction and send a
response message through the chain back to the master.
However by default, Modbus devices out of the box
typically will have an ID of 1. So, one would not be able
to connect devices out of the box into a daisy chain

topology as there will be multiple devices with the same
slave ID of 1, as shown in Figure 2.

Under such a situation, the devices will have to be
disconnected, powered up individually and given unique
slave IDs individually before connecting them into the
daisy chain. This can be a time consuming and difficult
process when there are a wide number of devices. It is
even harder in situations where the devices are already
installed and needs reconfiguration.

This paper will present Modbus_A architecture along
with the implementation and test result of our patent
pending (GB2017008577) concept that will enable
automatic reconfiguration of slave IDs of devices which
are already in a daisy chain.

This paper is organised as follows. Section II presents
related work on Modbus communication followed by the
architecture and functionality of Modbus-A in Section III.
Section IV presents information on software simulation
conducted and its results. Section V then presents the
hardware implementation followed by conclusion as
Section VI.

II. RELATED WORK

Modbus is a protocol widely used in industrial devices
like inverters, sensors and control systems. As previously
mentioned, every message from the Modbus master will
have a slave ID in it to designate the intended recipient of
the message.

Followed by the slave ID, the master will send a
function code specifying the requested operation followed

Figure 1. Normal multi slave operation

Figure 2. Configuration out of the box
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by some data (if required) and error check code. The
frame format of a Modbus message is shown in Figure 3.

Though every slave in the system will receive each
message, only the slave with the same address (ID) as in
the message will accept the message while the other
slaves ignore it. On reception of the message, the slave
will do the requested operation and respond with a
message back to the master containing its slave ID as a
confirmation. If the master fails to receive a confirmation
message, the master will retransmit the message as the
pervious message is assumed to be lost [2]. So, it is
critical that the slaves have unique Modbus IDs lest
multiple slaves will attempt to reply to the master’s
message simultaneously thereby failing the protocol.
Since the devices typically will have a Modbus ID of 1
out of the box, there will be duplication of IDs on the bus
if there are multiple devices.

In such a situation, each must be powered up
separately and given a unique Modbus ID before
connecting them to a common communication medium.
The difficulty of setting the ID will increase with the
number of devices and the location of its deployment.

Naismith et. al. [3] present a concept where the
master device polls through all the possible address in the
network on start-up. This enables detection of devices on
the network if all of them have unique Modbus IDs.
However, this is a time-consuming process and would not
work if there are devices with same Modbus IDs.

Liang et. al. [4] present a concept that will enable
reconfiguration of slave IDs when there are ID conflicts.
The system employed slaves with unique identification
numbers in them. In case of devices with conflicting
Modbus IDs, the master requests the conflicting slaves to
send their unique identification number to the master
within a certain pre-set interval like in Ethernet [5]. The
slaves then will attempt to send their ID back after a
random waiting period so that the IDs are received at the
master reliably. In case the IDs are not received by the
master, the same process will be re-initiated several times
until the identification numbers of all the slaves are
received. Once the identification numbers of the slaves are
received successfully by the master, the master will then
send configuration messages to set Modbus ID of each
slave referring to it by its identification number. Since the
technique relies on each slave having its own unique
identification number, there could be difficulty in
adopting this as a universal standard as use of different
types of devices or devices from different manufactures
can result in duplication of identification numbers on the
network. Furthermore, in a system with many slaves, the
master will have to send multiple retransmission messages
to the slaves; and the slaves will have to attempt to
respond with its identification number multiple times per
message from the master for a successful transmission.
So, the configuration time will increase significantly with

the number of devices on the communication
infrastructure.

A similar concept is presented in [6] where the master
initially will send a broadcast message to retrieve Modbus
IDs of all the devices on the network. This technique also
involves the use of a unique identification number in the
slave to enable communication to devices with same
Modbus slave IDs.

In case of ID conflicts, the master will request the
slaves with conflict to send their Modbus IDs combined
with their unique identifier thereby formulating a total ID.
To prevent conflicts of reply messages, each slave will
delay the message back to the master for a time period
proportional to its total ID. Due to the use of unique
identifiers on the slaves, this technique could also suffer
from the limitations as with [4] as discussed previously. A
similar approach is seen in [7] where the slaves are
identified using unique identifiers and communication is
possible either using Modbus or TCP (Transmission
Control Protocol).

On the contrary, Lloyd [8] presents a concept that
enables slave devices to send unsolicited messages to the
master requesting identification/configuration. Successful
transmission of the message is ensured by using principles
used in Ethernet like Address Resolution Protocol [9] and
Dynamic Host Configuration Protocol [10]. On receipt of
the message, the master is able to allocate ID to the
device. This technique is thus able to resolve ID conflicts
by using complex logic on the slaves which enables
unsolicited messages transmission using certain protocols.
This paper presents the Modbus-A protocol that enables
resolution of ID conflicts using a computationally light
method with minimal overheads.

III. MODBUS-A ARCHITECTURE AND FUNCTIONALITY

Modbus-A slaves have two ports for communication.
The slaves have two states of operation, a default state
where the two Modbus ports are connected internally
using a Modbus bridge as in Figure 4(a) and configuration
mode where the Modbus bridge is disconnected, as shown
in Figure 4(b).

As a result, Modbus-A slaves will function as any
other traditional Modbus slave under normal operation, as
shown in Figure 5.

Figure 3. Modbus frame format

Figure 4. Modbus-A slave modes
(a) Default mode (b) Config mode

(b)(a)
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Consider the condition where the slaves are new out
of the box and hence have ID=1, as shown in Figure 6.

To make the system work, the slaves must be set with
unique IDs. With Modbus-A, the master can be made to
do this automatically in two stages as explained below.

A. Reset stage

The master sends a reset message to the daisy chain.
Regardless of the slave ID, every device that receives the
message will accept it and transmit it to the next slave.
Once the message is transmitted to the next device, each
slave will switch to configuration mode thereby
disintegrating the daisy chain by opening the Modbus
bridge, as shown in Figure 7. The slaves will also clear
their own slave ID. After sending the reset message the
master switches to re-config stage.

B. Re-config stage

In re-config stage, the master sends messages with
incrementing slave ID so that the slaves which are in
configuration mode can set its ID and go into default
mode. In the example in Figure 7, the master first sends a
configuration message with ID=1.

Since the slaves are in configuration mode and hence
have disconnected Modbus bridges, only the first slave
will receive the message. On receiving the message, the
slave will set its ID to 1 and then change its mode to
default, as shown in Figure 8. On setting the slave ID, the
slave will send an acknowledgement message to the
master thereby confirming the configuration.

As the master is in the re-config mode, it will keep on
sending configuration messages with unique slave IDs
using an incrementing counter. So, the second message
from the master will have an ID of 2. Since the first slave
in the example already has a slave ID (of 1) and is in the
default mode, it will ignore the message and transmit it to
the second slave.

Since the second slave is in configuration mode, it
will set its ID in accordance with the ID in the message
and switch to normal mode without transmitting the
message to the next slave. This is shown in Figure 9. The
slave will also send an acknowledgement message back to
the master.

Similarly, the third message from the master will
configure the third slave and the fourth message the fourth
slave, as shown in Figure 10 and Figure 11.

Figure 5. Normal multi slave operation

Figure 6. Configuration out of the box

Figure 7. Auto-reconfiguration sequence step 1

Figure 8. Auto-reconfiguration sequence step 2

Figure 9. Auto-reconfiguration sequence step 3
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So, ultimately, all the devices in the chain will be
configured and set to default mode, as shown in Figure
11.

Even after the last slave in the chain is configured (as
in Figure 11), the master will still be sending
configuration messages as before.

However, since all the slaves are in default more and
hence no more re-configuration happens, the master will
stop to get re-configuration acknowledgement messages
back. This will enable the master to deduce that all the
slaves in the chain are configured.

IV. SOFTWARE SIMULATION AND RESULTS

A. Simulator architecture

To ensure expected system functionality before
development of a hardware prototype, we developed a
Modbus slave simulator with added Modbus-A
functionality. The Cycle-approximate TLM (Transaction-
level modelling) [11] based simulator is capable of
simulation of a parametrizable number of slave devices. In
the simulation, slave IDs 98 and 99 were reserved for the
reconfiguration procedure such that a message (from the
master) with the ID 98 will be treated as the reset message
that will instruct all the slaves to disconnect their Modbus
bridges and to switch into reset mode.

Following that, the master will send messages with
ID 99 accompanied with a new slave IDs thereby
configuring the recipient slaves.

The same function can be implemented differently
with broadcast messages. In Modbus, messages with ID=0
is treated as broadcast messages. Further work will
involve use of broadcast messages coupled with function
codes depicting reset and config messages.

The autonomous algorithm that enables the master to
configure the slave addresses of devices on the network is
shown in Figure 12.

Similarly, the algorithm shown in Figure 13 allows
the slaves to get configured autonomously by the master.

This enables the slaves to function like any other
traditional Modbus slave device under normal working
conditions in an infinite loop.

B. Simulation results

Here we present the simulation result of the system
with 42 slave devices; from the data captured in the
simulator’s log. Figure 14 shows the address of the slaves
at the start of the simulation. It can be seen that all of the
devices have an address of 1; as devices would have out
of the box.

Figure 11. Auto-reconfiguration sequence step 5

Figure 12. Autonomous slave configuration algorithm on the master
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Figure 14. Address of slaves at the start of the simulation

As mentioned in Section III, the Modbus-A master
will initally send a reset command which will reset the
slave IDs on all the slaves and disconnect its Modbus
bridges.
Following that, it will send reset messages to each slave
with new slave IDs enabling each slave to set its own ID
as per the allocation by the master.

The Modbus addresses of the slaves after the 9th

iteration is shown in Figure 15. It can be seen that the first
8 slave devices were give unique IDs from 1 to 8 by the
master. It can also be noted that the slaves 9 to 42 do not
have IDs as they are in reset mode.

Figure 15. Addresses of slaves after the 9th iteration of the reset logic

Similarly, Figure 16 and Figure 17 show the
addresses of the slaves after the 18th and 30th iteration,
respectively.

Figure 16. Addresses of slaves after the 18th iteration of the reset logic

It can be seen that 17 of the slaves were reset with
unique IDs by the 18th iteration (Figure 16) and 29 of the
slaves were reset with unique IDs by the 30th itteration
(Figure 17).

Figure 17. Addresses of slaves after the 30th iteration of the reset logic

Figure 18 shows the address of the slaves after the
44th itteration after the whole reset algorithm was
performed. As visible, the master device was able to
configure each slave with unique IDs autonomously.

Figure 18. Addresses of slaves after the 44th iteration of the reset logic

V. HARDWARE IMPLEMENTATION

A RS485 based hardware implementation of a
Modbus-A slave is shown in Figure 19.

Each Modbus-A slave circuit consisted of a
microcontroller board along with a UART (Universal
Asynchronous Receiver-Transmitter) to RS485 circuit and
a relay. Port 1 is directly connected to the RS485 A and
RS485 B connections from the UART to RS485 circuit
and the connections to Port 2 are made through the
normally closed relay. A control line from the
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Figure 19. Modbus-A slave implementation
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microcontroller board was added to turn the relay on and
off as needed.

The test system utilised four such Modbus-A slaves
and a PC (with a USB to RS485 adapter) as the master
device. The components used in the design are listed in
Table I.

TABLE I. COMPONENTS USED

ITEM MODEL

Microcontroller
board

Arduino Mega2560 with 8-bit
ATmega2560 microcontroller

Relay
Good Sky GS-SH-205D 5V GS-D
Series 1A DPDT Relay

RS485 chip Maxim MAX3072E

The hardware tests confirmed the functionality of the
device as previously established during software
simulation.

VI. CONCLUSION

The paper presented Modbus-A, an architecture that
will enable a Modbus master device to autonomously
configure Modbus slaves already connected on to the
common communication medium.

This was made possible using a configuration
algorithm on the slaves aided by an additional hardware
component. This enabled the Modbus-A master to
autonomously reset Modbus IDs of every slave connected
using a configuration algorithm. This eliminates the need
for individually powering up each Modbus slave and
setting its Modbus ID before connecting them into a
common communication medium.

The paper explored the implementation aspects of the
architecture along with details on tests conducted using a
software simulator. The paper also detailed a possible
hardware implementation of the system and evaluated its
functionality.
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Abstract—The integration of cyber-physical systems (CPS)
is gaining more and more momentum due to the advent of
Industry 4.0. Thereby, one of the main challenges is to facilitate
the connection to arbitrary machinery in order to monitor and
control these automatically. Such a control flexibilizes production
processes by enabling quick adaptions of production steps. There-
fore, in this work, a system is described that enables the control of
a 3D printer via the industrial standardized Machine-to-Machine
(M2M) communication protocol Open Platform Communications
Unified Architecture (OPC UA). The system is implemented
on the basis of a micro computing platform, in this case a
Raspberry Pi 2, and utilises open-source libraries and tools.
The implementation creates a cyber-physical system, consisting
of a 3D printer, its control system, sensor data acquisition
systems and their respective digital representation. With this
control system, the usage of consumer-centric 3D printers, such
as Fused Deposition Modeling (FDM) printers, in enterprise-
like scenarios is enabled. This abstract and universal control
mechanism facilitates research in 3D printing control structures
and industrial application.

Keywords—Cyber-Physical Systems, 3D Printer, System Control,
OPC UA

I. INTRODUCTION

In the industrial domain, especially in current endeavours of
Industry 4.0 projects, a common protocol to communicate with
machines is the Open Platform Communications Unified Ar-
chitecture (OPC UA) [1]. This protocol allows accessing data
from machinery in a read and write manner. It is standardised
as International Electrotechnical Commission (IEC) 62541 [1]
and, thus, provides a robust basis for sustainable integration
scenarios. 3D printers are machines that create physical objects
from digital models by a variety of technologies and materials.
Thereby, they can be connected and controlled in a number
of ways, such as via (i) Universal Serial Bus (USB)-serial
cable-bound connection, (ii) WiFi or Ethernet network-bound
connection, (iii) a controlling computer, or (iv) manually
through interaction at a local control panel. Integrated, abstract
and coherent means to control such systems are integral to
the application and integration of this technology [2]. OPC
UA provides a common way of control and the availability
of this abstract interface to this 3D printer facilitates research
and industrial application.

3D printers are regarded as CPS because they form a system
that matches the physical reality, acquired through sensors,
with a digital representation of the 3D printer and the object
creation.

In Figure 1, the schematic view of the implementation of
the system is depicted. This figure provides the layout and
connectivity of the discussed system. The application of this
control system within the SePiA.Pro project [3], as partially
described by Falkenthal et al. [4] and Pfeil et al. [5], is
designed to allow for research into process structure analysis
and improvement.

The challenges for this integration lie in the diversity of
control mechanisms for 3D printers and the fact that most 3D
printers are not intended for networked operation natively.

Sensorial data can be integrated into the exposed data on
the micro computer and can extend the information provided
through this system. The data acquisition is typically per-
formed over I2C from a digital sensor, similar to systems
described by Baumann et al. [6]. This control system can
extend a collaborative 3D printing system, such as described
by Baumann, Eichhoff, and Roller [7]. Furthermore, it can
be utilised to extend or support a common means of com-
munication in distributed 3D printing systems, such as de-
scribed with the Application Programming Interface (API) for
3D printing by Baumann, Kopp, and Roller [8]. One use-case
is the integration of multiple 3D printers in a demonstrator.
This demonstrator is used to exemplify scheduling of object
creation and is founded on smart service data analytics from
3D printer sensor and additional sensor data. As an example,
the 3D print can be paused to allow for manual interaction
in case of sensor reading for the temperature sensor in the
printhead exceeding a threshold, which can be indicative of
jammed filament.

This work describes the connection of existing control
mechanisms for 3D printers, a messaging infrastructure for
industrial applications and the extension to further data sinks
and sources, such as Web Services.

The remainder of this paper is structured as following: In
Section I-A, an introduction to the concepts of 3D printing
and Additive Manufacturing is provided. Following in Sec-
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Fig. 1. Schematic View of Implementation

tion I-B, an introduction to the Open Platform Communication
Unified Architecture is presented. In Section II, the work is
placed within existing research and the objectives are stated.
Section III details the required and intended capabilities for
the proposed system. The main part of this work is located in
Section IV, with details on the architecture and design choices.
The paper concludes with a summary in Section V.

A. 3D Printing/Additive Manufacturing

The following short overview on 3D printing is provided
for the reader to understand its basics concepts and place
this implementation. 3D printing and Additive Manufacturing
(AM) are commonly used as synonyms. Both terms describe
a variety of technologies to create physical objects from
digital models without the requirement for specialised tools,
except a 3D printer [9]. The resulting objects can be created
from a variety of materials, such as plastics, ceramics, and
metals, with commonly only one type of material per resulting
object. Different kinds of materials require different kinds
of 3D printers and underlying technologies. The objects are
commonly created by a directed, layer-wise stacking, curing
or extrusion of a material [10], [11]. The 3D printing process
and the corresponding results can be influenced by a number
of environmental and inherent factors, such as vibration,
temperature or quality of material. To assess and possibly
counteract these influences, sensors are employed to acquire
data from the 3D printing process.

B. Open Platform Communications Unified Architecture

Open Platform Communications Unified Architecture
(OPC UA) is a platform-independent standard for machine-
to-machine (M2M) communication, e.g., between clients and
servers on various types of networks [12]. It is intended to
facilitate information exchange between machines. Thereby,

OPC UA is an extension of the older OPC standards and
adds, among others, the ability to semantically describe the
transmitted machine data. Due to its fundamental design on
the basis of a service oriented architecture [13], OPC UA
has been adopted in a number of domains such as industrial
machinery, power grids, home or building automation, and
smart devices [14]. This way, it facilitates the interoperability
of the involved systems and evolves as a multi-standard
platform, which it initially was intended and specified for by
the OPC Foundation.

II. RELATED WORK

For an overview of existing control mechanisms and archi-
tectures for the remote control of AM machinery, we refer to
Baumann, Kopp and Roller [15], where a detailed discussion
of related work is presented. Concepts such as Cloud Based
Manufacturing, Hardware and Manufacturing as a Service are
also provided in the overview by Baumann and Roller [16].
In the work by Berteslmeier, Schöne and Trächtle [17], the
authors presented a similar control system using OPC UA
with focus on intelligent products. Existing control mecha-
nisms for 3D printers lack the ability to incorporate physical
feedback from the machine and lacks extensibility. In this
paper, we provide a control mechanism for 3D printers that
is based on an established industrial communication protocol,
thus enabling the integration of AM machinery into existing
software and control ecosystems. This integration requires
the presence of a micro computing platform that facilitates
networking and translation services to machines that were
previously not networked but connected directly to control
systems via USB. The utilization of an existing protocol
reduces the implementation efforts and enables a low-cost
solution for remote access, management and control of these
machines. Due to flexibility in the design of the approach,
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other machines and sensors can be integrated and controlled
or used as data sources. With this added control capability,
3D printers can be integrated into smart environments and
production systems.

III. CAPABILITIES OF THE CONTROL SYSTEM

The following capabilities are already implemented within
the control system running on the micro computer, as illus-
trated in Figure 1. The capabilities are specifically justified to
cover the basic requirements of operation of a 3D printer.

• Direct control of printhead: The movement of the print-
head can be controlled by defining movement accuracy,
movement speed, as well as x, y, z coordinates.

• Control and monitoring of temperatures and other printer
inherent sensors: Current printbed and tool temperatures
as well as their historical data can be obtained.

• Upload of files to 3D printer: Files containing the model
to print can be uploaded and stored to the 3D printer’s
SDCard or to the micro controller, depending on the
user’s needs.

• Control of 3D printer operation: General commands to
control the operation mode of the 3D printer, such as
start, pause and stop operations, can be triggered.

• Status control and monitoring of 3D printer: Inherent
3D printer status information and external sensor data
acquisition is implemented and can be obtained.

• File availability information: To manage already uploaded
files, the data structure of the control system and the
3D printer’s SDCard can be retrieved.

These features are implemented in the system and described
in the following Section IV.

IV. IMPLEMENTATION BASIS

The system is implemented utilising the node-opcua li-
brary [18], available for NodeJS [19]. This library provides
both server and client bindings for JavaScript. The server com-
ponent, which exposes the OPC UA data from the 3D printer
and the system to the client, consists of a JavaScript file that
implements the required functionality. The system exposes
internal properties, such as Central Processing Unit (CPU)
temperature, CPU utilisation, memory availability, as historical
data nodes, thus, enabling clients to subscribe to data change
events for this data. Historical data nodes denote objects that
carry and present historical information of their previous states
or readings. Furthermore, external or 3D printer inherent data,
such as bed and tool temperature, are exposed as historical
data nodes. The sensor data acquisition is performed directly
from the JavaScript server program, utilising Inter-Integrated
Circui (I2C) communication, provided via the i2c-bus NodeJS
library [20].

The acquisition of data from and control of the 3D printer
are performed by using the OctoPrint [21] software. This
software is available for the Linux platform and suitable for
deployment on micro computers, such as a Raspberry Pi
2 [22]. The software provides control mechanism for a large
number of different 3D printers, mostly over a USB serial

Fig. 2. 3D Printer

connection. The micro computer provides the capabilities to
interface with the 3D printer via the network, as the 3D printer
itself does not necessarily provide a networking interface.

The control of a printer is implemented following the
GCode protocol [23], which is a line based control format.
GCode is a numerical control programming language stan-
dardised as ISO 6983 [23], however, variations in the im-
plementation by the manufacturers exist. For this experiment,
a Tevo Tarantula [24] 3D printer (see Figure 2) is flashed
with the Marlin [25] firmware to be used with the Octo-
Print software. OctoPrint exposes all its functionality over
a Hypertext Transfer Protocol (HTTP) Representational State
Transfer (RESTful) API. This API is utilised to communicate
and control the 3D printer via local API calls from the server
component. Authorisation in OctoPrint is disabled as only
local communication is allowed.

The communication flow of the client, the implemented
server and the 3D printer are depicted in Figure 3. This figure
shows that the polling of status from the 3D printer and its
subsequent processing and dispatch to the user is performed
in a loop while the issued command is performed. The
OctoPrint software does not support Websocket technology
for continuous connection to its API. As an example, the
command to print a specific file from the SDCard is discussed
in the following.

When the user or client issues this command, the system
checks with the 3D printer and then actually issues the com-
mand on the 3D printer. Thereby, the system must check for
connectivity, availability of the SDCard, and the correct status,
i.e., no-error, print-ready state. For asynchronous communica-
tion over the API, the request library [26] in conjunction with
the form-data [27] library are used.

To provide, direct and synchronous communication to the
user, most communication with the API is performed syn-
chronously, using the sync-request library [28], which blocks
the execution of the server while waiting for the communi-
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Fig. 3. Communication Structure between User, Client, and 3D Printer

cation results and, thus, is unsuitable for scalable application
deployment. The processing of the status information of the
printer, such as print completion rate, 3D printer status,
and temperatures is performed by a pull-mechanism that is
triggered by the server.

Figure 4 displays the stacking structure of the components
within the system. The basis is the micro computing system,
or single board computer, on which a Linux operating system
is running. The individual NodeJS libraries are displayed at
the topmost layer.

Single Board Computer

Linux OS

NodeJS OctoPrint

node-opcua I2c-bus request sync-request

3D Printer

HTTP

USB

Fig. 4. System Structure

Push notification is possible with OctoPrint, but limited to
two messages per second. The interfacing of a client with the
implemented server is shown as a screenshot in Figure 5. In
this figure, three subscribed data nodes and the expanded tree
structure of the nodes are visible.

The implementation is available as a file-system image upon
request from the authors, pre-configured for use on a Rasp-
berry Pi 2 system and a Marlin firmware based 3D printer, as
listed as supported on the OctoPrint website.

V. CONCLUSION

This paper describes the design of the implementation of
a control system for a CPS, a 3D printer and its associated
sensors. This system is based on the widely used standard
OPC UA for industrial M2M communication. Through the
exposure of sensor and machine data via OPC UA the im-
plementation in industrial settings is facilitated. The system
developed facilitates the complete control of a variety of
3D printers using OPC UA. It was shown how the control of
such a system is enabled by transformation of one common
protocol to another common protocol by open-source software.
The software is implemented with the described capabilities
and the potential for extension in future iterations. Future
iterations of this software are planned to allow control and
communication over other protocols, such as MQTT [29]
and Woopsa [30]. Furthermore, data source integration using
asynchronous connections, such as Websockets are to be
integrated.
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Abstract—In this paper, we discuss the implementation and
performance of m2cpp: an automated translator from MATLAB
code to its matching Armadillo counterpart in the C++ language.
A non-invasive strategy has been adopted, meaning that the user
of m2cpp does not insert annotations or additional code lines
into the input serial MATLAB code. Instead, a combination
of code analysis, automated preprocessing and a user-editable
metainfo file ensures that m2cpp overcomes some specialties of
the MATLAB language, such as implicit typing of variables and
multiple return values from functions. Thread-based parallelisa-
tion, using either OpenMP or Intel’s Threading Building Blocks
(TBB) library, can also be carried out by m2cpp for designated
for-loops. Such an automated and non-invasive strategy allows
maintaining an independent MATLAB code base that is favoured
by algorithm developers, while an updated translation into the
easily readable C++ counterpart can be obtained at any time.
Illustrating examples from seismic data processing are provided
in this paper, with performance results obtained on multicore
Sandy Bridge CPUs and Intel’s Knights-Landing Xeon Phi
processor.

Keywords–Code translation; Seismology; Image processing;
MATLAB; C++.

I. INTRODUCTION

MATLAB R© is a popular software for computational math-
ematics, particularly because of its accessibility for scientists
and engineers as a high-level scripting language. This ease of
use and a large library of toolboxes make MATLAB a good
choice for testing and prototyping new algorithms. However,
once the algorithms are tested, the ability to sufficiently opti-
mise MATLAB code may become a key concern. MATLAB
is a scripting language, so it cannot make use of compile-
time based optimisations, such as latency-grouped instructions.
While MATLAB offers multi-process based parallelisation,
multi-thread optimisation can in many cases work better on
current high-performance systems [1]. As a result of these
issues, in situations for which optimisation is extremely impor-
tant, rewriting the MATLAB code in another language, such
as C++, could be a remedy. For that purpose, the Armadillo
C++ library was developed to enable MATLAB-like syntax in
a C++ setting [2][3].

Although Armadillo has adopted a MATLAB-resembling
syntax for matrix and vector based computations, there are
still distinctive syntax differences between Armadillo and
MATLAB. For example, Armadillo’s indexing of matrix and
vector entries starts from 0, whereas indices in MATLAB start

from 1. Another example is extracting columns or rows from
a matrix, which has a drastically different syntax in MATLAB
than in Armadillo. (An incomplete list of the syntax differences
can be found in [3].) Manually translating a MATLAB code to
its C++ counterpart in Armadillo is thus tedious and potentially
error prone. Since there is an almost one-to-one mapping
between the two high-level syntaxes, automated MATLAB-
to-Armadillo translation is theoretically possible. However,
MATLAB and C++ are two fundamentally different languages.
Some inherent language features of MATLAB pose challenges
to an automated code translator. Two such examples are
implicit typing of variables and multiple return values from
functions. To handle these challenges, some existing MAT-
LAB translators ask the user to insert annotations of variable
declaration and initialisation. Such an invasive approach is not
very user-friendly, and may also cause problems if algorithm
developers want to further change the MATLAB code.

Therefore, we aim for an automated MATLAB-to-C++
translator that adopts a non-invasive strategy. This is achieved
by combining (1) code analysis enabled inside the translator,
(2) a fully automated preprocessor that identifies the actual
types of all variables used in a MATLAB program, and (3)
an accompanying metainfo file that allows user editing and, if
necessary, introduction of special translation rules designated
for some of the MATLAB code lines. At the same time,
we certainly do not want the auto-translated C++ code to
lose the capability of parallel computing, which is already
available through MATLAB’s Parallel Computing Toolbox and
Distributed Computing Server [4]. We have focused on par-
allelising designated for-loops (through MATLAB’s parfor
construct) as one inherent step of the auto-translation, making
use of either OpenMP [5] or Intel’s Threading Building Blocks
(TBB) [6] library in a shared-memory setting.

This paper thus presents the design and implementation
of m2cpp, an automated MATLAB-to-Armadillo translator. It
has been substantially enhanced from its initial version (named
Matlab2cpp [7]). Using illustrating examples from seismic data
processing, we will show the capability of m2cpp. Performance
of the auto-translated C++ programs is measured for both serial
and parallel executions, compared with the original MATLAB
versions. The tested hardware platforms involve multicore
Xeon Sandy Bridge CPUs and Intel’s second-generation Xeon
Phi processor (Knights Landing). As a benefit of the readable
C++ code, which retains the same structure and variable
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names of the original MATLAB code, we also demonstrate
a particular example of further performance optimisation of
the auto-generated C++ code.

The remainder of the paper is organised as follows. Sec-
tion II summarises the overall design and main features of the
m2cpp translator. Section III uses four real-world examples
to compare the performance of MATLAB, auto-translated and
manually optimised C++ codes, in both serial and parallel
settings. Section IV places the present paper in the landscape
of existing relevant work, whereas Section V provides a few
concluding remarks and some thoughts on future work.

II. DESIGN AND IMPLEMENTATION

A. Overall Structure

As mentioned above, the aim of m2cpp is to facilitate an
automatic and non-invasive translation from MATLAB code
to the matching Armadillo counterpart in the C++ language.
The non-invasiveness refers to that the user of m2cpp does
not need to insert any annotation or extra coding into a serial
MATLAB program before passing it to the translator. The
m2cpp translator itself is written in the Python language,
with a tailor made top-down recursive descent parser [8] that
follows the same approach adopted by ANTLR [9]. The parser
reads the input MATLAB code and internally sets up an
abstract syntax tree, which is then subjected to a post-order
tree walk [8] for necessary code analysis and translation to
the resulting C++ code. Tasks of code analysis include, e.g.,
identifying MATLAB functions that return multiple values,
which are translated as additional input arguments of the
corresponding C++ functions. Another important task of code
analysis is in connection with thread-based parallelisation of
for-loops, where some variables have to be made private per
thread to avoid race conditions.

B. Metainfo File

For the automatic translation of a MATLAB program
to work correctly, m2cpp also relies on an accompanying
metainfo file, which has the same name as the (principal)
MATLAB input file but ending with *.m.py. This approach
ensures that the m2cpp translator is non-invasive to the input
MATLAB code, because the additional information needed
for the code translation is provided in a separate file, easily
editable by the user if needed. The metainfo file consists of
three parts, where the first part is a list of all variables to be
encountered, containing the name and type of each variable.
This part of information can be automatically filled out by
an automated preprocessor (see below). The second part of
the metainfo file, marked as the includes segment, contains
explicit C++ include statements needed by the Armadillo
library, as well as necessary include statements when the
entire source code is spread over several files. These include
statements are figured out by the automated preprocessor and
will later be inserted into the translated C++ code. The third
part of the metainfo file, marked as the verbatims segment,
is optional. Here, the user has the possibility of introducing
special translation rules. That is, the user can dictate how
a specific code line in the MATLAB program should be
translated into C++, without following the general translation
rules of m2cpp.

C. Preprocessing
There is a preprocessing functionality with m2cpp. The

main purpose is to automatically prepare the metainfo file with
respect to identifying the actual type of each variable, which
is needed for the subsequent MATLAB-to-Armadillo trans-
lation. Automatic identification of variable types is achieved
by autonomously running a copy of the MATLAB program
with inserted dump function calls for recording all the state
information, including the actual data type of all encountered
MATLAB variables. The recorded data type information is
then automatically extracted and inserted into the metainfo
file. Even if m2cpp is used on a computer without a MATLAB
installation, the preprocessor of m2cpp will automatically iden-
tify all the encountered MATLAB variables, while providing a
reasonable guess of the variable types. The user can then make
corrections to the variable type information in the metainfo file,
if necessary.

In a typical code development scenario, where the input
MATLAB code is repeatedly changed, an existing metainfo
file can be reused provided that the changes on the MATLAB
side do not introduce new variables or non-standard statements
that require a special translation rule. Even if such changes take
place on the MATLAB side, it is often more convenient for
the user to directly edit the metainfo file, without having to
re-run the preprocessor of m2cpp.

D. Parallelisation of For-Loops
The focus of m2cpp with respect to parallelisation is on

MATLAB for-loops that have independent iterations. These
for-loops are assumed to be already marked as parfor
constructs in the MATLAB program. The m2cpp translator
considers shared memory and adopts thread-based parallelisa-
tion of the designated MATLAB for-loops. More specifically,
the user of m2cpp can freely choose between parallelisation
enabled by the OpenMP [5] standard or Intel’s TBB library [6].
For the case of OpenMP, a compiler directive #pragma
omp parallel for is automatically inserted before each
designated for-loop. For the case of TBB, the code lines shown
in Figure 1, making use of C++11’s lambda expressions, are
automatically inserted for each designated for-loop.

tbb::parallel_for(
tbb::blocked_range<size_t>(1,num_points+1),
[&](const tbb::blocked_range<size_t>& _range) {
// declaration of thread-private variables ...
for(size_t i=_range.begin();i!=_range.end();++i)
{
// loop iteration body ...

}
}

);

Figure 1. An example of parallelising a for-loop in TBB.

Common for both parallelisation approaches, m2cpp is able
to properly introduce temporary variables that are private to
each thread, so that race conditions will not happen.

E. Limitations
It should be noted that m2cpp is not supposed to translate

any MATLAB code. The automated translation of m2cpp is
restricted to MATLAB programs that make use of matrix and
vector computations that are covered by the functionality of
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the Armadillo library. Nevertheless, we have included a couple
of new C++ functions beyond the original functionality of
Armadillo, so that typical plotting functions of MATLAB can
also be automatically translated by m2cpp.

In addition, two special features of the MATLAB lan-
guage can not be handled by m2cpp. First, MATLAB allows
a variable to implicitly change its type within a program.
This is fundamentally in contrast to the static typing rule of
C++. Although for some cases, it is possible to introduce
a new variable (having a different name) in the C++ code
to resolve the implicit change of a MATLAB variable type,
we have decided to not support this, due to the infrequent
occurrence of variable type changes in MATLAB programs.
The other special MATLAB feature is dynamic expansion
of matrices and vectors. It typically happens with variables
that are declared with empty storage but are dynamically
expanded inside a loop. In principle, a detailed code analysis
can deduce the final size of dynamically expanded matrices
or vectors, so that the translated C++ code can declare the
matrices or vectors with a correct size. But this requires a
rather elaborate code analyser, not yet supported in m2cpp.
Another cumbersome and inefficient option is to frequently
insert a call to the resize function of Armadillo, which we
deem non-viable. As a remedy, though, the user can introduce
a special translation rule in the metainfo file to prescribe a
correct size for each dynamically-expanded MATLAB matrix
or vector variable.

III. RESULTS

A. SeismicLab
We have chosen the open-source MATLAB package Seis-

micLab [10], which concerns seismic data processing, for veri-
fying the correctness of m2cpp-translated C++ code. Moreover,
we want to measure the speed of the translated C++ code, in
both serial and parallel computing settings, for a comparison
with the original MATLAB code.

For this paper, four relatively computation-heavy demo
programs from SeismicLab have been chosen. They
are parabolic_moveout_demo, radon_demo_1,
moveout_demo and fx_decon_demo. (Each demo
program spans several *.m files.) We have enlarged the
computation size for all the four demos by increasing the
resolution of the original input data files with help of linear
interpolation. For the first two demos, which share the same
input data file, the new computation size is 4004 × 1568,
whereas the new computation size is 4176 × 2432 and
2004× 1600 for the last two demos, respectively.

The numerical results produced by the auto-translated C++
codes have been carefully compared with those from the
original MATLAB codes, to ensure the correctness of the code
translation done by m2cpp. In the remainder of this section,
our focus is thus directed to the serial and parallel efficiency
of the auto-translated C++ codes.

B. Example of Parabolic Moveout
Readability of the auto-translated C++ code is ensured by

retaining the exact same coding structure and variable names
as in the original MATLAB code. For instance, let us first show
in Figure 2 the main computation segment from the original
MATLAB code for the example of parabolic moveout.

for it = 1:ntau
for iq = 1:nq
time = tau(it) + q(iq)*(h/hmax).ˆ2 ;
s = zeros(2*L+1,nh);

for ig = -L:L;
ts = time + (ig-1)*dt;

for ih = 1:nh
is = ts(ih)/dt+1;
i1 = floor(is);
i2 = i1 + 1;

if i1>=1 & i2<=nt ;
a = is-i1;
s(ig+L+1,ih) = (1.-a)*d(i1,ih) + a*d(i2,ih);

end;
end

end

s = s.*H;
s1 = sum( (sum(s,2)).ˆ2);
s2 = sum( sum(s.ˆ2));
S(it,iq) = s1-s2;

end
end

Figure 2. The original MATLAB code of the computational core of the
parabolic moveout example.

The MATLAB code segment shown in Figure 2 constitutes
the computational core of the parabolic moveout example. It
is in fact a nested for-loop of four layers. The corresponding
code segment of the auto-translated C++ code is shown in
Figure 3. We can see that the C++ code adopts the Armadillo
syntax while maintaining the same readability as the original
MATLAB code. (We remark that the % operator in Armadillo
does element-wise multiplication.)

for (it=1; it<=ntau; it++) {
for (iq=1; iq<=nq; iq++) {
time = tau(it-1)+q(iq-1)*arma::square(h/hmax) ;
s = arma::zeros<mat>(2*L+1, nh) ;

for (ig=-(L); ig<=L; ig++) {
ts = time+(ig-1)*dt ;
for (ih=1; ih<=nh; ih++) {
is = ts(ih-1)/dt+1 ;
i1 = std::floor(is) ;
i2 = i1+1 ;

if (i1>=1&&i2<=nt) {
a = is-i1 ;
s(ig+L, ih-1) = (1.-a)*d(i1-1, ih-1)

+a*d(i2-1, ih-1) ;
}

}
}
s = s%H ;
s1 = arma::as_scalar(

arma::sum(arma::square(arma::sum(s, 1)))) ;
s2 = arma::sum(arma::sum(arma::square(s))) ;
S(it-1, iq-1) = s1-s2 ;

}
}

Figure 3. The auto-translated C++ code of the computational core of the
parabolic moveout example.

Auto-parallelisation of the outermost it-indexed for-loop
can also be carried out by m2cpp, via either OpenMP or TBB
as described in Section II-D. This merely requires adding a
comment of form %#PARFOR above the target for-loop in the
MATLAB input code. (The auto-parallelised C++ code is not
shown.)
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C. Time Measurements

To study the performance of the auto-translated C++ codes,
we used two representative hardware platforms: a dual-socket
2×8-core Sandy Bridge server and a 68-core Knights-Landing
(KNL) Xeon Phi processor. The hardware specification can
be found in Table I. The compilation flags used for the
C++ codes were -Ofast, -xHost, -D NDEBUG,
-D ARMA_NO_DEBUG, -lmkl_intel_lp64,
-lmkl_core, -lmkl_sequential. It should be
noticed that Intel’s Math Kernel Library (MKL) is invoked
by the auto-generated C++ codes when applicable. This is
fair with respect to the original MATLAB codes, which
also internally invoke Intel’s MKL when applicable. For
the codes parallelised with TBB, the additional compilation
flags -std=c++11 and -ltbb were also used. Each time
measurement listed in Tables II-V was obtained by running
the code at least three times and reporting the fastest time.

TABLE I. HARDWARE SPECIFICATION OF THE TWO TESTBED
PLATFORMS USED.

Platform Sandy Bridge server KNL
Processor model E5-2670 (dual socket) Xeon Phi 7250
Clock frequency 2.6 GHz 1.4 GHz
Core count 16 (2 × 8) 68
Compiler icpc v17.0.1 icpc v17.0.0

Table II compares the serial performance of the auto-
translated C++ code, i.e., executed on only one hardware core
of each machine. Since MATLAB (version R2016a) is only
available on the dual-socket server, time measurements of
the original MATLAB code are thus only reported for that
system. It is clear that the m2cpp-translated C++ versions
run considerably faster than the MATLAB counterparts on
the dual-socket server. (The only exception is the fx_decon
example, for which the core computation is done using Intel’s
MKL for both MATLAB and C++ versions.) Moreover, the
single-core C++ performance obtained on KNL is lower than
that obtained on a single core of the Sandy Bridge CPU,
because of a much lower clock frequency and the absence
of an L3 cache.

TABLE II. SINGLE-CORE TIME USAGE (IN SECONDS) OF FOUR
DEMO PROGRAMS FROM THE SEISMICLAB PACKAGE.

Code MATLAB C++ C++
Platform Server Server KNL
Parabolic moveout 261.7 59.5 133.2
Radon1 33.6 19.0 41.6
Moveout 3.0 0.9 1.6
Fx decon 2.7 2.0 4.0

Regarding the parallel performance, Tables III-IV show that
the auto-translated C++ programs (using either OpenMP or
TBB) get speedup when the number of threads increases up
to the same number as physical cores. It should be remarked
that MATLAB’s parfor only works for the fx_decon ex-
ample, due to a rather conservative MATLAB runtime system,
although the iterations are actually independent in the other
three examples. Therefore, parallel MATLAB performance is
only reported for the fx_decon example in Table IV, not the
other three examples in Table III.

TABLE III. PARALLEL TIME USAGE (IN SECONDS) OF
SEISMICLAB’S PARABOLIC_MOVEOUT, RADON1 AND MOVEOUT

DEMOS.

Parabolic moveout
Dual-socket server KNL

# threads OpenMP TBB OpenMP TBB
1 59.3 59.9 126.4 128.5
2 30.1 30.0 84.6 66.1
4 15.5 15.3 44.2 32.9
8 8.1 7.9 22.1 17.8

16 4.4 4.4 11.4 9.4
32 4.7 4.2 6.1 5.0
68 3.0 3.6

Radon1
Dual-socket server KNL

# threads OpenMP TBB OpenMP TBB
1 18.4 19.1 41.1 42.0
2 10.8 10.6 22.9 24.0
4 6.5 6.4 13.6 13.8
8 4.4 4.4 8.3 8.8

16 4.0 3.5 5.6 6.5
32 3.8 3.6 4.3 4.9
68 3.8 4.5

Moveout
Dual-socket server KNL

# threads OpenMP TBB OpenMP TBB
1 0.91 0.85 1.56 1.78
2 0.56 0.54 1.03 0.98
4 0.39 0.38 0.61 0.54
8 0.31 030 0.35 0.35

16 0.30 0.27 0.25 0.25
32 0.29 0.26 0.20 0.20
68 0.18 0.19

TABLE IV. PARALLEL TIME USAGE (IN SECONDS) OF
SEISMICLAB’S FX_DECON DEMO.

Fx decon
Dual-socket server KNL

# threads MATLAB OpenMP TBB OpenMP TBB
1 2.92 1.99 1.99 3.75 3.72
2 1.76 1.32 1.32 2.61 2.42
4 1.15 1.01 0.99 1.91 1.72
8 0.86 0.85 0.82 1.49 1.40

16 0.86 0.85 0.75 1.28 1.23
32 1.22 1.21
68 1.25 1.24

D. Further Manual Optimisations

A careful reader will notice that the original MATLAB
code of the parabolic moveout example (shown in Sec-
tion III-B) is not efficiently programmed. One major problem
is that the d matrix is traversed in a row-major fashion,
contrary to the underlying column-major data structure (in
both MATLAB and Armadillo). The auto-translated C++ code
is consequently also inefficient, even though it is much faster
than the original MATLAB code (see Table II). Since the auto-
translated C++ code has the same readability, it is possible for
an experienced programmer to carry out further optimisations.
Figure 4 contains an improved code segment that shows the
result of such manual optimisations:

It can be seen that the manually optimised C++ code
segment in Figure 4 has swapped the ih-indexed for-loop with
the ig-indexed for-loop. Moreover, the s matrix and ts vector
have now become obsolete and thus removed. When possible,
the if-test is lifted out of the innermost for-loop, allowing the
compiler to do auto-vectorisation. The hand-optimised code
also uses two statically allocated arrays: s_temp and H, both

53Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-599-9

ADVCOMP 2017 : The Eleventh International Conference on Advanced Engineering Computing and Applications in Sciences

                            63 / 71



for (it=1; it<=ntau; it++) {
for (iq=1; iq<=nq; iq++) {

time = tau(it-1)+q(iq-1)*arma::square(h/hmax) ;
memset(s_temp, 0, sizeof(s_temp));
s2 = 0.;

for (ih = 1; ih <= nh; ih++) {
double is_start_double = time(ih - 1) / dt ;
int is_start = std::floor(is_start_double);
a = is_start_double - is_start;

if (is_start-L >= 1 && is_start+L <= nt) {
for (ig = -(L); ig <= L; ig++) {

i1 = is_start + ig;
ss = ((1.- a)*d(i1-1, ih-1) + a*d(i1, ih-1))*H[ig + L];
s2 += ss*ss;
s_temp[ig + L] += ss;

}
}
else {

for (ig = -(L); ig <= L; ig++) {
i1 = is_start + ig;
if (i1 >= 1 && i1 < nt) {

ss = ((1.- a)*d(i1-1, ih-1) + a*d(i1, ih-1))*H[ig + L];
s2 += ss*ss;
s_temp[ig + L] += ss;

}
}

}
}
s1 = 0;
for (int i = 0; i < _countof(s_temp); ++i)

s1 += s_temp[i]*s_temp[i] ;
S(it-1, iq-1) = s1-s2 ;

}
}

Figure 4. The further improved computational C++ kernel of the parabolic moveout example after manual optimisations.

of length 2*L+1, where the latter replaces the unnecessary H
matrix in the original MATLAB code and the auto-translated
C++ code.

On a single core, the hand-optimised C++ code runs more
than 5 times faster on both the Sandy Bridge CPU and the
KNL Xeon Phi processor, as shown in Table V. Although
some of the manual optimisations are also applicable to the
original MATLAB code, the resulting performance gain is
smaller because MATLAB is not a compiled language. Table V
details the parallel performance of the hand-optimised C++
code. It remains to be investigated why the hand-optimised
OpenMP version runs slower than the TBB counterpart on the
KNL Xeon Phi processor (unless all the 68 cores are used).

IV. RELATED WORK

To our knowledge, with respect to automated MATLAB-to-
C/C++ code translation, the only existing tools are MATLAB
Coder [11] and MATISSE [12]. The former is MATLAB’s
commercial product and makes use of GUI-supported direc-
tives to address variable types and shapes, whereas the latter
relies on an aspect-oriented programming language (LARA)
for initialising variables and specifying their types and shapes.
Both tools are thus, to a certain extent, invasive to the orig-
inal MATLAB code. Moreover, MATISSE does not support
parallelisation in the translated C code.

Compared with [7], the m2cpp translator discussed in the

present paper has been considerably enhanced. For example,
m2cpp’s preprocessor is now capable of automatically identi-
fying the type of variables used in the input MATLAB code.
Moreover, MATLAB functions that have multiple return values
can now be handled by m2cpp. A very important new feature
of m2cpp is its capability of adopting multiple threads to
parallelise the independent iterations of a designated for-loop,
with help of either OpenMP or Intel TBB. The responsibility of
ensuring iteration independency lies with the user, who labels
the designated for-loops of multi-threading by %#PARFOR in
the MATLAB source. With respect to performance study, the
present paper has included detailed time measurements of both
original MATLAB codes and auto-translated C++ codes, using
different core counts on a two-socket multicore CPU server
and one second-generation Xeon Phi processor. An example
of further manual optimisations of auto-translated C++ code
has also been provided to show the readability and traceability
of m2cpp output.

V. CONCLUSION

Indeed, as the authors of [13] have pointed out, translating
MATLAB code to the C/C++ counterpart should be the last
option for speeding up MATLAB programs. However, when
efficient serial programming practices in the MATLAB context
are insufficient or even not applicable, code translation can be
the remedy. The four examples from SeismicLab show that the
auto-translated Armadillo code in C++ has a clear performance
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TABLE V. TIME USAGE COMPARISON BETWEEN ORIGINAL/AUTO-TRANSLATED AND HAND-OPTIMISED CODES FOR THE
PARABOLIC_MOVEOUT DEMO.

Serial performance MATLAB (on server) C++ (on server) C++ (on KNL)
Original/auto-translated 261.7 59.5 133.2
Hand-Optimised 119.1 10.8 26.5
Parallel performance N/A OpenMP TBB OpenMP TBB
2 threads 5.64 5.88 24.52 13.70
4 threads 2.97 3.07 12.79 7.00
8 threads 1.68 1.72 6.64 4.18
16 threads 1.03 1.09 3.67 2.46
32 threads 0.87 0.83 2.15 1.39
68 threads 1.24 1.17

advantage over the MATLAB counterpart, except when the
computational core of a MATLAB code already internally
uses multi-threaded and highly optimised math libraries such
as Intel’s MKL. The automated m2cpp translator is not only
100% non-invasive for serial MATLAB code, but also retains
readability of the resulting C++ code, giving rise to traceability
of every algorithmic structure and detail. This in turn allows
further manual code optimisations if needed.

Applying m2cpp to more real-world examples will be the
best way to uncover new limitations and/or inefficiencies of
the MATLAB-to-C++ translator, thereby prompting further
improvements of m2cpp. We thus hope that the open-source
software of m2cpp [14] will encourage more testing, especially
among industrial users. A future research topic that concerns
parallelising m2cpp-translated C++ code, in addition to the cur-
rently adopted data-parallel approach, is how to automatically
identify independent tasks in the input MATLAB code and
thereafter insert task-parallel execution in the auto-translated
C++ code.
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Abstract—In this paper, we propose a new time integration
scheme for rigid and flexible body dynamics, where rotational
degrees of freedom are incorporated into the model. To prop-
erly consider the multiplicative and non-commutative nature of
three-dimensional rotations, the integration scheme is designed
in a special way. It employs the representation of rotations
with quaternions and quaternion exponential to preserve the
orthogonality condition. The scheme is implicit and its accuracy
is of the third order. To gain the desired order of the scheme for
rotational degrees of freedom, an additional correction function is
introduced that compensates the non-commutativity of rotations.
The performance of the scheme is demonstrated by several
examples.

Keywords–time integrators; three-dimensional rotations; quater-
nions; dynamics.

I. INTRODUCTION

Problems in structural dynamics can be very demanding.
The differential equations that govern the problem are often
stiff and the configuration space usually consists of three-
dimensional rotations. Because the spatial rotations are ele-
ments of the multiplicative SO (3) group, the configuration
space becomes a non-linear manifold. Thus, numerical solution
methods need to be specially designed to properly consider
non-commutativity and non-additivity of three-dimensional
rotations. Simo and Vu-Quoc [1] proposed an adjustment of
the implicit Newmark method to treat the spatial rotations.
Their method is of second order and can be considered a
special case of the methods on Lie groups, later presented by
Munthe-Kaas [2]. The crucial idea employed in [1] and [2] is
to approximate the update in the tangent space and map it onto
the configuration space via an exponential function. However,
the non-commutativity of rotations demands the construction
of correction functions when higher orders of approximation
are desired.

After introducing a basis into the three-dimensional Eu-
clidean space, members of SO (3) group are represented by
orthogonal 3 × 3 matrices. The orthogonality condition in-
troduces six constraints to their components and their treat-
ment is highly important, see e.g., [3]. It seems natural to
choose a three-component parametrization of rotations, but no
such parametrization is free from singularities. A promising
alternative, employed here, is the algebra of quaternions [4].
Quaternions are members of a four dimensional space, there-
fore a single scalar constraint needs to be satisfied in the
quaternion representation of rotations. It was only recently
that novel quaternion-based rigid and flexible-body dynamic
formulations were proposed, see [5]-[7]. All these approaches

treat the unity constraint of rotational quaternions as a member
of the governing equations of the problem. This allows the
use of standard time integration methods, but increases the
computational demands.

In the present paper, we therefore develop a time in-
tegration scheme of third-order that is properly adapted to
quaternion representation of rotations. Our scheme exactly
preserves the unit norm constraint of rotational quaternions
following the approach of Munthe-Kaas [2] and Zanna [8] and
adopts it to quaternion algebra. The correction function needed
to compensate the non-commutativity is derived to introduce
an implicit time integration scheme of the third order. The
proposed method consists of two implicit stages of second
order followed by an explicit third-order step, which allows
local error control without any additional computational costs.

The rest of the paper is structured as follows. Section II
introduces some primary definitions. In Section III, we de-
scribe a novel time integration method for dynamic problems.
Numerical examples are presented in Section IV. The paper
ends with concluding remarks.

II. PRIMARY DEFINITIONS
Two orthogonal reference frames are introduced (see Figure

1):
(i) a reference frame with a reference point O and a set

of fixed orthonormal base vectors
{
⇀
g 1,

⇀
g 2,

⇀
g 3

}
, and

(ii) a body frame rigidly attached to the body
defined by three orthonormal base vectors{
⇀

G1 (t) ,
⇀

G2 (t) ,
⇀

G3 (t)

}
.

The body frame is at an arbitrary time, t, uniquely
defined by the position vector

⇀
r (t) of its origin and by

the rotation between the base vectors
{
⇀
g 1,

⇀
g 2,

⇀
g 3

}
and{

⇀

G1 (t) ,
⇀

G2 (t) ,
⇀

G3 (t)

}
. Here, we employ rotational quater-

nions to parametrize the rotations. Using the algebra of quater-
nions, the relation between the moving and the fixed basis is
written as

⇀

Gi (t) = q̂ (t) ◦⇀g i ◦ q̂ ∗ (t) , i = 1, 2, 3, (1)

where q̂ is the rotational quaternion, q̂ ∗ is the conjugated
quaternion, and (◦) denotes the quaternion product.

The set of quaternions IH is a four-dimensional Euclidean
space. Quaternions can be described as the sum of a scalar and
a vector: x̂ = s +

⇀
v =

(
s,
⇀
v
)

, s ∈ IR,
⇀
v ∈ IR3. Addition
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Figure 1. Base vectors.

and scalar multiplication are inherited from IR4, while the
quaternion multiplication is defined as:

x̂ ◦ ŷ =
(
s c−⇀

v ·⇀w
)
+
(
c
⇀
v + s

⇀
w +

⇀
v ×⇀

w
)
, (2)

where ŷ = c +
⇀
w ∈ IH and (·) and (×) are the scalar

and the cross-vector product, respectively. The quaternion
multiplication is associative but it is not commutative, which
makes the set of quaternions an associative non-commutative
algebra over IR. In what follows, abstract elements of IR3 and
IH will be replaced by one-column representations and will be
denoted by bold face symbols. The additional base vector of
quaternion space is taken to be the identity element 1̂ = 1+

⇀
0 .

An arbitrary quaternion, x̂ = s+
⇀
v , can thus be expressed with

respect to either of the two bases

x̂ = s 1̂+v1
⇀
g 1+v2

⇀
g 2+v3

⇀
g 3 = S 1̂+V1

⇀

G1+V2
⇀

G2+V3
⇀

G3

and the components are gathered in one-column matrices. For a
more detailed presentation of the quaternion algebra, the reader
is referred to the textbook [4].

The differentiation of quantities with respect to time t is
essential for dynamics. To describe the rate of change of the
position vector, we introduce

v =
·
r, (3)

describing the velocity in the global frame. The differentiation
of equation (1) with respect to t gives a measure for the rate
of change of the local basis:

Ω = 2q̂∗ ◦
·
q̂, (4)

where Ω denotes the angular velocity with respect to the
local basis. Furthermore, we define acceleration as a =

·
v and

angular acceleration as α =
·
Ω.

As they are a part of many engineering problems, spatial
rotations often need to be reconstructed from the prescribed,
measured or assumed angular velocity field, i.e., an efficient
solution for equation (4) is desired. For the special case of
constant angular velocity, a closed form analytical solution of
the initial value problem

·
q̂ (t) =

1

2
q̂ (t) ◦Ω, q̂ (t0) = q̂0, (5)

can be found. It reads

q̂ (t) = q̂0 ◦ exp
(
t

2
Ω

)
, (6)

where the quaternion exponential exp is defined by infinite
power series:

exp (x̂) =

∞∑
k=1

x̂k

1!
= 1̂+

x̂

1!
+

1

2!
x̂◦ x̂+

1

3!
x̂◦ x̂◦ x̂+ .... (7)

The result (6) indicates that the exponential map may also be
a suitable choice for the approximation of the general solution.
We need to point out that, without some additional effort, its
direct use results in only second-order approximations of the
exact solution. The details are presented in [9].

After we introduce the rotational vector ϑ = ϑn, where ϑ
is the angle of rotation and n denotes the unit vector on the axis
of rotation, any rotational quaternion can also be expressed as

q̂ (ϑ) = cos
ϑ

2
+ sin

ϑ

2

ϑ

ϑ
, (8)

which gives a firm physical meaning to its components.

III. TIME DISCRETIZATION

To solve the set of differential equations of a moving
body, a third-order integration scheme is proposed. Since the
equations we are dealing with are often stiff, we stem from
the well known combination of trapezoidal rule and backward
differentiation formula (TR-BDF2 method) [10], adopt it to
differential equations of the second order and extend it to
properly consider the rotational degrees of freedom. The TR-
BDF2 scheme consists of three-stages: the first two stages
are implicit schemes of second order while the third stage is
explicit and of the third order of accuracy. The corresponding
Butcher array [10] reads

0 0 0 0
τ τ/2 τ/2 0
1 w w τ/2

w w τ/2
(2− τ) /6 (3τ + 2) /6 τ/6

, (9)

where τ = 2 −
√
2 and w =

√
2
4 . The difference between

the formulae of third and second order allows the local error
control without any additional computational costs.

The scheme (9) is adopted here to solve the equations of
dynamic equilibrium. Average velocities and average angular
velocities between the two successive times are chosen as the
primary iterative unknowns of the scheme. Such a choice is
especially important for rotational degrees of freedom since the
angular velocities, when expressed with respect to the moving
basis, are additive. This property simplifies the linearization
and update procedure needed in implicit schemes on non-
linear configuration spaces. A detailed description of each
stage of the proposed scheme will be presented in the sequel.
To indicate that a particular quantity (·) is evaluated at a time
tm we employ the notation: (·)[m].
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A. First stage
Let us assume that the configuration of a moving body is

known at the discrete time tn. The size of a current time step
is denoted by h. The first stage gives the approximation of
kinematic quantities at the intermediate time tn+τ = tn + τh.
Directly from the trapezoidal rule, we have:

v =
v[n] + v[n+τ ]

2
=

r[n+1] − r[n]

τh
, (10)

which yields
r[n+τ ] = r[n] + τhv.

An analogous formula can be used for linear accelerations:

a[n] + a[n+τ ]

2
=

v[n+τ ] − v[n]

τh
.

The average velocity v is chosen to be the iterative unknown
of the scheme while the remaining quantities are expressed
with the values at the current time tn and v. This gives

r[n+τ ] = r[n] + τhv

v[n+τ ] = −v[n] + 2v (11)

a[n+τ ] = −a[n] − 4

τh
v[n] +

4

τh
v.

A similar approach can be used for rotational degrees of
freedom, however the relation between rotational quaternions
and angular velocities is based on the result (6) which pre-
serves the configuration space and is second-order accurate.
The corresponding scheme then reads

q̂[n+τ ] = q̂[n] ◦ exp
(
τh

2
Ω

)
Ω[n+τ ] = −Ω[n] + 2Ω (12)

α[n+τ ] = −α[n] − 4

τh
Ω[n] +

4

τh
Ω,

where Ω denotes the average angular velocity vector

Ω =
Ω[n] + Ω[n+τ ]

2
, (13)

which is taken to be the iterative unknown of the scheme.
Two possible predictors of the first stage seem natural:

(i) v
[n+τ ]
0 = v[n] and Ω

[n+τ ]
0 = Ω[n] or (ii) a

[n+τ ]
0 = a[n]

and α[n+τ ]
0 = α[n]. The first one was found unsuitable as

it sometimes leads to the instability of long-term numerical
calculations. Therefore, the second predictor, based on the
accelerations from the previous time step, is used here. The
initial guess for the remaining quantities then follows directly
from (11)–(12)

B. Second stage
The second stage is based on second order approximation

at time tn+1 using the configuration values at times tn and
tn+τ . The third line of (9) gives:

r[n+1] = r[n] + h
(
wv[n] + wv[n+τ ] +

τ

2
v[n+1]

)
v[n+1] = v[n] + h

(
wa[n] + wa[n+τ ] +

τ

2
a[n+1]

)
.

We now use the notation

v = wv[n] + wv[n+τ ] +
τ

2
v[n+1] (14)

and treat v as the primary iterative unknown. The second stage
expressed with v now reads:

r[n+1] = r[n] + hv

v[n+1] = −2w

τ

(
v[n] + v[n+τ ]

)
+

2

τ
v (15)

a[n+1] = −2w

τ

(
a[n] + a[n+τ ]

)
− 4

τ2h

((
w +

τ

2

)
v[n] + wv[n+τ ]

)
+

4

τ2h
v.

Analogous scheme for rotational degrees of freedom is ob-
tained by considering (6):

q̂[n+τ ] = q̂[n] ◦ exp
(
h

2
Ω

)
Ω[n+τ ] = −2w

τ

(
Ω[n] + Ω[n+τ ]

)
+

2

τ
Ω (16)

α[n+τ ] = −2w

τ

(
α[n] + α[n+τ ]

)
− 4

τ2h

((
w +

τ

2

)
Ω[n] + wΩ[n+τ ]

)
+

4

τ2h
Ω,

where
Ω = wΩ[n] + wΩ[n+τ ] +

τ

2
Ω[n+1]. (17)

From the known values at tn and tn+τ we can evaluate a
better predictor for the second stage. A cubic Hermit interpola-
tion, see, e.g., [11], of velocities and angular velocities trough
tn and tn+τ yields

v
[n+1]
0 = v[n] +

2− 3τ

τ3

(
v[n] − v[n+τ ]

)
+
h (1− τ)

τ2

(
(1− τ)a[n] + a[n+τ ]

)
Ω

[n+1]
0 = Ω[n] +

2− 3τ

τ3

(
Ω[n] −Ω[n+τ ]

)
+
h (1− τ)

τ2

(
(1− τ)α[n] +α[n+τ ]

)
.

C. Third stage
Finally, we use an explicit third-order scheme to increase

the accuracy of the results at time tn+1. For the position vector,
we can directly employ the last line of Butcher’s array (9),
which gives

r[n+1] = r[n] + h

(
1− w
3

v[n] +
3w + 1

3
v[n+τ ] +

τ

6
v[n+1]

)
.

(18)
Analogous formula for rotational degrees of freedom can be
written as

q̂[n+1] = q̂[n] ◦ exp (Corr

+
h

2

(
1− w
3

Ω[n] +
3w + 1

3
Ω[n+τ ] +

τ

6
Ω[n+1]

))
,

(19)

where the correction term Corr is needed to gain the third
order of accuracy. Thus, the correction term is determined in
such a way that (19) agrees with the analytical solution of Eq.
(5) up to the third order. After a lenghty derivation and taking
into account the analytical solution presented in [9], we get

Corr =
h2

48τ (τ − 1)
Ω[n]×

(
τ2Ω[n+1] −Ω[n+τ ]

)
. (20)
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In contrast to the previous two stages, velocities and angular
velocities are left unchanged since their higher order approx-
imation quickly amplifies stiff components of the system and
the convergence of the method deteriorates.

IV. NUMERICAL STUDIES

We will demonstrate the performance of the proposed
method on several numerical examples. Quadratic convergence
of Newton iteration scheme was achieved in all examples due
to consistent linearization of equations with proper considera-
tion of rotational degrees of freedom.

A. Rotating body under prescribed torque
In the first set of examples, we consider a rotating rigid

body subjected only to the analytically prescribed external
torque M . Equations of motion are then as follows

J
·
Ω + Ω× JΩ = q̂∗ ◦M ◦ q̂, (21)

where J is the inertia matrix. When equation (21) is evaluated
at discrete time tn+1 and the proposed time discretization is
taken into account, the average velocities and angular veloc-
ities, v and Ω, become the only unknowns of the problem.
The obtained time-discrete equations are non-linear and are
therefore solved iteratively.

5 10 15 t

0

20

40

-20

-40

M1

M2

M3

torque

Figure 2. The torque applied to the rigid body. Load case (i).

We base this test on the assumed analytical field of rota-
tions, i.e., the components of the rotational vector are known
analytical functions of time. From (5), (8) and (21) we obtain
the analytical expression for the applied torque M and the
initial values q̂0 = q̂ (0) and Ω[0] = Ω (0). We employed
Mathematica [12] for these symbolic manipulations. From
the numerically obtained rotational quaternions the discrete
numerical solution in terms of rotational vectors is evaluated
using the Spurrier algorithm [13]. Numerical results are then
compared to the exact ones.

Two cases are considered for which the rotational vectors
are: (i) the quadratic function: ϑ (t) =

[
t2, 0, t/5

]T
and (ii) the

harmonic function: ϑ (t) = [t+ sin (t) , 0, cos (t)]
T of time.

The inertia tensor with respect to the principal axes of the
rotating body was taken to be J = diag (5, 5, 1). The results
were obtained on the time interval [0, 5π] using the present
method and in the field of structural dynamics widely used
Newmark algorithm for SO (3) by Simo and Vu-Quoc [1].
The absolute errors of the norm of rotational vector, i.e., the
absolute errors of the angle of rotation are presented and
compared.
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Figure 3. Load case (i). Absolute error of the angle of rotation for the time
step h = 0.05.
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10
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Figure 4. Load case (i). Absolute error of the angle of rotation for the time
step h = 0.01.

The applied torque for the first load case is presented in
Figure 2. The magnitude of the torque is increasing with time
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Figure 5. The torque applied to the rigid body. Load case (ii).

and oscilating with increasing frequency, which makes this
example quite challenging. For the longer time step h = 0.05,
the absolute errors between the exact and numerically obtained
angle of rotation are shown in Figure 3. Note that the graphs
are presented in the logarithmic scale. The higher order of
accuracy of the proposed method is evident. This observation
is additionally confirmed when smaller time step h = 0.01 is
taken, see Figure 4. Again, the proposed method is advanta-
geous compared to the widely used method by Simo and Vu-
Quoc [1]. As expected, the absolute error is increasing with
time, but the higher order of local accuracy of the proposed
method results in much smaller global errors.

The applied torque for the second load case is shown in
Figure 5. For this load case, the magnitude of the torque is
not increasing, but we still cannot avoid the accumulation of
the error with large number of time steps.

5 10 15 t

5 10 15 t

10
-4

10
-5

10
-5

10
-6

10
-3

0.001

0.01

0.1

Present method

10
-4

Simo and Vu-Quoc method

error

error

Figure 6. Load case (ii). Absolute error of the angle of rotation for the time
step h = 0.05.

The results presented in Figure 6 were obtained using time
step h = 0.05. The maximum absolute error of the second-
order method was 0.084, while the proposed method is more
accurate with the maximum global error being 0.0022. The
accuracy is considerably improved by reducing the time step.
When h = 0.01, the maximum absolute error of Simo and
Vu-Quoc method [1] is 0.0035, while for the present method
it is no more than 0.000017.

B. Large deflections of right-angle cantilever
This classical benchmark problem for frame-like structures

was introduced by Simo and Vu-Quoc [1]. A right-angle
cantilever beam is subjected to a triangular pulse out-of-plane
load at the elbow, see Figure 7. After the removal of the
external force, the cantilever undergoes free vibrations. Each
part of the cantilever is dicretized with five third-order beam
elements. Details on the finite elements used are presented
in [14]. Both time integrators are employed to obtain the
solution. A dynamic response of the cantilever involves very
large magnitudes of displacements and rotations together with
finite strains. The centroidal mass-inertia matrix of the cross-
section is diagonal: Jρ = diag [ 20 10 10 ].

21
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�

10

10
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Figure 7. The right-angle cantilever subjected to out-of-plane loading.

The dynamic response of the beam was computed on the
time interval [0, 4] with different time steps. Since no analytical
solution exists for this problem, the solution obtained with very
small time step h = 0.00025 was taken as the reference one.
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Figure 8. Right-angle cantilever: logarithmic plot of the displacement errors
at the elbow.
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Figure 9. Right-angle cantilever: logarithmic plot of the rotation errors at the
elbow.

Figures 8 and 9 present the convergence plots of the results
at the elbow. Note that the proposed method gives more
accurate results than the scheme by Simo and Vu-Quoc. The
difference is evident but not as high as for the rigid body
motion. The main reason for this lies in the approximation of
strain vectors, which was taken the same for both integrators
and limits the benefits of the proposed method.

V. CONCLUSION

We have presented a third order time integrator for rigid
and flexible body dynamics. The proposed scheme is consistent
with the properties of three-dimensional rotations and allows
the rotational degrees of freedom to be treated with the same
accuracy as the translational ones. An additional benefit is
the local error control without any additional computational
demands. To achieve an additional order of accuracy, two
implicit and one explicit step are needed in our approach.
This means that by doubling the computational costs we gain
one order of accuracy and free local error control without any
additional computational time needed in contrast to second-
order schemes, where local error control demands additional
evaluations. The proposed method is thus competitive among
implicit methods for rigid body dynamics. The influence of
the strain approximation on flexible beam dynamics will be
the subject of further research.
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