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ADVCOMP 2018

Forward

The Twelfth International Conference on Advanced Engineering Computing and
Applications in Sciences (ADVCOMP 2018), held between November 18, 2018 and November
22, 2018 in Athens, Greece, continued a series of evens meant to bring together researchers
from the academia and practitioners from the industry in order to address fundamentals of
advanced scientific computing and specific mechanisms and algorithms for particular sciences.

With the advent of high performance computing environments, virtualization, distributed
and parallel computing, as well as the increasing memory, storage and computational power,
processing particularly complex scientific applications and voluminous data is more affordable.
With the current computing software, hardware and distributed platforms effective use of
advanced computing techniques is more achievable.

The conference provided a forum where researchers were able to present recent research
results and new research problems and directions related to them. The conference seeked
contributions presenting novel research in all aspects of new scientific methods for computing
and hybrid methods for computing optimization, as well as advanced algorithms and
computational procedures, software and hardware solutions dealing with specific domains of
science.

The conference had the following tracks:

 Computing applications in science

 Computing mechanisms and methods

 Multidisciplinary Mobile and Web Applications in Modern Life

We take here the opportunity to warmly thank all the members of the ADVCOMP 2018
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to ADVCOMP
2018. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

We also gratefully thank the members of the ADVCOMP 2018 organizing committee for
their help in handling the logistics and for their work that made this professional meeting a
success.

We hope that ADVCOMP 2018 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the field
of engineering computing and applications in sciences. We also hope that Athens, Greece,
provided a pleasant environment during the conference and everyone saved some time to
enjoy the historic charm of the city.
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Time Series Forecasting using ARIMA Model

A Case Study of Mining Face Drilling Rig

Hussan Al-Chalabi, Yamur K. Al-Douri and Jan Lundberg
Division of Operation and Maintenance Engineering

Luleå University of Technology
Luleå, Sweden

E-mail: {hussan.hamodi, yamur.aldouri, jan.lundgerg}@ltu.se

Abstract— This study implements an Autoregressive
Integrated Moving Average (ARIMA) model to forecast total
cost of a face drilling rig used in the Swedish mining industry.
The ARIMA model shows different forecasting abilities using
different values of ARIMA parameters (p, d, q). However,
better estimation for the ARIMA parameters is required for
accurate forecasting. Artificial intelligence, such as multi
objective genetic algorithm based on the ARIMA model, could
provide other possibilities for estimating the parameters. Time
series forecasting is widely used for production control,
production planning, optimizing industrial processes and
economic planning. Therefore, the forecasted total cost data of
the face drilling rig can be used for life cycle cost analysis to
estimate the optimal replacement time of this rig.

Keywords- ARIMA model; Data forecasting; Mining face
drilling rig.

I. INTRODUCTION

Time series forecasting predicts future data points based
on observed data over a period known as the lead-time. The
purpose of forecasting data points is to provide a basis for
production control and production planning and to optimize
industrial processes and economic planning. The major
objective is to obtain the best forecast, i.e., to ensure that the
mean square of the deviation between the actual and the
forecasted values is as small as possible for each lead-time
[1]. Over the past few decades, much effort has been devoted
to the development and improvement of time series
forecasting models [2].

Traditional models for time series forecasting, such as the
Box–Jenkins or the Autoregressive Integrated Moving
Average (ARIMA) model, assume time series data are
generated by linear processes. However, these models may
be inappropriate if the underlying mechanism is nonlinear. In
fact, real-world systems are often nonlinear [3]. The ARIMA
model is a stochastic process [1] defined by three parameters,
p, d, and q, where p stands for the Auto-Regressive AR(p)
process, d is the integration (needed for the transformation
into a stationary stochastic process), and q is the Moving
Average MA(q) process [4].

In a stationary stochastic model, the data have the same
variance and autocorrelation [5]. The weakness of this model
is the difficulty of estimating the parameters. To address this
problem and ensure accurate forecasting, we need a process
for automated model selection [6].

Zhang [7] suggests a hybrid method that combines
ARIMA and Artificial Neural Network

(ANN) models. The combination improves the
forecasting accuracy. The empirical results with three real
data sets clearly show the hybrid model is able to outperform
each component model. There are some similarities between
ARIMA and ANN models. Both include a rich class of
different models with different model orders. Both require a
relatively large sample to build a successful model.
However, ARIMA can provide results based on the problem
and data contents.

Hatzakis and Wallace [8] propose a method that
combines the ARIMA forecasting technique and a Multi
Objective Genetic Algorithm (MOGA) based on Pareto
optimality. Their method is based on historical optimums
and is used to optimize AR(p) and MA(q) to find a non-
dominated Pareto front solution with an infinite number of
points. They found that their method improved the prediction
accuracy. However, they assumed the data were accurate and
used the Pareto front solution to make a forecast.

This study implements an ARIMA model to forecast the
Total Cost (TC) data for a face drilling rig used in an
underground mine in Sweden. Findings from our case study
suggest that the ARIMA model is appropriate, but the
parameters need to be better estimated for accurate
forecasting.

The remainder of the paper is structured as follows: In
Section ІІ, we define the research paper methodology. In 
Section III, we present the results and discussion. We
conclude the paper in Section IV.

II. METHODOLOGY

A. Data collection

The TC data are for a face drilling rig used in an
underground mine in Sweden. The data were collected over a
period of three years (2009 to 2012) by a MAXIMO
Computerized Maintenance Management System (CMMS).
In the CMMS, the TC data are recorded based on the work
orders for the maintenance of the face drilling rig. Every
work order contains corrective maintenance cost data, a
component problem description, and a description of the
actions performed (i.e., corrective maintenance or preventive
maintenance). The repair time and the labour, material and
tool cost of each work order are also included.

In this study, missing and outlier data are filtered from
the selected TC data. Note that all the cost data used in this

1Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-677-4
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study are real costs with no adjustment for inflation. Note
also that because of mining company regulations, the TC
data are encoded and expressed as a Currency Unit (cu).

B. ARIMA model

The main part of the ARIMA model combines AR and
MA polynomials into a complex polynomial, as seen in (1)
below [9]. The ARIMA (p, d, q) model is applied to all the
data points of the TC data.

   1 1
1 1

p q

t tt t
i i

y y    
 

    
(1)

where the notation is as follows:
µ: the mean value of the time series data;
p: the number of autoregressive lags;
σ: autoregressive coefficients (AR);
q: the number of lags of the moving average process;
ϴ: moving average coefficients (MA);
Ɛ: the white noise of the time series data;
d: the number of differences calculated from (2)

(2)

The value of the ARIMA parameters (p, d, q) for AR and
MA can be obtained from the behaviour of the
Autocorrelation Function (ACF) and the Partial
Autocorrelation Function (PACF) [1]. These functions help
to estimate the parameters that can be used to forecast data
using the ARIMA model.

III. RESULTS AND DESCUSSION

The ARIMA model is implemented stochastically based
on the default values of the parameters p, d and q for the
different scenarios individually for TC (ZTC). The values for
each parameter (p, d, q) are: (0,0,0), (0,0,1), (0,1,1), (1,0,0),
(1,0,1), (1,1,1), (2,1,1) and (2,0,3). All the TC data are
included for each scenario, covering a period of 37 months.
The forecasting is for 24 months. Some scenarios do not
show a reasonable forecasting for this period. In this section,
we present the TC forecasting using the ARIMA parameters
(1,0,1), (0,0,1), (2,1,1) and (2,0,3) as the default input
parameters.

Figure 1 shows the forecasting for ARIMA (1,0,1) for the
log of TC over time (24 months). A polynomial trend curve
is used to illustrate the relationship between the historical TC
data and the forecasted data. The historical TC data (37
months) appear before the vertical line. The forecasted data
(24 months) are presented after the vertical line. The
forecasted data for ARIMA (1,0,1) seem to be in sync with
the historical data before the vertical line and with the
polynomial trend curve after the vertical line. This is obvious
because the forecasted data show a polynomial trend curve.
However, there are lower and higher extreme forecasted
values outside the polynomial trend.

y = -5E-05x2 + 0,0143x + 4,1303
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Figure 1. ARIMA (1, 0, 1)

The results of ARIMA (0, 0, 1) are shown in Figure 2.
After the vertical line, the forecasted data for the 24-month
period do not seem to be in sync with the historical data
before the vertical line or with the polynomial trend curve
after the vertical line.
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Figure 2. ARIMA (0, 0, 1)

Figure 3 shows the results for ARIMA (2,1,1) for the TC
with the polynomial trend curve. The forecasted data for the
24-month period do not seem to be in sync with the historical
data before the vertical line or with the polynomial trend
curve after the vertical line. The forecasted data are much
higher than the historical and polynomial trends.

y = 4E-05x3 - 0,0021x2 + 0,0457x + 4,0244
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Figure 3. ARIMA (2, 1, 1)
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ADVCOMP 2018 : The Twelfth International Conference on Advanced Engineering Computing and Applications in Sciences

                            12 / 42



The results of ARIMA (2,0,3) are shown in Figure 4. In
the figure, the forecasted data for the 24-month period seem
to be in sync with the historical data before the vertical line
and with the polynomial trend curve after the vertical line.
Accordingly, these parameters are suitable for forecasting the
TC data for this mining drilling rig.

Figure 4. ARIMA (2,0,3)

Overall, the forecasting using ARIMA (2,0,3) has better
results than forecasting using the other ARIMA input
parameters. We also find that the values of (p, d, q) affect the
ARIMA forecasting, and the ARIMA (p, d, q) values are
sensitive to the data type.

IV. CONCLUSION AND FUTURE WORK

The forecasting for our case study using the ARIMA
model shows different forecasting abilities using different
values of ARIMA parameters (p, d, q). The ARIMA
parameters (p, d, q) are used in four different scenarios, one
of which shows suitable forecasting. We find that the
parameter values have a strong effect on the forecasting
method. Therefore, these parameters need better estimation
from the data for accurate forecasting. AI such as MOGA
based on the ARIMA model could provide other possibilities
for estimating the parameters (p ,d ,q) and improve data
forecasting. The outcome of the MOGA based on the
ARIMA model can be used to forecast data with a high level
of accuracy, and the forecasted data can be used for life cycle
cost analysis. For example, they can be used to estimate the
optimal replacement time of the face drilling rig used in our
case study.
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Abstract— Time series forecasting is widely used as a
basis for economic planning, production planning,
production control and optimizing industrial processes. The
aim of this study has been to develop a novel two-level
Genetic Algorithm (GA) to optimize time series forecasting
in order to forecast cost data for fans used in road tunnels by
the Swedish Transport Administration (Trafikverket). The
first level of the GA is responsible for the process of
forecasting time series cost data, while the second level
evaluates the forecasting. The first level implements GA
based on the Autoregressive Integrated Moving Average
(ARIMA) model. The second level utilizes a GA based on
forecasting error rate to identify proper forecasting. The
results show that GA based on the ARIMA model produces
good forecasting results for the labor cost data objects. It
was found that a multi-objective GA based on the ARIMA
model showed an improved performance. The forecasted
data can be used for Life Cycle Cost (LCC) analysis.

Keywords— ARIMA model; Time series forecasting;
Genetic Algorithm (GA); Life Cycle Cost (LCC); Maintenance
cost data.

I. INTRODUCTION

Time series forecasting predicts future data points
based on observed data over a period known as the lead-
time. The purpose of forecasting data points is to provide a
basis for economic planning, production planning,
production control and optimizing industrial processes.
The major objective is to obtain the best forecast function,
i.e., to ensure that the mean square of the deviation
between the actual and the forecasted values is as small as
possible for each lead-time [1]. Much effort has been
devoted over the past few decades to the development and
improvement of time series forecasting models [2].

The Genetic Algorithm (GA) is often compatible with
nonlinear systems and uses a particular optimization from
the principle of natural selection of the optimal solution on
a wide range of forecasting populations [3]. The proposed
multi-objective GA optimizes a particular function based
on the ARIMA model. The ARIMA model is a stochastic
process modelling framework [4] that is defined by three
parameters (p,d,q). The parameter p stands for the order of
the autoregressive AR(p) process, d for the order of
integration (needed for the transformation into a stationary

stochastic process), and q for the order of the moving
average MA(q) process [4]. A stationary stochastic process
means a process where the data properties have the same
variance and autocorrelation [5].

The weakness of the ARIMA model is the difficulty of
estimating the parameters. To address this problem, a
process for automated model selection needs to be
implemented in the automated optimization to achieve an
accurate forecasting [6]. The GA is a well-established
method which helps in solving complex and nonlinear
problems that often lead to cases where the search space
shows a curvy landscape with numerous local minima. The
GA is designed to find the best forecasting solution
through automated optimization of the ARIMA model and
to select the best parameters (p,d,q) to compute point
forecasts based on time series data. The parameters of the
ARIMA model are influenced by the selecting process of
the GA. In addition, the GA can evaluate the forecasting
accuracy using multiple fitness functions based on
statistics models.

Vantuch & Zelinka [7] modified the ARIMA model
based on the Genetic Algorithm and particle swarm
optimization (PSO) to estimate and predict data of time.
They found that the Genetic Algorithm could find a
suitable ARIMA model and pointed to improvements
through individual binary randomization for every
parameter input of the ARIMA model. Their model shows
the best set of coefficients obtained with PSO compared
with the best set obtained with a classical ARIMA
prediction. However, these authors present the ARIMA
parameters in a binary setting with limited possibilities and
they consider the forecasting based on an ARIMA
evaluation only.

Hatzakis & Wallace [3] proposed a method that
combines the ARIMA forecasting technique and a multi-
objective GA based on the Pareto optimal to predict the
next optimum. Their method is based on historical
optimums and is used to optimize AR(p) and MA(q) to
find a non-dominated Pareto front solution with an infinite
number of points. They found that their method improved
the prediction accuracy. However, these authors assumed
that the data were accurate and used the Pareto front
solution to select a proper forecasting. In addition, they did
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not use any forecasting error rate to evaluate the
forecasting results.

The aim of this study has been to develop a novel two-
level multi-objective GA to optimize time series
forecasting in order to forecast cost data for fans used in
road tunnels. The first level of the GA is responsible for
the process of forecasting time series cost data, while the
second level evaluates the forecasting. The first level
implements GA based on the ARIMA model. This level
gives possibilities of finding the optimal forecasting
solution. The second level utilizes GA based on
forecasting error rate to identify a proper forecasting. We
argue that a GA decreases the complexity, increases the
flexibility, and is very effective when selecting an
approximate solution interval for forecasting.

II. METHODOLOGY

A. Data collection

The cost data concerns tunnel fans installed in
Stockholm in Sweden. The data had been collected over
ten years from 2005 to 2015 by Swedish Transport
Administration (Trafikverket) and were stored in the
MAXIMO computerized maintenance management system
(CMMS). In this CMMS, the cost data are recorded based
on the work orders for the maintenance of the tunnel fans.
Every work order contains corrective maintenance data, a
component description, the reporting date, a problem
description, and a description of the actions performed.
Also included are the repair time needed and the labor,
material and tool cost of each work order.

In this study, we consider the one cost objects of labor
based on the work order input into the CMMS for the ten-
year period mentioned above. The selected data were
clustered, filtered and inputed for the present study using a
Multi-objective GA (MOGA) based on a fuzzy c-means
algorithm [14]. It is important to mention that all the cost
data used in this study concern real costs without any
adjustment for inflation. Due to company regulations, all
the cost data have been encoded and are expressed as
currency units (cu).

B. Two-level system of Genetic Algorithms

In this study, a novel two-level GA has been
developed, as shown in Figure 1. The levels of the GA are
as follows: (1) a GA based on the ARIMA model for
forecasting the cost data, and (2) GA based on multiple
functions for measuring the forecasting accuracy for
validation of the forecasted data. Level 1 of the GA is
applied to the cost data objects (labor) to forecast data for
the next level and for each of 15 different generations. The
second level validates the forecasted data for the cost
object. Using two levels allows us to reduce the
computational cost [8], while reaching an effective and
reasonable solution [9].

Figure 1. Two-level of Genetic Algorithm (GA)

1) GA based on the ARIMA model
The proposed GA method uses a particular

optimization based on the principle of natural selection of
the optimal solution and applies this optimization on a
wide range of forecasting populations. The GA creates
populations of chromosomes as possible answers to
estimate the optimum forecasting [3]. This algorithm is
robust, generic and easily adaptable because it can be
broken down into the following steps: initialization,
evaluation, selection, crossover, mutation, update and
completion. The evaluation (fitness function) step creates
the basis for a new population of chromosomes. The new
population is formed using specific Genetic operators,
such as crossover and mutation [10], [11]. The fitness
function is derived from the ARIMA forecasting model. A
GA with automated optimization avoids the weakness of
the ARIMA model by estimating the parameters for
forecasting [6].

The GA is a global optimization technique that can be
used to achieve an accurate forecasting based on the
ARIMA model. The GA is known to help in solving
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complex nonlinear problems that often lead to cases where
the search space shows a curvy landscape with numerous
local minima. Moreover, the GA is designed to find the
optimal forecasting solution through automated
optimization of the ARIMA model. In addition, the GA
can evaluate the forecasting accuracy using multiple
fitness functions based on statistical models.

The first level utilizes a GA which is based on the
ARIMA model and is implemented four different times
using a cross-validation randomization technique. The
technique aims to select the best time series data for
forecasting. The process is the following: a random
number of cost data are selected based on encoding in each
of the four implementations; the modified random cost
data are generated 15 times. The modifications are used to
find the optimal cost data for forecasting. The following
steps are implemented when applying the multi-objective
GA in level 1.

Step 1: Initial population

A longitudinal study of each cost object
( ) is used to forecast data using the multi-
objective GA for the two objects in parallel.

Step 2: First GA generation and selection

The first generation is performed by selecting each cost
object and checking whether the data are stationary (i.e.,
trend-stationary) or non-stationary using a Dickey-Fuller
test [12]. To apply the ARIMA model, the data should be
stationary, i.e. the null hypothesis of stationarity should not
be rejected. When applying the Dickey-Fuller Test (DFT)
in equation (1), the hypothesis p = 1 means that the data
are non-stationary and p < 1 that the data are stationary
[12].

(1)

α : constant estimated value of the time series data; 

p : the hypothesis is either p = 1 or p < 1;

t : time {1,…,k};

ε : the white noise of the time series data. 

Step 3: Encoding

Random values, either ones or zeros, are generated for
each cost data object. Encoding is the process of
transforming from the phenotype to the genotype space
before proceeding with GA operators and finding the local
optima.

Step 4: Fitness function

The fitness function is based on the ARIMA model for
the forecasting of time series cost data objects individually,
as seen in the equation below. The fitness function consists
of an autoregression (AR) part and a moving average
(MA) part [1]. The ARIMA model uses AR and MA
polynomials to estimate (p) and (q) [7].

The fitness function is formulated as the equation (2)
follows:

(2)

where the following notation is used:

μ : the mean value of the time series data; 

p : the number of autoregressive lags;

d : the number of differences calculated with the

equation

q : the number of lags of the moving average process;

σ : autoregressive coefficients (AR); 

θ : moving average coefficients (MA); 

ϵ : the white noise of the time series data. 

The parameters (p,q) are estimated using an
autocorrelation function (ACF) and a partial
autocorrelation function (PACF) [1]. The estimated values
produced by the previous equation will be used to create a
forecast for 20 months (m) using the equation (3). These
forecasted values will be evaluated using the second level
of GA to find the optimal forecasting with high accuracy.

(3)

where fitness(t+m) is the time series forecasting at time
(t+m) and

m : months {1, 2, 3,…, m}.

Step 5: Crossover and mutation

In this study, a one-point crossover with a fixed
crossover probability is used. This probability decreases
the bias of the results over different generations caused by
the huge data values. For chromosomes of length l, a
crossover point is generated in the range [1, 1/2 l] and [1/2
l, l]. The values of objects are connected and should be
exchanged to produce two new offspring. We select two
points to create more value ranges and find the best fit.

Randomly, ten percent of the selected chromosomes
undergo mutation with the arrival of new chromosomes.
For the cost object values, we swap two opposite data
values. The purpose of this small mutation percentage is to
keep the forecasting changes steady over different
generations.

Step 6: New generation

The new generation step repeats steps 3 to 5
continuously for 15 generations. Fifteen generations are
enough for these data because the curves of the fitness
functions are repeated after fifteen generations. The
selected fifteen generations are used individually for the
second level to validate the forecasting accuracy for each
object and population. This step yields fully correlated data
for the next step.

2) GA for measuring the forecasting accuracy
In this level, the GA is applied longitudinally to the

data. The GA operates with a population of chromosomes
that contains labor cost and material cost objects. The GA
operates on the selected population over different
generations to find the appropriate forecasting accuracy.
During the GA generations, the chromosomes in the
population are rated concerning their adaptation, and their
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mechanism of selection for the new population is
evaluated. Their adaptability (fitness function) is the basis
for a new population of chromosomes. The new population
is formed using specific Genetic operators such as
crossover and mutation. The GA is used to evaluate the
forecasting accuracy for each generation of the first level.

Level 2 utilizes a GA which is based on different
forecasting error rates and is implemented for each
generation from the first level and for four different
populations using a cross-validation randomization
technique. This technique aims to select the best evaluation
of the time series data forecasting and the process is as
follows. A random number of cost data are selected based
on the encoding in each generation of the four
implementations, and the modified random cost data are
generated five times. The modifications are then used to
find the optimal cost data forecasting. In this study, due to
the size of the training data, five generations are sufficient
to obtain valid results. The following steps are
implemented when applying the GA in level 2.

Step 1: Initial population

A longitudinal study of each cost object

( ) is used to forecast data using the
multi-objective GA for the two objects in parallel.

Step 2: First GA generation, encoding and selection

The first generation is performed by selecting each cost
object and encoding through generating random values,
either ones or zeros, for each cost data object. The
selection for each cost data object is based on encodings
with the value of 1. This selection is used to evaluate the
forecasted data using the multi-objective fitness function.

Step 3: Fitness function

The multi-objective fitness function is based on
multiple functions for measuring the forecasting accuracy.
The mean absolute percentage error (MAPE) is used to
evaluate the selected forecasting data from the previous
step [13]. The fitness functions are formulated as equation
(4):

(4)

where

and

: time ;

: the actual data over time;

: the forecasted data over time.

Step 4: Crossover and mutation

In this study, we use a one-point crossover with a fixed
crossover probability. This probability decreases the bias
of the results over different generations due to the huge
data values. For chromosomes of length l, a crossover
point is generated in the range [1, 1/2 l] and [1/2 l, l]. The
values of objects are connected and should be exchanged
to produce two new offspring. We select two points to
create more value ranges and find the best fit.

Randomly ten percent of the selected chromosomes
undergo mutation with the arrival of new chromosomes.
For the cost object values, we swap two opposite data
values. The purpose of this small mutation percentage is to
keep the forecasting changes steady over different
generations.

Step 5: New generation

The new generation step repeats steps 2 to 4
continuously for five generations. Five generations are
enough for these data, because the fitness function is
repeated after the fifth generation. The selected generation
is used for the second level to validate the forecasting
accuracy for each object. This step yields fully correlated
data that can be used for forecasts covering several
months.

III. RESULTS OF THE TWO-LEVEL GAS

A. Results of Level 1: GA based on the ARIMA model

In this part of the study, we tested GA based on the
ARIMA model to generate forecasting data for the labor
cost object. The forecasted data for each population
obtained with 15 different generations were then evaluated
using the second level. The second level evaluation helped
in deciding the best generation of the forecasted data. In
this section, we present only the best forecasted curves
with the historical data because of the huge number of
possibilities considered in this study.

Figure 2 shows the forecasted labor data curve for 20
months from 2013 to 2015, for the second population and,
specifically, for generation 13. In addition, it shows the
historical data with the polynomial trend to illustrate the
relationship between the independent variables over a
timeline with monthly intervals. The selected labor data
show a better forecasting than that obtained with the
ARIMA model in that the forecasted data are close to the
actual data and the polynomial trend. The ARIMA
parameters for the selected labor cost data covering 47
months were p= 0.22, d= 1 and q= 0.23.

Figure 2. Labor cost data forecasting using the GA based on the
ARIMA model

The forecasted data for the labor cost object were
evaluated using the second level, applying a GA based on
the statistical forecasting error rate. The model for the
forecasting accuracy evaluated the forecasted data for 20
months from 2013 to 2015 based on the actual values of
this period. Implementing level 2, the accurate forecasted
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data were found, i.e. the proper selection of data for each
object to be used for forecasting.

Figure 3 show an example of bias in forecasting at the
second population and seventh generation. The forecasted
data for the 20-month period do not seem to be in sync
with the historical data before the vertical line or with the
polynomial trend curve after the vertical line. The
forecasted data are higher than the historical and
polynomial trends.

Figure 3. Labor cost data forecasting using the GA based on the ARIMA
model

B. Results of level 2: GA for measuring the forecasting
accuracy

The outcome from the first level, specifically for each
generation for each population, indicates the forecasting
accuracy for each cost object. For each generation, the GA
based on multiple fitness functions was used to find the
best fitness value through five different generations. The
fitness functions (forecasting error rate models) provide an
accurate data forecasting through comparing the behaviour
of the different models and revealing which forecasting
model is appropriate.

Selecting a proper population for the labor cost data is
quite difficult due to the variety of fitness values. In this
study, we considered the population that was selected by
fitness value that have a low forecasting error rate. The
twelve generation for the forth population was selected as
having the lowest forecasting error rate with a suitable
selection of input data. The labor cost data were selected
using fitness (MAPE), with value of 0.4 as seen in Figure
4.

Figure 4. Fitness(MAPE) for four populations

IV. CONCLUSIONS

The GA based on the ARIMA model provides other
possibilities for calculating the parameters (p,d,q) and
improves the data forecasting. The outcome of the multi-
objective GA based on the ARIMA model can be used to
forecast data with a high level of accuracy, and the
forecasted data can be used for LCC analysis.
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Abstract—Here, we give a short overview of hierarchical multi-

scale simulation methodologies for predicting structure-

property relations of macromolecular systems. In the first 

stage, detailed microscopic (atomistic) Molecular Dynamics 

(MD) simulations are performed. Various properties related to 

thermodynamics, structure and dynamics of polymeric systems 

are being examined at the atomistic level. In the second stage, 

our work involves an extension to a mesoscopic, Coarse 

Grained (CG) description of the simulated systems. Finally, 

CG simulations of larger systems and for longer times are 

performed. The proposed approach allows us to extend the 

simulated spatio-temporal scales of macromolecular systems. 

Keywords-Hierarchical modeling; Multi-scale; Molecular 

dynamics simulation; Coarse-graining. 

I.  INTRODUCTION  

Design and innovation in materials science requires 
nowadays the use of computer simulations. As the 
computational power continuously improves, it is possible to 
study, using molecular simulations, multiphase and 
nanocomposites systems with various applications in energy 
storage, biomaterials, elastomers, electronics,  etc. [1]–[3].  
By employing Molecular Dynamics (MD) simulations and 
having an accurate force field that is parameterized on 
quantum calculations, someone can reproduce the dynamics 
at bulk or interphases and extract information about 
interfacial properties. Nevertheless, the representation at the 
atomistic level does not always permit us to model realistic 
systems, due to the enormous range of length and time scales 
associated with complex macromolecular-based materials 
[1][4]. Therefore, the investigation of the structural and 
dynamical properties in complex molecular systems requires 
dimensionality reduction techniques. Such a technique is the 
Coarse Graining (CG), in which a group of atoms is 
represented as a CG super-atom. The CG level of 
representation allows the description of the involved 
structure and dynamics, and the temperature dependence of 

various properties, such as the density, the heat capacity, the 
viscosity, the modulus, etc., with fewer parameters [5][6]. 
Thus, hierarchical multi-scale computational methods can 
provide low cost tools for the industrial design of materials, 
but also for answering fundamental questions in soft matter 
science. 

Coarse graining can be realized as a procedure of 
mapping the microscopic (atomistic) space, determined by N 

particles, 3

1( ,..., ) N

Nq q q R=  , to a CG, mesoscopic space 

of fewer M particles [7], i.e., q Q  where 3MQ R and 

M<N. The probability of a certain macromolecular 
configuration in the microscopic space should be the same 
with the probability of the same configuration in the CG 
representation, in the mesoscopic space, thus the 
corresponding CG potential of the super-atom should 
incorporate the free energy of the building atoms.  

The n-body Potential of Mean Force (PMF) can be 
defined as [7]: 

  
( ), ( ) ( ) ( )( ) ln ( )n PMF n n n

BU Q k T g Q= − ,  n<M,      (1) 

through the n-body distribution function, ( ) ( )( )n ng Q , where 
( )nQ are the coordinates of the n particles [7]. In practice, 

usually the pair (n=2) distribution function is used. Then, the 
CG force field is based on the mean force: 

( ) ( )
i

PMF PMF

i QF Q U Q= − ,  i = 1,…,M.           (2) 

The first step towards the mesoscopic representation is 
the definition of the CG sites/super-atoms. Usually, in a low 
degree of CG, 5-10 atoms or 1-2 monomers constitute a 
super-atom [5][7]. The advantage of such a mapping scheme 
is that it retains the ability to predict properties at the 
atomistic level, while at the same time it is possible for the 
equilibrated CG system to re-insert atomistic detail following 
a back-mapping procedure [5]. An example of PolyStyrene 
(PS) mapping onto CG representation has been presented in 
[5][8] and is depicted in Figure 1.  
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Figure 1. Representation of PS in atomistic and CG scale [5]. 

 

In the next step, we are interested in the development of 
a force field that governs the CG simulation. There exist 
several methods that allow the derivation of the CG 
potentials, based on (mainly structural) data derived from 
detailed atomistic simulations. All of them are characterized 
by an observable Φ and a minimization over a set of 
parameters Θ (cost functions) [7]. In structural or correlation 
methods the observable is the pair radial distribution 
function, g(r). In the Force Matching (FM) or Multi Scale 
(MS) CG methods we focus on the description of the forces 
acting on a CG bead in order to reproduce the atomistic 
dynamics. Also, in the Relative Entropy (RE) approach the 
observable is related to the microscopic probability 
distribution [7]. 

For the intramolecular potentials that determine the 
internal structure of the macromolecule, in most cases we 
assume that they are described by the product of the 
probability distribution of each of the potentials [9]: 

P(l,θ,φ) = P(l)P(θ)P(φ) ,                              (3) 

where P(l), P(θ) and P(φ) refer to the distribution of the CG 
bond lengths, the angle between three consequent CG super-
atoms and the dihedral angle formed by four consequent CG 
super-atoms respectively. The probability is defined based on 
the Boltzmann factor: 

P =exp - i

i

B

U

k T

 
 
 

, i = l,θ,φ.                       (4) 

Concerning the effective PMF (
effU ) that defines the 

non-bonded interaction in the CG level, several numerical 
methods have been presented in the literature [1][2][4][7]. 
The structure-based methods are the Direct or Iterative 
Boltzmann Inversion (DBI or IBI respectively) and the 
Inverse Monte Carlo (IMC) method [4]. The force matching 
techniques solve a typical least squares problem [10], while 
the relative entropy methods use stochastic optimization and 
Newton-Raphson approaches. In case of the interaction 
between a super-atom and a surface, the effective potential 
can be calculated at a fixed distance via the constraint force 
required to keep the bead at this specific distance [8]. The 
latter can be determined based on oligomeric chains and then 
used for the description of longer polymeric chains, i.e., 
higher molecular weights.    

In order to produce CG dynamics consistent with the 

atomistic simulation, one typical way is the use of the 

stochastic Langevin method [11] based on the equation of 

motion [9]: 

2

2
( )aa a

eff a

d r dr
m U m W t

dtdt
= − −  + ,             (5) 

where m is the mass of the particle a, Γ is the background 

friction and W is the statistical force of the heat bath. The 

use of a friction coefficient can allow us to correct the 
acceleration in the CG dynamics that is usually present due 
to the reduction in the degrees of freedoms compared to the 
atomistic representation [1]. 

The main goal of this work is to present the CG 
methodology focusing on polymer-based nanocomposites, 
i.e. a polymer matrix with nanoparticles or graphene as an 
additive phase. We intend to investigate the structural and 
dynamical properties at the polymer/nanofiller interface. The 
long relaxations times involved in such systems, even at 
temperatures well above the glass transition temperature (Tg), 
highlight the need for a mesoscopic approach. For this 
reason, the two stages of the hierarchical multi-scale 
methodology are elucidated. The first part includes atomistic 
simulations and the second part refers to the derivation of the 
needed CG force field for simulations at the mesoscopic 
level. As an example, a polyethylene (PE)/graphene 
nanocomposite is studied.  

In the Section 2a, we present the parameters that 
describe the simulation at the atomistic level of PE in 
confined conditions formed by the presence of a modified 
(carboxylated) graphene sheet. In Section 2b, we give details 
of the CG procedure concerning the derivation of the force 
field for the simulation of the PE chain. Moreover, in Section 
3, we present some preliminary results. The CG 
methodology is analyzed for the derivation of the non-
bonded interactions, in the case of bulk PE. We close with 
Section 4, where the conclusions of our study and future 
plans are mentioned. 

II. METHODOLOGY 

A. Atomistic Simulation Details  

The parameters of the force-field for PE were taken 

from the TraPPE (Transferable Potentials for Phase 

Equilibria) all-atom model [12] and in the case of the 

functionalized graphene we used the combination of all-

atom OPLS (Optimized Potentials for Liquid Simulations) 

and a force field previously used for carbon structures (for 

more details see [13]). The bonds were constrained by 

LINCS (LINear Constraint Solver) algorithm [14] and the 

Coulomb cut-off [15] scheme with a cut-off distance of 1 

nm was applied to account for the Coulomb interactions. 

The nanocomposite system consists of one edge-

functionalized graphene embedded in an oligomeric 

PolyEthylene (PE) matrix. Each polyethylene chain contains 

11 monomeric units (11-mer, i.e., 22 carbons) and the 

number of chains in the systems has been adjusted to 

achieve 3.6 % weight percentage of the graphene nanofiller 
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in polymer. The size of the graphene sheet is 5x5 nm2 and 

its hexagonal lattice made of carbon atoms has been 

modified on the edges by attaching functional groups, 

namely either hydrogen or carboxyl groups.  

We use the GROMACS [15] simulation package to 

perform the simulations. The temperature 450 K was kept 

constant by the stochastic velocity-rescaling algorithm and 

the Berendsen barostat was applied to maintain the pressure 

of 1 atm. The time step was 1 fs and a typical production 

run was about 100 ns long. 

 

B. Coarse Graining Details 

In the case of the bulk PE system used for the CG 

simulation, a first level of CG representation was performed 

by the use of the united atom approach. Each methyl (CH3) 

and methylene (CH2) group along the chain backbone is 

treated as one interaction site [12][16]. Nonbonded 

interactions were described again by the TraPPE force field 

[12]. The atomistic bulk system consists of 420 chains of 

11-mer PE, at 450 K. 

In order to produce the CG force field that is consistent 

with the structure of the atomistic MD simulations, we have 

used the IBI method. The methodology is based on an 

iterative numerical minimization procedure having as target 

the extraction of an effective mean potential that agrees with 

the atomistic pair distribution function ( ( )refg ). The CG 

potential is refined at each iteration according to following 

recursive relation [7]: 
( )

( 1) ( )

( )

( )
( ) ( ) ln

( )

i
i i

eff eff B ref

g r
U r U r ck T

g r

+ = + ,              (6) 

where c is a constant to ensure the stability of the iteration 

procedure. The criterion for convergence is whether in each 

iteration (i) the CG non-bonded distribution function ( )ig  

matches the one derived from the atomistic run, within the 

numerical accuracy. Thus, the two-body potential of mean 

force, also converges to the (two-body) reference effective 

potential. The same procedure is also applied for the bonded 

part of the potential, based on bonded distribution functions. 

 

III. RESULTS ANS DISCUSSION 

  In Figure 2, we present a snapshot of the simulated 

PE/graphene system in atomistic detail. At the edges of the 

graphene sheet we may identify the hydrogen and the 

carboxyl groups. The normalized density  as a function of 

the radial distance from the center of the graphene (data 

shown in [17]) indicates that at short distances close to 0.5 

nm, a peak in the density of PE is present. This is 

accompanied by an orientation of the polymer chains 

parallel to the graphene, similar to the behavior observed in 

different systems [18][19]. At longer distances, as we 

approach the edges of the nanosheet the density reaches 

bulk values. The results verify structural heterogeneities. 

Concerning the dynamical properties in the 

nanocomposite system, results based on the AutoCorrelation 

Functions (ACF) for the case of segmental (1-3 atoms 

vector) relaxation and the relaxation of the end-to-end 

vector (at T=450 K), are presented in Figure 3. The ACFs 

concern the whole nanocomposite system and confirm the 

different time scales that govern the relaxation at different 

length scales. The dynamical heterogeneities are expected to 

become more pronounced as the temperature decreases 

reaching values closer to the Tg (220 K [20]), where the 

diffusion is characterized by increased cooperativity [6].  

 

 

Figure 2. PE/graphene system visualized with VMD [19]. 

 

 

Figure 3. Autocorrelation function of the relaxation of the end to end vector 

and the segmental bond vectors, at 450K. 
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By defining the coordination systems of the nanosheet, 

based on the eigen vectors of the gyration tensor, we can 

also study the dynamics in different layers from the surface 

[21]. The layers’ definition was based on the minimums in 

the density profile fluctuations. It is observed that the 

nanofiller also imposes a distribution in the relaxation times 

in layers parallel to to the nanosheet, that covers a wide 

range in the time scale (data shown in [8][21]). The 

adsorbed layer is characterized by adsorption/desorption 

times of the order of ms, while the bulk depicts 

decorrelation times close to ns. Because of this wide spread 

of time scales CG models could be of great importance.  

In order to give a general idea of the CG methodology, 

here we present new results on a 11-mer bulk PE, focusing 

on the derivation of the effective PMF for the non-bonded 

interaction. In Figure 4, we show the chosen CG mapping. 

Four united atom carbons build a super-atom. The non-

bonded pair distribution fuction of the CG beads, g(r), using 

the atomistic simulation data, is shown in Figure 5 as 

“target”. 

Figure 4. Representation of PE in CG methodology. 

Figure 5. Radial distribution function evolution in the IBI iteration 

procedure. 

Using the IBI method (5), we may determine the non-

bonded potential for the CG simulation. In Figure 6, we 

show the first estimation based on the DBI approach (first 

iteration), while the evolution of the CG effective potential 

and respective evolution of the g(r) are depicted by the same 

kind of lines in Figures 5 and 6. We may conclude that a 

convergence is succeeded at the 89th step of the iteration. 

The final CG effective potential is depicted with asterisks in 

Figure 6. It consists of a repulsive part at distances lower 

than 0.6 nm and an attractive part at further distances. A 

similar procedure is followed for the bonded potentials (not 

shown).  

Structure based CG models using a pair potential 

usually do not determine adequately the (long-range) 

atractive part of the effective potential and the virial 

pressure of the system, as the structure is more affected by 

the repulsive part of the effective pair potential [3][7]. 

Incorporation of ideas [6] concerning the temperature 

depedence of the cohesion energy at the super-Arrhenius 

region may lead to different approaches in the calculation of 

the effective potential that could allow the transferability in 

different temperatures and molecular weights.  

Figure 6. CG effective non-bonded potential evolution. The respective 

g(r) in each iteration is depicted in Figure 5. 

IV. CONCLUSIONS AND FUTURE WORK 

 

In this work we have provided an overview of atomistic 

and coarse-grained simulations of macromolecular systems. 

A hierarchical description of such systems requires at the 

first stage an atomistic description, which was presented for 

the case of PE/graphene system. We have computed results 

concerning the structure and the dynamics of polymeric 

chains at the polymer/graphene interface. The results depict 

increased structural and dynamics heterogeneities in the 

nanocomposite system and underline the significance of CG 

modelling. Derivation of CG potentials that describe the 

non-bonded interaction were illustrated for the case of bulk 

PE chains. Moreover, we have presented ideas for the 

extension of the transferability and predictivity of such 

methods based on universal characteristics at the super-

Arrhenius region. 
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Current and future work concerns the development of 

CG models for heterogeneous polymer/particle 

nanocomposites. 
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Abstract - Intelligent systems are available and helpful to 

support the decision process for diagnostics in complex 

technical processes. Normally, such a decision support system 

consists of a knowledge-based module, which is responsible for 

the real assistance power, given by an explanation and the 

logical reasoning processes. The knowledge acquisition and 

generation of the complex knowledge correlations are crucial, 

because there are different correlations between the complex 

parameters. So, in this approach, (semi)automated self-

learning methods are researched and developed for an 

enhancement of the quality of such a decision support system.  

Keywords – computer-aided assistance; self-learning 

methods; expert system; decision support; intelligent diagnostics; 

knowledge base.  

I.   INTRODUCTION  

     In the field of diagnostics for complex process behavior, 

the computer-based assistance is very important and useful. 

Concerning an enhancement and optimization of the decision 

making process of the diagnostic experts, there is a need to 

correlate all information obtained from the available data of 

the inspected process or system. Ideally, these data sets can 

be retrieved from the machine facility, the individual 

components, the functionality and the process parameters. 

For human beings, it is sometimes impossible to find out 

hidden knowledge in large data sets. This paper is divided in 

four sections:  

The second section outlines the necessary data and structures 

as well as technical properties that are important for 

presented self-learning methods and expert support. The 

third section describes certain techniques and methods that 

are used in the approach presented to implement a semi-

automated assistance through statistical and self-learning 

procedures. The last section discusses the results and 

possible procedures that can significantly support the work 

of an expert. 

II. INFORMATION TECHNOLOGY  

In the information technology, knowledge-based methods 
are predestined to make available both the human expertise 
and the background deep knowledge to perform the logical 

reasoning process [1]. So, the need is to find out a suitable 
structure to store and manage the heterogeneous distributed 
knowledge and the expertise of the experts. Furthermore, 
intelligent self-learning mechanisms can help to enhance the 
power of the knowledge base. 

A. Ontology and Dependencies 

On the basic layer, a frame-based information system is 
performed with all features of the different ontologies. The 
descriptive layer for the interested information categories is a 
hierarchical class–subclass system with a refinement process 
and a special specification from class to subclass. 
 An ontology concept [2] consists of the declarative part of 
the semantics, the meaning in this knowledge-based 
approach, the sources (publications, authors and so on) and 
multimedia representations (pictures, tables, movies) of the 
machine components, the parameters and the functionalities. 
On the next layer, the concept of the semantic dependencies 
is subdivided into weak and strong types of relations. The 
knowledge domains of the first layer can be correlated by so 
called weak links, i. e., semantic associations between the 
different domains. Considering a selected domain, the 
diagnostic expert is suggested to also regard the semantic 
neighbored knowledge domain. However, there exist no 
strong logical dependencies between the two knowledge 
items. The human expert can be guided from one point of 
interest to another in an intelligent manner. An additional 
type of relation is performed by a stronger relation, such as a 
rule in a rule based approach. If the premises of the first 
domain are given, then the second knowledge items result as 
a conclusion from the preconditions [3]. 

B. Knowledge Representations  

The frames represent the static multimedia information 
(text, pictures, and audio) including the source information 
(i.e., HTTP-addresses, literature and links). 

The context and the correlations between the different 
frames are represented as associations, sometimes 
undirected, sometimes logically directed as implications. 
This software component is responsible for an intelligent, 
context sensitive navigation through the knowledge base and 
the ontologies [4].  
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The rules represent the complex conditional 
dependencies by using the known operators NOT, AND and 
OR, based on predicate calculus. The visualization represents 
the frames as nodes and the used relations between the nodes 
as scripted edges. So, the information set can be shown by 
relations like a workflow in the ontology-based structure. 

C. Visualization 

Additionally to a wiki-based description of information 
by knowledge concepts and the relations, a well performed 
visualization enhances the fast understanding and leads to a 
better overview of the refinement structure of the semantic 
network and the relations within the net. 

 

 
 
 
 
The Circle Pack visualization [5] provides a useful 

alternative by representing hierarchical relations through 
containment. It is very convenient to see, in which classes 
(concepts) other classes are embedded. With a convenient 
zoom process, one bubble can be refined in its own 
substructure. So, it is possible to see an overview of the 
overall structure and the position of a certain information 
concept. Concepts are displayed as circles (Figure 1). Child-
concepts are located inside their circles. 

III. SELF-LEARNING ASSISTANCE  

Often, hidden knowledge is given by a lot of structured 
data like machine parameters. For humans, it is not possible 
to extract this knowledge. Self-learning methods are one 
method to extract and find out the hidden knowledge from 
the structured data set by using statistical methods. In the 
field of knowledge discovery, advanced methods and 
applications could be performed to produce machine and 
process correlations. So, new knowledge was generated by 
finding causal relations between the machine components, 
the process parameters and function parameters by a 
dependency ranking process. After transformation in 

association rules, logical based representations were 
available for the diagnostic experts to evaluate the new 
knowledge. This evaluation process is done by a human 
expert. 

A. Learning Methods  

With ontology based technologies, the diagnostic expert 
knowledge, including the background deep knowledge and 
the reasoning process, is modeled and represented. To do 
this, a special wiki-system is developed to represent this 
information in a declarative manner to the human experts. 
Additional semantic information is used for modeling the 
concepts and relations between them. This guarantees a 
comfortable navigation through the knowledge items. Data 
mining methods, especially subgroup analysis methods, are 
developed, extended and used to analyze and find out the 
correlations and conditional dependencies between the 
structured machine data. After finding causal dependencies, 
a ranking must be performed for the generation of rule-based 
representations. For this, the machine data are transformed 
into a computer understandable format. The imported data 
are used as input for algorithms of conditioned probability 
methods to calculate the parameter distributions concerning a 
special given goal parameter. This procedure is responsible 
for the rule generation. 

B. Results of Self-Learning  

The computer-based information and decision support 
system for human experts guarantees a high quality 
diagnostic decision of the human experts, as it enables them 
to navigate through the concepts and the relations in a 
semantic network, supported by a logical reasoning process. 
The entire knowledge base is subdivided into different 
domains, such as “machine parameters” and “process 
parameters”. It enhances the functionality of a classical 
information system and it is useful for understanding 
complex machine facilities by the explanation of the 
reasoning process. With knowledge discovery methods like 
subgroup analysis (i.e., data mining software VIKAMINE 
[6]), significant correlations can be found concerning one 
target parameter. After the generation of association rules, 
the human experts can evaluate or revise the knowledge 
gained from the machine learning process. So, the self-
learning process extends the knowledge base and is available 
as information system for further processing.   

IV. CONCLUSION 

The aim and the advantage of such a (semi)automatic 
self-learning information system for diagnostics is the 
extension of the classical knowledge base by finding new 
parameter correlations. The discovered knowledge is 
transformed into association rules and can be used as a rule- 
based knowledge representation in the information system. 
Even more than one goal parameter of interest can be 
considered by the semi-automated learning process. With 
ranking procedures, the strongest premises and also 
conjunctive associated conditions can be found regarding the 
parameter of interest. This procedure detects the structure for 
new dependencies. So, the knowledge hidden in structured 

Figure 1. Circle Pack Visualization of Structured Classes 
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tables or lists can be extracted as rule-based representation. 
This is a real assistance power of the knowledge based 
decision for the diagnostics in complex technical processes.  
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Abstract—The effective segmentation and separation of 

groups in a crowd serves a crucial role in the video analysis 

for crowd behavior understanding. Conventional crowd 

segmentation techniques rely on the spatial distribution or 

temporal trajectories of individual agent in the crowd. 

However, psychological influences among subjects in a high 

density crowd are often ignored. In this research, an 

enhanced Social Force Model (SFM) is developed to define 

in-crowd motions among agents and its affiliated groups. An 

innovative SFM descriptor - the Grouping Center - is 

modeled as a key feature for aiding accurate crowd 

segmentation. During the process, extracted optical flows are 

mapped to the detected agents, then the SFM components 

such as the desired force and the repulsive force are 

calculated. Experiments show accurate segmentation can be 

achieved even when agents from different groups are heavily 

(spatially) mixed up. Random crowd scenarios generated by 

a commercial game engine are used for crowd behavior 

analysis and model evaluation. Evaluations indicate that the 

new SFM model and its related-techniques are capable of 

handling complex crowd scenarios with latent semantic 

meanings.  

Keywords- crowd segmentation; motion prediction; social 

force model.  

I. INTRODUCTION 

The analysis of crowd behaviors is becoming a crucial 
research issue to support the maintenance of public safety. 
With the wide installation of Close Circuit Television 
Inspection (CCTV) cameras in public area, the massive 
amount of recorded video data could be exploited for the 
prediction of potential danger, real-time anomaly alerts and 
forensic evidences. The segmentation of the crowd in video 
data usually serves as the pre-processing stage in the 
framework of crowd analysis, yet it is a vital component of 
the entire pipeline. The precise segmentation of the crowd 
would has significant influence on the performance of 
feature extraction, model training and behavior recognition. 

The technique of Crowd Segmentation [1][6] usually 
consists two fundamental procedures, which are Individual 
Detection and Motion Prediction. The aim of Individual 
Detection is to verify as many agents from the crowd as 
possible. In most crowded videos, the density of the crowd 
is high. The high density will cause the difficulty to 
maintain the accuracy of individual detection, for example 
the issue of frequent occlusion will make the tracking and 
locating of the pedestrian extremely difficult. In order to 
address this issue, approaches of individual detection under 
heavy occlusion are proposed by various researches [1]-[7]. 
Some other segmentation approaches attempt to consider 
the crowd as a single entity to avoid the individual detection. 
By analyzing the flow-based information of this entity, the 
crowd is segmented according to its spatial and temporal 
relationship. However, this kind of approach is not capable 

of handling the following situation. Assuming agents with 
two different destination are randomly distributed, the 
approach cannot segment these agents into two groups until 
they are spatially separated, or the temporal information 
such as trajectory are calculated after some amount of time. 
In order to achieve the successful segmentation of these two 
groups in the early stage, this research devised a 
segmentation approach based on Individual Detection and 
the concept of Social Force. This approach will be able to 
segment the randomly distributed crowd according to the 
proposed Group Attraction Force. The detailed algorithm 
will be introduced in following section. The aim of Motion 
Prediction is to predict the long-term behaviors of detected 
individuals according to their spatial and temporal 
information. In the procedure of Motion Prediction, states 
such as position and trajectory are fed to a behavioral model 
to estimate the individual’s next motion. Once the long-
term behavior of each detected individual is obtained, a 
classifier could be implemented to cluster the estimated 
behavior for the segmentation of the crowd. 

The techniques of individual detection consist of two 
approaches. In the first approach, the statistical or shape 
information is extracted from the image and feed to the 
trained classifier for the detection result [1]-[5]. In the 
second approach, a rough estimation such as head/shoulder 
detector is implemented to generate hypotheses. Then the 
concept of Expectation Maximization (EM) is exploited to 
verify these hypotheses based on various iterations [6][7]. 

In the research of Lan [1], the image is firstly 
preprocessed into a foreground image. Then the silhouette 
of the foreground image is sampled and transformed with 
Discrete Fourier Transform as a Fourier Descriptor. The 
silhouette can be reconstructed anytime with Fourier 
coefficients. The Euclidean distance between two Fourier 
Descriptors is utilized to measure the similarity of 
silhouettes. Next, KNN and locally-weighted regression are 
used to find the closest match of target image among the 
trained sample sets. The machine learning techniques are 
frequently utilized as well in recent researches. Kang [3] 
mentioned for crowd with high density, appearance-based 
approaches with patterns such as HOG, Scale-invariant 
feature transform (SIFT) and Linear Binary Pattern (LBP) 
do not have good performance. Techniques of Deep 
Learning are widely implemented in computer vision field. 
In the research, the so-called Fully Convolutional Neural 
Network (FCNN) is used for crowd segmentation with both 
appearance and motion features. In the FCNN, a multiple 
stage deep learning architecture with features of appearance, 
motion and structure is devised. In this research, the FCNN 
claims to have advantages than the conventional CNN.  

In the research of Tu [6], the concept of EM is utilized 
to verify the segmentation hypothesis, and it attempts to 
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achieve the correct detection under serious occlusion 
situation. In the first step of this approach, a rough head and 
shoulder detection are applied on the image, each detected 
pedestrian is named hypotheses. However, due to the 
complexity of scene and the occlusion problem, many false 
positive detections will occur. For the second step, the 
image is divided into a grid of patches. Next, this research 
proposed an algorithm to calculate the so-called Affinity 
between each patch and hypotheses. In order to further 
optimize the segmentation hypotheses, the concept of EM 
is imported to address this issue. An approach with similar 
methodology, but different details is proposed in [7]. In this 
approach, a scale-invariant interest point operator [8] is 
firstly used to locate the Points of Interests. Around these 
points, patches with certain radius are extracted from the 
image. Next, an agglomerative clustering scheme [9] is 
implemented on each patch to obtain a representation of its 
structure as the signature for the hypothesis’s verification. 
Then the spatial occurrence distribution is used to measure 
the distance between different signatures. For each iteration 
of the E-step, patches are extracted from the interest points, 
and the distance is measured by the trained codebook using 
spatial occurrence distribution to verify the hypotheses. 
And for the M-step, the measured result will be used to 
update the codebook. After several iterations, the updated 
hypotheses are recognized as detected pedestrians.  

With the premise of well devised agent behavioral 
model and successfully detected agent motion state, it is 
expected to have an accurate prediction of agent’s next 
movement. However, in real-life cases, this premise is very 
difficult to fulfill. It will make conventional motion 
prediction approaches do not show a satisfying 
performance in real-life scenario. Furthermore, the 
conventional approach is only capable of making the 
prediction of short-term movement. As long as the 
approach is applied to the longer-term prediction, the 
accuracy decays drastically. In order to address this issue, 
two alternative approaches are proposed by the following 
researches. 1) Instead of detecting the motion state of an 
agent, a grid is placed onto the current image. For each cell 
within this grid, the transition probability is calculated for 
an agent moving to next cell [10] [11]. 2) All trajectories 
inside scene are firstly detected. Then trajectories with 
similar patterns are clustered. The clustered trajectory will 
be used for prediction of next motion [12] [13]. 

The Social Force Model [15] is primarily implemented 
in the field of crowd simulation, and sometime crowd 
analysis. In most of the segmentation algorithm, spatial 
information such as co-ordinate, size and shape, temporal 
information such as trajectory are exploited. However, the 
behavior of pedestrians within highly dense environment 
could be easily influenced by the psychological factor with 
its neighbors. In this research, the Social Force Model along 
with the improved concepts such as personal space and 
perception field are utilized to devise an innovative 
signature for crowd segmentation namely Grouping Center. 
The result of following experiments indicates the 
segmentation approach with psychological concept is 
capable of handling the mixed crowd from multiple groups. 

The structure of this contribution is composed as 
follows. Section 2 gives a detailed introduction of the 

proposed crowd segmentation approach. To be specific, the 
innovative concept of Group Attraction Force is explained 
and the extraction algorithm is introduced. In Section 3, the 
proposed algorithm is formulated to achieve a more explicit 
explanation. In Section 4, the proposed approach is 
implemented on the simulated crowd video to assess the 
performance of segmentation. Section 5 provides the 
conclusion and discusses the future work. 

II. CROWD SEGMENTATION APPROACH AT HIGHLY MIXED 

STATE 

In the previous work [14], a simulation model based on 
the Social Force Model (SFM) is devised to generate crowd 
behavior with visual realism. The concept of SFM is firstly 
proposed by Helbing [15], and widely exploited on crowd 
simulation and behavioral modeling. The fundamental 
concept of SFM is the motion of every pedestrian among 
the crowd is affected by three types of psychological-
related forces: Desired Force, Repulsive Force and 
Avoidance Force, which is formulated as (1). Which 𝑠𝑓𝑖 is 
the final force determines the motion of pedestrian 𝑖. 𝑓𝑑 is 
the desired force, 𝑓𝑗𝑖 is the repulsive force from neighbor 𝑗, 

and 𝑓𝑜𝑖 is the avoidance force from obstacle 𝑜. 

𝑠𝑓𝑖 = 𝑓𝑑 + ∑ 𝑓𝑗𝑖
𝑗≠𝑖

+ ∑ 𝑓𝑜𝑖  (1) 

In the proposed simulation model, an innovative group 
attraction force is devised to achieve a better visual realism 
of the simulated crowd. In the simulation scenario, sixty 
agents from three different groups are randomly distributed 
on the stage. Each agent is mapped with a behavioral model 
which controls the agent’s motion. The behavioral model 
contains parameters such as personal space, radius, angle of 
perception. The radius describes the size of each agent. The 
personal space and angle of perception determine the 
repulsive force affected on the agent. If a neighboring agent 
exists in the range of personal space and perception angle, 
the repulsive force will be generated, otherwise it will be 
omitted. In order to further increase the visual realism, 
based on the assumption that simulated agents always 
attempt to stay closer to the cluster with agents from same 
group, the concept of Group Attraction Force is devised to 
enhance the conventional SFM. To model the Group 
Attraction Force, agents with same group number appeared 
in the perception field of current agent are firstly allocated. 
Then the average position of the allocated agents is 
calculated as the Grouping Center. Next, a force from 
current agent to the grouping center will be estimated as the 
Group Attraction Force. The simulation result shows the 
group attraction force embedded behavioral model presents 
the better performance than the conventional SFM on the 
visual realism. The enhanced SFM with Group Attraction 
Force could be adjusted as in (2), in which 𝑓𝐺𝑖 is the Group 
Attraction Force. 

𝑠𝑓𝑖 = 𝑓𝑑 + ∑ 𝑓𝑗𝑖
𝑗≠𝑖

+ ∑ 𝑓𝑜𝑖 + 𝑓𝐺𝑖 (2) 

By further investigating the distribution of Grouping 
Center, it could be observed that despite the spatial 
distribution of agents from three different groups is sparse 
and random, the Grouping Centers from different groups 
are naturally clustered. As illustrated in Fig. 1(a), the spatial 
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distribution of agents is very random. It is almost 
impossible to use classifiers such as KNN to segment. 
However, according to the Group Attraction Force Model, 
the calculated distribution of group centers exhibits 
significant patterns, as illustrated in Fig. 1(b). The Fig.1(c) 
shows the distribution of grouping centers in large scale. It 
could be explicitly observed that grouping centers are 
naturally clustered. 

   
(a) (b) (c) 

Figure 1. The comparison of distribution between spatial 
position and group center. (a) Spatial distribution. (b) Grouping 
center distribution. (c) Magnified grouping center distribution 

Upon this observation, it is worthy to try segmenting 
agents according to the clustering result of group centers. 
Therefore, the simple KNN clustering algorithm is 
exploited for the segmentation. It’s assumed that the value 
of K is correctly determined, in this case K equals to 3. As 
illustrated in Fig. 2(a) shows the Ground Truth spatial 
distribution of agents from three different groups. Agents 
from same group are labeled with same shape. Fig. 2(b) 
shows the segmented result using proposed approach. In 
this case, 53 out of 60 agents are correctly segmented 
comparing to the ground truth.  

  
(a) (b) 

Figure 2. Comparison between ground truth and 
segmentation result. (a) Ground Truth. (b) Segmentation 
Result using Grouping Center 

The previous paragraphs proved that the Grouping 
Center is capable of segmenting crowd consists of multiple 
groups at randomly distributed state. In order to exploit the 
Grouping Center to achieve desired segmentation 
performance, a fundamental issue still needs to be 
addressed. In the previous paragraph, it is assumed that 
agent knows the group number of other agents. Based on 
this assumption, the Grouping Center could be calculated. 
Nevertheless, in the process of segmentation on the crowd 
video obtained from the CCTV cameras, the group number 
of each pedestrian is unknown. Thus, the Group Centers for 
pedestrians cannot be obtained directly. Therefore, an 
innovative algorithm to estimate Group Attraction Force 
from two consecutive frames is introduced. The 
architecture of the algorithm is illustrated in Fig. 3. 

 

Figure 3. The framework of the proposed crowd segmentation 
approach 

For each agent, the group attraction force 𝑓𝐺𝑖 is unknown. 
if the actual force 𝑠𝑓𝑖 , desired force 𝑓𝑑 , repulsive force 
∑ 𝑓𝑗𝑖𝑗≠𝑖  and avoidance force ∑ 𝑓𝑜𝑖 are obtained, the group 

attraction force could be calculated according to (2). With 
the obtained group attraction force, the Grouping Center 
will be calculated.  

In the procedure illustrated in Fig. 3, every agent needs 
to be detected at the first step using the main stream 
pedestrian detection algorithm such as [3]. For each 
detected agent, the parameters of SFM such as personal 
space, radius and angle of perception are estimated 
according to the current environment. The radius of agent 
could be estimated upon the average pixel number of all 
detected agents. Once the radius is determined, the personal 
space could be decided empirically. The angle of 
perception could be set to the same value of the simulation 
model. Therefore, the repulsive force ∑ 𝑓𝑗𝑖𝑗≠𝑖  of all 

detected agents 𝑖 could be calculated. 

On the other hand, the global flow-based information 
between two consecutive frames is extracted, and mapped 
to each agent. The flow-based information such as optical 
flow could be transformed into the actual velocity of 
mapped agent and set as the actual social force 𝑠𝑓𝑖 . The 
estimation of desired force 𝑓𝑑  could be a difficult task, 
since the group number of current agents is unknown. 
Therefore, the destination cannot be determined. In order to 
address this issue, several constrains have been made to 
simplify the problem. Firstly, agents are assigned into two 
groups. The destinations of these groups located at opposite 
directions on the scene. Secondly, if the actual force of 
agent is large enough, the direction of desired force is 
identical to the actual force, since the magnitude of 
repulsive and group attraction force are usually much 
smaller than the desired force. Thirdly, if the actual force is 
not large enough, it will be close to the repulsive force. In 
this case, the direction of agent’s desired force will be 
randomly determined. Considering the complexity of 
scenario, the avoidance force  ∑ 𝑓𝑜𝑖  is omitted. In the 
following experiment, the scene only consists with floor, 
agents and destination. The obstacle is removed from scene. 

With the estimated desired force, repulsive force and 
actual social force, the group attraction force could be 
estimated according to (2). Since the group attraction force 
is a vector, the grouping center could be calculated using 
current position of the agent. With the estimated grouping 
centers, the conventional classifier such as KNN could be 
utilized to segment the crowd. 

In next section, the proposed algorithm is formulated in 
order to help better understanding the proposed approach. 
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III. FORMULATION OF THE PROPOSED APPROACH 

According to the framework introduced in Fig. 3, the 
group attraction force 𝑓𝐺𝑖 of agent 𝑖 could be derived from 
the (2). As explained in previous section, the avoidance 
force is omitted in order to simplify the model. The 
estimated group attraction force 𝑓𝐺𝑖 of agent 𝑖 is presented 
as (3). 

𝑓𝐺𝑖 = 𝑠𝑓𝑖 − 𝑓𝑑 − ∑ 𝑓𝑗𝑖
𝑗≠𝑖

 (3) 

in which 𝑠𝑓𝑖 is the actual social force obtained from the 
optical flow information. 𝑓𝑑 is the estimated desired force, 
the magnitude of 𝑓𝑑 is a constant 𝛼, and its direction could 
be presented as (4). 

𝑑𝑖𝑟(𝑓𝑑) = {
𝑑𝑖𝑟(𝑠𝑓𝑖)    ||𝑠𝑓𝑖||2 > 𝜏  

𝜃             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (4) 

where 𝜏  is a threshold constant, if the magnitude of 
actual force 𝑠𝑓𝑖  is greater than the threshold 𝜏 , the 
estimated direction of 𝑓𝑑  will be same as actual force. 
Otherwise, the direction of 𝑓𝑑 will be randomly determined 
between two goals. 

The calculation of actual force 𝑠𝑓𝑖, is based on the flow-
based information. In this research, the conventional Horn 
Schunck optical flow patterns [17] are first extracted from 
two consecutive frames. Next, the standard pedestrian 
detection algorithm is applied to obtain the position of each 
agent. By mapping the optical flow to each agent, the actual 
force could be determined. The actual force 𝑠𝑓𝑖  could be 
represented as (5). 

𝑠𝑓𝑖
𝑥,𝑦

= ∑ 𝑘𝑓𝑜
𝑥±1,𝑦±1

 (5) 

where 𝑠𝑓
𝑖
𝑥,𝑦is the actual force of agent 𝑖 at position xy, 

𝑓
𝑜
𝑥±1,𝑦±1 is the optical flow vector on position xy, k is the 

weight factor, when x=0 and y=0, k=1, otherwise k=0.4 
in this case. 

The calculation of repulsive force 𝑓𝑗𝑖 is imported from 

Qingge’s Velocity Perception Based SFM [16]. In the 
conventional SFM, the repulsive force is set as a constant 
magnitude value 𝛽. If the distance between current agent 
and any neighboring agents is less than personal space 𝜌, 
the repulsive force will be applied to the agent, otherwise 
no repulsive force will be applied. This solution will 
generate the significant ‘vibration’ phenomenon between 
agents. Instead of using a constant value, (6) is devised to 
describe the most realistic repulsive force between agent i 
and j. 

𝑓𝑗𝑖 = 𝐴𝑖𝑒
(𝑟𝑖𝑗−𝑑𝑖𝑗)/𝐵𝑖𝑛𝑖𝑗 (6) 

where 𝐴𝑖  and 𝐵𝑖  are the constant values to control the 
magnitude scale of the repulsive force. 𝑟𝑖𝑗  is the sum of two 

agents’ radius. 𝑑𝑖𝑗  is the distance between two agents. The 

exponential function ensures the fast dispersing when the 
distance between two agents increase and vice versa. 𝑛𝑖𝑗 

describes the direction of the repulsive force. In order to 
further increase the realism of simulated repulsive force, 
the personal space 𝜌  and perception field are also 
considered. The extracted repulsive force is further 
regulated using (7). If the distance between two agents is 

smaller than the summation of agent i’s personal space and 
agent j’s radius, the repulsive force remains the same. 
Otherwise the repulsive force equals to zero when the 
distance between two agents is not in the range of the 
personal space. 

𝑓𝑗𝑖 = {
𝑓𝑗𝑖      𝑑𝑖𝑗 ≤  𝜌𝑖 +  𝑟𝑗  

0           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (7) 

Even if the distance satisfied the range of personal space, 
the perception of agent and the motion direction could still 
need to be specifically modeled. In real-life, the repulsive 
force exhibits different patterns on three different 
circumstances. While two agents are moving along similar 
direction, the agent in the front should not be affected by 
the repulsive force from the one behind. While two agents 
are moving along opposite direction and about to collide, 
they should be both affected by the repulsive force. While 
two agents are moving along opposite direction but back to 
back, both of them should not be affected by the repulsive 
force. According to these details, the repulsive force 𝑓𝑗𝑖 

could be further constrained using (8). 

𝑓𝑗𝑖
′ = {

𝜃((𝑣𝑗 − 𝑣𝑖)𝑛𝑖𝑗)𝐺𝑖𝑗𝑓𝑗𝑖                 𝑑𝑖𝑗 >  𝜌𝑖 + 𝑟𝑗 

(1 + 𝜃((𝑣𝑗 − 𝑣𝑖)𝑛𝑖𝑗)𝐺𝑖𝑗)𝑓𝑗𝑖     𝑑𝑖𝑗 ≤  𝜌𝑖 + 𝑟𝑗
 (8) 

where 𝜃(𝑧)  equals to zero if 𝑧 < 0 , and equals to 𝑧 
otherwise. The range of 𝐺𝑖𝑗 is from 0 to 1, which is used to 

impact the magnitude of repulsive force when two agents 
are moving along opposite directions. 

With the proposed equations, the Group Attraction Force 
𝑓𝐺𝑖 of agent i could be estimated. Since 𝑓𝐺𝑖 is a vector, the 
co-ordinate of Grouping Center could be finally obtained 
using 𝑓𝐺𝑖 and agent i’s co-ordinate (𝑥𝑖 , 𝑦𝑖). 

 

Figure 4. A snapshot of the simulated video 

IV. EXPERIMENTAL SETTINGS AND RESULTS 

The video data used for experiment is generated by 3D 
game engine Unity. The scene is composed with 40 agents, 
and each agent is replaced with a sphere for easier 
individual detection. Agents are assigned to two different 
groups, 20 agents for each. Agents from different groups 
are mapped with different textures. As illustrated in Fig. 4, 
agents from group 1 are mapped with dark green color and 
those from group 2 are mapped with bright white color. The 
two hexagons mark destinations of these two groups, agents 
from group 1 attempt to move toward to the upper 
destination and agents from group 2 to the lower one. Each 
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agent in the stage is mapped with a behavioral model 
consists of the desired force, repulsive force and group 
attraction force strictly defined using previously proposed 
formulations. 

Fig. 4 illustrates the randomly distribution of two groups. 
Agents from both groups are mixed up. It’s very difficult to 
segment the crowd in current state using spatial information. 
According to the architecture of the proposed segmentation 
procedure in Fig. 3, the first step is to extract the optical 
flow using the Horn Schunk algorithm. In the experiment, 
frames of number 20 and 22 are selected for the optical flow 
extraction. The reason of using the early frames is that 
agents at this time are still in randomly distributed state. 
Since the distribution of agents would quickly become 
clustered under the impact of the group attraction force. The 
reason of skipping one frame instead of using two 
consecutive ones is to ensure the magnitude of extracted 
optical flow is large enough. Because if the magnitude is 
too small, the optical flow field would be easily affected by 
factors such as deviation and noise. Fig. 5(a) illustrates the 
extracted HS optical flow field from Fig. 4. In this 
experiment, the grid size is set to 10 pixels. Since the 
ultimate goal of this research is to achieve real-time 
detection, the overly condensed sampling grid would have 
the chance to affect the performance of the system. It is 
necessary to declare that the magnitude of the optical flow 
is amplified by 3 times to provide a better visual experience. 
However, the actual motion of each agent is not as drastic 
as the figure shows. 

  

(a) (b) 

Figure 5. The extracted optical flow and detect agents. (a) The 
extracted optical flow field using frame 20 and 22. (b) The 
spatial distribution of detected agents 

According to the framework proposed in Fig. 3, agents 
in the scene need to be correctly detected. In most of the 
case, conventional people detectors could satisfy the 
requirement unless the crowd density is too high. Since the 
agent is represented with a sphere, shape detection 
algorithm such as Hough Circles could be more reliable. 
The agent detection result is illustrated in Fig. 5(b). 

Next step of the procedure is to map the detected agents 
with extracted optical flow flied to obtain the actual social 
force. According to the equation (5) proposed in previous 
section, the average of all nine neighboring optical flow 
vectors is exploited as the final optical flow for current 
agent, and the parameter K is still set to 0.4. The obtained 
actual social forces are illustrated in Fig. 6(a). By 
comparing the detected agent’s motion with the group truth, 
most behaviors of the agent are basically matched, despite 
with some deviations. 

  

(a) (b) 

Figure 6. (a) The mapping result of actual social force. (b) The 
estimated repulsive force 

In next step, the repulsive force of each agent is 
calculated according to (7)(8) and (9). The estimation result 
of the repulsive force is illustrated in Fig. 8. In this case, the 
value of personal space 𝜌 is set to 5 pixels, radius of agent 
𝑟  is set to 0.5 pixel. The value of parameter 𝐴𝑖  and 𝐵𝑖  
should be 2 and 0.5. In Fig. 6(b), the value of 𝐵𝑖  is set as 1 
for a better visual presentation, the actual calculation would 
still be using 0.5. 

Fig. 7 illustrated the estimation result of desired force of 
each agent. In the experiment, it is assumed the two 
destinations are successfully detected using Points of 
Interest detection techniques. Therefore, the only 
estimation in this step is to determine which destination the 
agent belongs to using (4). In the experiment, the 
magnitude of the desired force is set to the average amount 
of actual force affected from agents. 

 

Figure 7. The estimated desired force  

Once the actual force, repulsive force and desired force 
are extracted, the final Group Attraction Force could be 
estimated with (3). According to the definition of Group 
Attraction Force, the Grouping Center of each agent could 
be calculated. Next, the ordinary classifier is applied to the 
grouping center for the clustering. The clustering result is 
illustrated in Fig. 8. Agents from different groups are 
marked with different labels. Comparing the ground truth 
illustrated in Fig. 4, most of agents are correctly segmented. 
The accuracy is 87.5% in this example. 
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Figure 8. The segmentation result using the proposed approach 

V. CONCLUSION AND FUTURE WORKS 

In order to achieve effective crowd segmentation under 
complex sub-grouping states, an innovative Social Force 
Model is devised in this research. It is based on the 
assumption that crowd agents from the same 
behavioral/action group, i.e. a family unit, would make due 
effort to stay close within a crowd. A novel interaction 
force, named Group Attraction Force, is devised to 
populate the SFM feature set for accurately describing 
crowds formed by sub-groups. The concept of Grouping 
Center can effectively aid crowd segmentation even when 
agents from different groups are heavily mixed up.  

Unlike conventional crowd segmentation techniques that 
often rely on spatial and temporal patterns only, the 
proposed SFM approach achieves superior results with 
improved semantic interpretation. Random crowd 
scenarios generated by a commercial game engine are used 
for crowd behavior analysis and model evaluation.  
Experiments show accurate segmentation can be achieved 
even when agents from different groups are heavily 
(spatially) mixed up. Future work will see test and 
evaluations being performed on real-life video feeds when 
factors such as occlusions and illumination variations need 
to be considered. 

TABLE I.  PARAMETER SETTING 

Parameter Name Parameter Value 
weight factor k  0.4 

Relax parameter 𝐺𝑖𝑗  0.5 

Frames selection 20 and 22 

Grid size in optical flow 10 pixels 

personal space 𝜌  5 pixels 

radius of agent 𝑟  0.5 pixel 

𝐴𝑖 2 

𝐵𝑖 0.5 
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Abstract—Recommender systems (RSs) have become an impor-
tant tool to help users in searching for their favorite items in many
real life applications. A Collaborative Filtering is a commonly
used technique in RS. In order to recommend items to the
active user (the user we want to make recommendation for),
collaborative filtering-based RS uses similar users to the active
user and/or latent factor techniques. In our project, we show that
excluding the items I that have not been rated high by any user
speeds up the recommendation process and gives better accuracy,
precision, and recall. The RSs recommend the items that have
been rated high by the similar users to the active user. No item
from I has been rated high by the similar users and, hence, will
not be recommended to the active user. As far as we know, there
is no similar work in the literature.

Keywords–collaborative filtering; recommender systems; speed;
low rated items.

I. INTRODUCTION

Recommender systems (RSs) reduce the time users spend
while choosing an item in a supermarket, shopping mall,
movie shops, songs shops, travel agency, a book in book
store etc. While selecting any item, people usually ask others
who chose an item from the same category for a recom-
mendation. Currently, the number of items in any category
is increasing tremendously and the user has more and more
number of choices which makes him confused of which item
to choose. Currently, the fast increase of Web 2.0 has led
to the proliferation of collaborative websites in which the
number of elements that can be recommended (e.g., blogs)
can increase significantly when introduced (and not voted)
by the users, which generates new challenges for researchers
in the field of RSs [1]. RSs are currently being applied in
many different domains [2]. Because of the great important
of RSs, it is interesting to note that an improvement of
10% recommendation accuracy was awarded with 1 million
US dollars [3]. Applications of RSs include: DVD rental
provider Netflix [4], the online book retailer Amazon [5],
Album Advisor [6], the advisore at the Drugstore [7], the RS
for the purchase in eBay [8], an e-learning context [9], e-
commerce [10], music recommendation [11], healthcare [12],
document recommendation [13][14], stock prediction in the
PredictWallStreet company [15], recommending personalised
news [16] and e-government [17].

The unnecessary items are the items which have not been
rated high by any user. In this research, our interest is in
speeding up the RSs by obtaining better precision, accuracy,
and recall by excluding the unnecessary items. If the active
user A is similar to user B, then the Collaborative Filtering

(CF)-based RSs recommend the items to B which have been
rated high by A. In other words, the RS will not recommend
the items which have not been rated high by user A.

The rest of this paper is organized as follows. We start by
introducing the RSs in Section II followed by Section III which
shows the related work. Section IV presents our new idea. We
incorporate our idea into the Navgaran et al.’s algorithm [18]
and we show experimentally the results of the new algorithm
using MovieLens dataset in Section V. The last section gives
the concluding remarks.

II. THE RECOMMENDER SYSEMS

We can categorise RSs based on the filtering methods
into four categories: collaborative [19], content [3][20][21],
demographic filtering [22], and hybrid [23][24]. Kilani et al.
[25] mentioned that, currently, CF is probably the most known
and commonly used recommendation approach in RS [26]. CF
is an excellent method for recommendation systems and its
core scheme is to calculate the relation among the products
and users based on preferences [27]. Two users are similar if
they rated a set of items nearly the same.

The CF-based RSs uses either the Neighbourood (NM)
[28] or the Model (MM) [29] methods. In the NM, the RS
makes recommendation for the active user by finding the users
who are similar to this user and then recommending the items
which were rated high by these users. The user-based CF
RS assumes that if two users A and B rated a set of items
similarly and A rated a set of other items, x, high then most
probably B will rate x also high. Hence, this RS recommends
x for B. In the MM, the RS uses the models to recommend
items for the active user. The models learn using supervised
or unsupervised learning methods to make recommendation.
Examples of these models are: Bayesian hierarchical, cluster-
ing, and Latent Factor (LFM). Kilani et al. [25] mentioned
that Matrix Factorization (MF) methods have recently received
greater exposure mainly as an unsupervised learning method
for latent variable decomposition and dimensionality reduction
[29].

Lu et al. [30] mentioned that content-based RSs try to
recommend items similar to those a given user has liked in
the past [31]. These RSs compare between the content of the
items the active user rated high and the new items which are
considered for recommendations. They then recommend from
the new items, those that are most similar to the items which
have been rated high by the active user.

The demographic-based RSs recommend items for the
active user based on the demographic data like: age, gender,
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race, place, material status, education level, etc. This data can
be leveraged to power the RSs and hence to improve the
accuracy of these RSs.

The hybrid RS merges any two or three techniques of
the previous three categories (for instance, see [23][24][30]).
Kilani et al. [25] mentioned that MF methods have recently
received greater exposure mainly as an unsupervised learning
method for latent variable decomposition and dimensionality
reduction [29].

III. RELATED WORK

This section presents the related works that have been done
to speed up the RSs.

Boim [32] built new techniques to boost CF based RS.
Boim focuses on four challenges: improving the quality of
the prediction, creating new methods to choose items from the
recommended items to the user, improving the efficiency of the
CF algorithms and related data structures, and incorporating
recommendation algorithms in different application domains.

Bachrach et al. [33] introduced a novel order preserving
transformation in order to match the inner product between the
active user and the items in the matrix factorization technique
to Euclidean space nearest neighbor search problem. Our final
solution is based on a novel use of the Principal Compo-
nent Analysis (PCA)-Tree data structure in which results are
augmented using paths one hamming distance away from the
query (neighborhood boosting). The end result is a system
which allows approximate matches (items with relatively high
inner product, but not necessarily the highest one) [33].

Formoso et al. [34] showed how compression techniques
using coding techniques from Information Retrieval reduces
the size of the rating matrix (up to 75 %) and hence speed up
(almost doubling) recommendations.

IV. PROPOSED METHOD

This section presents the details of our proposed method.
Each user gives a rate of 1, 2,..., or 5 to any item in the system.
The higher the value indicates that the user prefers this item
more; 1 is the lowest and 5 is the highest. Our idea states
that the RS recommends items that have been rated high by
similar users to the active user. Therefore, if an item has not
been rated high by any user, including the similar users, then
no need to consider this item in the recommendation process.
This improves the RSs’ accuracy. We show in Section V that
we may exclude the items which has not given any rate greater
than 2, 3, 4, or 5. Our idea can be implemented by any RS.

V. EXPERIMENTS

We have incorporated our idea into the Navgaran et al.’s
algorithm [18] (NA). We have chosen NA since we have
implemented its source code while experimenting with other
researches. We experiment in this section the results of NA
after excluding the items which have not given a rate value
greater than or equal to 1, 2, 3, or 4 by any user. We name
the new algorithm after excluding items, NAO. We use the
MovieLens (downloadable from [35]). MovieLens has 943
users and 1682 movies. It has 100,000 ratings, each from 1-5.
Each user has rated at least 20 movies. In our experiments, we
used the Visual Basic programming language [36], the Process
Explorer Software to measure the CPU time, and 8-GB-RAM
i7 PC.

TABLE I: THE NUMBER OF EXCLUDED ITEMS WHEN minRate =

1, 2, 3, 4, and 5.

minRate Number of Excluded Items (Number of Excluded Items)/
(Total Items) X 100%

1 0 0%
2 70 0.04%
3 108 0.06%
4 235 0.14%
5 510 0.3%

We split the items into two parts: training data and testing
data. We used 80% of the items as training data. The remaining
20% of the items are used for testing. The 20% of the whole
items are different for each users. To do so, we pass by every
user, we choose randomly 20% of the items that he/she rated
and we consider them as not rated.

We ran NA and NAO for 100 times for each user and
we take the average of the 100 runs. We used the default
parameters of the NA: mutation rate = 0.3, number of latent
features = 6, number of generations = 200, crossover rate is
equal to 0.8, population size = 50, α = 0.0002, and β = 0.02.
We calculated the Mean Absolute Error (MAE) in the same
way as calculated by Navgaran et al. [18].

Table I presents the number of excluded items and the
percentage of the excluded items to the total items when
excluding the items which have not given any rate greater than
(minRate) 1, 2, 3, 4, or 5. The percentage of the excluded
items is equal to (number of excluded items)/(total number of
items) X 100%. For instance, the number of excluded items
and the percentage of the excluded items to the total items
when minRate = 3 are 108 and 0.06 respectively. This means
that there is no need to consider 108 items while searching
for items to recommend to any active user since there is no
any user gave any of these items a rate value of 3 or more. In
other words, no any user gave a high rate to any of these items
and hence NAO will not recommend any of these items to the
active user. It is clear in Table I that the number of of excluded
items and the percentage of the excluded items are increased
as the minRate increased. This happens since the number of
items which has not given any rate greater than or equal to 1,
2, 3, 4 is less than the number of items which has not given
any rate greater than or equal to 2, 3, 4, 5 respectively.

Tables II and III present the results of NAO and NA
respectively. They show the average CPU time in seconds,
MAE, accuracy, precision, and recall. In Table II, we excluded
the results of NAO when minRate = 5 since it happens that
many users will not have similar users and NAO cannot give
recommendations for the users who has no other similar users.

It is clear from Table II that the average times in seconds
taken are decreasing slightly when minRate increased from
1 to 4. The MAE is decreasing as the minRate increased.
This happens since the number of items is decreased. The
accuracy is increased as the minRate increased since reducing
the number of items reduces the search space and hence NAO
needs to search fewer number of items as minRate increased.
There is a slight change in the precision as the minRate
increased. The recall is increased as minRate increases from
1-3. After that the recall is decreased as minRate is increased
to 4.

Tables II and III show that the average CPU time taken by
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TABLE II: THE RESULT OF RUNNING NAO.

minRate Avg. Time(s) MAE Accuracy Precision Recall

1 2,775 2,866,456 0.6 0.67 0.8
2 2,679 2,825,625 0.64 0.6 0.93
3 2,685 2,805,111 0.73 0.71 0.96
4 2,652 2,794,745 0.87 0.7 0.87

TABLE III: THE RESULT OF RUNNING NA.

Avg. Time(s) 2,962
MAE 2,781,442
Accuracy 0.5
Precision 0.4
Recall 0.75

NA (2,962s) is greater than the average CPU time taken by
NAO for any value of minRate. In addition, it shows that the
accuracy, precision, and recall of NAO are better that of NA
for any value of minRate. But, the MAE of NA is less than
the MAE of NAO for for any value of minRate. This happens
since we have excluded some items and the MAE computed
the actual difference between the actual rate and the expected
rates.

VI. CONCLUSION AND FUTURE WORK

In this paper, we showed that if an item has not been
rated high by any user, then no need to consider this item in
the recommendation process. This reduces the time taken for
the recommendation process and results in a better accuracy,
precision, and recall values. We have proven this idea by
incorporating it into Navgaran et al.’s algorithm [18] and
testing it using the MovieLens dataset.

Nowadays, the RSs are overloaded with huge number of
users and items. Therefore, further research is needed to reduce
the number of items and users and to heuristically search
for the recommended items in order to enable the RSs give
recommendation in a short time.
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Abstract—Clinic systems have become widely used nowadays by
everyone involved in the medical field. These systems can be
either desktop applications, Web applications, or even mobile
applications. However, most of the currently available systems
are either limited to one clinic, hospital or organization, restricted
in terms of usability, hard to maintain and modify, or lacking
important communication features. In this work, we propose an
open-source medical Web application called CLINIC targeting
patients and clinicians worldwide. CLINIC allows clinicians to
register upon identity verification. It enhances patient-clinician
communication and provides new useful services that include,
but are not limited to secure registration by patients and
doctors, secure storage of patients’ records, instant chatting for
consultation, helpful medical articles and first aid tips, and user-
friendly interface. CLINIC has good potential to become widely
used because of its new features, services, and ambitions.

Keywords–Clinic system; Performance analysis and improve-
ment; Patients monitoring; Healthcare management system.

I. INTRODUCTION

Clinic systems have been growing rapidly in the last few
decades to provide better healthcare for patients via reliable
computer-based applications. Clinic systems are responsible
for the management of a healthcare facility while meeting the
high standards of security, functionality and technology that
must be associated with patients’ medical records.

According to [1], a healthcare system contains four nested
levels: (1) the patient; (2) the care team (e.g., physicians,
pharmacists, family members, etc); (3) the organization (e.g.,
clinic, hospital, etc.); and (4) the political and economic
environment (e.g., regulations, financial payment methods).
Any computerized healthcare system should adapt to the
aforementioned levels in one way or another.

Due to the massive growth of modern computer-based
methods, it has become much easier to simplify the difficulty of
maintaining patients’ manual records by computerizing them.
This computerization process has many advantages that include
efficient patient data retrieval and sharing, secure data protec-
tion, confidential accessing, better clinic productivity, and low
management costs while reducing human errors. While a clinic
system can be developed as a desktop application or mobile
application, Web applications can provide better features with
more convenient access. In terms of desktop applications,
they have to be installed separately on each computer while
also having a usability constraint depending on the physical
location where they are installed. On the other hand, mobile
applications overcome the aforementioned desktop constraints,
but convenient usability remains a big issue especially when

it comes to clinic systems where management is the main
concern.

In this work, we propose an open-source Web healthcare
application (CLINIC) that provides various features and ser-
vices commonly used and required in clinic systems. The
application offers a suitable environment for users (clinicians,
nurses, patients, and administrators), who are involved in the
healthcare process. Our application provides an interactive way
for communication between clinicians, nurses and patients,
while maintaining high standards of security and functionality.
CLINIC offers a variety of services to any clinician who needs
a reliable management system to his/her clinic.

The main motivation of this work lies in the following
points:

• Clinicians need to have an interactive system that
allows them to manage and access the records of their
patients conveniently regardless of location or any
other constraints especially in the case of emergency.

• Patients need a user-friendly system that allows them
to check the status of their cases, schedule a new
appointment, get information about clinicians, and
check the orders of their pharmacy medications and
labs while saving cost, time and effort.

• Requesting a consultancy through common websites
may take so long. This makes online chatting very
useful and even necessary in urgent cases.

• Maintenance, usability, security, cost and performance
are critical factors that must be handled efficiently by
any clinic system.

This paper is organized as follows. Section 2 discusses the
related work. Section 3 describes the methodology, implemen-
tation, and Graphical User Interface (GUI) of the proposed
system. Finally, Section 4 concludes our contributions and
mentions directions for the future work.

II. RELATED WORK

Different desktop, Web and mobile applications have been
developed to facilitate the process of healthcare all around the
world. These applications vary in terms of efficiency, usability,
reliability, and security. In this section, we tried to cover the
most recent and relevant clinic systems.

Hakeem [2] is a program that was developed to automate
the public healthcare sector in Jordan. Hakeem aims to provide
high-quality healthcare in Jordan via the implementation of an
Electronic Health Record (EHR) solution. Hakeem provides
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Figure 1. Main components of CLINIC

online access to medical history examinations, lab results,
clinic visit notes, etc. Clinicians can electronically access
medical records of patients by simply entering the patients
national ID number. While Hakeem facilitates the process
of healthcare, it lacks patients’ involvement and access to
their records. Altibbi [3] is a website that focuses on medical
consultancy. This website has more than 10000 registered
clinicians, who respond to patients queries in short time. It also
shows recent medical articles and news. However, consultancy
is not for free. OpenClinic GA [4] is an open-source Hospital
management Information System (HIS) that has been used
in more than 500 hospitals and clinics in many countries.
OpenClinic provides many healthcare modules that include
patient administration, financial management, medical records
and imaging, among others. E-HAS [5] is an online-offline HIS
for Healthcare organizations. It provides various paid features
and modules. Medical Digital-Ray (MDR) free system [6] is a
healthcare system created to enhance the efficiency of medical
and administrative processes of small hospitals and clinics.

AMD [7] is an eye-specialized program that offers sim-
ulation of Age-related Macular Degeneration (AMD), which
captures both the detailed operation of an eye clinic and the
broader social care of AMD sufferers.

There are other light-weight systems [8]–[11] that can be
used to maintain the records of patients in small clinics.

In contrast with the aforementioned apps, our application
is a free-access system that allows patients to get involved
in the healthcare process, while offering various beneficial
management, administrative and communication features.

In terms of mobile applications, there are many apps, which
can be installed on both IOS and Android systems. Epocrates
[12] is being used by doctors to search for drug info, find other
providers for consults and calculate beneficial measurements.

Doximity [13] is the largest medical professional network in
the U.S used for communication, reading medical news, and
career management. Medscape [14] is another app that can be
used to look up medications and drugs, check medical news,
and more. As can be figured out, mobile apps are not designed
for clinic systems. However, they are beneficial in terms of
measurements and medical news.

There are other applications that have been developed and
used in the context of clinic systems. However, we tried to
focus on the most recent and relevant ones.

III. METHODOLOGY AND IMPLEMENTATION

As design is so important in any Web application, we
tried to develop an attractive graphical interface that provides
convenient way of interaction for clinicians/patients. In other
words, user can easily register in our application and choose
the required action depending on his/her permissions. Our
system responds by displaying the wanted information in a
user-friendly manner. Figure 1 shows the main components of
our proposed system.

In our application, we used Hyper Text Markup Language
(HTML), Cascade Style Sheet (CSS) and Java-script to design
the front-end environment, while using Personal Home Page
(PHP) for implementing the back-end functions and methods.
We also used MySQL to create our database, which consists
of 13 tables while taking into account the cardinality and
relationships among them.

A. User Interface
The home page of our application, shown in Figure 2,

contains four tabs reachable easily by the user. By clicking on
the “Doctors” tab, all registered clinicians will be displayed.
By clicking on the “Join us” tab, Figure 3 will be displayed.
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This figure contains two clickable images; one for clinicians
and the other for patients. Once the clinician clicks on his
image, he will be transferred to the page shown in Figure 4.

Figure 2. Home page

Figure 3. Join us page

Figure 4. Signup page with captcha

The clinician needs then to enter his doctor’s syndicate ID,

password and captcha letters and click on the Signup button.
A request will be sent to the admin page shown in Figure
5. The admin must verify the identity of the clinician by
contacting the doctor’s syndicate. Once the verification process
is done, the admin allows the clinician to use the application
with all its features. The front-desk staff of any clinician can
help any patient to register in the application via his/her SSN.
Once the patient registers, his credentials will be saved in the
system to be used for any future visits. The last tab in the
home page is “Careers”, where any clinician can attach his
information and resume without the need for registration for
future consideration. The career page is shown in Figure 6.

Figure 5. Admin main page

Figure 6. Career request page

The clinician page, shown in Figure 7, has different activ-
ities. The clinician can add a medical record to any patient
upon treatment completion, as shown in Figure 8. The Orders
textbox can be one or more of pharmacy medications, labs
(e.g., Complete Blood Count CBS, Blood group, Kidney Func-
tion Test, etc), radiology (e.g., X-Ray or Ultrasound), and/or
Nursing (e.g., injections, nebulizer, wound change, etc). The
clinician can also add an article, view his/her patient(s) medical
history as shown in Figure 7, and check any online consultation
requested from him. A clinician can display his/her patients
records only. The clinician can view either all his/her patients’
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Figure 7. Clinician main page

Figure 8. Add patient’s record page

records, a specific patient’s record based on a specific SSN, or
patients’ records in a specific date.

Patient’s page is shown in Figure 9. Patient can check
his/her medical history by entering SSN. Each visit to any
clinician registered in CLINIC will be displayed with all the
details including date, orders, clinician name and address,
disease, and any comments from the corresponding clinician.
Patient can also check some updated medical articles, as shown
in Figure 10, and view some useful first aid tips. Last but not
least, patient can request an online chatting consultation, as
shown in Figure 11. This online chatting is based on instant
messages sent from patients to available clinicians and vice
versa.

New healthcare features and activities can easily be added
to our application. The appointment scheduling module should
be added soon to make the application even more powerful and
reliable.

IV. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a Web-based application called
CLINIC. CLINIC was designed as an open-source clinic

Figure 9. Patient main page

Figure 10. Medical articles page

Figure 11. Request consultation page
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system that can be used by patients/clinicians to facilitate
the process of healthcare management and administration.
CLINIC provides a free-access interactive environment and
meets the high-quality requirements of security, technology
and functionality. CLINIC comprises different modules that
cover many useful features and activities for both clinicians
and patients. CLINIC allows clinicians to manage and access
the records of their patients conveniently. It also authorizes
patients to check the status of their cases, get information about
clinicians, request online instant consultation, and check the
orders of their pharmacy medications and labs while saving
cost, time and effort. Last but not least, CLINIC demonstrated
promising results and hence it has the capability to be used on
a larger scale.

Path forward, we plan to integrate more modules such
as appointment scheduling into CLINIC. We also think that
making this app available on mobile phones should positively
affect its popularity.
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