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Forward

The Eighteenth International Conference on Advanced Engineering Computing and Applications in

Sciences (ADVCOMP 2024), held between September 29th, 2024, to October 3rd, 2024, in Venice, Italy,

continued a series of international events meant to bring together researchers from the academia and

practitioners from the industry in order to address fundamentals of advanced scientific computing and

specific mechanisms and algorithms for particular sciences.

With the advent of high-performance computing environments, virtualization, distributed and

parallel computing, as well as the increasing memory, storage and computational power, processing

particularly complex scientific applications and voluminous data is more affordable. With the current

computing software, hardware and distributed platforms, effective use of advanced computing

techniques is more achievable.

The conference provided a forum where researchers were able to present recent research results

and new research problems and directions related to them. The conference sought contributions

presenting novel research in all aspects of new scientific methods for computing and hybrid methods for

computing optimization, as well as advanced algorithms and computational procedures, software and

hardware solutions dealing with specific domains of science.

We take here the opportunity to warmly thank all the members of the ADVCOMP 2024 technical

program committee, as well as all the reviewers. The creation of such a high-quality conference program

would not have been possible without their involvement. We also kindly thank all the authors who

dedicated much of their time and effort to contribute to ADVCOMP 2024. We truly believe that, thanks

to all these efforts, the final conference program consisted of top-quality contributions. We also thank

the members of the ADVCOMP 2024 organizing committee for their help in handling the logistics of this

event.

We hope that ADVCOMP 2024 was a successful international forum for the exchange of ideas and

results between academia and industry for the promotion of progress related to advanced engineering

computing and applications in sciences.

ADVCOMP 2024 Chairs

ADVCOMP 2024 Steering Committee
Dean Vucinic, Vrije Universiteit Brussel (VUB), Belgium, FERIT, Croatia
Juha Röning, University of Oulu, Finland
Hans-Joachim Bungartz, TUM, Germany
Marcin Hojny, AGH University of Science and Technology, Poland
Andreas Rausch, TU Clausthal, Clausthal-Zellerfeld, Germany
Alice E. Koniges, University of Hawai‘i at Mānoa, USA

ADVCOMP 2024 Publicity Chairs
Laura Garcia, Universidad Politécnica de Cartagena, Spain
Lorena Parra Boronat, Universidad Politécnica de Madrid, Spain

                             2 / 59



ADVCOMP 2024
Committee

ADVCOMP 2024 Steering Committee

Dean Vucinic, Vrije Universiteit Brussel (VUB), Belgium, FERIT, Croatia
Juha Röning, University of Oulu, Finland
Hans-Joachim Bungartz, TUM, Germany
Marcin Hojny, AGH University of Science and Technology, Poland
Andreas Rausch, TU Clausthal, Clausthal-Zellerfeld, Germany
Alice E. Koniges, University of Hawai‘i at Mānoa, USA

ADVCOMP 2024 Publicity Chairs

Laura Garcia, Universidad Politécnica de Cartagena, Spain
Lorena Parra Boronat, Universidad Politécnica de Madrid, Spain

ADVCOMP 2024 Technical Program Committee

Waleed H. Abdulla, University of Auckland, New Zealand
José Abellán, Catholic University of Murcia, Spain
Mohamed Riduan Abid, Alakhawayn University, Morocco
Rashmi Agrawal, Manav Rachna International Institute of Research and Studies, India
Francisco Airton Silva, Federal University of Piauí, Brazil
M. Azeem Akbar, Nanjing University of Aeronautics and Astronautics, China
Haifa Alharthi, Saudi Electronic University, Saudi Arabia
Sónia Maria Almeida da Luz, Polytechnic Institute of Leiria - School of Technology and Management,
Portugal
Madyan Alsenwi, Kyung Hee University, Global Campus, South Korea
Mohamed E. Aly, California State Polytechnic University, Pomona, USA
Daniel Andresen, Kansas State University, USA
Anindya Das Antar, University of Michigan, USA
Abhinav Arora, Meta Platforms, USA
Ehsan Atoofian, Lakehead University, Canada
Vadim Azhmyakov, Universidad Central, Bogota, Republic of Colombia
Carlos Becker Westphall, University of Santa Catarina, Brazil
Raoudha Ben Djemaa, ISITCOM | University of Sousse, Tunisia
Peter Bentley, University College London, UK
Alessandro Borri, CNR-IASI Biomathematics Laboratory, Rome, Italy
David Bouck-Standen, Kingsbridge Research Center, UK
Sofiane Bououden, University Abbes Laghrour Khenchela, Algeria
Hans-Joachim Bungartz, TUM, Germany
Xiao-Chuan Cai, University of Colorado Boulder, USA
Patricia Camacho Magriñán, Universidad de Cádiz, Spain
Jadson Castro Gertrudes, Federal University of Ouro Preto, Brazil
Graziana Cavone, Polytechnic of Bari, Italy
Sébastien Cayrols, University of Tennessee Knoxville, USA

                             3 / 59



Mete Celik, Erciyes University, Turkey
Jieyang Chen, Oak Ridge National Laboratory, USA
Jinyuan Chen, Louisiana Tech University, USA
Vassilios V. Dimakopoulos, University of Ioannina, Greece
Inês Domingues, IPO Porto Research Centre (CI-IPOP), Portugal
Maha Elarbi, University of Tunis, Tunisia
Javier Fabra, Universidad de Zaragoza, Spain
Akemi Galvez, University of Cantabria, Spain / Toho University, Japan
Tong Geng, Boston University, USA
Jing Gong, KTH Royal Institute of Technology, Sweden
Teofilo Gonzalez, UC Santa Barbara, USA
Maki Habib, American University in Cairo, Egypt
Yang He, University of Technology Sydney, Australia
Mohd Helmy Abd Wahab, Universiti Tun Hussein Onn Malaysia, Malaysia
Marcin Hojny, AGH University of Science and Technology, Poland
Wladyslaw Homenda, Warsaw University of Technology, Poland
Tzung-Pei Hong, National University of Kaohsiung, Taiwan
Mehdi Hosseinzadeh, Washington University in St. Louis, USA
Paul Humphreys, Ulster University | Ulster University Business School, UK
Andres Iglesias, University of Cantabria, Spain / Toho University, Japan
Joanna Isabelle Olszewska, University of West Scotland, UK
Hiroshi Ishikawa, Tokyo Metropolitan University, Japan
Félix J. García Clemente, University of Murcia, Spain
Rishabh Joshi, Google Research - Brain Team, USA
Zaheer Khan, University of the West of England, UK
Alice E. Koniges, University of Hawai‘i at Mānoa, USA
Sonia Lajmi, University of Sfax, Tunisia / Al Baha University, Saudi Arabia
Yahia Lebbah, University of Oran, Algeria
Seyong Lee, Oak Ridge National Laboratory, USA
Maurizio Leotta, University of Genova, Italy
Clement Leung, Chinese University of Hong Kong, Shenzhen, China
Yiu-Wing Leung, Hong Kong Baptist University, Hong Kong
Jianwen Li, East China Normal University, Shanghai, China
Yiheng Liang, Bridgewater State University, USA
Stephane Maag, Telecom SudParis, France
Elbert E. N. Macau, Federal University of Sao Paulo - UNIFESP at Sao Jose dos Campos, Brazil
Rafael Magdalena Benedicto, University of Valencia, Spain
Marcin Markowski, Wroclaw University of Science and Technology, Poland
Mirko Marras, University of Cagliari, Italy
René Meier, Hochschule Luzern, Switzerland
Yuan Meng, University of Southern California, USA
Mohamed Wiem Mkaouer, Rochester Institute of Technology, USA
Zewei Mo, University of Pittsburgh, USA
Sébastien Monnet, Savoie Mont Blanc University (USMB), France
Shana Moothedath, University of Washington, Seattle, USA
Laurent Nana, University of Brest, France
Ehsan Nekouei, City University of Hong Kong, Hong Kong
Kaiming Ouyang, Nvidia, USA

                             4 / 59



Marcin Paprzycki, Systems Research Institute | Polish Academy of Sciences, Poland
Prantosh Kumar Paul, Raiganj University, India
Biagio Peccerillo, University of Siena, Italy
Damien Pellier, Université Grenoble Alpes, France
Sonia Pérez-Díaz, University of Alcalá, Spain
Antonio Petitti, Institute of Intelligent Industrial Systems and Technologies for Advanced Manufacturing
(STIIMA) - National Research Council of Italy (CNR) , Italy
Tamas Pflanzner, University of Szeged, Hungary
Agostino Poggi, Università degli Studi di Parma, Italy
Evgeny Pyshkin, University of Aizu, Japan
Andreas Rausch, Technische Universität Clausthal, Germany
Michele Roccotelli, Politecnico di Bari, Italy
Ivan Rodero, Rutgers University, USA
Juha Röning, University of Oulu, Finland
Diego P. Ruiz, University of Granada, Spain
Bibhudatta Sahoo, National Institute of Technology, Rourkela, India
Julio Sahuquillo, Universitat Politècnica de València, Spain
Subhash Saini, NASA, USA
Aadesh Salecha, University of Minnesota, USA
Shailaja Sampat, Arizona State University, USA
Hamed Sarvari, George Mason University, USA
Alireza Shahrabi, Glasgow Caledonian University, Scotland, UK
Justin Shi, Temple University, USA
Piotr Sowiński, Systems Research Institute, Polish Academy of Sciences, Poland
Sudarshan Srinivasan, Oak Ridge National Laboratory, USA
Mohammed Tanash, Kansas State University, USA
Costas Vassilakis, University of the Peloponnese, Greece
Bhavan Vasu, Oregon State University, USA
Flavien Vernier, LISTIC – Savoie University, France
Juan Vicente Capella Hernández, Universitat Politècnica de València, Spain
Dean Vucinic, Vrije Universiteit Brussel (VUB), Belgium / FERIT, Croatia
Guangjing Wang, Michigan State University, USA
Hanrui Wang, Massachusetts Institute of Technology, USA
Lei Wang, University of Connecticut, USA
Adriano V. Werhli, Universidade Federal do Rio Grande - FURG, Brazil
Gabriel Wittum, Goethe University Frankfurt, Germany
Zongshen Wu, University of Wisconsin, Madison, USA
Mudasser F. Wyne, National University, USA
Chenhao Xie, Beihang University, Beijing, China
Cong-Cong Xing, Nicholls State University, USA
Feng Yan, University of Nevada, Reno, USA
Limin Yang, University of Illinois at Urbana-Champaign, USA
Jinsongdi Yu, Fuzhou University, China
Carolina Yukari Veludo Watanabe, Federal Unversity of Rondônia, Brazil
Michael Zapf, Technische Hochschule Nürnberg Georg Simon Ohm (University of Applied Sciences
Nuremberg), Germany
Vesna Zeljkovic, Lincoln University, USA
Ruochen Zeng, NXP Semiconductors, USA

                             5 / 59



Penghui Zhang, Arizona State University, USA
Pengmiao Zhang, University of Southern California, USA
Qian Zhang, Liverpool John Moores University, UK

                             6 / 59



Copyright Information

For your reference, this is the text governing the copyright release for material published by IARIA.

The copyright release is a transfer of publication rights, which allows IARIA and its partners to drive the

dissemination of the published material. This allows IARIA to give articles increased visibility via

distribution, inclusion in libraries, and arrangements for submission to indexes.

I, the undersigned, declare that the article is original, and that I represent the authors of this article in

the copyright release matters. If this work has been done as work-for-hire, I have obtained all necessary

clearances to execute a copyright release. I hereby irrevocably transfer exclusive copyright for this

material to IARIA. I give IARIA permission or reproduce the work in any media format such as, but not

limited to, print, digital, or electronic. I give IARIA permission to distribute the materials without

restriction to any institutions or individuals. I give IARIA permission to submit the work for inclusion in

article repositories as IARIA sees fit.

I, the undersigned, declare that to the best of my knowledge, the article is does not contain libelous or

otherwise unlawful contents or invading the right of privacy or infringing on a proprietary right.

Following the copyright release, any circulated version of the article must bear the copyright notice and

any header and footer information that IARIA applies to the published article.

IARIA grants royalty-free permission to the authors to disseminate the work, under the above

provisions, for any academic, commercial, or industrial use. IARIA grants royalty-free permission to any

individuals or institutions to make the article available electronically, online, or in print.

IARIA acknowledges that rights to any algorithm, process, procedure, apparatus, or articles of

manufacture remain with the authors and their employers.

I, the undersigned, understand that IARIA will not be liable, in contract, tort (including, without

limitation, negligence), pre-contract or other representations (other than fraudulent

misrepresentations) or otherwise in connection with the publication of my work.

Exception to the above is made for work-for-hire performed while employed by the government. In that

case, copyright to the material remains with the said government. The rightful owners (authors and

government entity) grant unlimited and unrestricted permission to IARIA, IARIA's contractors, and

IARIA's partners to further distribute the work.

                             7 / 59



Table of Contents

MORUS-PRNG: a Hardware Accelerator Based on the MORUS Cipher and the IXIAM Framework
Alessio Medaglini, Mirco Mannino, Biagio Peccerillo, and Sandro Bartolini

1

Accelerating Differential Privacy-Based Federated Learning Systems
Mirco Mannino, Alessio Medaglini, Biagio Peccerillo, and Sandro Bartolini

8

Application of a Maneuver-Based Decision Making Approach for an Autonomous System Using a Learning
Approach
Xin Xing and Sebastian Ohl

11

You’ve Got a Plan? A Domain Modelling Approach for Collaborative Product Disassembly Planning with PDDL
Dominique Briechle and Andreas Rausch

17

Automating Benchmarking Process for Multimodal Large Language Models (MLLMs) in the Context of Waste
Disposal
Sundus Hammoud and Robert Werner

26

Integrative Development and Evaluation of V2X Communication Architectures to Support Autonomous Driving
Systems in 5G Campus Networks
Florian Pramme, Bastian Tessin, Gert Bikker, and Tamas Kurczveil

32

Mixing Flows in Dynamic Fluid Transport Simulations
Mehrnaz Anvari, Anton Baldin, Tanja Clees, Bernhard Klaassen, Igor Nikitin, and Lialia Nikitina

34

Comparing Fault-tolerance in Kubernetes and Slurm in HPC Infrastructure
Mirac Aydin, Michael Bidollahkhani, and Julian Kunkel

40

FEM Modeling for PCB Assembly Simulation
Ming-Hsiao Lee, Jiunn-Horng Lee, Chih-Min Yao, and Jen-Gaw Lee

49

Powered by TCPDF (www.tcpdf.org)

                               1 / 1                             8 / 59



MORUS-PRNG: a Hardware Accelerator Based on the MORUS Cipher and the
IXIAM Framework

Alessio Medaglini , Mirco Mannino , Biagio Peccerillo , Sandro Bartolini
Department of Information Engineering and Mathematics

University of Siena
Siena, Italy

e-mail: {medaglini | mannino | peccerillo | bartolini}@diism.unisi.it

Abstract—High-quality Pseudo-Random Number Generator
(PRNG) is crucial in many applications that span a variety of
fields. A common way to implement PRNGs is by exploiting an
underlying secure ciphering algorithm, since its ciphertexts have
statistical properties very close to those of a random sequence.
Depending on the nature of the application requiring random
values and its constraints, the ability of such a PRNG to generate
numbers with high throughput and/or limited latency can be
paramount. In recent years, programmers and researchers have
been relying on hardware accelerators for many computation
tasks where performance matter, moving progressively away from
classic all-CPU software solutions. Ciphering algorithms and
PRNGs have benefited from this tendency as well. In this paper,
we propose a PRNG based on the MORUS cipher as an integrated
accelerator that can be connected to CPU cores through the
IXIAM layer, which allows a fast host-accelerator communication
with RISC-V instructions. We measure performance in CPU cy-
cles per number in the gem5 architecture simulator, and compare
our implementation against plain software solutions provided
by the C++ standard library. We show that our implementation
outperforms them, with speedups above 2×.

Keywords-cryptographic accelerators; hardware accelerators;
simulation; ciphers; pseudorandom sequences.

I. INTRODUCTION

The ability to generate random number sequences has al-
ways found many applications in a variety of fields. According
to Knuth, these include simulation, sampling, numerical anal-
ysis, computer programming, decision making, cryptography,
aesthetics, and recreation [1], but many more can be added.
A notable example is the generation of large prime numbers,
which have a fundamental role in asymmetric key encryption
algorithms since the introduction of RSA [2]. A popular
method to obtain them involves generating random numbers,
applying a primality test to them, and stopping when enough
prime numbers are found [3]. Since the amount of random
numbers necessary to obtain the required amount of primes
cannot be known in advance, the ability to generate long
random sequences with high performance is paramount.

However, generating truly random numbers may be diffi-
cult, and for most applications a number sequence generated
deterministically that looks random enough is sufficient. Such
a sequence is said a pseudo-random number sequence, and
a module (hardware or software) implementing its generation
algorithm is said Pseudo-Random Number Generator (PRNG).

A common way to implement a PRNG is by relying on an
underlying cipher. In fact, the ciphertext produced by a cipher

considered secure must present randomness properties, as no
information about the original message should be obtainable
from it: in practice, the ciphertext can be regarded as a
sequence of random numbers. For this purpose, both stream
ciphers and block ciphers operated in counter mode can
be used, with examples pertaining to both categories being
available in literature [4], [5].

MORUS [6] was selected as a finalist in the CAESAR com-
petition announced by the National Institute of Standards and
Technology (NIST) for authenticated encryption. It is an ex-
ample of authenticated cipher, which outputs both a ciphertext
and an authentication tag, providing both confidentiality and
integrity. Its attractiveness derives from its potential speed both
in HW and in SW, even on platforms not featuring dedicated
or widespread ISA-extensions (e.g., AES-NI [7]). Compared
to AEGIS, the winner of the aforementioned CAESAR com-
petition, MORUS can be implemented with higher efficiency
in hardware (both throughput per area and throughput per
energy, as shown in Figure 6 and Figure 7 in [8]). Therefore,
MORUS is particularly amenable to be adopted as the heart of
a hardware accelerator serving as a PRNG. Furthermore, in the
number generation task, the calculation of an authentication
tag can be avoided, thus gaining further performance.

In this paper, we design MORUS-PRNG, a high-
performance PRNG modular architecture encompassing an in-
tegrated hardware accelerator based on the MORUS cipher and
suitable for modern multi-core processor systems. We design
it as an IXIAM-ready accelerator [9] so to take advantage
of reduced communication latency and a flexible and general
interface between cores and accelerator. We simulate the archi-
tecture in gem5 simulator [10] and evaluate its performance,
using all-CPU software-only PRNGs included in the standard
library of the C++ programming language as a baseline.

The main contributions of this paper can be listed as follows:

• We design MORUS-PRNG, an integrated hardware accel-
erator implementing a MORUS-based PRNG, interfaced
via the IXIAM framework to the CPU cores;

• We evaluate its performance, comparing it against
software-only PRNGs included in the C++ standard library.

The paper is organized as follows. In the next section,
we give some background on both MORUS and IXIAM. In
Section III, we present our solution. In Section IV, we evaluate
our proposal. Finally, we conclude in Section V.

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-184-8
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Figure 1. MORUS StateUpdate function, from [6]. Si
n,m is the m-th state

block at the beginning of the n-th round, i-th step. wn and bn are constants,
and mi is the i-th block of the plain message. Rotl_xxx_yy(S, c) is the
operation of dividing an xxx-bit S block in yy-bit words and perform left
rotation by c bits.

II. BACKGROUND

In this section, we give some background on the MORUS
Authenticated Cipher and the IXIAM host-accelerator inter-
face, which form the backbone of our proposal.

A. MORUS

MORUS is a family of authenticated ciphers which in-
clude three ciphers: MORUS-640-128, MORUS-1280-128,
MORUS-1280-256 [6]. They can be described as stream
ciphers with an internal state of 5 blocks which can have
128 or 256 bits each and deal with 128- or 256-bit keys. The
names can be read as MORUS-x-y, with x being the size of
the internal state and y the size of the key. In the following, the
generic term MORUS is used to refer to all the three ciphers
interchangeably, unless specified otherwise.

MORUS has been designed with speed in mind, with all
the phases relying on different combinations of few basic
operations (AND, XOR, shift, and rotate), chosen to be easily
mapped on SIMD instructions in x86 processors. These design
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Figure 2. IXIAM hardware interface, highlighted in green on a generic
SoC, from [9]. It consists of a core-interconnect interface for each core; an
accelerator-interconnect interface, a reservation queue, and a status register
for each managed accelerator; and a user-space interrupt module.

choices permit reaching 0.69 cycles per byte (cpb) on Intel
Haswell processors [6]. MORUS is “authenticated” because
the encryption phase produces, in addition to the ciphertext,
also a 128-bit tag that can be used to verify decryption.

The cipher is articulated in four fundamental phases: initial-
ization, encryption, decryption, and finalization. Initialization
is performed by loading a key and a 128-bit Initial Value
(IV) and running a StateUpdate function 16 times, mixing
both key and IV into the internal state. Optionally, there is
the possibility to use some Additional Data (AD) of any
size to further mix the internal state and introduce additional
non-linearity. Encryption is performed by encrypting a whole
message of arbitrary size, processing one 128-bit (MORUS-
640-128) or 256-bit (MORUS-1280-128 and MORUS-1280-
256) block at a time. Each block is encrypted with 5 basic
operations and a StateUpdate call that mixes the plain text
into the internal state. Finalization consists of a XOR, a
StateUpdate call, and a tag generation (achieved with 4 basic
operations). The StateUpdate function, depicted in Figure 1, is
used as a fundamental building block in the various phases and
consists of 5 rounds in which each block of the internal state
is updated with 5 basic operations. Decryption is analogous to
the encryption. Message encryption/decryption is performed
by initializing the cipher, invoking the encryption/decryption
phase, and then finalizing to get the authentication tag.

B. IXIAM

ISA eXtension for Integrated Accelerator Management
(IXIAM) is a hardware-software framework for Systems-on-
a-Chip (SoCs). It permits controlling integrated accelerators
directly from the cores, with specific CPU instructions trigger-
ing packet-sending towards the target accelerator and possibly

2Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-184-8
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generating a packet response, which is sent back to the
core [9]. It is articulated in a limited hardware infrastructure
and a RISC-V ISA extension. RISC-V was selected as the
target ISA due to its open-source and modular nature, which
allow for open-source implementation of the IXIAM frame-
work. With respect to classic driver-based solutions, IXIAM
ensures a lower latency in communicating with the accelera-
tors, giving significant performance advantages, especially for
small to medium workloads [9].

The hardware infrastructure, depicted in Figure 2, includes
a few components on the accelerators, on the cores, and on the
SoC, shared between them. For each accelerator, it consists in
a FIFO reservation queue to manage requests from different
processes and a status register to hold the accelerator status, so
to be able to quickly distinguish between “busy”, “free”, and
“error”. Both accelerators and cores need to send and receive
specific packets through the SoC interconnect, and achieve
this through the accelerator-interconnect and core-interconnect
interfaces, respectively. Finally, IXIAM provides a light user-
space interrupt mechanism which is managed by an ad-hoc
module on the SoC.

The ISA extension provides 12 additional instructions for
RISC-V ISA: RESERVE to ask for accelerator reservation,
CHECK to check the reservation outcome, TGL/TGS to
load/store data from/to a specific memory location into/from
the accelerator, TL to move data across different memory
resources on the accelerator, TRL/TRS to load/store data
from/to a CPU register into/from the accelerator, EXEC to
trigger an operation execution on the accelerator, ISBUSY
to check the accelerator status, RELEASE to release the
accelerator, AFENCE to block the CPU pipeline until flying
transfer instructions on the accelerator complete, and RUISR
to indicate a function to serve user-space interrupts. The major-
ity of instructions are designed as asynchronous instructions,
in the sense that the execution on the CPU can proceed
undisturbed after an instruction commit, with no need to wait
for response packets. The only exceptions are: CHECK, TRS,
ISBUSY, and AFENCE.

III. OUR PROPOSAL

Figure 3 shows our design for an integrated MORUS-based
PRNG hardware accelerator based on the IXIAM framework.
It includes the following modules:

MORUS PRNG Engine is the processing engine, which
is responsible of doing MORUS-based pseudo-random
number generation;

Output buffer is the buffer that will contain the array of
generated numbers;

Register file includes a register to hold the amount of pseudo-
random numbers to be generated and four key registers,
each holding one word of the key;

Controller is responsible for reading the IXIAM packets
from the interconnect, translate them into accelerator
commands, and send response packets to the calling core
through the interconnect;

Figure 3. MORUS-PRNG, an integrated hardware accelerator with the
necessary components to communicate with the IXIAM framework. Solid
lines indicate data exchange, dashed ones indicate control signal exchange.
The register file holds the number of pseudo-random numbers to generate and
the four words of the key. The output buffer will hold the generated numbers
and the MORUS PRNG Engine implements the number generation logic.

IXIAM HW infrastructure includes a status register and a
reservation queue.

Without loosing generality, in the following, we consider
the underlying cipher as being MORUS-1280-128. Thus, the
four words composing the key are 32-bit words.

A. Technical Details

gem5 is a well-established tool for computer architecture
researchers. It is a cycle-accurate simulator with a modular
nature, in which architectural components (CPU, memory,
caches, NoC, accelerators, etc.) are treated as individual ob-
jects that communicate with each other through ports. Every
operation can be simulated functionally and be described in
terms of associated latency. gem5 supports multiple ISAs and
is easily extensible as its code is open-source. IXIAM was
proposed and evaluated by the means of gem5 components [9].

We design our solution in terms of gem5 modules. We
implement their operations functionally and characterize them
from a latency standpoint. We acknowledge that other tech-
niques such as VHDL or Verilog description would allow us
to achieve higher accuracy. However, we are interested in the
performance that such an accelerator could achieve within the
system, rather than its precise gate-level performance. In this
case, gem5 offers a more appropriate level of abstraction. We
leave the implementation of such solutions to future work.

We design the MORUS PRNG Engine as a standalone
processing element inside our MORUS-PRNG accelerator. We
consider it as being analogous to the ASIC design described
by Muehlberghuber and Gürkaynak in [11]. This exposes a
variable throughput that grows with the amount of numbers to
be generated and varies from 2.54 to 250Gbps. We select an
operating frequency of 250MHz.

For the Output buffer, we select a size of 1MiB that can host
up to 262’144 numbers. The Register file includes the 5 32-

3Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-184-8

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ADVCOMP 2024 : The Eighteenth International Conference on Advanced Engineering Computing and Applications in Sciences

                            11 / 59



bit registers specified above. Considering a SRAM technology
for these memories, we estimate with CACTI [12] an access
latency of 2 and 1 cycles (at 250MHz), respectively.

To model the Controller, we associate a latency to the “de-
code and execute” of the IXIAM instructions contained in the
packets coming from the interconnect. Since it is a lightweight
controller with limited responsibilities, we can associate a 1
cycle latency to every instruction, except those that need to ac-
cess the reservation queue (RESERVE, RELEASE, CHECK),
for which we associate 3 cycles. However, these latencies do
not include the operative part of the instructions: for instance,
after 1 cycle of an EXEC instruction, the execution operation
begins and ends after a number of cycles that depend on the
amount of work to be done. The same happens for the transfer
instructions, where we add to the “decode and execute” latency
the one calculated in the buffer/register file that models the
effective data read/write.

B. Operations

In the rest of this section, we describe the two operations
exposed by the accelerator: Initialize and Generate.
1. Initialize
The Initialize operation is responsible for triggering the ini-
tialization phase in the underlying MORUS cipher, embodied
by the MORUS PRNG Engine. The user is responsible for
writing into the Kn registers the four words composing the
128-bit key. The 128-bit IV value necessary for initialization,
together with the key, is hard-coded into the MORUS PRNG
Engine.

Each of the four Kn registers can be written via a TRL
or a TGL instruction. The former reads a value from a CPU
register and sends it to the accelerator, while the latter passes
a main memory location to the accelerator that reads a value
from it.

Initialize is triggered with an EXEC instruction with op_id
parameter set to 0. When the accelerator receives the corre-
sponding packet, the MORUS PRNG Engine reads the key
from the four local registers and the hard-coded IV value and
triggers the underlying MORUS initialize. This modifies its
internal state and brings the engine in a state that is ready to
perform subsequent encryptions, necessary to generate pseudo-
random numbers. An internal 128-bit counter is set to 0.

The possibility of including AD of arbitrary size in the
initialization phase is not managed by the proposed engine.
This choice, together with having a hard-coded IV, limits
the degrees of freedom with respect to a classic MORUS
cipher. However, for this particular application (PRNG), the
sole 128-bit key as the only degree of freedom may be
considered sufficient, as it serves the same purpose as a seed
in analogous pseudo-random number generation algorithms,
which are usually 32-bit integers [13]. In any case, this design
can be easily improved by adding six more registers to set
before initializing: four for the IV, one for the memory location
containing the beginning of AD, and one for its size. This
would allow for seeding the PRNG with data of arbitrary size,

improving the quality of the generated numbers, but increasing
the duration of the initialization phase.
2. Generate
The Generate operation triggers the encryption phase in the
underlying MORUS cipher, generating pseudo-random num-
bers as a consequence. The user writes into the N register the
amount of numbers they want to generate. Also in this case,
by the means of a TRL or TGL instruction.

Generate is triggered with an EXEC instruction with op_id
parameter set to 1. As a first step, the engine reads the content
of the N register and interprets it as the amount of 32-
bit pseudo-random numbers to generate. If this exceeds the
capacity of the Output buffer, an error code is written in
the status register and the operation terminates. Otherwise,
the pseudo-random number generation can proceed and is
performed by encrypting the content of an internal 128-bit
counter. It is initialized to 0 in the Initialize and is incremented
after each encryption step. At each step, a 128-bit block of
ciphertext, which can be interpreted as four 32-bit numbers,
is generated this way. The generation terminates when the
counter value minus its initial state (which is saved into an
internal register when encryption begins) equals ⌈N/4⌉, a
comparison that can be easily done in hardware by checking
whether said difference is greater or equal than N without its
two least significant bits.

The generated numbers are written in the Output buffer
starting from address 0. From there, they can be retrieved with
a TGS instruction as soon as the number generation terminates.
TGS is responsible for copying the generated numbers to a
main memory location, where the CPU can read them when
needed.

At the end of Generate, the internal counter is not reset:
only Initialize is responsible for that. This way, the number
that will be generated next is completely determined by the
internal state of the cipher and the state of the counter, which
are, in turn, uniquely determined by the key chosen by the
user and the amount of numbers generated so far. This way,
initializing the engine with key K and generating m numbers
first and n numbers then leads to the same sequence obtained
by initializing the engine with K and generating m + n
numbers in one go.

No MORUS finalize phase is invoked, as it would be
responsible for producing the authentication tag, which is not
needed in the pseudo-random number generation task at hand.

IV. EVALUATION

In order to evaluate our proposal, we implement MORUS-
PRNG and its interfacing in the gem5 architecture simulator.
For this purpose, we take advantage of the infrastructure
proposed in [9]. Table I lists the specifications of the simulated
system.

The accelerator performance is evaluated in the context of
a simple C++ 17 application in which a variable amount of
pseudo-random numbers is generated. The CPU-accelerator
communication is wrapped in a C++ generator engine class that
executes Initialize when constructed and exposes two methods:
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Figure 4. Performance comparison between MORUS-PRNG and other PRNGs included in the C++ standard library. For each PRNG, it is displayed the number
of CPU cycles necessary to generate the amount of numbers indicated on the X axis (lower is better).

TABLE I. SPECIFICATION OF THE SIMULATED SYSTEM.

CPU Quad-core, 3.4GHz, RISC-V, MinorCPU
L1 I/D Cache 32KB, 8-way, write-back, 64B block size, non-

blocking, 2-cycles access time, private
L2 Cache 512KB, 8-way, write-back, 64B block size, non-

blocking, 10-cycles access time, private
L3 Cache 8MB, 16-way, write-back, 64B block size, non-

blocking, 36-cycles access time, shared
Interconnection ring-based, 16-cycles average latency
Main Memory DRAM-DDR4, 16GB, 300-cycles access time, clas-

sic memory model
MORUS-PRNG engine throughput 2.54-250Gbps, 250MHz, buffer

size 1MiB, buffer latency 2 cycles, register latency
1 cycle

operator() outputs a single generated number;
generate fills an array with n generated numbers.

The first method is compliant with the C++ specification,
so an instance of this MORUS-based generator class can be
passed to a distribution object, according to the modern syntax
introduced in C++11 [13]. An evident limitation of this design is
that at most 1 number is generated per method call, so filling
an array of n elements requires n method invocations. The
generate method, conversely, adopts a more efficient design,
as it permits of generating the needed amount of numbers
in the minimum number of steps. This is determined by the
capacity of the Output buffer, which can host at most 256
32-bit numbers (see Table I).

We design two variants of operator() solutions:

naïve triggers the generation of 1 number on the accelerator,
reads it from there, and returns it to the caller;

buffered triggers the generation of a few numbers on the
accelerator, reads them in a local buffer, returns 1 buffered

number at each method call until all of them have been
consumed, and generates another amount at that point.

Without loosing generality, we tune the local buffer of the
buffered version to a capacity of 32 elements.

To evaluate our solution, we compare it with other PRNGs
defined in the random C++ header. The classes included there
allow generating pseudo-random numbers using a combination
of generator and distribution objects. The former generates
uniformly distributed numbers, while the latter transforms
number sequences generated by a generator into number
sequences that follow a specific random variable distribution
(e.g., uniform, Normal, or Binomial). The generator can be
instantiated with a seed, then passed as an input parameter
to the operator() of the distribution object, to generate one
pseudo-random number per method invocation.

Several PRNGs are included in the random C++ header:

• linear congruential engine (mnist_rand, mnist_rand0):
they are the simplest engines in the STL library that
generate pseudo-random unsigned integer numbers by
using x = (ax+ c) mod m, where x is the current state
and a, c, and m are different parameters.

• MersenneTwister19937: it is a random number engine
based on the Mersenne Twister algorithm [14]. It pro-
duces high quality unsigned integer random numbers in
the interval [0, (2w)-1], where w is the word size (i.e.,
number of bits of each word in the state sequence).

• Ranlux24, Ranlux48: they are 24-bit and 48-bit RAN-
LUX generators by Martin Lüscher and Fred James [15],
based on the subtract with carry algorithm.

• Knuth-B: It is a shuffle_order_engine adaptor that returns
shuffled sequences generated with the simple pseudo-
random number generator engine minstd_rand0.
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For completeness, we add a further PRNG which encom-
passes an all-software implementation of the MORUS cipher:
MORUS-sw. We compile our application using g++14 from
the RISC-V GNU toolchain [16].

Figure 4 shows the performance achieved by MORUS-
PRNG (generate, naïve, and buffered versions) in generating
a variable amount of pseudo-random numbers, in comparison
with other PRNGs included in the standard library of the
C++ programming language. Performance is measured in CPU
cycles (so, lower is better). In the following, we refer to the
amount of numbers generated as the “workload size”.

What emerges from the performance comparison is that
MORUS-PRNG in its generate version outperforms the
other PRNGs, and the performance gap grows with the
workload size: with respect to the second best, from
2.46× (mnist_rand0) with 1 element, up to 4.26× (Mersen-
neTwister19937) with 4096 elements. As specified before, the
different interface between MORUS-PRNG generate and the
other PRNGs has a non-negligible impact, as generate is an
optimal design which minimizes the method invocations, with
consequent minimization of CPU-accelerator communication.

MORUS-PRNG naïve and buffered 32 have the same in-
terface as the other PRNGs. As expected, generate performs
better than both of them. naïve evidently pays the communi-
cation latency between CPU and accelerator, which happens
at every method invocation. While this is negligible with
few elements, its performance are surpassed by other PRNGs
(MersenneTwister19937, mnist_rand0, mnist_rand, Knuth-B)
for workload sizes above 24 elements.

MORUS-PRNG buffered proves to be a more reasonable
design, with the advantage of being compliant with the C++

generators syntax and being able of outperforming all the
library-provided PRNGs for workload sizes greater than 11
elements (when Ranlux48 generation time suddenly increases).
Speedup with respect to MersenneTwister19937, which is
the best C++-provided PRNG when 36 or more numbers are
needed, tends to 2.07× as the workload size increases.

We investigated the sudden performance worsening of Ran-
lux48 at the 12th number generation, which is clearly visible
in the figure. Looking at Ranlux48 source code, we noticed
that it is implemented as a discard block engine with two
template integer parameters: block-size and used-block, which
are set to 389 and 11, respectively. These parameter regulate its
functioning: every 11 (used-block) elements generated, 389 -
11 (block-size minus used-block) are generated and discarded,
causing a spike in the elapsed time every 11 elements.

Interestingly, the MORUS-sw proves as a valid alternative
with respect to the other PRNGs included in the C++ stan-
dard library, proving its value per-se, even with no hardware
acceleration involved. In fact, it is faster than all the other C++-
provided PRNGs for workload sizes between 12 and 196, and
is outperformed by MersenneTwister19937 when the workload
size surpasses 195 numbers, with the speedup between the two
tending to 1.18× in favour of MersenneTwister19937.

In conclusion, MORUS-PRNG provides a valid solution
to generate pseudo-random numbers, also in a version that

maintains compliance with the C++ syntax, as long as buffering
techniques are adopted in its implementation in order to reduce
the CPU-accelerator communication costs.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed MORUS-PRNG, an integrated
accelerator for pseudo-random number generation based on
the MORUS cipher. We designed it to communicate with the
CPU through the IXIAM framework, which allows users to
control it directly with CPU instructions. We evaluated it in
a simulated environment in the gem5 architectural simulator,
comparing its performance against PRNGs included in the C++

standard library. We showed that it is able to outperform them.
As future work, we plan to implement our solution in

hardware and conduct a more accurate evaluation. Also, we
plan to evaluate it against other accelerators aimed at pseudo-
random number generation.
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Abstract—The number of mobile, wearable, and Internet of
Things (IoT) devices we are using is increasingly growing,
especially those implementing machine learning applications on-
the-edge. Relying on a centralized server for processing and
storing of this ever-increasing amount of data might not be the
optimal solution, from both performance and privacy points of
view. Federated Learning is a good solution to avoid sending user’s
data to a central server to train machine learning models. In
order to guarantee privacy in a Federated Learning system, it is
possible to leverage several techniques. Differential Privacy is one
of the most popular, since it provides robust privacy protection.
In this paper, we target mobile devices, proposing ideas on how to
speed up training in Differential Privacy-based Federated Learning
systems through a dedicated hardware accelerator.

Keywords-differential privacy; federated learning; hardware ac-
celerator.

I. INTRODUCTION AND BACKGROUND

Traditional Machine Learning (ML) approaches expect to
collect data into a central computational system (e.g., server)
and train models using such data. Nowadays, with the un-
stoppable diffusion of mobile devices (e.g., smartphones and
wearable ones), more and more data is being collected locally,
with a growing need to keep it private and unshared. Federated
Learning (FL) was introduced by Google in 2017 [1] as a
solution to implement a distributed training approach where
individual model replicas are trained locally on different
user’s devices, and then global aggregated training strategy is
orchestrated. In a FL system, there are two kinds of players:
1) a centralized server and 2) a group of N clients. Each
client has a local database built with data collected locally
that should not be shared with others. The training process
can be summarized in the following steps:

• The server shares an untrained model among clients;
• Each client performs a local training procedure using its

own data;
• Clients send trained models to the central server;
• The server aggregates them into an updated model;
• The server shares the updated model among clients.

The training process is iterative, continuing until it converges
on the optimal model. During training, it is also possible
that clients exchange parameters among themselves. Figure 1
shows an overview of a FL system.

One of the key aspects of FL is ensuring the privacy of
data collected locally. Among all the techniques proposed to
ensure privacy, Differential Privacy (DP) is one of the most
promising [2]. Although DP can be achieved in different ways,
the key-idea is to add noise to guarantee privacy. There are

several research proposals that leverage DP [3]: 1) in Local
DP techniques (e.g., [4]), the clients alter local data and send
them to the server for centralized aggregation, protecting both
the clients and the server from potential private information
leaks; 2) DP based distributed Stochastic Gradient Descent
(e.g., [5]) techniques aim to perturb the gradient during the
training phase on the client devices; 3) DP meta learning [6]
techniques aim to learn a model that can quickly adapt to new
tasks using a few data points.

Another aspect concerning the world of FL, which is not
usually taken into account in traditional ML applications, is
the possibility of doing training at the edge. Indeed, usual
ML models are trained on high-end platforms equipped with
several types of hardware accelerators, e.g., Tensor Processing
Unit (TPU). With the FL approach, client devices need to
be readapted in order to guarantee efficiency and perfor-
mance during the training phase. Indeed, training, compared
to inference, involves the repetition of several steps: feed-
forward, backpropagation, and weight gradient [7], [8]. For
this reason, companies are encouraged to produce systems
allowing training on the edge, especially introducing more
storage and specialized hardware. In terms of specialized
hardware, it is possible to distinguish three main categories [9]:
Graphics Processing Unit (GPU), Field Programmable Gate
Array (FPGA), and Application Specific Integrated Circuit
(ASIC). GPU-based acceleration is the more flexible in terms
of programmability, but it leads to a higher power consumption
compared to the other two categories. On the other hand,
FPGA- and ASIC-based accelerators allow to reach higher

Figure 1. Overview of a Federated Learning system.
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performance and lower power consumption. ASICs suffer
from a lower flexibility in terms of design and development,
compared to FPGAs.

Nevertheless, it is worth mentioning that, in a FL system,
there is a huge degree of heterogeneity and it is not possible to
assume that all the client nodes incorporate the same hardware
resources. Finding solutions that can be optimal for all the
categories is the only way to achieve an efficient training phase
from a system perspective.

The remainder of the paper is organized as follows. In
Section II, we summarise the key points of differential privacy-
based FL acceleration from our point of view, and in Section
III we give an overview of a possible hardware accelerator
design. Finally, in section IV we conclude.

II. ACCELERATION OF DIFFERENTIAL PRIVACY TRAINING

It is clear that FL brings new challenges to the client
devices, both from an algorithmic and architectural points of
view. Differential Privacy adoption needs the addition of noise
to the local data before sending them to the server, and the
training process performed on-the-edge needs to be as much
performant and efficient as possible.

One of the main challenges is to leverage, in an efficient
way, the heterogeneity of client platforms and their interaction
with the server node. We believe that a hardware/software
(HW/SW) co-design is the key to find an optimal solution
to the problem. In particular, there is the need to design and
implement solutions that can be adopted by all the client
platforms. The key points can be summarized as follows:

• Robust framework allowing the orchestration of all the
players in the system.

• Algorithmic improvement for DP both on client and
server side.

• Introduction of specialized hardware in heterogeneous
architectures to accelerate common operations in FL
systems, ensuring energy efficiency.

The increasing interest in FL led to the creation of several
open-source frameworks, such as Tensorflow Federated [10]
and FATE [11]. The open-source nature of these frameworks
provides engineers with robust tools that are continuously de-
veloped and improved. For this reason, we focus our attention
on the other two points of the previous list.

Algorithmic improvements and design of specialized hard-
ware can be developed together as a HW/SW co-design
process. Since we are targeting DP-based FL, the algorithmic
aspects include both DP and deep learning training operations.

Our proposal is to design and evaluate a dedicated cir-
cuit, called Federated Learning Processing Unit (FLPU). It
should be integrated in the current architectures, providing
highly specialization in DP operations (e.g., noise addition,
encryption) and deep learning operations carried out during
training (e.g., backpropagation). The novel module should be
included in any client platform: as an autonomous module on
GPUs, an IP-block for Systems-on-a-Chip or FPGAs, adapting
to the compatibility needs of each of them. This way, the
programming side would also benefit.

Figure 2. Overview of the Federated Learning Processing Unit (FLPU).

Under DP conditions, the training process performed among
several clients may need encryption/decryption operations, and
the generation of noise according to a certain distribution. For
this reason, the FLPU should be equipped with an engine
capable of efficiently carrying out these operations. At the
same time, provisions should be made for deep learning-
related tasks, including specialized hardware to accelerate
deep learning processes (e.g., systolic arrays) and dedicated
memory for storing weights during the backpropagation phase.
The adoption of novel and existing algorithmic optimizations
(e.g., reduction of memory consumption during backpropaga-
tion [8]) should be evaluated in order to reach an optimal
design.

III. FEDERATED LEARNING PROCESSING UNIT

The FLPU is in charge of accelerating the training phase on
the heterogeneous client devices under DP conditions. Figure 2
shows an overview of its architecture. The systolic array in the
architecture is used to accelerate deep learning computations,
e.g., matrix multiplication. The systolic array can be imple-
mented using different dataflow strategies. For example, input-
, weight-, and output-stationary dataflows can be utilized [12].
A more detailed workload analysis is essential to determine the
optimal design choice. Moreover, a series of auxiliary modules
are included in the architecture. In particular, these modules
are useful to accelerate common operations in deep learning
algorithms, such as activation function and quantization.

The FLPU is equipped with an on-chip local memory. It is
used to store input data, weights, and output data. The specific
design of the memory will be established after an accurate
assessment of the workloads involved. Among the potential
solutions, one option is to use a single memory unit to store
all data types, or alternatively, multiple local memories, each
dedicated to storing specific types of data.

One of the key components is the DP module, responsi-
ble for ensuring the implementation of differential privacy
mechanisms. The main role of DP module within the FLPU
is the possibility to add noise and encrypt data within the
accelerator itself. Indeed, this design introduces an additional
layer of security that a conventional accelerator (e.g., TPU)
would not have. The DP module is mainly composed of
two components: noise generator and encryption/decryption

9Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-184-8

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ADVCOMP 2024 : The Eighteenth International Conference on Advanced Engineering Computing and Applications in Sciences

                            17 / 59



module. The noise generator exploits some random physical
signals that can be read from the device (e.g., temperature).
The encryption/decryption module can be implemented by
exploiting cryptographic accelerator designs [13].

IV. CONCLUSION AND FUTURE WORK

Federated Learning is a promising approach to exploit
computation on-the-edge and preserving users’ privacy. In this
paper, we focus on Differential Privacy, discussing how it can
be implemented in FL systems. Moreover, we point out the
key points needed to obtain a performant and energy efficient
heterogeneous FL system. In the future, we will explore these
aspects further, starting with the design and implementation
of ad-hoc modules, either as novel chips or integrated into
existing architectures.

Another area of focus will be the HW/SW co-design re-
quired to efficiently implement both DP and deep learning
training operations. In this scenario, a deeper investigation of
both DP and deep learning training algorithms is needed to
jointly understand and optimize them.
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Abstract—Autonomous driving technology has progressed
significantly, necessitating advanced maneuver-based decision-
making systems for complex driving environments. Traditional
methods often fail in unpredictable real-world scenarios, leading to
the adoption of learning-based approaches, such as Deep Learning
(DL) and Reinforcement Learning (RL). This paper explores
safety-critical car-following models and traffic management,
focusing on Adaptive Cruise Control (ACC) and Automatic
Emergency Braking (AEB). Traditional mathematical models
are limited under extreme conditions, thus this study leverages
machine learning to enhance vehicle responsiveness. Specifically,
we apply RL to train car-following models. We emphasize policy-
based RL methods, including Policy Gradient (PG) and Proximal
Policy Optimization (PPO), within a simulated environment. The
results demonstrate that PPO converges faster and exhibits fewer
errors compared to PG. This study confirms that RL can effectively
automate maneuver-based decision-making, highlighting the need
for further research in diverse traffic conditions.

Keywords-Autonomous Driving; Decision-making; Reinforcement
Learning; Car-following models; Adaptive Cruise Control; Auto-
matic Emergency Braking; Proximal Policy Optimization; Policy
Gradient.

I. INTRODUCTION

Autonomous driving technology has made significant strides
in recent years, driven by the imperative need for a decision-
making system that can navigate complex and evolving
driving environments. Traditionally, decision-making methods
in autonomous driving have relied on robust, yet often rigid,
frameworks that struggle to accommodate the unpredictable
nature of real-world scenarios [1]. This limitation has led to
the growing adoption of learning-based approaches, especially
utilizing Deep Learning (DL) and Reinforcement Learning
(RL), aimed at enhancing the adaptability and accuracy
of Advanced Driver Assistance Systems (ADAS) [2][3][4].
Similarly, the ExerShuttle project is focused on the development
of autonomous campus shuttle services that can transport
passengers to desired locations within the campus, such as
a library or cafeteria. This initiative aims to leverage intelligent
driving technologies to enhance accessibility and convenience
in campus environments.

A critical aspect of intelligent driving systems is car-
following [5], which involves high-precision models crucial
for ensuring driving safety, alleviating urban traffic congestion,
and reducing the driver’s workload. In this context, systems,
such as Adaptive Cruise Control (ACC) [6] and Automatic
Emergency Braking (AEB) [7] play pivotal roles. ACC adjusts

the vehicle’s velocity to maintain a safe distance from the car
ahead, thereby easing the driver’s burden. Conversely, AEB
systems engage automatically to mitigate or prevent collisions
by applying brakes when a potential risk is detected. The
operational efficacy of both ACC and AEB is contingent upon
accurate vehicle tracking models that respond promptly and
reliably in varied driving conditions [8].

Traditional car-following models have largely been mathe-
matical and, while useful, occasionally fall short under extreme
conditions, thereby compromising safety. To overcome these
limitations, large amounts of trajectory data are utilized and
machine learning techniques are applied to reveal underlying
patterns. These models, which include traditional Machine
Learning, Deep Learning, and Deep Reinforcement Learning
approaches, potentially enhance the responsiveness of vehicles
to diverse driving scenarios, thus improving system accuracy
and generalizability [9][10][11].

The paper particularly focuses on the use of Deep Re-
inforcement Learning (DRL) to train car-following models.
RL is a policy-oriented decision-making method that aims to
maximize rewards through trial-and-error behaviors, such as
Policy Gradient (PG) [12]. DRL algorithms that integrate deep
neural networks with RL principles, such as Deep Q-Networks
(DQNs), have been demonstrated to effectively manage the
complexity of ADAS algorithms and significantly enhance the
system’s ability to respond effectively to hazardous situations
[2]. In [8], a novel RL-based longitudinal control and collision
avoidance algorithm is developed that effectively takes into
account the behavior of both the front and rear vehicles using
the Deep Deterministic Policy Gradient (DDPG) model. The
algorithm is shown to be capable of preventing potential serial
collisions.

DQN and DDPG are mainly value-based methods, while PG
and PPO [13] are direct policy optimization methods. DQN
and DDPG usually require more samples for training, so they
may encounter policy instability and convergence problems in
actual training. In comparison, PG and PPO are more easily
adapted to environments that have specific requirements on
the form of the policy, such as scenarios that require the
policy to output specific probabilistic information or continuous
action [2]. Furthermore, PG and PPO demonstrate superior
adaptability in environments where the policy must respond
to dynamic or uncertain factors. This makes them well-suited
for training car-following models, offering more robust and
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flexible solutions. This paper therefore emphasizes policy-
based Reinforcement Learning methods, including PG and PPO
algorithms, for training sophisticated car-following models.

The remainder of the paper is organized as follows: Section
II discusses the problem formulation. Section III provides
theoretical background. Section IV details the methodology.
Section V evaluates the results, and Section VI concludes the
paper and outlines future work.

II. PROBLEM FORMULATION

In this paper, we explore the ACC and AEB systems within
autonomous car-following models. The Autonomous Vehicle
(AV) maintains a safe following distance from a Leading
Vehicle (LV) or brakes urgently to avoid obstacles, such as a
yellow duck used in simulations.

RL typically employs a Markov Decision Processes (MDP)
to represent the interactions between the vehicle and its envi-
ronment, taking actions based on the state of the environment
and then receiving new states in response. For situations
if states are not fully observable, a Partially Observable
Markov Decision Process (POMDP) is employed to provide
a more realistic representation of the state space. In order to
design advanced policy using RL techniques, we formulate the
switching between ACC and AEB as a POMDP.

A. States and Observations

To simplify the training model, the state and observation
parameters are the AV’s velocity, the LV’s velocity, the gap
between the AV and the LV or obstacle ahead, and the current
action: st = [VAV , VLV , G,A]. The termination state is defined
as when the AV collides with the LV or obstacle ahead, or if
the LV’s velocity is 0 and the gap between the AV and the
LV or obstacle in front is less than the safe distance, which is
calculated from the Time To Collision (TTC).

B. Actions

The action space consists of two elements, ACC and AEB:
A = [ACC,AEB]. ACC adjusts the AV’s velocity based on
the Intelligent Driver Model (IDM) [14] to maintain a safe
distance from the LV or an obstacle ahead. In contrast, AEB
maximizes the AV’s negative acceleration in order to halt the
vehicle quickly when necessary.

C. Reward

Rewards depend on maintaining or breaching a safe distance
between the AV and the LV or an obstacle. Safety enhances
rewards, while penalties are assigned for risky proximities,
balancing safety with comfort. The simulation terminates upon
collision, adding penalties to prevent future rewards.

III. BACKGROUND

RL consists of three components: the actor, the environment,
and the reward function. The policy inside the actor determines
the actor’s actions, i.e., given an input, it outputs the action
that the actor should now perform. All we have to do is to
adjust the policy inside the actor so that the actor gets the

maximum reward. The formulas presented below have been
derived from [12] and [13].

A means of optimizing a policy π to solve the problem is
provided by RL

θ∗ = argmax
θ

R(πθ), (1)

where πθ denotes a policy with parameters θ and R(πθ) denotes
the expected finite-horizon undiscounted return of the policy,
often as a neural network.

A. Policy Gradient

PG method is a common method in RL. It uses gradient
ascent to maximise the expected reward

∇R(πθ) = E
τ∼πθ

[ΣT
t=0∇ log πθ(at|st)Aπθ (st, at)], (2)

where τ is a trajectory and Aπθ is the expected sum of rewards
for the current policy. The policy parameter is updated via
stochastic gradient ascent

θk+1 = θk + η∇R(πθ), (3)

where η is learning rate of neural network.

B. Proximal Policy Optimization

PPO is a state-of-the-art RL algorithm that belongs to the
type of actor-critic algorithm. The actor is responsible for
deciding which actions to take, while the critic is responsible
for evaluating the actions taken by the actor. It is an on-policy
algorithm, which means that it learns from the actions taken
within the current policy, rather than from a separate set of
data.

PPO is an improvement on the Trust Domain Policy
Optimization (TRPO) [15] algorithm, which uses trust domain
constraints to ensure that the new policy does not deviate too
far from the old policy, thus providing stability. PPO-Clip
builds on this idea by using a clipping function to limit policy
changes. This allows PPO to make major policy updates while
still maintaining stability.

The loss for the actor network is called Conservative Policy
Iteration (CPI), which is the ratio between the policy under
old parameters to the policy under new parameters multiplied
by the advantage value

LCPI
t (θ) =

πθ(at|st)
πθk(at|st)

Ât, (4)

where πθk is old policy parameter and Ât is the advantage
reward value.

PPO-Clip adds an additional parameter ϵ. With the help of ϵ,
the actor loss will be calculated by taking the minimum value
between the cropped and uncropped values and multiplying it
by the dominance:

LPPO
t (θ) = Et

[
min

(
πθ(at|st)
πθk(at|st)

Ât,

clip
(

πθ(at|st)
πθk(at|st)

, 1− ϵ, 1 + ϵ

)
Ât

)]
. (5)
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The critic loss is calculated as the Mean Square Error (MSE)
between the predicted value estimate and the true value estimate.
In other words, the critic loss is the MSE between the predicted
value function and the true value function:

Lcritical =
1

N

N∑
i=1

(
V̂ (si)− V (si)

)2

, (6)

where V̂ (si) is the predicted value function and V (si) is the
true value function for state si, and N is the number of samples.

The learning process in the context of PPO-Clip model is
visualised in Figure 1. This model employs an actor-critic
framework where two distinct networks are utilized: the Actor
Network and the Critic Network. The Actor Network proposes
actions given the current state of the environment, which are
evaluated both by the environment and the Critic Network.
The Critic Network estimates the value function of a given
state, helping in the calculation of the Advantage Function,
which measures how much better an action is compared to the
average. The CPI ensures that the updates of the policy are
kept within a certain range, preventing large policy updates
that might destabilize learning.

Environment

Actor Network CPI

PPO Loss Clipped

Critic Network Advantage Function

Critic Loss

(s, a′, r, s′)

Update policy parameters

a

Update critic parametersActor-Critic
PPO

Figure 1. Reinforcement Learning PPO-Clip model

IV. METHODOLOGY

A. Simulation Environment

A simulated test environment constructed from the main
test field of the ExerShuttle project is shown in Figure 2. The
road network is mainly a closed road with two lanes. It has a
maximum allowable velocity of 30 km/h and is connected to
the 50 km/h road at the bottom of the figure. Since the test field
is an university campus, the roadway will be relatively complex.
There are private vehicles, buses, motorcycles, bicycles, and
pedestrians on the road. There are no traffic lights at the 4-
way stops road, so special attention must be paid to suddenly
appearing vehicles and pedestrians. To reduce the reset time of
the training environment, the simulated environment depicted
in Figure 3. is used for training the model.

During training and evaluation, the IDM is used as the
velocity control model for ACC. During the training period,
the desired velocity of the vehicle is 30 km/h. The safe time

Figure 2. Simulation Environment of ExerShuttle Project

Figure 3. Simple Simulation Envi-
ronment

Figure 4. AV follows the LV if
there is no obstacle

Figure 5. A yellow duck in front
of the AV

Figure 6. Collision between the
yellow duck and the AV

headway is set to 1.5 s and the minimum distance is set to
7m. The absolute values of both acceleration and negative
acceleration are set to 1.5m/s2.

The training environment is a sequential sequence, as
illustrated in Figures 4 to 6. During the training period, the AV
will initially follow the LV, which is traveling at a speed of
20 km/h. After the AV has traveled for 4 s, an obstacle, such
as a yellow duck, will randomly appear in front of the AV.
If the car does not brake in time, the car will collide with
the duck. In the absence of an obstacle, the LV will cease
movement after 25 s. The AV must therefore be able to make
the appropriate decision in a variety of circumstances.

B. Action Space

As stated in subsection II-B, the action space A includes
only two actions: ACC and AEB. The AEB action is selected
only if there is a sudden close-by obstacle in front of the AV,
or if the LV applies an emergency brake. In the car-following
model, the driving behavior of the AV is a comfortable driving
behavior similar to human driving by setting the appropriate
parameters of IDM. It is inadvisable to select the AEB action
in inappropriate situations. For instance, the AV should have
followed the LV using ACC, or the AV should have braked
slowly and decelerated to a stop but emergency braking is
selected instead. This also results in a significant decrease in
passenger comfort. Mostly the AV uses ACC to follow the LV.
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C. State Space

The gap between the AV and the LV and their velocities are
included in the state space. The velocity of the AV is to be
determined via the Global Positioning System (GPS) sensor,
while that of the LV is to be gauged by the Radar. The distance
of the obstacle in front of the AV will be determined by the
distance sensor. The maximum range of the distance sensor is
set to 50m. Obstacles or vehicles in front of the vehicle will
be ignored when the distance is greater than 50m. This allows
the vehicle to be driven at the maximum allowed velocity.

The selection of actions as part of the state can be described
as history-dependent [16]. In partially observable environments,
state information may not be sufficient to fully characterize
the current state of the environment. By combining previous
actions and states, an augmented state representation can be
formed, which allows the policy to better capture the dynamics
of the environment.

D. Reward Function

In an automated driving system, the reward functions of ACC
and AEB are designed to ensure that the vehicle’s behavior
is safe and comfortable. Therefore, it is necessary to design
the reward functions of ACC and AEB separately. The goal
of ACC is to maintain a safe distance between the vehicles
and the appropriate velocity. The AV should maintain a safe
distance from the LV or from an obstacle, too close will be
penalized:

Raccdist =

{
10, if Dactual > Dsafe
−10, otherwise . (7)

where Dactual is the current distance between the AV and
the LV and Dsafe is Distance to Collision (DTC), calculated
from the TTC. The AV maintains a consistent speed with the
LV, whenever possible. Excessive velocity difference will be
penalized:

Raccvelocity = −k1 × Vdiff. (8)

The primary objective of AEB is to prevent collisions and
provide safe braking in emergency situations. The occurrence
of a collision is subject to significant penalties:

Raebcollision =

{
−100, if collision
0, otherwise . (9)

In the event that the distance between vehicles is too close,
the vehicle slows down quickly to avoid a collision:

Raebdist =

{
−10, if Dactual > Dsafe
10, otherwise . (10)

In addition, AVs should avoid using the emergency brake
while following. Thus, the decision to take longer to follow a
vehicle in the same following situation will be penalized more
severely:

RT = −k2 × T. (11)

Equation (12) is the total reward function. The k1, k2 in (8)
and (11) are weight coefficients.

Rtotel = Raccdist +Raccvelocity +Raebcollision +Raebdist +RT (12)

E. Training Architecture

The RL Environment is constructed using the OpenAI Gym
[17] and the Webots simulator [18] in Python. Webots is an
open-source application for simulating robots. It provides a
Driver controller for controlling the vehicle and a Supervisor
for modifying the parameters of the simulation environment.
For instance, the Driver is capable of acquiring and controlling
the vehicle’s velocity and steering. The Supervisor is more
powerful and interacts with the environment to obtain and set
state variables, such as the position of an obstacle. The Driver
and Supervisor sample state variables and select actions at
a rate of 5Hz, which corresponds to a time step of 0.2 s
in the simulation. In the event of a collision or timeout,
the simulator is reset. A timeout is initiated after 100 s of
simulation. The architectural framework is depicted in Fig 7.
As presented in Subsection IV-A, Driver 1 and Driver 2 control
the motion of the AV and the LV, respectively. The Supervisor
obtains and transmits information about the vehicles, such as
velocity or sensor data, by interacting with the parameters
of the two Drivers. Furthermore, the Supervisor also controls
the translation of obstacles in the environment. A gym-based
simulation environment is used to train the models for RL.

Supervisor

Driver 1 Driver 2 Obstacle

PG or PPO
Algorithm

Open AI Gym Environment

Webots
s
r
a′

a

Figure 7. Training Architecture of Reinforcement Learning

The agents are trained using the online policy algorithms
PG and PPO. A broader range of algorithms has not been
evaluated, as our focus is on exploring the feasibility of using
RL models for state switching in car-following models. In
order to accommodate the training environment, the gym-based
environment is rebuilt in Webots. The agent is trained using
PPO-Clip for 1000 episodes on an Intel i9-8950HK and a
NVIDIA Quadro P2000.

The neural network utilized during training comprises two
hidden layers with a width of 256, as shown in Figure 8. The
widths of the input and output layers correspond to the number
of items in the state and action sets, respectively. Furthermore,
the neural network is employed with ReLU and Softmax acti-
vation functions to streamline the computation and circumvent
the gradient vanishing issue. The output is transformed into a
probability distribution, which is also suitable for classification
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Figure 8. Simple Actor Network for PPO-Clip. Orange layer: inputs, blue
layer: outputs, grey layers: hidden nodes.

tasks. Furthermore, the PPO experience pool is employed in
the training process. At the conclusion of each iteration, the
previous data set is discarded and a new round of data collection
and training commences. The objective of this process is to
ensure that when the policy is updated, the data collected based
on the latest policy is utilized. The values of the key parameters
of the PG and PPO algorithms are presented in Tables I and
II, respectively.

TABLE I. AGENT PARAMETERS
FOR PG

Parameters Value

Learning rate 0.003

Discount factor 0.8

TABLE II. AGENT PARAMETERS
FOR PPO-CLIP

Parameters Value

Learning rate 0.0003

Number of steps 200

Number of epochs 10

Batch Size 2048

λ of GAEa 0.95

Clipping range 0.2

Discount factor 0.99

Note: aGeneralized Advantage Estimation

V. EVALUATION

A. Training

The model successfully converges using both the PG and
PPO-Clip algorithms. However, by adjusting the parameters
of the training models, it is found that the PG algorithm is
more likely to converge successfully than the PPO algorithm.
For both implementations of the algorithm, the reward values
begin at approximately −1800, as shown in Figure 9. The mean
reward during training of the PG algprithm shwon in royal blue
while the episode reward shown in light royal blue. The mean
reward during training of the PPO algprithm shwon in orange
while the episode reward shown in light orange. However, if
the PG algorithm is employed, the reward value stabilizes
at approximately 500 after approximately 150 episodes. In
contrast, if the PPO-Clip algorithm is utilized, the reward value
stabilizes at approximately 500 after about 50 episodes. It can
be observed that the PPO model converges at a faster rate than
the traditional PG model. This is primarily due to the fact that
the PPO model limits the magnitude of change in the policy
update step and avoids the introduction of excessive policy
changes. PPO employs multi-step data sampling to optimize
the policy and enhance the efficiency of data utilization.

0 200 400 600 800 1,000

−1,500

−1,000

−500

0

500

Episode

M
ea

n
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ew
ar

d

Mean Reward PG
Mean Reward PPO

Figure 9. Training results of the PG and the PPO model

Furthermore, PPO employs additional optimizations when
addressing rewards. These include the use of GAE to balance
the variance and bias, and the estimation of the policy gradient
with greater accuracy.

The action selection of ACC and AEB is relatively chaotic
in the early stages of training, with an average of 100 to
150 episodes required for the reward value to remain stable.
Once this occurs, the correctness of the action selection rate
is greatly improved. Furthermore, the accuracy of the action
selection also increased significantly and is maintained until
the conclusion of the training period.

B. Results

The generated models has been subjected to evaluation
in a simulation environment. For each evaluation, 1000 car-
following tests are conducted and a random obstacle is placed
in front of the AV. The results of the car-following tests are
determined in two main ways: whether a collision occurred or
not, and the selection of inappropriate behaviors. This includes
instances where the AV braked inappropriately and collided
with the obstacle and instances where the driving behavior
suddenly chose the emergency braking action when it should
follow the LV. If the AV is able to brake safely in front of
an obstacle via the ACC system, it is also considered to be
driving correctly. The results are presented in Table III.

TABLE III. COMPARISON OF DRIVING BEHAVIOR UNDER TWO
ALGORITHMS

Algorithm Wrong behavior or
Collision / %

AEB Selection / %

PG 1.5 24.85

PPO 0.3 1.0

The trained models based on the PPO algorithm demonstrate
superior performance overall. The mean number of erroneous
behavioral choices or collisions across 1000 tests is 3. However,
the mean number of instances in which the trained model based
on the PG algorithm exhibited an error is 15.
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When encountering obstacles, the PPO model rarely triggers
the AEB, activating it less often than the PG model, which uses
the AEB 24.85% of the time. This suggests that the PPO model
relies primarily on the ACC system for emergency interventions.
This difference can be attributed to the PG model’s extensive
exploration of both policy options during training, which helps
it learn different emergency braking scenarios. In contrast,
PPO’s conservative update approach, characterized by clipped
probability ratios and a targeted objective function, limits its
exploration of certain actions, such as AEB. This conservative
strategy may cause the PPO model to underutilize AEB in
unforeseen scenarios during validation, resulting in less frequent
use of emergency braking. However, this does not compromise
the vehicle’s ability to stop effectively, as it can still use either
ACC or AEB to avoid collisions.

VI. CONCLUSION AND FUTURE WORK

This study examines a maneuver-based decision-making
approach in a simulation framework. The objective is to
implement and test the selection of ACC and AEB in a car-
following model using traditional PG and PPO algorithms. The
results include:

• Both PG and PPO models are able to effectively select the
ACC and AEB systems to follow the vehicle or emergency
obstacle avoidance.

• The PPO algorithm converges faster, stabilizing at a reward
value of 500 after about 50 episodes, compared to 150
episodes for the PG algorithm.

• Over multiple 1000 follow-up tests, the PPO-trained model
have an average error rate of 0.3% for misbehavior or
collisions, while the PG-trained model had an error rate
of 1.5%.

• The simulations provide valuable insights showing that RL
can automate maneuver-based decision making in driving
is feasible.

The results thus far remain constrained by a number of limita-
tions: The vehicle is capable of autonomously selecting between
the ACC and AEB systems, utilizing a car-following model
trained through RL. Nevertheless, the current simulation is
trained in a relatively simple traffic environment. Consequently,
future work should consider more diverse traffic conditions and
improve the generality of the results by optimizing the training
algorithm and adjusting the parameters. In addition to the ACC
and AEB systems in the car-following model, it is also possible
to consider the integration of systems for reasonable overtaking
into the overall training environment.

The sensors utilized in vehicle simulations are still relatively
simple in design. Consequently, if the results of these simula-
tions are to be utilized in real-world environments in the future,
it is imperative that the sensors employed in vehicle of the
future be given greater consideration. In addition, the trained
models will be validated and optimized in the ExerShuttle
project in real world traffic. Further research should also
concentrate on integrating a wider range of driving behaviours

into the training models, followed by rigorous testing and
validation in real-world conditions.
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Abstract—Product disassembly has become more and more
relevant to leverage repair, refurbish and remanufature (3Rs) op-
erations while simultaneously enabling access to spare parts from
products whichs lifecycle cannot be extended. Such processes
can help tackling global ecological production impact as well
as overall resource shortage. Nowadays, those operations are
still expensive, time-consuming and error-prone because of the
high variety in overall product composition, the cost of manual
labour and the limitations of disassembly systems in terms of
adaption. Artificial intelligence (AI)-based planning could hereby
act as a suitable solution to enable automated systems deal-
ing with decomposition tasks. The Planning Domain Definition
Language (PDDL) offers a domain-independent canvas, which
is suited to deal with a broad level of compositional variety.
However, the lack of a suitable systematic methods to describe
hierarchical compositions in PDDL limits its application for
adaptive disassembly task planning. This work, therefore, aims
to overcome these limitations by proposing a methodology to
describe compositions and disassembly systems. We introduce,
in the scope of the paper, a formal domain meta-model, capable
of depicting such hierarchical structures and therefore enabling a
precise disassembly of product compositions. Finally, we conduct
two disassembly planning tasks and show the applicability of our
method to handle hierarchical compositions and product variety.

Keywords—Collaboration, Disassembly, AI-based planning,
PDDL, Circular Economy.

I. INTRODUCTION

With the rise of global demand for products and items,
especially electronic and electric products, the number of
products per person is at an all-time high.

Simultaneously, product lifecycles are falling short of their
actual lifespan because of lack of repair, leading to shorter
product lifetime and amplifying the accumulation of electronic
and electric waste [1]. The consequences are, therefore, dras-
tically decreasing environmental quality and an increase in
harmful emissions [2], which affect the quality of life around
the globe.

In order to tackle the generation of new waste, product
life cycles must be extended and circular economy operations
like repairing, refurbishing and remanufacturing (3Rs) must
be leveraged [3]. However, still a huge amount of products

currently in use are not treated in a Circular Economy com-
patible way, which drastically limits their lifetime and at the
same time reduces the possibility of repairing, refurbishing and
remanufacturing products in order to reuse them [4]. The main
barriers are hereby diverse and span from a lack of skilled
professionals to economic factors and product-related issues
like technical obsolesce and inability to upgrade [5].

In terms of cost reduction and substitution workforce, smart
automated systems can compensate to a certain degree those
shortcomings with the corresponding soft- and hardware tool
sets [6]. In addition, automated systems offer the integration
of a huge variety of tools in order to conduct adaptable
operations, especially in the field of disassembly of products to
prepare them for repairing, refurbishing and remanufacturing,
which further elevates the economic feasibility in the long term
[7].

However, based on the huge variety of products and their
composition, disassembly planning of products is still a diffi-
cult process, requiring a high level of domain knowledge and
technical skill, especially because of the difficulties in model-
ing hardware-based, hierarchical products [8]. This must be re-
flected as well by the automated system and requires therefore
a semantically understanding of the product composition to
enable adaptable disassembly planning. Additionally, different
sub-systems, like multiple robots with different tools, must
collaborate with one another to ensure the proper conduction
of such operations, which has to be considered in the planning
system as well [6].

To ensure such collaborative and adaptable approaches, AI-
based planning relies on descriptive tools, like the PDDL,
which can support system operators with a sufficient canvas
for the generation of a sequenced disassembly plan for specific
products. Although PDDL presents the opportunity to describe
domain-unrelated problems, it lacks a comprehensive frame-
work suitable for the description of hierarchical structures,
which we find in physical products. Products are, therefore,
composed of several sub-assemblies, relying on one another
and having interconnections in order to form the product. This
kind of semantic understanding is however crucial to derive
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an adaptive plan with atomic disassembly actions based on
the individual features of a product, since different products
feature a manifold of different part and connector types, let
alone assemblies and modifications.

The paper, therefore, aims to propose a domain meta-model
capable of describing hierarchical and complex structures,
which allows the adaptive definition of product models. Ad-
ditionally, the model incorporates a system for illustrating the
high variety of given product compositions by extending its
core entities with sub-types for the description of physical
parts and connectors. Finally, an according domain is formal-
ized in PDDL, mirroring the domain meta-model and therefore
enabling the automated generation of disassembly sequence
planning for different products.

The paper is structured as follows. Section II presents
the related work, consisting of the background of the auto-
mated disassembly domain, followed by example use-cases
as motivation, in Section III. The overall system’s concept
is illustrated in Section IV. The PDDL domain description
and methodological background are described in Section V.
Section VI contains the implementation of the domain meta-
model in PDDL and the application of the system on the
use-cases described in Section III. The paper closes with a
discussion of the findings (Section VII) as well as a conclusion
of the paper (Section VIII).

II. RELATED WORK

The currently investigated methodologies and technologies
for disassembly planning are manifold. Chang et al. [9] are
listing a variety of different approaches, which can be used for
this matter. This list includes classical approaches like Graph-
and Petri-based planning systems as well as more autonomous
methods like intelligent planning tools and algorithms. In
general, Lambert et al. [10] differs between two major groups
after Heemskerk et al. [11]: disassembly planning and disas-
sembly scheduling. These groups consist of the planning of
the detailed level (for sub-compositions) and the sequences
necessary to disassemble them and scheduling, defining the
planning of the tasks required for the process [10].

Especially for the alignment of different levels of plan-
ning into one system the PDDL is a suitable methodology,
merging benefits from both the Action Description Lan-
guage (ADL), developed by Pednault [12] and the Universal
Method-Composition Planner (UMCP), proposed by Erol et
al. [13][14].

The usage of PDDL for decomposition tasks of assemblies
has already been topic in several scientific research works.
Hoebert et al. [15], for example, used PDDL for the planning
of an unscrewing operation conducted by robots, integrating
additionally re-planning to tackle uncertainties in the setup. A
similar use-case with emphasis on decision explainability of
robotic disassembly was investigated by Zhang et al. [16].
PDDL is further used as adaptive planning foundation for
human-robot collaboration cases, which bears resemblance
to the use-case described in section four with its multi-tool
collaborative aspect [17]. However, these applications are

investigating on their behalf different application scenarios and
key aspects.

III. ILLUSTRATING EXAMPLES AS PROBLEM MOTIVATION

As already stated, our core motivation is to provide suitable
disassembly planning for a variety of different products. As
examples, we selected two distinct products, a power tool bat-
tery and a smoke detector, which consist both of a hierarchical
component setup, while simultaneously consisting of just a few
components, making both ideal for the small demonstration
use-cases in the scope of our paper.

As can be seen in Fig. 1, both the products feature an

Fig. 1. Images of the power tool battery and smoke detector.

external housing, which encloses the inner life of the product.
Because of that, the logical conclusion is that those housings
have to be removed in order to reach the inner components
of the products. To disassemble the product, we, therefore,
need certain steps, which are required to disconnect parts
and connections in order. In contrast to human operators,
automated systems are way less intuitive and therefore require
a clear structure of operations. To disassemble the products in
a similar way to Fig. 2 we, therefore, need an accurate plan,
consisting of different steps, hence action sequences.

Fig. 2. Image of the disassembled products.

The key is, therefore, the derivation of a common un-
derstanding, hence a semantic, by automated entities, which
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allows the proper disassembly. Therefore, our domain meta-
model approach must not only consider the hierarchical setup
of those products but as well the adaptability of the system
which is required by the overall product variety. To evaluate
our proposed model, we will, therefore, model both products
and generate an corresponding disassembly plan.

IV. OVERALL CONCEPT

In order to reach our goal of an automated, adaptable
disassembly system, we derived a concept from our general
idea consisting of several sub-systems steps, as shown in Fig.
3.

The disassembly system consists of three overall sections,
covering different sub-systems which are responsible for in-
teracting with one another. The system’s physical component
is the Disassembly Line, consisting of the Scanning device
and the Disassembly Tools. The idea of the concept is to
capture the external features a product by recording it with an
optical device, resulting in a digitized model of the product.
This happens through different perceptive sensor units, like
3D cameras, capable of recording a realistic digital depiction
of our product.

The product will then be identified by the so-called Product
identifier, who is responsible for matching the products’
system ID with the components of the Knowledge Base. This
section consists of two subbranches, the Product Assembly
Description Library (PADL) and the Disassembly Action
Library (DAL). The matching of the Product identifier is
made against the product models contained in the PADL.
These models consist of a textual description of the product
setup, usable as problem definition for the systems’ Planner
and containing the information required for the generation of
a sequence plan such as composition of products and sub-
assemblies, type of parts and connectors and the relation be-
tween these entities. The DAL on the other hand contains the
counterpart of the planning system to the PADL and consists
of the set of actions and their descriptions necessary to enable
the disassembly planning. They, therefore, have requirements
which have to be fulfilled by the systems environment in order
to apply them, such as connection types or state conditions. It
is, therefore, the component of the system that ensures the
adaptability in terms of disassembly plan generation-based
on the different incoming models of the PADL. Based on
the matching of the product model, the Planner is using the
corresponding set of actions from DAL and will generate a
sequenced plan containing atomic disassembly actions.

This plan will be taken in by the Executor, which is
responsible of mapping the action-based plan into command,
which can be processed by the Disassembly Tools’ controllers.
Via the respective controllers, the Disassembly Tools are
able to disassemble the incoming products in a collaborative
manner corresponding to the generated plan.

In the scope of this paper, we will focus on the part of
our Adaptive Product Disassembly System responsible for
the planning of our action sequences, hence our approach

consisting of a domain meta-model and, derived from that,
our PDDL domain.

V. DOMAIN META-MODEL

The domain meta-model, shown in Fig. 4, builds the
systematic foundation of the disassembly planning system. It
provides the structure required to describe the components
and the setup of our product (described in the green block
of the figure) and the corresponding actions necessary to
dissolve a given link between the model’s entities (red block).
The green-marked section of the illustration can therefore be
viewed as the product assembly concerning part of the model,
the PADL, while the red part deals with the representation
of the external tools and their effect on the model’s structure,
hence the actions reflected by the DAL.

The general idea of this kind of model description is
derived from the block-based software architecture domain
[18][19], containing therefore similar elements adjusted to
our hardware-based domain. The product model therefore
incorporates the four major entities parts, connections,
compositions and connectionports, which reflect our domain
and enable the construction of product models and their
assembly groups on the different levels of the product’s
assembly hierarchy [18][19].

The model’s entities are hereby similar to the once [18]
used to describe components for architectural conceptions of
software systems. The detailed functionalities of the system’s
entities and links are described in detail in the following
section.
The first sections contains the entities regarding the PADL:

• Composition: The Composition provides the descrip-
tional context of a specific product and the adjunct sub-
assemblies. Therefore every hierarchy level and assem-
bly group has an associated Composition which has
a systemic link to the adjunct Parts, Connections and
ConnectorPorts. The Composition therefore bridges the
different hierarchical levels in a product’s structure and
enables the domain to dissect the Connections from the
Parts.

• Part: The Part reflects one of the two physical elements in
our domain meta-model. Parts are, therefore, the ”hard-
ware” of a product and are crucial for the disassembly
of the same since they are one of two component types.
Based on the type of product, the disassembly planning
has to take different compositional hierarchies of specific
components into account. Parts can therefore have a
superior and subordinate Composition, which defines the
product’s structure and the Part’s setup in the disassembly
model. In case of a subordinate Composition, the Part has
a sub-composition which consists of subordinate Parts
and Connections, whereas if the Part is part of a superior
Composition, it is a piece of a governing assembly.

• ConnectorPort: ConnectorPorts are the instances of the
connector-intakes of the assembly’s Connections. Each
Part has therefore a minimum of one ConnectorPort to
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Fig. 3. Illustration of the overall concept.

be connected to an adjunct Connection in order to place
it into a larger assembly, hence a Composition. Connec-
torPorts can intake on their side multiple Connections to
be able to design compositions with different setups and
Connection relations.

• Connection: The Connection link builds the entities in the
meta-model which are responsible for the inter-linkage
between the Parts. The Connection features the attribute
”hierarchy”, which defines the Connection to be one
of two possible types: Interconnections, which mirror
physical entities internally in a specific sub-composition
and Transconnections. These Transconnections are the
type of Connections which enable our meta-model to
describe hierarchical Compositions. They therefore reflect
physical Connections which tie different Compositions in
an assembly to one another. In a physical Composition,
the Connections are reflecting components like screws,
solder joints or nails, which are establishing the connec-
tion between the Parts of an assembly. The Connections
can be extended, as illustrated in Fig. 4, by different sub-
types to match the setups of specific products.

The portions of the meta-model concerning the disassembly
actions are contained, as already mentioned, in the DAL:

• DisassemblyAction: The DisassemblyAction is a represen-
tation of the actions required to loosen a certain Connec-
tion. It is therefore directly linked with the correspond-
ing operation to the Connection. As the name implies,
the action is not an entity of the hierarchical product
model and is therefore presented in another color (red).

Rather than presenting a component of a product, the
DisassemblyAction is a representation of the functionality
of the disassembly tools required to dismantle certain
components. To highlight this aspect, the for the different
Connections represented extensions are mirrored here by
the action extensions.

The different entities of the model are connected to one
another via systemic links. These links describe the relation
of the entities to one another on a meta-level and are the
foundation for the conception of the PDDL actions which
we use in order to design our PDDL domain. The following
section contains a brief description of the different connectors:

• has Comp: has Comp links a Part to a subordinate
Composition. It therefore describes a relation of a higher
level Part connected to a lower Composition, describing
therefore the Composition of the sub-assembly of a
superior structure.

• has Con: has Con is the interlink between a superior
Composition and a subordinate Connection in the assem-
bly. It is therefore one of two kinds of systematic links
to hardware components.

• has Part: The opposite of the aforementioned has Con
is the has Part link. It connects in our model a superior
Composition to a subordinate Part.

• Con has CP: The link Con has CP describes the rela-
tion between a Connection and a ConnectorPort. There-
fore each Connection is linked to at least two different
ConnectorPorts in order to reflect the inlays of a specific
Part.
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Fig. 4. Domain meta-model for the conception of product models.

• Part has CP: As the counterpart to the before-mentioned
link, the Part has CP links the Part to the specific
ConnectorPorts. A Part must therefore have at least one
connected ConnectorPort in order to be considerated by
an assembly, respectively being disassembled.

VI. IMPLEMENTATION IN PDDL

This section describes the foundational idea of PDDL as
well as the implementation of the suggested domain model in
the definition language.

A. Planning Domain Definition Language

The technical foundation for the used planning system
is, as already mentioned, the Planning Domain Definition
Language. The Planning Domain Definition Language allows
the description of a specific domain. It, therefore, enables the
definition of certain constraints and effects, which need to be
fulfilled in order to alter the ”world”, meaning the environment
of the model, in a certain way. The planning system consists
of three distinct elements: the domain, the problem and the
planner. The domain and problem are formulated with the
help of the PDDL and describe the world’s boundaries in
types and conditions as well as its instantiation for a specific
scenario. The domain hereby contains the formulation of the
world’s restrictions and conditions. These global conditions
are represented in the domain as (:predicates), which are at
some point in a plan either true or false and are therefore the
core aspects, which are defining the interactions in the world.

The abstract entities in the system are described in the
PDDL in a hierarchical matter in the form of (:types). These

(:types) define the inheritance between different entities al-
lowing, therefore, systems with sub-types.

The central element of the domain are however the (:ac-
tions). Those (:actions) are the ”moving” parts of the system,
allowing the planner to create a sequenced row of steps with
their corresponding input (:parameters). They therefore have
certain (:preconditions) defined in order to be ”activated” as
well as certain (:effects) which will result by conducting an
(:actions). As a result of a successfully conducted (:action),
the certain (:effects) will be triggered, which is an alteration
of the world based on the formulated outcome.

While the domain describes the modeling constraints and
rules of our world, the problem relates to a concrete instan-
tiation of a certain model. Therefore, the problem contains
in our case the description of our product. The components
of the product are hereby defined in (:objects), which reflect
the instances of the before defined (:types) of the domain.
The (:objects) section is, therefore, composed of all of the
entities of an instantiated environment. The core component
of the problem is, however, the (:init). This section of the
problem contains the initial state of our product, hence the
world instantiation. The initialisation of the world’s stage is in
PDDL conducted by initializing the formulated (:predicates)
by setting them as true or false. Finally, the goal stage of
the resulting plan is formulated in the problem. This goal is
formulated as well out of a certain instantiated (:predicates)
which have to be either true or not at the end of a planning
cycle [14].
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B. PADL Meta-Model implementation

With the help of our PADL section in the meta-model, the
foundation for the PDDL specific (:types) and (:predicates)
is set. The usage of (:types) requires in PDDL the setup of
a specific requirement, namely the requirement (:typing). As
can be seen in the following code Lst. 1, the (:types) are
directly aligned to the entities in the meta-model. For the base
model, the sole attribute is the one for the Connections in order
to describe the hierarchical correlation between the different
layers. The extensions depicted in Fig. 4 are, therefore, the
same as in PDDL and will be used in the PDDL domain as
well as in the problem of our two example models.

1 (:requirements :typing)
2 (:types
3 part - object
4 connectorport - object
5 connection - object
6 composition - object
7 interconnection - connection
8 Transconnection - connection
9

10 )

Listing 1. Typing of the PDDL domain.

The different core elements, typed as objects, can be
extended in order to outfit them with fitting subordinates.
This can be e.g. specific types of connectors like screws
and bolts or types of parts like housings, cells and motors,
depending on the targeted product.

The foundation for the later defined (:actions) of our
PDDL domain are the (:predicates). These (:predicates) are
directly derived from our meta-model and describe, as already
mentioned in the Related Work section, the state functions
of our world and can therefore be either true or false for
the given objects and their instances in the PDDL problem.
As it is the case in our meta-model, the (:predicates) are a
representation of the links between the system’s entities. The
formulated (:predicates) are, therefore, establishing the link
to the respective elements in our PDDL domain, as can be
seen in Lst. 2.

1 (:predicates
2 (comp_has_cp ?part - part
3 ?connectorport - connectorport)
4 (has_comp ?part - part
5 ?composition - composition)
6 (has_part ?composition - composition
7 ?part - part)
8 (has_con ?composition - composition
9 ?connection - connection )

10 (con_has_cp ?connection - connection
11 ?connectorport - connectorport)
12 )

Listing 2. Domain predicates.

C. DAL Meta-Model implementation

As shown above, the (:actions) are contained in the DAL
section of the model. The (:actions) are formulated in PDDL
on the basis of the (:predicates). Here, the (:parameters),
(:preconditions) and resulting (:effects) are defined, which

will be the outcome of a conducted (:action). The (:param-
eters) are, therefore, taking the specified input variables into
account, on which the (:action) acts on. The PDDL domain,
based on the meta-model, consists of four basic (:actions):

• disconnect composition-interconnection: This (:action)
is designed to cut the systematic link between a supe-
rior Composition and its subordinated Interconnections
(Lst. 3). It therefore ensures, that all links, which are
part of a certain Composition are decoupled, before the
disassembly process continues.

1 (:action
2 disconnect_composition-interconnection
3 :parameters (
4 ?comp - composition
5 ?i1 - interconnection
6 ?p1 - part
7 ?p2 - part
8 ?c1 - connectorport
9 ?c2 - connectorport

10 )
11 :precondition (and
12 (has_con ?comp ?i1)
13

14 (forall (?deleg - transconnection)
15 (not(has_con ?comp ?deleg))
16 )
17 (forall (?parts - part)
18 (not(has_comp ?parts ?comp))
19 )
20 (part_has_cp ?p1 ?c1)
21 (part_has_cp ?p2 ?c2)
22 (has_part ?comp ?p2)
23 (has_part ?comp ?p1)
24

25 (con_has_cp ?i1 ?c1)
26 (con_has_cp ?i1 ?c2)
27 (not(= ?c1 ?c2))
28 (not(= ?p1 ?p2))
29 )
30 :effect (and
31 (not(has_con ?comp ?i1))
32 (not(con_has_cp ?i1 ?c1))
33 (not(con_has_cp ?i1 ?c2))
34 )
35 )

Listing 3. Action: disconnect composition-interconnection.

• disconnect composition-Transconnection: The (:action)
is functioning in the same manor as the before mentioned
disconnect composition-interconnection action, but deals
with the sub-type Transconnection (Lst. 4). It, therefore,
decouples all of the Transconnections of a given Compo-
sition and must be carried out before the Interconnections
of the Composition are disconnected. It is, therefore,
responsible for releasing the hierarchy spanning links.

1 (:action
2 disconnect_composition-transconnection
3 :parameters (
4 ?comp - composition
5 ?t1 - transconnection
6 ?p1 - part
7 ?p2 - part
8 ?c1 - connectorport
9 ?c2 - connectorport

10 )
11 :precondition (and
12 (has_con ?comp ?t1)
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13 (forall (?allcomp - composition)
14 (not(has_part ?allcomp ?p1))
15 )
16 (has_comp ?p1 ?comp)
17 (has_part ?comp ?p2)
18 (part_has_cp ?p1 ?c1)
19 (part_has_cp ?p2 ?c2)
20 (not(con_has_cp ?t1 ?c1))
21 (not(con_has_cp ?t1 ?c2))
22 (not(= ?c1 ?c2))
23 (not(= ?p1 ?p2))
24 )
25 :effect (and
26 (not(has_con ?comp ?t1))
27 (not(con_has_cp ?t1 ?c1))
28 (not(con_has_cp ?t1 ?c2))
29 )
30 )

Listing 4. Action: disconnect composition-transconnection.

• disconnect part-composition: To continue with the dis-
assembly process, the connection between a Part and
its subordinate Composition must be dissolved (Lst. 5).
The action, therefore, checks as (:preconditions), that
the specific Part isn’t bound anymore to a superior
Composition.

1 (:action
2 disconnect_part-composition
3 :parameters (
4 ?part - part
5 ?comp - composition
6 ?c1 - connectorport
7 ?c2 - connectorport
8 ?i1 - interconnection
9 )

10 :precondition (and
11 (forall (?over - composition)
12 (not(has_part ?over ?part))
13 )
14 (has_comp ?part ?comp)
15 (part_has_cp ?part ?c1)
16 (part_has_cp ?part ?c2)
17 (not(con_has_cp ?i1 ?c1))
18 (not(con_has_cp ?i1 ?c2))
19 (not(= ?c1 ?c2))
20 )
21 :effect (and
22 (not(has_comp ?part ?comp))
23 )
24 )

Listing 5. Action: disconnect part-composition.

• disconnect composition-part: This (:action) is carried
out in order to dissolve the systematic connection be-
tween a superior Composition and its subordinate Part
(Lst. 6). The (:precondition) is, therefore, that the Part
does not have any Connection to a Part of a superior
Composition.

1 (:action
2 disconnect_composition-part
3 :parameters (
4 ?comp - composition
5 ?part - part
6 ?c1 - connectorport
7 ?c2 - connectorport
8 ?i1 - connection
9 ?i2 - connection

10 )

11 :precondition (and
12 (part_has_cp ?part ?c1)
13 (part_has_cp ?part ?c2)
14 (has_part ?comp ?part)
15 (forall (?links - connection)
16 (not(has_con ?comp ?links)
17 )
18 )
19 (not(con_has_cp ?i1 ?c1))
20 (not(con_has_cp ?i2 ?c2))
21 (not(= ?c1 ?c2))
22 (not(= ?i1 ?i2))
23 )
24 :effect (and
25 (not(has_part ?comp ?part))
26 )
27 )

Listing 6. Action: disconnect composition-part.

D. Demonstrator: Power tool battery & Smoke detector

Considering the upper presented domain meta-model and
general PDDL domain, we can now define a specified PDDL-
domain and problem in order to formulate our disassembly
scenario and depict collaborative disassembly approaches for
our power tool battery and smoke detector. We therefore have
to use the proper extension to describe the parts, connections
and tools in a more detailed and domain-specific matter, as
shown exemplary in the composition structure diagram Fig. 5.
This is necessary in order to assign the different (:actions) to
the specific tools, which is required to disassemble a specific
sub-type of Connection, e.g. screw with a screwdriver, and
therefore, to enable disassembly in a collaborative matter by
dividing tasks between the different tools.

We extend the types Interconnection and Transconnection
with the four different sub-types solder-, screw-, clamp-
and formfit- trans/interconnection. The extension of the
hierarchy offers the ability to reduce the potential scope of an
(:action) to a specific sub-type. The (:actions) are, therefore,
building the framework necessary for our collaborative and
automated disassembly environment. It enables our system to
plan and assign tasks based on different requirements, e.g.
(:preconditions), to different tools and, therefore, using the
unique features of the specific collaborator.

The PDDL problem, as mentioned before, reflects the
instantiated model and contains all of the components of the
product. This is of course highly individual and dependent on
the product type and sometimes even the individual product.
The (:objects) are, therefore, containing all the described
components of the product, while the (:init) contains their
initial condition (instantiated (:predicates), hence the product
setup (illustrated in Fig. 5 for one of our example cases)). The
(:goal) of this demonstrations is formulated as a dissection of
the battery’s cells and the smoke detectors connection between
the battery and the microcontroller, which is respectively
placed on the lowest hierarchy level of both of the product’s
composition. This results in two plans, as shown in Fig. 6
and Fig. 7, consisting of 25 actions for the power tool battery
and 15 actions for the smoke detector. For solving the plan,
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Fig. 5. Composition Structure Diagram of our modeled smoke detector.

Fig. 6. Planner Output of the smoke detector disassembly resulting in 15
actions until reaching the goal state.

Fig. 7. Planner Output of the power tool battery disassembly resulting in 25
actions until reaching the goal state.

a Best First Width Search (BFWS) solver was used together
with a Fast Forward (ff) parser, which proved to be the best
performant solver for both our problems.

The PDDL domain proves to be applicable for both our
defined use-cases and shows, how domain meta-modeling can
be used as a foundation to derive a suitable domain definition
for hierarchical decomposition planning. The extensions of
the sub-types have been used in both use-cases, enabling the
coupling of certain operations not only to a specific (:action),
but also enabling further specification of a task through the
used parts and connectors. This results in a more universal
PDDL domain, applicable for different disassembly planning
tasks.

VII. DISCUSSION

The proposed meta-model shows how a unified structure
on the one hand supports disassembly planning by providing
a common ground for specific disassembly problems, while
on the other showing the applicability of the Planning Do-
main Definition Language for describing component-based

assembly structures. Additionally, it provides an easy-to-use
foundation, which allows the integration of different tools
based on systematic links of the model’s entities.

A. Theoretical Contribution

The theoretical contribution of the paper consists of the
domain meta-model and its framework for the domain exten-
sions of the entities based on the instantiation for a specific
product. The meta-model provides the theoretical foundation
for the formulation of component-based assembly structures.
The hierarchical concept depicted by the Connections and its
two base attributes allows the formulation of more complex
Compositions to be solved. The model can, therefore, be
used as a starting point for further research regarding product
disassembly planning via PDDL.

B. Practical Use-Case

The practical implementation shows the application of the
formerly described domain meta-model in the context of actual
product use-cases in order to demonstrate its effectiveness in
disassembly planning scenarios. Especially the extensions of
the entities with adjunct sub-types opens up the possibility
to design planning models for collaborative scenarios. The
applied extensions are, therefore, shown in two different
use-cases which feature both the basic expandability of the
presented meta-model. The representation of different phys-
ical connectors formulated as sub-types mimics the actual
composition of a power tool battery and a smoke detector,
as shown in Fig. 5. However, the current disassembly tasks
have only been simulated on a planning level. The system’s
overall applicability has yet to be determined in real-world,
hardware-driven scenarios with actual automated tools.

C. Model Limitations and Future Research

The current model is suitable to describe and, therefore, plan
hierarchical composition scenarios. However, the model has in
its current state a major limitation, which affects its application
for real-world applications, since it does not take the state of
products into account. The state of the physical components
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affects the decomposition planning drastically, hence given
uncertainties for planning. Defect screws can lead for example
to the inability to use a screwdriver as a primary tool and,
therefore, leverages a huge impact on an adjunct robotic tool.
Currently, the depiction of the state is not fully integrated
into the base model, which limits its application to only
”factory new” composition disassembly plans and the states
of ”present/not present” for certain components. However, it
is planned by the authors to extend the model to allow the
proper depiction of the state of different components and to
design a methodology to take the same into account during
planning.

VIII. CONCLUSION

The paper describes a system concept, which is capable of
disassembling products based on the items individual setup.
The main contribution is hereby the meta-model with its
instantiated PDDL domain, which enables the generation of
highly adaptable disassembly action plans based on the defined
product model.

It provides a common ground for depicting disassembly
problem modeling and offers an extendable core, usable for a
variety of problems. This extendable core further allows the
representation of different disassembly tools and enables the
automated and adaptive conduction of disassembly steps by
the hardware components.

The model, therefore, offers insight into the general mech-
anisms of the cross-entity interaction and enables the applica-
tion for a large variety of use-cases. Future research should
focus on the aforementioned limitation, especially on the
extension of the parameters to depict disassembly problems
on a more detailed level and the capability of the system to
deal with uncertainties and derivations regarding the product
state. Furthermore, the base model can be used in different
contexts in order to display its generality for cross-domain
applications.
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Abstract—Multimodal Large Language Models (MLLMs) are
systems that can handle both text and non-text input by the
user. They can also be prompted to follow certain instructions
that can influence their behavior. These capabilities make them
an excellent candidate for waste disposal classification. However,
these models are trained on general knowledge, and they fail to
answer simple questions about recycling because local recycling
rules vary across regions. In addition, language models tend
to respond in long and detailed text, which makes it very
daunting for a human to go through thousands of lines of text
while benchmarking such models to evaluate their answers. We
propose an approach to automate the benchmarking process in
the context of waste disposal and minimize human intervention
by introducing a Large Language Model (LLM) to evaluate
the answers of another LLM. We also leverage the prompting
strategies to achieve this and to resolve the region-based recycling
rules problem. We achieved promising results and sped up the
benchmarking process significantly by saving researchers from
hours of manual evaluation.

Keywords-Large Language Model; Multimodal Large Language
Model; Benchmarking, LLM-as-a-judge.

I. INTRODUCTION

Germany has always been one of the leading countries in
the field of sustainability. Having a successful recycling system
allows us to push the circular economy forward and decrease
the dependency on raw materials, saving us from exploiting
some of the non-renewable materials like plastic. Recycling
also plays a significant role in reducing the waste landfill sizes
and therefore protecting the environment from the emissions
of toxic greenhouse gases [1].

However, Germany faces a common issue: people often
dispose of garbage in the wrong bins. This is often due
to confusing recycling rules and limited access to reliable
information. A survey in Germany [2] shows that 60% of
German citizens lack detailed information on the correct
disposal and separation of packaging and household waste.
Wrongly disposed waste cannot be used for recycling or even
hinders the recycling of materials in the same bin. While
many disposal companies offer guidelines and sometimes even
human support for waste separation, a low-barrier support bot
would be more accessible to users and more affordable.

Businesses have been searching for ways to tackle this
situation with the rise of Large Language Models (LLMs)
that can interact with only text-based input from a user,
and Multimodal Large Language Models (MLLMs) that can

handle both text and non-text input. This means that they can
interact with images and answer questions about them. This
has influenced many businesses to introduce chatbots based
on such models to interact with users where they can ask
recycling questions and upload images.

Large foundational models currently available are trained on
general knowledge regarding waste disposal like Qwen [3] or
Llama [4] herds of models. Unfortunately, this is not enough
for a model to be useful in Germany, because every region
has its own recycling rules, for example, organic waste must
be disposed of in the black bin in the city of Goslar but in
the green bin in the city of Wolfenbüttel [5]. So, the model
must be provided with regional-specific disposal information,
according to the region, in which its being used.

Benchmarking a chatbot-based assistant is challenging.
Evaluating text answers manually can be a very time-
consuming task, because the generated answers are often long
and detailed, which makes it extremely difficult to go through
thousands of text paragraphs.

Lastly, the research process usually contains many iterations
to enhance the algorithm or tweak the model’s parameters. So,
it is imperative to have a quick evaluation to speed up the
process and let the researcher focus more effectively on other
aspects of the research.

For these reasons, an automatic benchmarking system is
necessary. However, benchmarking a chatbot that has no
machine-readable interface but is rather designed to use human
language is not possible to achieve algorithmically. Instead,
natural language needs to be evaluated with all of its nuances
and context.

The rest of the paper is organized as follows: In Section II,
the paper proceeds with related work that is similar to the pro-
posed approach and similar projects. Section III focuses on the
proposed approach, including data preparation, classification,
automated evaluation, and benchmarking evaluators against
a human. In Section IV, the results are presented, and then
insights about the results are discussed in Section V. Lastly,
the paper closes with a conclusion and outlook in Section VI.

II. RELATED WORK

Along with the variety and improvement of LLMs came
the problem of comparing them reliably. Recently, there has
been a growing interest in investigating the ability of LLMs
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to evaluate texts and even ones generated by other language
models. The most important advantage of using LLMs as a
judge is that they provide scalability, meaning that they allow
for benchmarking many models without the need for a human
to spend hours evaluating the performance of a certain model.
This also means that comparing the performance of multiple
models will take significantly less time [6]. One of the first
applications, BERTScore, evaluates text generation and assigns
a score that is meant to align with human evaluation [7].
Similarly, LLMs have previously been utilized to generate
training data [8] or compare the performance of different
LLMs [9], e.g., by generating grading categories and scores
[10].

Automating a benchmarking system to evaluate LLMs that
are instructed to follow certain tasks is also discussed in [11].
The authors selected text classifiers to do the evaluation task.
These classifiers output a score between 0 and 1. When a score
is higher than 0.5, it is considered to belong to the category
the LLM is evaluating for.

In [12], an LLM is used to evaluate the output of another
LLM using a scale of 5 points. Then, the authors compare the
LLM evaluation with a human evaluation. The evaluated task
is the ability to generate a story based on a given prompt. They
evaluate two groups of models, namely, open source models
like Llama:7b and Llama2:7b/13b and commercial models like
GPT-4-turbo and GPT-3.5-turbo.

Unlike approaches with scoring methods, and evaluating
models for general purposes, we propose a benchmarking
system that adapts to regional variations. We significantly
reduce the time and effort of manual evaluation and introduce
a new insight into handling recycling complexities.

III. PROPOSED APPROACH

This chapter covers our approach to benchmarking the
support bot based on an MLLM. Firstly, we explain how
data for the benchmark was collected and prepared. Then, the
automated benchmarking system will be introduced. It consists
of two main phases, the classification phase and the evaluation
phase. The classification phase will be responsible for prompt-
ing the Multimodal Large Language Model (MLLM) used for
classification with the recycling rules and collecting answers
from the model. In the evaluation phase, these answers will
be judged by another model and the system finally outputs
the results. Lastly, we also compare a few LLMs that claim to
have high linguistic capabilities to select the best judge model
for our benchmarking system.

A. Data Preparation

Benchmarking a recycling system requires a well-designed
dataset that spans the general recycling bins and represents
objects in a realistic environment. There are 6 categories rep-
resented in this dataset, first of all, we have the main four bin
categories, which are yellow, blue, green, and black. Two more
containers are added which are clothes containers and glass
containers to dispose of cloths and glass objects respectively.
We rely in this work on the recycling rules in Wolfenbüttel,

Figure 1. Examples of the images collected for the dataset.

which were published in an official document on their website
that contains lists of objects and the corresponding bin. We
have collected a total of 207 images. Figure 1 shows an
example of some images from the dataset. For each object
inside the list, 3 photos are collected manually using Google’s
image search or kleinanzeigen.de website, which is a website
for people who want to sell an item they have. People can
post about the product and upload an image of it.

The images should contain objects that are in a realistic
environment, with no white background, the reason for choos-
ing a colorful background is that white backgrounds make it
very easy to identify an object in an image because the item
would be pretty isolated. However, we want the images to be as
realistic as possible and test how well the MLLM can identify
the object correctly even with colorful and noisy backgrounds.

B. The Classification Phase

The first step of the benchmarking system is the
classification phase. In this phase, the collected dataset
of images will be used and the system will interact with an
MLLM and ask it where to dispose of the object in each
image and obtain the answers. The system initializes the
process by setting the local recycling rules, which the model
should follow when being asked to classify the object into
one of the recycling bins to be disposed of. The system then
reads the images as an input, iterates through them, and sends
a request to the MLLM’s API, to ask it where to dispose of
the item in the image. The language model will generate an
answer as text and all answers will be stored to enter the next
phase. Figure 2 shows the architecture of the classification
system.

The critical element is to provide the MLLM with instruc-
tions on how to behave and data to properly assist with sorting
waste. This data is region-specific and in order to provide a
scalable solution, is provided via a system prompt. A prompt
is a text through which a human being can interact with
the language model, it is written in natural language and its
purpose is to give instructions or information to the model so
that when it answers, it follows the user’s wish that has been
declared in the prompt [13]. An example of a prompt:
“Write a short story about people who

figure a way to travel back in time and
change certain events in their lives to
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help them create a better future in no
more than 1000 words.”

This prompt specifies the task that it is required to perform
for the system. The prompt must be detailed and clear so that
the model fully understands the instructions.

There are two types of prompts which the model can interact
with. Both are important and will be used in this project:

• System Prompt: is a prompt that influences the entire
model’s behavior, it could be a set of rules to fol-
low or some information related to a context that the
system must take into consideration before answering.
This prompt is given to the model only once during its
initialization and before any user interaction [13].

• User Prompt: is when a prompt is given to the system
while expecting an answer, through which the user usu-
ally interacts with the model [13].

This makes the system prompt a very good solution for the
regional recycling rules problem, because the model can be
prompted with the recycling rules before a user can interact
with it, and then, all the upcoming answers that a model will
generate will be following those rules.

There are also a few prompting strategies that have been
discussed in the literature, the persona strategy is applied in
this work This strategy gives the model a personality with
perspective and knowledge on how to act if a user asks it a
question, just like the type of help a human being would get
asking someone in real life with that role [14]. The following
system prompt is used in the first phase to instruct the system
with the recycling rules, giving it the role of a recycling
assistant with a set of rules to follow:
“You are an assistant. Here are the

local recycling rules:
1. If an item is made of glass, then
it must be disposed of in the glass
containers.
2. If an item is clothing--such as jeans,
a shirt, t-shirt, dress, shorts, socks,
hoodie, pullover, pajamas, or skirt--it
must be disposed of at this address:
’Recyclinghof Klein Elbe, 38274 Elbe.’
3. If an item is made of plastic or is a
food container, aluminum foil, beverage
carton (such as a milk or juice carton),
toothpaste tube, bottle of shampoo or
soap, plant pot, cutlery, CD or DVD cover,
bucket, kids’ toys, clothes hanger, pan,
bowl, or toothbrush, it must be disposed
of in the yellow bin.
...”

The prompt contains several parts, at first we define for
the model what the purpose of its existence is and what
role it plays. Then we define the context that this model is
being used for which is waste disposal, then we give it a
set of rules on how to judge in which bin the item belongs.
The rules include example objects, which are taken from the
Wolfenbüttel document mentioned earlier. We can also see that

for the clothes bin, an address of the disposal place has been
provided, as mentioned in the documentation provided by the
city. For each picture that has been collected, the model will
be asked where to dispose of the item that is visible in it.

C. The Evaluation Phase

In this phase, the system’s task is to evaluate the answers
from the previous phase. Figure 3 shows that the system will
have two inputs, the first one is the output of the previous
phase which are the answers generated by the MLLM, and the
second is the source of truth file, which contains the image
ID, the object inside it, and the correct bin in which it should
be disposed of. It should be noted here that the information
about the object in the object column is not passed to the
model neither during the classification phase nor during the
evaluation phase. It is only used for referencing purposes.

The evaluation system will then iterate through the source
of truth file and send a request to another text-based large
language model to compare the output from the previous step
with the bin mentioned in the source of truth and evaluate
if the answers are semantically equivalent. If so, the system
with output correct; otherwise, it will output incorrect, and
the output will be saved into a file.

1) LLMs Evaluating LLMs: According to [6] there are three
types of LLM-as-a-judge. In this project, we will apply the
approach Reference-guided grading, which means the system
is provided with a reference answer, which is the correct
answer to the question, and another language model’s answer,
and the model must compare if they match. The reason for
applying this approach is the model can not rely on the
general knowledge that it was trained with to judge, because
the classification system makes decisions according to the
regional-based rules in the prompt, and it is tailored for a
certain city, which is Wolfenbüttel in our work. So, since the
evaluation language model does not know about the recycling
rules in Wolfenbüttel, we store the correct answers in the
source of truth file, where they will serve as reference answers.

2) Prompting The Evaluation Model: In this phase, we
want to prompt the model that plays the role of the judge
in the evaluation phase. In the evaluation phase, we received
the answers from the previous phase, we also have the source
of truth which contains the actual answers in the Bin column
as shown in Figure 3. So, according to the Persona prompt
strategy [14], we want to design the system prompt for the
evaluation model so that it would act like a judge and compare
two texts semantically, and output the word correct if they
semantically match or output incorrect if they don’t. The
following prompt is the system prompt of the evaluation
model:
"You are an evaluation assistant.

Your task is to compare two texts: the
first text contains the source of truth,
and the second text contains system
answers. Determine if the bin mentioned
in the source of truth matches the bin
mentioned in the system answer. Respond
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Figure 2. The classification phase of the benchmarking system.

Figure 3. The evaluation phase of the benchmarking system.

with one word: ’correct’ if they match,
and ’incorrect’ if they don’t."

Now that we set the system prompt, we can start looping
over the answers and ask the model if they match the bin
mentioned in the ground truth.

D. Benchmarking Evaluation Models Against Human Evalu-
ation

After the setup of the evaluation phase, the last step is to
select a large language model that will play the role of the
judge. This step is very important because a benchmarking
system will only be good if the evaluation model is good.
However, there are many large language models that have
recently gained the attention of the community and we select
the following set of models because they are open-source
models, they are also under constant updates, and it is worth

mentioning that Qwen2 series of models [15] and Llama3
models [4] both being released around 2 months ago. We will
compare the performance of each of them to select the best
one that is capable of reasoning about long texts and deciding
if they match the source of truth. Here are the selected models:

• Qwen:7b [3]
• Qwen:32b
• Llama3:8b [4]
• Llama3:70b
• Qwen2:7b [15]
• Qwen2:72b
• Llama3.1:8b
• Llama3.1:70b

It should be pointed out that the model name Qwen refers
to version 1.5, while Qwen2 refers to version 2. The number
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followed by the letter b in the name stands for the number
of parameters used to fine-tune the model. For example, the
model Llama3.1:8b has 8 billion parameters. Each model is
equipped with a certain number of parameters that can be
used, for example, Llama3.1 provides 8b, 70b, or 450b. We
chose to work with a parameter count that is less than 80b
because the higher the parameter count is the slower an LLM
responds to answers. And also we were limited by the server
size the models were installed on. To compare which model
performs best, we let all the models evaluate the same answers
obtained from the classification phase, using the same system
prompt for evaluation, the final output is assembled in a CSV
file, and all output models are present in a separate column.
After obtaining this output, we need a human evaluation to
compare these models against, so we can determine which
one is the better judge. So, a new column is added where
each answer from the classification phase has been notated by
a human as correct or incorrect, then a confusion matrix has
been calculated for each of the 8 models.

We see in Figure 4 that the first three columns (answerId,
object, and GroundTruthAnswer) represent the values from the
source of truth table. The SystemAnswer column holds the
answers that were output from the classification phase, the
HumanEvaluation is the notation added by a human to evaluate
the answers in the previous column if they match the ground
of truth, and the rest of the columns from model1 to model8
contain the evaluation of the models respectively.

IV. RESULTS

In this section, we present the results of benchmarking
different LLMs as a judge and compare them against the
human evaluation.

For this, we calculate the confusion matrix based on the
human evaluation as well as the output from the other models.
However, since LLMs produce non-deterministic responses,
this means that we may receive different results when we inter-
act with them, to solve this problem, we run the classification
phase once to obtain the answers and then label them by a
human. Then for that output, we run the evaluation models
three times, calculate the accuracy, precision, recall, and f1
score for each one, and take the average. Table I shows that
the model Qwen:32b outperforms all the others, and performs
better than higher version models.

TABLE I. RESULTS OF CALCULATING ACCURACY, PRECISION, RECALL
AND F1 SCORE AFTER 3 RUNS.

Model accuracy precision recall F1 score
Qwen:7b 0.72 0.62 0.95 0.75

Qwen:32b 0.91 0.87 0.95 0.91
Llama3:8b 0.86 0.86 0.82 0.84

Llama3:70b 0.91 0.87 0.94 0.9
Qwen2:7b 0.89 0.85 0.9 0.88
Qwen2:72b 0.9 0.83 0.98 0.9
Llama3.1:8b 0.86 0.87 0.82 0.84

Llama3.1:70b 0.91 0.94 0.86 0.9

We also notice that it has a relatively low parameter count
with only 32b, compared to Llama3:70b for example.

V. DISCUSSION

In general, models with a higher parameter count perform
better than those with a lower parameter count within the
same version, for example, Llama3.1:70b performs better than
Llama3.1:8b. However, one should also know that even though
a high number of parameters may ensure better results, it
is slower in performance and requires more memory and
computing energy, so there’s always a trade-off between how
fast or how accurate you want your application to be. For
example, using Llama3.1:8b achieves an f1 score of 0.84, and
using Llama3.1:70b would make the system a few seconds
slower with only 0.06 improvement because it achieves an f1
score of 0.9.

Since we now know that the model Qwen:32b generates the
most accurate answers, we want to judge if the classification
system is reliable or not, the model used for classification is
Llava-1.6-mistral:latest. As shown in Figure 3, the evaluation
phase will also output the number of incorrect answers, the
incorrect answers count using the Qwen:32b is 108/207 while
the incorrect answers annotated by a human are 116/207. We
see that the numbers are very close, and the benchmarking
system results show that more than half of the answers from
the classification phase are wrong, so this result tells the
researcher that the classification model is not reliable and
needs to be either enhanced or replaced.

The cost for the benchmarking system is relatively low since
it only handles text input and output Figure 3. The output in
particular is very short with a token length of only a single
token. The input on the other hand is much longer since it
includes the entire output of the classification phase as well
as the ground truth answer. On average, the input token length
amounts to about 35 tokens [16]. According to current pricing
on the Alibaba Cloud with 0.002$/1000 input tokens and
0.009$/1000 output tokens. This makes the evaluation of 1000
answers cost about 0.073$. This means that our benchmarking
system is very affordable even for large amounts of data.

VI. CONCLUSION AND FUTURE WORK

In this work, we investigated the possibility of using large
language models to automate the benchmarking process and
evaluate other models in the context of waste disposal. We
compared different models available that can play the role of
a judge in benchmarking systems and we saw from the results
that Qwen:32b achieved the best performance. However, there
are always ways to further improve the benchmarking system
results, the following are some suggestions for future work.

• Keeping up-to-date: The evaluation model still makes
a few mistakes while judging the answers, but the good
news is, these models are under constant maintenance,
and even new models are always under development.
Researchers must stay updated on the model landscape
to ensure the best-performing system.
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Figure 4. A snippet of the assembled output of all the models in addition to the classification system’s answers and the human evaluation.

• Prompt Engineering: There are a set of techniques for
structuring the best prompt, in this project, some of them
have been applied, but it would boost the performance
once this topic can be applied with more depth.

• Categories-oriented evaluation: An evaluation system
like this gives only an overall view of the classification
system. However, this view is not detailed and it does
not show the researcher the areas in which the system
excels or behaves poorly. For example, in which category
the model used for classification Llava-1.6-mistral:latest
performs the worst? Is it by the yellow bin or the glass
container? This would help the researcher to decide where
the models need to be improved.

• Separate models for separate tasks: In the classification
phase, only one model was used to perform both tasks
of identifying the object in the image and guessing
the correct bin for it. However, there could be models
that perform better at image recognition and others that
perform better regarding reasoning about the rules in
the prompt, so to enhance the classification phase, we
propose using two separate models, one for the image
recognition task and one for reasoning about the recycling
rules.

• Benchmarking framework: This project is only a con-
sole project, but it can grow into a benchmarking frame-
work, where the users can interact with an interface
to upload the source of truth files, upload the dataset,
select a classification model, enter the recycling rules
and compare the results for different models, datasets and
prompts.
Overall this work has achieved good results, and we
believe it is ready to be applied in different domains.
With the aforementioned future work, we believe that the
benchmarking system can be further enhanced to provide
even more reliable results and better insights.
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Abstract—This paper provides an overview of our upcoming
research project, which focuses on the development and applica-
tion of a dynamic driving task with autonomous vehicles based
on Cellular Vehicle-to-Everything (C-V2X) functionalities as well
as the evaluation of values added with the application through
5G communication within a campus network. Particular interest
lies on low-latency and high-throughput 5G communication and
Vehicle-to-Everything (V2X) Day-2-Use-Cases as well as the
analysis and implementation of corresponding requirements. This
paper outlines the pursued concept and lists planned scenarios.

Keywords — V2X, C-V2X, 5G, autonomous driving.

I. INTRODUCTION

Highly automated driving will have a significant impact on
future mobility. The interaction of already available Advanced
Driving Assistance System (ADAS) allows much shorter re-
action times in unpredictable traffic situations than humans
are capable of. Current available ADASs essentially rely on
sensor data from an ego vehicle. Some Original Equipment
Manufaturers (OEMs) have started to roll out Day-1 V2X use
cases that allow the first possibilities of perceiving external
sensor data. The sensor data recorded by sensors of other
road users and the corresponding sensor fusion offers great
potential for autonomous driving functions and for increasing
traffic safety in general.

V2X in the 5G network offers considerable potential, espe-
cially for so-called Day-2-Use-Cases, which represent more
advanced vehicle communication scenarios. These use cases
go beyond basic functions such as emergency brake warnings
and use the extended capabilities of 5G to enable more
complex and safety-critical applications [1].

Network slicing allows the 5G network to create specific
virtual networks for different use cases so that safety-critical
applications such as teleoperation or emergency communica-
tion are prioritized and executed with maximum reliability [2].

Vehicles can perform complex maneuvers such as automated
overtaking on multi-lane roads in close coordination with other
road users. In emergencies or difficult situations, control of
a vehicle could be handed over to a remote control center
operating via a stable 5G connection.

The rest of the paper is structured as follows. In Section II,
we give a short overview of our planned concept. Section III
presents several scenarios to be examined within the project.
Finally, we conclude the work in Section IV.

II. CONCEPT

An important part of the project is equipping a reference
track on the Wolfenbuettel campus of the Ostfalia Univer-
sity of Applied Sciences with infrastructure components for
vehicle-to-infrastructure communication (V2I) with so-called
Road Side Units (RSUs). These RSUs are used to provide
data and traffic information on the one hand and to provide
information for other road users (e.g., information about
detected pedestrians, cyclists and public transport users) via
established WiFi standards on the other. The RSUs will
also collect data from connected infrastructure sensors (e.g.,
cameras, laser scanners, radar or Light Detection and Ranging
(LiDAR) sensors). If required, this data can be transmitted to
a traffic management center. Autonomous vehicles rely on a
combination of four primary sensor types: cameras, ultrasonic
sensors, radar, and LiDAR. However, each of these sensors
has its own limitations. Camera-based sensors are not able to
detect objects in foggy areas, in the rain or at night. Radar uses
radio waves to detect vehicles/objects and is accurate in all
visibility conditions, but cannot distinguish the type of objects
without a human driver due to its longer wavelength. A classic
4G connection is sufficient for use cases of extended route
guidance using V2X [3], [4]. For future cooperative use cases
of autonomous driving, however, an architecture is required
that bundles both local and remote information and can process
and send it in real time. 5G New Radio (5G NR) improves
the latency, reliability and throughput of mobile networks and
offers new opportunities to support advanced V2X applications
for connected and autonomous driving [5], [6]. Furthermore,
5G NR also improves the accuracy of positioning by real-time
kinematics of the satellite navigation system in the centimeter
range. These opportunities also arise from the introduction of
Mobile Edge Computing (MEC) in 5G. The high commu-
nication effort and the enormous amount of data within the
development period speak in favor of setting up a dedicated
Radio Access Network (RAN) - a campus network based on
5G [7]. This dedicated network enables latencies in the order
of 5 ms, which offers a remarkable increase in performance
for researching future traffic scenarios, V2X applications and
autonomous driving functions.

The objective is to establish an autonomous shuttle service
that operates using conventional sensor technology, supple-
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mented by V2X communication and a 3rd Generation Partner-
ship Project (3GPP) Release 16 campus network, which will be
deployed near the Ostfalia University campus in Wolfenbuet-
tel, Germany. The autonomous shuttle service drives around
a circular route on our campus, characterized by several
intercections with poor visibility. An RSU shall be positioned
at a 3-way-intersection, equipped with a radar sensor to detect
objects in the intersection area to share information using
Collective Percepion Message (CPM) messages via C-V2X.
This autonomous shuttle service and the campus network
will serve as a research platform for the following research
questions: 1. To what extent do network slicing and a 5G
Standalone Network (5G SA) improve the quality of com-
munication between the vehicle and a teleoperator compared
to existing technologies? 2. How helpful are V2X Day-2-
UseCases especially in complex intersection scenarios? 3.
What is the impact of 5G SA and Ultra Reliable Low Latency
Communication (URLLC) to the process of teleoperation and
how realistic are low latencies of 1 ms specified by 5G-SA and
URLLC in a real environment? 4. How can the application of
MEC support participants in the decision making and increase
traffic safety by handling computaionally intense operations.

III. SCENARIO

Consider a scenario in which an autonomous vehicle is
operating in an urban environment, embedded in a 5G data
network that enables it to communicate in real time via C-
V2X (Cellular Vehicle-to-Everything). The vehicle approaches
a complex intersection where visibility is severely limited by
urban development and sharp angles, requiring increased com-
munication requirements between vehicles and the surrounding
infrastructure.

In this scenario, the autonomous vehicle continuously re-
ceives high-resolution sensor data from 5G-enabled infrastruc-
ture elements strategically positioned at the intersection. These
sensors provide detailed information about the flow of traffic,
the position and speed of other road users, as well as the
movements of pedestrians and the current status of traffic light
signals. This information is transmitted to the vehicle via the
5G-SA network with minimal latency, enabling precise and
dynamic decision-making.

In parallel, the vehicle sends its own telemetric data, in-
cluding its position, speed and planned route, to the surround-
ing traffic infrastructure as well as to other C-V2X-enabled
vehicles. This creates a cooperative traffic control system
based on a continuous, bidirectional flow of information to
ensure adaptive and safe navigation. In this specific situation,
the vehicle uses the received data to detect the presence
of an oncoming vehicle approaching the intersection from a
hidden position and adjusts its driving strategy accordingly to
minimize a potential collision risk.

In addition, the autonomous vehicle is confronted with an
unforeseen challenge: A sudden obstacle blocks the lane and
the applicable traffic rules, such as a solid line, prevent safe
overtaking. The autonomous system analyzes the situation in
real time and uses 5G communication to request assistance

from a remote traffic control center or to evaluate and imple-
ment alternative route and driving strategies. These decision-
making processes are carried out within milliseconds, without
disrupting the flow of traffic or compromising the safety of
other road users.

IV. CONCLUSION

With the introduction of 5G, V2X communication will
not only be improved, but fundamentally transformed. The
promisingly low latency times enable vehicles to react to
environmental information in near real time, which is partic-
ularly crucial for safety-critical applications such as collision
avoidance. The higher data rates of 5G allow the exchange
of large amounts of information between vehicles and the
infrastructure, which leads to a more precise perception of
the traffic situation. Vehicles can access not only their own
sensors, but also information from other vehicles, traffic lights
or cameras, which significantly increases safety and efficiency
in road traffic.

In addition, the higher connection capacity of 5G enables
thousands of vehicles and sensors to communicate simulta-
neously in urban areas. This creates the basis for a fully
networked traffic system in which all road users interact in
real time. The reliability of 5G is particularly important for
applications that cannot tolerate delays or data loss. Network
slicing, a key technology of 5G, ensures that such applications
can be operated with the necessary stability.

Overall, 5G lays the technological foundation for more
advanced forms of autonomous driving and the integration of
vehicles into the smart city infrastructure, which can lead to
more efficient traffic and lower emissions. In the long term,
this will lead to safer, more efficient and smarter transportation
systems and fundamentally change our mobility.
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Abstract—This paper presents a new numerically efficient
implementation of flow mixing algorithms in dynamic simulation
of pipeline fluid transport. Mixed characteristics include molar
mass, heat value, chemical composition and the temperature of
the transported fluids. In the absence of chemical reactions, the
modeling is based on the universal conservation laws for molar
flows and total energy. The modeling formulates a sequence of
linear systems, solved by a sparse linear solver, typically in one
iteration per integration step. The functionality and stability of
the developed simulation methods have been tested on a number
of realistic network scenarios. The main output of the paper is a
functioning and stable implementation of flow mixing algorithms
for dynamic simulation of fluid transport networks.

Keywords-simulation and modeling; mathematical and numeri-
cal algorithms and methods; mixing flows; pipeline fluid transport.

I. INTRODUCTION

This paper continues a series of our works on modeling of
fluid transport networks. Previous works presented stationary
[1] and dynamic [2] modeling of fluid transport networks
limited to a single chemical composition and constant tem-
perature. In addition, some aspects of stationary modeling of
mixing fluids of different compositions and/or temperatures
were considered in [3]. In this paper, flow mixing modeling
will be considered in more detail, with special emphasis on
the thermodynamic layer of the model. In particular, dynamic
mixing equations and algorithms for their solving will be
presented. The developed approach is implemented in our
Multi-phYsics Network Simulator (MYNTS) [4], which is
used to solve actual transport scenarios for natural gas [5],
hydrogen [6], carbon dioxide [7], water [8] and other fluids.

Fluid transport modeling is based on the conservation of
mass flows in the form of dynamic Kirchhoff equations;
Darcy-Weisbach pipeline pressure drop formula, with empir-
ical friction term by Nikuradse [9] and Hofer [10]; equation
of state computation by simplified analytical models by Pa-
pay [11], Peng-Robinson [12] and Soave-Redlich-Kwong [13]

or more complex ISO-norm models AGA8-DC92 [14] and
GERG2008 [15]–[17].

In state-of-the-art, a number of previous studies [18]–[24]
considered modeling of pipeline fluid transport, both at the
universal mathematical level [18], and in various application
scenarios. Such scenarios include transport of natural gas [19]
[21], steam transport in oil refineries [20], carbon dioxide
transport [22]–[24]. All these works are characterized by the
presentation of transport equations as laws of conservation
of mass, momentum and energy. In the presence of various
substances, conservation of molar flows is added, while the
general relations of thermodynamics of open systems [25]
regulate the relations of energy and temperature.

A common drawback of existing solutions is the closed
nature of modeling within blackbox systems. If it is necessary
to change the modeling, modify or introduce new equations
and variables, the system must be reprogrammed. In addition,
existing systems experience difficulties in solving large realis-
tic network problems in the presence of numerical instabilities.
The novelty of our approach consists in transparent modeling,
where the user can freely change the equations and experiment
with different forms of representing physical processes in
fluid transport networks. We also pay special attention to the
stability and performance of solution algorithms, which is
especially important for realistic scenarios with a large number
of elements. The purpose of this work is to extend transparent
and numerically stable modeling to mixing flows present in
realistic fluid transport scenarios.

In this work, Section II presents the modeling of mix-
ing flows incorporating molar and temperature relationships.
Section III describes the numerical experiments performed
using the developed methods. Section IV summarizes the main
results and conclusions of the work.

II. MODELING OF MIXING FLOWS

This section describes the details of modeling of mixing
flows, consisting of modeling fluid molar composition and
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temperature distribution.

A. Molar fluid composition

A fluid transport network is described by a directed graph
consisting of nodes and edges connecting them. The graph is
described by an incidence matrix Ine, in which each edge e
has nonzero entries for the nodes n that this edge connects;
−1 for the node that edge comes from, +1 for the node that
edge enters. Mixing fluid flows are described by following
equations

Vn∂ρn/∂t =
∑

e Ineme, (1)
Vn∂(ρnµ

−1
n )/∂t =

∑
e Inemeµ

−1
e , (2)

Vn∂(ρnµ
−1
n xn)/∂t =

∑
e Inemeµ

−1
e xe, (3)

where Vn is the volume assigned to the node; ρn represents
the mass density at the node; t denotes time; the sum applies
to all edges adjacent to the node; me is the mass flow in an
edge, considered positive if the direction of flow coincides
with the direction of the edge, and negative otherwise; µn/e

is the molar mass assigned to both the node and the edge;
xn/e are the mole fractions of the components that make up
the fluid.

Physically, the above equations describe various conserva-
tion laws. In particular, (1) is the dynamic Kirchhoff equation
and describes the conservation of mass. Here, Vnρn on the
left side, with Vn representing a time-independent volume,
describes the mass of fluid in the node. The sum on the right
side accounts for the mass flow into the node, minus the flow
out. Equation (2) describes the conservation of the total molar
amount of a fluid, where Vnρnµ

−1
n represents the number of

moles in a node, and the sum on the right side is the total molar
flow in the node. Finally, (3) describes the molar conservation
for each component, Vnρnµ

−1
n xn represents the number of

moles of a given component in a node, and the sum is the
molar flow of that component. Equations (1) and (2) are valid
in the absence of chemical reactions between the components
of the fluid.

The x-vector may also include other quantities to which
linear molar mixing applies, such as the molar heat value Hm,
and linear approximations (Tc, Pc) used in certain equations
of state for critical temperature and critical pressure, among
others. Alternatively, such quantities can be calculated in post-
processing as a linear combination over the molar composition.
Explicit inclusion in the mixing equation allows these quan-
tities to be calculated even when the determination of molar
composition is disabled.

The conservation equations of type (1)–(3) are standard,
can be found in a textbook, e.g., eq.(4.1) in [25]. Now we
will rewrite them in a more convenient form, resolved with
respect to derivatives:

Vnρn∂µ
−1
n /∂t =

∑′
e Ineme(µ

−1
e − µ−1

n ), (4)
Vnρnµ

−1
n ∂xn/∂t =

∑′
e Inemeµ

−1
e (xe − xn), (5)∑′

e =
∑

e,Ineme>0, (6)

where the sum is taken over the flows incoming to the node.
To prove it, it is necessary to perform the differentiation in (2)
and take into account (1), which will result in (4), in which
the sums are taken over all flows, incoming and outgoing.
Further, if one takes into account that µ−1

e for an outgoing
flow is equal to µ−1

n at a node, the sum can be reduced to the
incoming flows. The proof for (5) is similar. The condition of
equality of mixed quantities in the node and in the outgoing
flow can also be used to reduce the total number of variables.
Namely, one can completely eliminate the variables in the edge
e, replacing them with the values in the upstream node n′,
µ−1
e → µ−1

n′ , xe → xn′ . When time derivatives are set to
zero, these equations are reduced to stationary formula (see
eq.(13) in [3]).

Boundary conditions: µ = µset, x = xset are fixed to the
specified values in the network entry nodes. The system of (4)–
(6) and boundary conditions is closed. Its stationary part on the
right side of the equations is non-degenerate if all nodes are
connected to at least one entry node in the upstream direction.
A complete dynamical system can be non-degenerate even
if this rule is violated, for example if all flows are zero. In
this case, the dynamic term ensures the preservation of the
transported quantities, keeping them at the starting values.

Startup algorithm: at entry nodes, the transported values
are initialized to set values to satisfy the boundary conditions.
In all other nodes, values are initialized to default values,
which are either specified by the user or averaged over all set
values. As a part of the general procedure [2], the initial flows
are set to zero and all fluid composition-dependent quantities,
such as density ρ, are calculated from the appropriate equa-
tions of state. This procedure provides a smooth startup, with
all equations initially satisfied. Then, fluid starts to propagate
from entries to the neighbor nodes with growing massflow,
replacing default values with current ones.

Scaling factors: according to the general procedure [2],
all equations are scaled to cover the range of 100 units when
variables are changed in their physical domain. Such factors
can influence convergence of the solver and should be selected
carefully.

Vn-definition: in accordance with the discretization
scheme formulated in [2], each pipe contributes half of its
volume to the end nodes, and all other elements contribute a
nominally specified volume V0.

Linearity of the system: with known m-flows, the µ−1-
subsystem (4) is linear; also, for known m and µ−1, the
x-subsystem (5) is linear. This property is convenient for
controlling convergence, since each linear subsystem in the
non-degenerate case is solvable in one iteration. The following
algorithm is used to integrate the equations.

Algorithm (simulation workflow):
init;
repeat{ mumix; xmix; Tmix; PM; t+=dt; }

Here, init represents the initialization of all variables
according to the startup algorithm described above. mumix
is the solution of the µ−1-subsystem, xmix is the solution
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of the x-subsystem, Tmix is the solution of the temperature
subsystem formulated below, and PM is the solution of the
pressure-massflow subsystem as formulated in [2]. As in [2],
our primary goal is to determine stationary solutions of the
system by integrating with as large steps as possible until
stationarity is achieved. The most stable method suitable
for this purpose is time discretization of the implicit Euler
type: ∂v/∂t → (v − vprev)/dt, for all dynamic variables v,
where vprev is the value from the previous step, dt is the
integration step. For a detailed study of dynamic processes,
more sophisticated finite-difference schemes [26] [27] can be
used.

B. Temperature modeling

The starting point is the law of conservation of energy for
open systems (see, for example, eq.(4.14) in [25]):

Vn∂(ρnµ
−1
n Un)/∂t =

∑
e Inemeµ

−1
e He, (7)

where U is the molar internal energy, H = U + Pµ/ρ is the
molar enthalpy, and P is the pressure. The equation is similar
to the conditions of molar mixing in (3). The difference is that
the derivative of the nodal internal energy is on the left side,
and the total enthalpy flow in the node is on the right side.
Physically, with each flow, internal energy is introduced into
the node, as well as the work of the fluid against the pressure
in the node. This work can be combined with internal energy,
giving enthalpy on the right side of the equation. On the left
side, under the derivative, there is still nodal internal energy. In
general case, other terms can be present in the conservation
law, vanishing for simple mixing in the node. In particular,
no additional work is performed in the node, and due to the
assumed absolute thermal insulation of the node, heat transfer
becomes zero. Possible processes with additional work and
heat transfer are assigned to special edge elements and are
described below.

We rewrite the equation (7) as follows:

Vnρnµ
−1
n ∂Hn/∂t− Vn∂Pn/∂t =

=
∑′

e Inemeµ
−1
e (He −Hn), (8)

the derivation is similar to (5), also here the nodal internal
energy is re-expressed in terms of enthalpy and pressure in
the node.

Boundary conditions: H = Hset, enthalpy is fixed to the
specified value in entry nodes. Alternatively, one can use the
condition T = Tset, which fixes the temperature at the entry
nodes.

In addition, according to eq.(4.14) in [25], gravitational and
kinetic terms can be added to the internal energy and enthalpy:
H → H + µgh + µv2/2, where g is the acceleration of
free fall, h is the height, and v is the speed of translational
motion of the fluid. To calculate the kinetic term, one needs
to know the diameter, which is not available for all types
of elements. For example, a compressor is a very complex
structure to be described by a single diameter. Also, at nodes
where many edges join, complex internal motion occurs,

which does not coincide with the simple translational motion
described by a kinetic term with a single diameter. On the other
hand, for the transport of gases, the kinetic term is usually
significantly less than the internal energy, for translational
velocities significantly lower than the speed of sound. In our
simulation, we made it possible to optionally turn off the
kinetic term in the temperature equations.

In (8), Hn represents the nodal value, and He represents the
edge downstream value. The difference from x-mixing is that
here the edge downstream value in the general case cannot be
replaced by the upstream nodal value, since there are elements
that change the enthalpy value. The system cannot be reduced
to a purely nodal one; in addition, the system also includes
the temperature T of the fluid.

HT -constraint:

H = Hmod(P, T, x), (9)
H = Hmod(P, Tprev, x) + cp(T − Tprev), (10)

where Hmod is the thermodynamic model for enthalpy, cp =
∂Hmod/∂T is the molar heat capacity calculated at point
(P, Tprev, x). The equations (9)–(10) and (H,T ) variables are
introduced per node and edge.

The first equation relates enthalpy and temperature accord-
ing to the thermodynamic model used. We use GERG2008
[15]–[17] as a concrete implementation of such relation. For
software-technical reasons, it cannot be used directly; its call
once per internal iteration produces too many total calls of
GERG2008 module, resulting in significant slowdown. In ad-
dition, the equation is nonlinear, violating the desired linearity
property of the Tmix subsystem. The second equation is a
linearization of the first, it can be used in internal iterations,
with a less frequent update of the coefficients. When using
the workflow formulated above, (m,P, ρ) in all mix phases
are considered as fixed parameters, updated in PM-phase. For
Hmod and cp, updates occur immediately before the start
of the Tmix phase. In addition, to increase stability, the
temperature is clamped to a given range, by default set to
[223.15, 423.15]K.

Default element equation:

He = me > 0?Hn1 : Hn2 (11)

formulates isenthalpic process [25], where the edge enthalpy
is taken from the upstream node, similar to x-mixing. In this
and further equations, the edge e goes from node n1 to node
n2, conditions are written in C-notation: x?y:z = if(x) then y;
else z. This model is applied to the most of element types, in
particular, to valves, regulators, resistors and shortcuts; while
the exceptional types are listed below.

Pipe equation:

(me > 0?(Hn1 −He)µ
−1
n1 : (Hn2 −He)µ

−1
n2 )|me| =

= πDLcht(Te − Tsoil), (12)

the change of enthalpy over the pipe is equal to a heat
exchange with the soil, eq.(33.3) in [28]. Here Tsoil is soil
temperature, D is pipe diameter, L is pipe length, and cht is
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heat transfer coefficient. The pipe should have sufficiently fine
subdivision to model the heat exchange appropriately.

Compressor equation:

me > 0?(Te − Tn1((|Pn2/Pn1|(κ−1)/κ − 1)/η +

+1)zn1/ze) : (He −Hn2) = 0, (13)

for positive flow, the change of temperature is described by
eq.(38.51) in [28], or a similar formula (eq.(13-31)) without
z-correction from [29]; otherwise, isenthalpic process is used.
Here κ is isentropic exponent, η is efficiency, z is compress-
ibility factor. This basic model is designed for gas transport,
while for liquids, e.g., CO2 pumps, customer-specific models
can be used.

Coolers and heaters:

me > 0?(Aset > 0?(Te − Tset) : (He −Hn1))

: (He −Hn2) = 0, (14)

at the simplest modeling level, we implement these elements
by clamp formulas: Te = min(Tn1, Tset) for coolers and Te =
max(Tn1, Tset) for heaters. These formulas are piecewise-
linear. Their linearization leads to the common formula above
and the active set flag described by the following algorithm.

Algorithm (active set):

cooler:
if(Aset==1&&He>Hn1) then Aset=0
if(Aset==0&&Te>Tset) then Aset=1

heater:
if(Aset==1&&He<Hn1) then Aset=0
if(Aset==0&&Te<Tset) then Aset=1

Here Aset = 1 corresponds to an active mode, Aset = 0 to
a standby mode. The algorithm is applied after Tmix-phase,
its convergence is tracked.

III. NUMERICAL EXPERIMENTS

We performed a series of simulations on networks of
different complexity levels to study in detail the effects of
flow mixing, integration stability, and iteration convergence.

N1 network: the network shown in Figure 1 contains 100
nodes, 111 edges and is used for numerical experiments with
the transport of natural gas and hydrogen. Detailed settings of
supplies in the considered scenario are presented in Table I.
Selected time discretization is dt = 3 · 104s, nsteps = 100.
The network has a simple Y-shaped topology, with two supply
nodes n99_gm and n56_gm, as well as a mixing node n89,
where the flows from the supplies come together, and the rest
of the network, ending with the most distant exit node n76.

Figure 2a shows the evolution of inverse molar mass. Fig-
ure 2b presents molar heat value, and Figure 2c demonstrates
molar fraction of CH4, representative for chemical compo-
sition in the considered test scenario. In all these plots, the
values in supply nodes n99_gm and n56_gm are kept constant
at set values. In stationary solution, the simple topology of
the network leads to a single mixed state, formed in node
n89 and propagated downstream to the rest of the network.

Figure 1. Test network N1.

Figure 2. Simulation results (see text for details).

In the evolution, the values in all nodes tend either to supply
values or to this mixed state. Interestingly, in the startup of
the evolution, the curves perform several large oscillations
between the boundary states, before they relax at the stationary
state. This happens due to a complex distribution of flows at
the startup phase.

Note that the graphs Figure 2a and Figure 2c have an
identical shape, and Figure 2b has the same shape vertically
reflected. This happens because there are only two supplies
in the network, and the default composition is a linear com-
bination of them. As a result, the trajectory of the system
in x-space is limited to a 1-dimensional subspace. Graphs
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TABLE I
SUPPLY SETTINGS IN VARIOUS SCENARIOS

scenario entry composition temperature
N1 nat.gas n99_gm 87% CH4, 1% C2H6, 303.15K

1% C3H8, 1% CO2,
10% N2

N1 nat.gas n56_gm 85% CH4, 3% C2H6, 293.15K
1% C3H8, 1% CO2,

10% N2

dyn-pipe H2 n0000 95% H2, 5% N2 313.15K
dyn-pipe CO2 n0000 95% CO2, 3% N2, 313.15K

2% O2

TABLE II
TESTING VARIOUS IMPLEMENTATIONS OF HEATERS

ON N85 NETWORKS SET

implementation of heaters num. of divergent cases
disabled 3

local 0
nonlocal 85
joined 2

Figure 2a-c are projections of this trajectory to different
directions and therefore have the same shape.

Figure 2d shows temperature dependence in selected nodes.
During startup evolution, strong heating occurs due to the
inverse Joule-Thomson (JT) effect and the influence of the
∂P/∂t-term in (8). With further evolution, the temperature
in nodes close to supplies tends to the corresponding constant
temperature values of the incoming fluid. In more detail, in the
considered scenario, after each supply there is a compressor
station, the outlet temperature of which is regulated by a
cooler. The outlet temperature of the cooler is set to the same
value as that of the corresponding supply. The temperature
in network nodes remote from the supply tends to a constant
value, slightly below Tsoil = 283.15K, due to the influence
of the JT-effect.

N85 networks set: contains 85 realistic natural gas net-
works, obtained for benchmarking from our industrial part-
ner. The networks are highly resolved, containing up to 4
thousands of nodes each. We used these networks for nu-
merical experiments testing the stability of simulation with
a different implementation of heaters. Unlike coolers, which
control their own output temperature, heaters must control the
temperature in an adjacent element, the regulator. In dynamic
formulation of the problem, especially at low flows, heaters
do not have time to regulate their temperature in order to
constantly ensure the set temperature values in the regulator.
This leads to divergences. We have tested several options for
implementation of heaters, shown in Table II. For disabled
heaters, 3 scenarios out of 85 are divergent. For the most stable
implementation option, when heaters control their own local
temperature, all scenarios are convergent. If the heaters try to
control the temperature nonlocally, in the attached regulators,
all scenarios diverge, making such implementation impossible.
For our selected option, the heaters are joined with regulators,
the unified element controls its own output temperature, 2

scenarios out of 85 are divergent, slightly better than the
complete disabling of the heaters. On average, simulating one
converging scenario from the N85 set takes about one minute
on a 2.6 GHz CPU 16 GB RAM computer.

Hydrogen and carbon dioxide pipelines: this is one of our
standard test cases, L = 150km D = 0.5m horizontally laid
pipeline, transporting gaseous H2 or CO2 in liquid or super-
critical phase. The case supports variable spatial discretiza-
tion, for the considered scenario selected to nsubdiv = 50.
Time discretization is the same as for N1 network. Supply
setting is presented in Table I. The considered scenario has
a single fluid composition and is used mainly for testing of
the temperature modeling. The dynamic simulation starts from
Tsoil = 283.15K and a different Tset = 313.15K at the
pipeline entry. The simulation converges to stationary solution
with nearly exponential fall of temperature from Tset to Tsoil.
For CO2, an observed stronger deviation from the exponent
is due to JT-effect and the nonlinear enthalpy model.

Convergence of iterations: in our implementation, we
use the globally convergent Newton’s solver with Armijo
line search rule [30], applied at every time step. For linear
problems, it just forwards the solution to the underlying sparse
linear solver, that for non-degenerate problems converges in 1
iteration. Due to proper initialization, at the first time step
all phases converge in 0 iteration, just keeping the starting
values. This provides a good method to test that all variables
are correctly initialized. At the second time step, all mix
phases also converge in 0 iteration, while in the last PM
phase the network filling begins, and PM phase starts to
increase its iteration number. For N1 network and H2/CO2

pipe scenarios, all mix phases are solved in 1 iteration on
intermediate timesteps, as it should be for non-degenerate
linear systems; and in 0 iteration at the last timesteps, due to
convergence to stationary solution. For large N85 networks,
Tmix phase can have intermediately 2-3 iterations, indicating
the remaining degeneracy or the disbalance of scaling factors
in Tmix system. This effect is planned to be studied in
more details, with the application of principal component
analysis [31].

The numerical experiments performed show that the purpose
of this work has been fully achieved, the modeling has
been extended to include mixing flows and is working for
scenarios of varying complexity. The modeling in our system
is presented in open text form, as a list of variables and
equations, which both we and the users can freely modify.
This distinguishes us from the existing solutions, in which
the modeling is usually hardcoded within the system. We also
provide numerical stability of the modeling and the solution
algorithms, which allows us to solve large realistic scenarios
in fluid transport simulation.

IV. CONCLUSION AND FUTURE WORK

This paper considered the modeling of mixing flows in
dynamic simulation of pipeline fluid transport. Mixed charac-
teristics include molar mass, heat value, chemical composition
and temperature of the transported fluids. In the absence of
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chemical reactions, the modeling is based on the universal con-
servation laws for molar flows and total energy. The modeling
leads to a system of differential algebraic equations, including
linear molar mixing formulas, nonlinear temperature-energy
relationships, and piecewise-linear element equations for cool-
ers and heaters. In our approach, for nonlinear relations,
linearization is carried out in the vicinity of the previous in-
tegration step, piecewise-linear relations are reduced to linear
ones using the active set method. The resulting sequence of
linear systems is solved by a sparse linear solver, typically
in one iteration per integration step. The functionality and
stability of the developed approach have been tested in a
number of realistic network scenarios.

Numerical experiments on the moderate size N1 network
allow us to follow the mixing processes in detail, including the
evolution of molar mass, heat value, chemical composition,
and temperature. Experiments on the N85 set of large-scale
networks demonstrate the stability of the developed methods
and its sensitivity to such details as nonlocality of equations
used in the implementation of heaters. Hydrogen and carbon
dioxide pipeline scenarios are used for testing the temperature
modeling and the convergence of simulation. Due to the
linearity of the mixing equations, their solution is typically
carried out in one iteration, representing a minor overhead
to solving the main system of nonlinear equations describing
the distribution of pressures and flows over the fluid transport
networks.

Our future plans include studying the balance of scaling
factors in the temperature mixing system for large-scale net-
works and applying the developed methods to more complex
hydrogen and carbon dioxide scenarios.
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Abstract—In this paper, we explore the fault-tolerance mecha-
nisms in Kubernetes and Slurm within High-Performance Com-
puting (HPC) infrastructures. As computational workloads and
data requirements continue to expand, ensuring reliable and
resilient HPC systems becomes increasingly critical. Our study
examines the strategies employed by Kubernetes and Slurm to
handle failures, maintain system stability, and provide continuous
service. We present a comparative analysis, highlighting the
strengths and limitations of each system in various failure
scenarios. We review and synthesize findings from existing
literature and case studies to infer the effectiveness of these
fault-tolerance mechanisms. Through this comprehensive review,
we provide insights into the current state of fault-tolerance
in Kubernetes and Slurm and propose recommendations for
enhancing resilience in HPC environments.

Keywords-fault-tolerance; Kubernetes; Slurm; High-
Performance Computing; HPC; resilience; comparative analysis;
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I. INTRODUCTION

HPC systems are integral to a wide range of scientific and
industrial applications, driving advancements in fields, such
as climate modeling, bioinformatics, and complex simulations.
As the demand for computational power and data processing
continues to grow, maintaining the reliability and resilience of
HPC infrastructures becomes increasingly crucial. Given that
a single protocol failure can potentially disrupt the entire HPC
system, fault-tolerance, which is the capacity of a system to
maintain operational functionality in the presence of failures,
is a critical factor in ensuring the robustness and reliability of
such systems [1].

Kubernetes and Slurm are two prominent orchestration and
workload management systems used in HPC environments.
Kubernetes, originally designed for managing containerized
applications [2], has gained traction for its flexibility and scala-
bility [3] [4] [5]. Slurm, on the other hand, is a traditional HPC
workload manager known for its efficiency in scheduling and
resource management [6] [7]. Both systems offer mechanisms
to handle failures, but their approaches and effectiveness can
vary significantly.

This paper aims to explore and compare the fault-tolerance
mechanisms of Kubernetes and Slurm in the context of the
EU DECICE Project [8]. The DECICE Project, funded by the
Horizon Europe program, aims to develop an AI-based, open,
and portable cloud management framework for the automatic
and adaptive optimization and deployment of applications
across a federated infrastructure, encompassing HPC systems,
cloud, edge, and IoT devices. A key objective of DECICE

is to enhance the resilience and efficiency of this compute
continuum through dynamic scheduling and fault-tolerance
mechanisms.

By reviewing and synthesizing findings from existing liter-
ature and case studies, we seek to understand how Kubernetes
and Slurm manage common failure conditions, such as node
crashes, network partitions, and resource exhaustion, within
the framework envisioned by DECICE. Our goal is to provide
a comprehensive analysis that highlights the strengths and
limitations of each system’s fault-tolerance capabilities, con-
tributing to the project’s objectives of developing an intelligent
management plane and achieving high levels of performance
and energy efficiency.

The remainder of this paper is structured as follows: Sec-
tion II provides a background on fault-tolerance in HPC
systems and an overview of Kubernetes and Slurm. Section
III discusses the methodology used for our literature review
and comparative analysis. Section IV presents the results
of our review, detailing the fault-tolerance mechanisms and
their effectiveness. Finally, Section V offers conclusions and
recommendations for enhancing fault-tolerance in HPC envi-
ronments using Kubernetes and Slurm, aligned with the goals
of the DECICE Project.

By understanding the current state of fault-tolerance in these
systems, we aim to contribute valuable insights that can inform
future developments and best practices in HPC infrastructure
management, ultimately supporting the broader aims of the
DECICE Project.

II. BACKGROUND

In this section, we provide an overview of the key com-
ponents and mechanisms relevant to fault-tolerance in HPC
systems. We begin by outlining the common faults encoun-
tered in HPC environments, discussing their types and origins
to set the context for the fault-tolerance strategies required.
Following this, we explore the architectures and fault-tolerance
mechanisms of Kubernetes and Slurm, two prominent or-
chestration and workload management systems used in HPC.
Understanding these foundations is crucial, as Kubernetes and
Slurm represent different approaches to managing workloads
and ensuring system resilience. This background sets the stage
for a detailed comparison of their fault-tolerance capabilities in
subsequent sections. The historical evolution and importance
of robust fault-tolerance mechanisms are underscored by the
increasing demand for reliable and efficient HPC systems,
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which are critical for advancing scientific research and indus-
trial applications. HPC systems, while immensely powerful,
are not immune to faults and failures. Knowing the common
types of faults in HPC environments and their origins is crucial
for developing effective fault-tolerance mechanisms.

A. Types of Failure in HPC

1) Hardware Failures: Hardware failures are one of the
most common and impactful faults in HPC systems. In the
paper [9], the authors found out an increase in failure proba-
bility as high as 170X for environmental failures and nearly
10X for software failures. These can include:

• Node Failures: These occur when individual compute
nodes malfunction due to issues, such as overheating,
power supply problems, or component wear and tear.

• Network Failures: HPC systems rely on complex net-
work infrastructures for inter-node communication. Fail-
ures in network hardware, such as switches or routers,
can disrupt these communications.

• Storage Failures: HPC applications often require high-
throughput and low-latency access to large datasets.
Failures in storage devices or file systems can lead to
significant performance degradation or data loss.

Figure 1 provides a histogram of the failure frequency
across different components in an HPC system. The x-axis lists
various components prone to failures, including applications
(APPL), CPU cores (CORE), controllers (CTRL), disk storage
(DISK), cooling fans (FAN), hypervisors (HSV), operating
systems (OS), power supplies (PS), and scientific backplanes
(SCI_BP). The y-axis represents the frequency of failures
observed in each component. Each bar in the histogram corre-
sponds to the failure frequency of a specific component, with
the height of the bar indicating how often failures occurred for
that component. The histogram shows that disk storage (DISK)
has the highest frequency of failures among all components,
followed by controllers (CTRL) and power supplies (PS).
Other components, such as applications (APPL), CPU cores
(CORE), and hypervisors (HSV) have relatively lower failure
frequencies. This figure highlights the critical areas within
an HPC system that are more prone to failures, emphasizing
the need for robust fault-tolerance mechanisms, especially for
components with high failure frequencies. Understanding these
failure patterns can help in designing more resilient HPC
systems and implementing effective predictive maintenance
strategies.

2) Software Failures: Software-related faults can arise from
bugs, configuration errors, or resource management issues.
Common software faults include:

• Application Crashes: Applications running on HPC sys-
tems may crash due to bugs, unhandled exceptions, or
invalid inputs.

• Operating System Failures: The operating system on
compute nodes can experience kernel panics or other
critical failures that disrupt node operations.

• Middleware Failures: HPC systems often utilize mid-
dleware for job scheduling, resource allocation, and data

Figure 1. Summary of HPC hardware components’ failure [10].

management. Failures in these middleware components
can lead to job delays or failures.

3) Human Errors: Human errors are another significant
source of faults in HPC systems. These can include:

• Configuration Errors: Incorrect configuration of hard-
ware, software, or network settings by administrators can
lead to system instability or inefficiencies.

• Operational Mistakes: Mistakes made during system
maintenance, updates, or job submissions can cause un-
intended downtimes or performance issues.

4) Environmental Factors: Environmental factors, although
less common, can also affect HPC systems. These include:

• Power Outages: Unexpected power outages can lead to
abrupt system shutdowns, data corruption, and hardware
damage.

• Cooling Failures: HPC systems generate substantial heat
and rely on efficient cooling mechanisms. Failures in
cooling systems can cause overheating and subsequent
hardware failures.

B. Origins of Faults in HPC

The origins of faults in HPC systems are varied and can be
traced back to several underlying causes:

1) Complexity and Scale: HPC systems are inherently com-
plex, comprising thousands of interconnected nodes, sophisti-
cated networking, and vast storage solutions. This complexity
increases the likelihood of faults due to the sheer number of
components and interactions involved.

2) Technological Limits: As HPC systems push the bound-
aries of current technology to achieve greater performance,
they also encounter the limitations of that technology. This can
include issues like hardware failures due to higher operational
stress and software bugs that surface under extreme conditions.

41Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-184-8

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ADVCOMP 2024 : The Eighteenth International Conference on Advanced Engineering Computing and Applications in Sciences

                            49 / 59



3) Evolution and Upgrades: HPC systems continuously
evolve with new hardware and software upgrades. However,
integrating new components with existing infrastructure can
introduce compatibility issues, configuration errors, and un-
foreseen bugs.

4) Operational Environment: The operational environment
of HPC systems, including physical location, power supply
stability, and cooling efficiency, can significantly impact their
reliability. Adverse conditions in these areas can exacerbate
fault occurrences.

Understanding these common faults and their origins is
essential for developing robust fault-tolerance strategies. The
subsequent sections will explore how Kubernetes and Slurm
address these challenges, providing insights into their fault-
tolerance mechanisms within HPC infrastructures.

C. Kubernetes

Kubernetes is an open-source platform that helps to manage
containerized workloads and services. It supports easy config-
uration and automation. With a quickly growing community,
there are plenty of services, support options, and tools avail-
able [11].

1) Kubernetes Architecture: Figure 2 provides a high-level
overview of Kubernetes architecture. A cluster is made up
of compute machines, called nodes, and a control plane. The
control plane manages the cluster, while the nodes run user
applications. Typically, the control plane operates on a separate
physical device, but it can also share a device with a compute
node or be spread across multiple devices for redundancy.
Pods, which are the scheduling units in Kubernetes, house
the application containers. The following sections detail the
Kubernetes components [12]:

• API Server: Exposes the Kubernetes API via HTTP.
• Controller manager: Manages all standard controllers

for Kubernetes resources, like pods, services, and deploy-
ments. Each controller ensures that the resource’s current
state matches the desired state.

• etcd: A persistent distributed key-value store, which
stores resources and cluster configuration information.

• Scheduler: Component responsible for determining the
most suitable node for a given pod.

• kubelet: Agent that runs on every node within a Kuber-
netes cluster. It communicates via a REST API with the
API server and handles interactions with the underlying
container runtime.

• Container runtime: Component responsible for manag-
ing the containers’ lifecycle. Examples of runtimes are
CRI-O [13] and Containerd [14].

• kube-proxy: Facilitates communication with pods and
implements the Service concept in Kubernetes, which
abstracts the IP addresses of application pods to provide
a unified method for exposure.

D. Fault Tolerance in Kubernetes

By default, Kubernetes offers two mechanisms for ensuring
reliability: self-healing and replication. Self-healing involves

Figure 2. Kubernetes components [15].

Kubernetes restarting or replacing containers that fail, termi-
nating unresponsive containers based on user-defined health
checks, and delaying client access until containers are ready
to serve [11]. Replication ensures a specified number of pod
replicas are constantly operational, guaranteeing continuous
availability of pods or homogeneous pod sets [16].

Different fault-tolerance mechanisms can be also be imple-
mented into Kubernetes. They are described below:

1) Horizontal Pod Autoscaler (HPA): Kubernetes boasts
autoscaling as a crucial feature. This capability allows con-
tainerized applications to function reliably without constant
manual intervention. A core autoscaling tool within Kuber-
netes is the HPA.

HPA guarantees high availability by dynamically adjusting
the number of running pods, which are the execution units
within the cluster. When triggered, HPA seamlessly adds new
pods to distribute the workload, preventing negative impacts
on existing pods.

To make autoscaling decisions, Kubernetes relies on met-
rics, which are statistics gathered from pods, applications,
host machines, and the overall cluster. By default, Kubernetes
uses Resource Metrics, which primarily monitor CPU and
memory usage of pods and host machines. To enhance HPA’s
performance and flexibility, you can incorporate Customizable
Metrics with the help of external software [17].

2) CRIU: CRIU (Checkpoint/Restore in Userspace) is a
critical tool for managing process state in Linux environments.
It empowers users to capture a running container or individ-
ual application at a specific point in time by performing a
checkpoint. This checkpoint essentially freezes the process,
recording its entire state, including memory, registers, and
open file descriptors. This captured data can then be leveraged
to restore the application and resume execution precisely from
the checkpointed state. CRIU unlocks a multitude of powerful
functionalities within the container orchestration landscape.
These functionalities include live migration of containers or
applications across machines without downtime, facilitating
seamless application rollbacks through the creation of snap-
shots, and enabling remote debugging of running processes
for efficient troubleshooting [18].

3) RAFT Protocol: Raft ensures that all replicas within the
cluster maintain identical state machines, guaranteeing data
integrity even in the face of node failures. It leverages a passive
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replication approach, where each node can assume one of three
roles: leader, follower, or candidate [19]:

• Leader: The cluster elects a single leader node respon-
sible for steering communication. The leader receives in-
coming requests, processes them, replicates state machine
changes across follower nodes, and relays responses back
to clients.

• Follower: While a leader is active, all other nodes transi-
tion to a follower state. Followers passively wait for the
leader to transmit state machine updates, which they then
apply to maintain consistency.

• Candidate: In the event of a leader failure, follower
nodes transition to a candidate state and initiate a voting
process to elect a new leader, ensuring rapid recovery and
continued cluster operation.

E. SLURM

Slurm is a robust, open-source system designed to manage
clusters and schedule jobs on Linux platforms, suitable for
both large-scale and smaller deployments. It operates seam-
lessly without requiring kernel modifications and functions as
a self-contained framework. As a cluster workload manager,
Slurm performs three key roles: it allocates exclusive or non-
exclusive access to compute nodes for users over defined time
periods, facilitates the initiation, execution, and monitoring
of jobs (especially parallel tasks) across allocated nodes, and
manages resource contention by prioritizing pending work
in a queue. These capabilities make Slurm essential for ef-
ficiently orchestrating cluster operations and optimizing job
performance across diverse computing environments [20].

The main components of Slurm are detailed below, with a
sample architecture depicted in Figure 3:

• slurmctld: This component monitors resource states,
decides when and where to initiate jobs and job steps, and
handles nearly all user commands, excluding database-
related operations.

• slurmd: As Slurm’s compute node daemon, slurmd is
responsible for executing actual work on the node.

• slurmdbd: This component records accounting informa-
tion and centrally manages certain configuration details,
such as limits, fair share information, Quality of Service
(QoS) settings, and licenses [21].

F. Fault Tolerance in SLURM

In the realm of HPC, fault-tolerant software is crucial in
HPC environmeparamounts. Job resubmissions due to errors
significantly impact resource utilization, leading to longer
queue times for all users. While Slurm offers inherent fault
tolerance, it primarily focuses on hardware issues rather than
software errors. This ensures that malfunctioning jobs, exceed-
ing resource limits or encountering failures, are isolated and
prevented from disrupting other running jobs. However, the
responsibility remains with users and developers to craft robust
software, minimizing the need for job resubmissions caused
by execution-time errors [1].

Figure 3. Typical Slurm architecture.

III. METHODOLOGY

In this section, we describe the methodology used for our
literature review and comparative analysis of fault-tolerance
mechanisms in Kubernetes and Slurm. We detail our approach
to data collection, analysis techniques, and the criteria used for
evaluating the effectiveness of fault-tolerance strategies.

A. Literature Review

To collect relevant academic papers, technical reports, and
case studies on fault-tolerance in Kubernetes and Slurm, we
searched various databases including IEEE Xplore, Google
Scholar, and ACM Digital Library. We used search terms, such
as "fault-tolerance in Kubernetes," "fault-tolerance in Slurm,"
"HPC fault-tolerance," and "resilience in HPC systems." We
reviewed and summarized key findings and methodologies
used in these studies to understand the current state of research
and identify gaps for further exploration.

B. Comparative Analysis Framework

To collect logs from a Kubernetes cluster, including server
logs and logs from objects, such as pods, deployments,
and services, the EFK stack (Elasticsearch, Fluentd, and
Kibana) has been installed. Elasticsearch [22] is a distributed,
multitenant-capable full-text search engine with an HTTP web
interface and schema-free JSON documents. Fluentd [23],
a fast, lightweight, and highly scalable logging and metrics
processor, handles log forwarding. Kibana [24] provides a
data visualization dashboard for Elasticsearch. Together, these
tools enable the collection and analysis of Kubernetes-related
system logs. Figure 4 illustrates the general architecture and
workflow of the EFK stack.

In the context of Slurm workload management, agent logs
generated by both the slurmctld control daemon and slurmd
worker daemons on corresponding servers were collected and
analyzed thoroughly. This analysis aimed to identify errors
and malfunctions within HPC systems. Through a systematic
examination of these logs, recurring patterns and underlying
causes of system failures were identified.

We systematically evaluated each system against specific
criteria, tracking essential aspects throughout the process. The
analysis included metrics and benchmarks, such as Mean
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Figure 4. EFK stack on Kubernetes.

Time to Recovery (MTTR), detection accuracy, and resource
utilization rates. Table I presents a comparison of these criteria
for Kubernetes and Slurm.

As previously mentioned, various tools have been employed
to collect logs and data from Slurm and Kubernetes. Table
II provides a detailed list of these tools, outlining their
functionalities and the specific data they collect.

C. Log Files Processing Steps

The processing of log files involved several intricate steps to
ensure accurate labeling and analysis of the log entries, facil-
itating the identification and categorization of fault-tolerance
mechanisms in HPC environments:

1) Data Cleaning and Preprocessing: Initially, raw log data
from both Kubernetes and Slurm environments were cleaned
to remove any extraneous information and ensure consistency
in formatting. This involved:

• Removing duplicate entries to prevent data redundancy.
• Parsing timestamps and standardizing date-time formats.
• Filtering out non-informative log entries, such as routine

status updates that do not indicate errors or significant
events.

2) Labeling Using Language Models: To categorize the log
entries, we employed a Large Language Model (LLM) for
automated labeling. The steps included:

• Extracting messages from the cleaned log files.
• Using the LLM to generate unique labels for each log

entry, indicating the type of failure or operational state.
• Implementing a similarity check using TF-IDF vectoriza-

tion and cosine similarity to avoid redundant labels. If a
new log entry was found to be 70

• Periodically saving the progress to avoid data loss during
processing.

The following pseudocode summarizes this process:

for each log entry in cleaned_log_data:
if is_similar(log_entry, existing_entries):

assign existing label
else:

label = generate_label_with_LLM(log_entry,
existing_labels)

update existing_labels and existing_entries
save progress periodically

3) Parallel Processing with GPU Acceleration: Given the
large volume of log data, processing was accelerated us-
ing parallel computing techniques on GPUs. This approach
significantly reduced the time required for vectorization and
similarity computations:

• Utilizing CuPy for GPU-based array operations to handle
large-scale vector computations efficiently.

• Employing parallel processing libraries, such as Dask to
distribute the workload across multiple GPU cores.

4) Generating Summary Statistics and Visualizations: After
labeling the log entries, summary statistics were computed to
understand the distribution and frequency of different failure
types. Visualization tools were employed to create charts and
graphs depicting these distributions:

• Bar charts showing the number of log entries per label.
• Pie charts illustrating the percentage distribution of each

label category.
The results were saved in both graphical and tabular formats

to facilitate further analysis and reporting.

IV. RESULTS

This section presents the findings from our literature review
and comparative analysis. We detail the fault-tolerance mech-
anisms of Kubernetes and Slurm, highlighting their strengths
and limitations in different failure scenarios.

A. Fault-Tolerance Mechanisms in Kubernetes

Kubernetes employs several fault-tolerance mechanisms to
ensure system resilience:

• Self-Healing: Kubernetes restarts failed containers, re-
places containers, and kills containers that do not respond
to health checks.

• Replication: Ensures a specified number of pod replicas
are running at any time.

• HPA: Adjusts the number of pods based on CPU/memory
usage or custom metrics, improving availability.

• CRIU: Enables checkpointing and restoring of container
states, supporting live migration and snapshots.

• RAFT Protocol: Ensures consistency among replicas,
with leader election and state synchronization mecha-
nisms.

Case studies have shown these mechanisms to be effective
in maintaining high availability and quick recovery in various
failure scenarios [12] [19].

B. Fault-Tolerance Mechanisms in Slurm

Slurm’s fault-tolerance mechanisms focus primarily on
hardware faults:

• Node Failover: Automatically reassigns jobs from failed
nodes to healthy ones.

• Job Checkpointing: Allows jobs to be checkpointed and
restarted from the last checkpoint in case of failure.

• Health Checks: Monitors node health and takes cor-
rective actions, such as draining or rebooting unhealthy
nodes.
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TABLE I. DETAILED COMPARISON OF FAULT DETECTION, EVALUATION, AND TOLERANCE FACTORS IN KUBERNETES AND SLURM ENVIRONMENTS

Factor Kubernetes Slurm

MTTR
MTTR in Kubernetes is calculated by adding
up all the downtime in a specific period and
dividing it by the number of incidents.

MTTR in SLURM is calculated by taking the
total repair time resulting from a particular
failure and dividing it by the total number of
repairs that are performed during a specific
period.

Fault Detection Accuracy Kubernetes has high fault detection accuracy
due to liveness, readiness, and startup probes.

SLURM has moderate fault detection accuracy,
primarily relying on node health checks and
job statuses.

Resource Utilization Over-
head

Kubernetes has a moderate overhead (10-15%)
from extensive monitoring and replication.

SLURM has lower overhead (5-10%) due to
simpler fault detection mechanisms.

Recovery Mechanisms
Kubernetes has built-in recovery mechanisms.
For example, if a pod fails, Kubernetes auto-
matically restarts it.

SLURM has mechanisms for recovery, but
specific details are not readily available.

Failure Types and Frequen-
cies

Specific data on failure types and frequencies
for Kubernetes is not readily available.

Specific data on failure types and frequencies
for SLURM is not readily available.

TABLE II. FAULT DETECTION TOOLS USED IN SLURM AND KUBERNETES ENVIRONMENTS

Environment Tools Functionality Data Collected
SLURM sacct [25] Job accounting and fault detection. Job accounting data.

sview [26] Graphical interface for fault detec-
tion and monitoring.

Slurm configuration, job, step, node and
partitions state information.

Slurm simulator
[27]

Simulation for PdM and fault de-
tection.

Effects of different Slurm parameters on
HPC resource performance.

Kubernetes kubectl [28] Command line tool for fault detec-
tion and management. Kubernetes cluster’s control plane data.

Elasticsearch
[22] Distributed search engine. Different types of searches on collected

data.
Fluentd [23] Data collector for fault detection. System and component logs in the cluster.

Kibana [24] Visualization and monitoring tool
for fault detection. Visualization dashboards, cluster metrics.

• Job Requeueing: Jobs that fail due to node failures can
be requeued and run on different nodes.

These mechanisms help mitigate the impact of hardware
failures, but software faults and application-level failures re-
quire additional user intervention [1].

C. Error Distribution in Slurm and Kubernetes

The scenario analyzed in this subsection involves a critical
examination of node failures during high-intensity compu-
tational tasks. To clarify, the analysis considers both the
immediate impact on job execution and the subsequent re-
covery processes initiated by the fault-tolerance mechanisms
in Kubernetes and Slurm.

Based on the data collected from a Slurm environment, we
identified and categorized various errors. Figure 5 illustrates
the distribution of different error types encountered. The
most frequent error was the General Warning, comprising
64.95% of all errors. This was followed by PrologRunningEr-
ror (21.13%), NodeError (13.61%), and OutOfMemoryError
(0.14%). Other errors, such as JobCancelError, PartitionError,
JobExitError, and TimeLimitExhaustedError each accounted
for less than 0.1% of the total errors. The least frequent errors
included LogrotateError, TopologyError, and NodeListError,
each constituting approximately 0.0002% of the total errors.

In contrast, the Kubernetes environment exhibited a differ-
ent error distribution 6. The most frequent error identified was
the HTTP2StreamClosedError, which accounted for 20.08%
of the total errors. This was followed by StreamClosedError
(8.01%) and KubernetesRejectedConnection (4.25%). Addi-
tionally, errors such as KubernetesAPIEndpointConnection-
Failure, ContextCanceledFailure, and ErrorSyncingHelmClus-
terRepo were also significant, each contributing to around
4.01% of the total errors. Less frequent issues included Con-
nectionRefusedError, DialTimeoutError, and etcdConnection-
Failure, which occurred with a frequency of less than 1%.
These findings highlight the critical areas where Kubernetes
fault-tolerance mechanisms must focus, particularly on man-
aging API server errors and stream-related failures.

The comparison of these distributions underscores the vary-
ing challenges faced by Slurm and Kubernetes environments,
emphasizing the need for tailored fault-tolerance strategies in
each system.

This distribution highlights the prevalence of certain errors
over others, emphasizing the need for targeted fault-tolerance
strategies that prioritize the most common and impactful
issues.
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Figure 5. Distribution of error types in GWDG SCC Node Clusters Case
study.

Figure 6. Distribution of error types in EU DECICE Project Kubernetes
Clusters Case study.

D. Comparative Analysis

Our comparative analysis highlights the following differ-
ences:

• Recovery Time: Kubernetes generally achieves faster
recovery times due to its self-healing and replication
mechanisms. Slurm’s recovery time depends on the ef-
fectiveness of node failover and job checkpointing.

• Fault Detection: Kubernetes has robust fault detection
capabilities with its health checks and RAFT protocol.
Slurm relies more on node health checks, which may not
detect all types of faults promptly.

• System Overhead: Kubernetes introduces some overhead
due to its extensive monitoring and replication processes.
Slurm has lower overhead but may require more manual
intervention for fault management.

Kubernetes excels in scenarios requiring high availability
and rapid recovery, making it suitable for dynamic and scalable
environments. Slurm is highly effective in traditional HPC
setups with stringent resource management needs but may
need enhancements for better software fault-tolerance.

V. DISCUSSION

In this section, we interpret the results of our comparative
analysis, discussing their implications for HPC infrastructure
management. We also explore potential improvements and
future directions for enhancing fault-tolerance in Kubernetes
and Slurm.

A. Implications for HPC Management

Our findings suggest that:

• Kubernetes is well-suited for environments that require
high scalability and rapid fault recovery. Its self-healing
and autoscaling capabilities provide robust fault-tolerance
with minimal manual intervention.

• Slurm remains a strong candidate for traditional HPC
environments, particularly where job scheduling and re-
source management efficiency are highly valued.

• Combining elements of both systems could poten-
tially yield a more comprehensive fault-tolerance strat-
egy for HPC infrastructures, leveraging Kubernetes’ dy-
namic fault management with Slurm’s efficient resource
scheduling.

In addition to the error distribution analysis in Slurm, a
similar examination of error distribution in Kubernetes clusters
reveals distinct patterns. Errors related to pod restarts, node
unresponsiveness, and network partitions are prevalent. These
findings underscore the importance of tailored fault-tolerance
strategies in Kubernetes, comparable to those implemented in
Slurm, to mitigate these common issues. Key considerations
for choosing between Kubernetes and Slurm include the
specific fault-tolerance needs, the complexity of workloads,
and the desired level of automation in fault management.
To address the limitations of both systems effectively, we
recommend exploring practical solutions such as implementing
dynamic fault-tolerance mechanisms tailored to specific failure
scenarios. For instance, as discussed in [29], AI plays a crucial
role in predictive maintenance strategies, integrating machine
learning algorithms to predict potential failures and automat-
ically adjusting resource allocations could enhance system
resilience. Additionally, adopting hybrid models that combine
the strengths of Kubernetes and Slurm may offer a balanced
approach to fault tolerance in diverse HPC environments.

B. Future Directions

Future research and development could focus on the follow-
ing areas:

• Enhancing Slurm’s software fault-tolerance capabilities,
possibly by integrating Kubernetes-like self-healing and
replication mechanisms.

• Developing hybrid models that combine the strengths of
Kubernetes and Slurm for improved fault-tolerance in
diverse HPC environments.

• Exploring emerging technologies, such as machine learn-
ing for predictive fault detection and proactive fault
management in HPC systems.
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Potential enhancements to existing mechanisms in Kuber-
netes and Slurm could also involve better integration with AI-
based monitoring tools and more granular control over fault-
tolerance policies, enabling more effective and efficient fault
management.

VI. CONCLUSION

The goal of this study was to compare the fault-tolerance
mechanisms in Kubernetes and Slurm within HPC infrastruc-
tures. By examining the logs retrieved from GWDG SCC Node
Clusters managed by Slurm, we identified and categorized
various failures to understand their prevalence and impact.
Our findings indicate that the most prevalent failure type
is the General Warning, which accounts for 64.95% of all
errors. This is followed by PrologRunningError (21.13%)
and NodeError (13.61%), highlighting common issues related
to job initialization and node malfunctions. Less frequent
errors include OutOfMemoryError (0.14%), JobCancelError
(0.13%), and PartitionError (0.10%). The rarest errors, such as
LogrotateError, TopologyError, and NodeListError, each con-
stitute approximately 0.0002% of the total errors, indicating
specific system or configuration issues that occur infrequently.

Kubernetes can effectively handle these types of failures
through its robust fault-tolerance mechanisms. Self-healing
capabilities can automatically restart failed containers, ad-
dressing General Warnings and NodeErrors. HPA and re-
source limits can mitigate OutOfMemoryErrors by adjusting
resources dynamically. Kubernetes’ replication and RAFT
protocol ensure high availability and data consistency, which
can reduce the impact of network and configuration errors.

Slurm provides node failover and job checkpointing to
handle node and job-related errors. Health checks and job
requeueing mechanisms help maintain system stability by
reallocating jobs from failed nodes to healthy ones, thereby
addressing PrologRunningErrors and NodeErrors. For resource
management issues like OutOfMemoryError and Partition-
Error, Slurm’s resource scheduling and management features
can be tuned to optimize usage and prevent such failures.

While our recommendations provide a strong foundation,
concrete guidelines for achieving fault tolerance are necessary.
These guidelines should include best practices for configuring
and tuning fault-tolerance mechanisms, such as setting appro-
priate thresholds for autoscaling and designing robust health
check probes.

By understanding these error distributions and leveraging
the fault-tolerance mechanisms of Kubernetes and Slurm,
HPC administrators can enhance system resilience and fault-
tolerance. This targeted approach will improve the overall
reliability and efficiency of HPC infrastructures. Future re-
search should focus on integrating advanced fault detection
and management technologies to further bolster the resilience
of HPC systems.
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Abstract— A Printed Circuit Board (PCB) is a multi-layered 

composite, which consists of several layers of copper circuits 

and dielectric materials. It is used as a backbone to carry and 

connect various electronic components, i.e., PCB Assembly 

(PCBA), to achieve certain functions. Currently, most of the 

products need PCBAs to fulfill their functions. Nevertheless, 

because the components, e.g., chips, are decreasing in size, the 

accuracy and reliability of PCBAs have become critical issues, 

either in manufacturing processes or in actual uses. One of the 

serious problems is the warpage of the PCB, which is induced 

by the thermal mismatch due to unevenly distributed circuits 

and multi-materialled components during the manufacturing 

process, which experiences a large temperature change. This 

may cause defects and failures in the assemblies, e.g., the chips 

and PCB are not well connected due to the dislocation. It is 

helpful to simulate in advance to evaluate possible defects. 

However, since the circuits on a PCB are very tiny, compared 

with the size of the PCB or the components, it is unpractical 

and not feasible to build a Finite Element Method (FEM) 

model to include all the details of circuits and components, 

which are attached to the PCB with a big amount of solder 

joints. To avoid the difficulties, a new effective modeling 

approach, which adopts equivalent material properties, is 

proposed for PCBA’s simulation. In this approach, the multi-

layered PCB and the attached components are modeled with a 

moderate mesh, while the circuit’s and solder joint’s effects are 

still included. With the proposed approach, the analysis model 

can be useful and efficient for simulating the PCBA to evaluate 

the manufacturing process and structural characteristics of the 

PCBA. 

Keywords- PCB; PCBA; Warpage; Trace mapping. 

 

I. INTRODUCTION  

A PCB is a multi-layered composite, which includes 
many layers of copper circuits and dielectric materials, as 
shown in Figure 1. Currently, the circuit trace width on the 
board is getting smaller. Due to the unevenly distribution of 
the circuits on different copper layers, the layer’s stiffnesses, 
and thermal expansion coefficients are also unevenly 
distributed, which affect the characteristics of the board’s 
structural behaviors, especially causing warpage due to 
thermal mismatch. Therefore, to evaluate the design, the 
distribution of circuits should be taken into account during 
the structural analyses. Nevertheless, the trace width and 
thickness are so tiny, i.e., in the order of microns or sub-
microns, much smaller than that of the PCB board, i.e., 
normally in the order of centimeters. Moreover, one PCB 
may consist of tens of trace layers and dielectric layers. If all 
the traces are also meshed, the element size could be 
extremely small, i.e., in the order of microns or sub-microns, 
and then the whole model could reach billions of elements. 
This is not a workable case. This type of case actually is a 
multi-scaled problem. To simulate this type of problem, 
often an equivalent material approach [1] is adopted. Here, 
as proposed, first, the multi-layered PCB structure is meshed 
independently of the circuits so that the mesh size is not 
affected by the width of the traces. Instead, a moderate 
element size can be chosen. Then, the circuit part adopts an 
equivalent material approach; it is to calculate the area ratio 
of copper circuits distributed on each element of the circuit 
layers, so called trace mapping, as shown in Figure 2. 
 

 

 

           Figure 2. Copper (trace) ratio distribution. 

     

Figure 1. A typical stack-up of a PCB. 

49Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-184-8

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ADVCOMP 2024 : The Eighteenth International Conference on Advanced Engineering Computing and Applications in Sciences

                            57 / 59



 After the copper ratio on each element of the circuit 
layer is obtained, calculate its equivalent material properties, 
such as Young’s modulus and the coefficient of thermal 
expansion, according to the copper ratio [2][3][4] (Zwemer 
et al. and Bajaj et al. tackle only the PCB with the equivalent 
material property approach). More than that, the relationship 
between the equivalent material properties and the copper 
ratio can be also derived by a numerical test measure, as the 
one shown in Figure 3. It is like tensile testing, i.e., test 
models with various copper ratios are analyzed to inversely 
derive their equivalent material properties, such as Young’s 
modulus. Then, the relationship between the Young’s 
modulus and the copper ratio is obtained and used to 
calculate the equivalent material properties for each circuit 
layer element. Once the generated FEM models including 
equivalent material properties for each element on different 
trace layers are ready (all are generated automatically with 
the self-developed programs), the FEM model can be solved 
with available solvers, e.g., Calculix (an open-source 
software) [5]. With this approach, although the circuit layer 
effect has been included, the mesh model is still moderate 
and suitable for the analysis. Similarly, PCB with mounted 
chips (PCBA) can be simulated in the same way. However, 
the chips and the solder bump layers, which mount the chips 
onto the PCB, also need to take advantage of equivalent 
material approach in order to solve the cases efficiently.   

The rest of the paper is structured as follows. In Section 
II, we present the simulation processes and results. We finish 
in Section III with some concluding remarks. 

 
 

 

 

II. RESULTS  

A PCBA, as shown in Figure 4, usually is manufactured 
in batches; each batch includes several pieces of the final 
PCBA modules, as shown in Figure 5. The warpage could 
happen during the manufacturing processes, e.g., the Surface 
Mount Technology (SMT) process, which experiences a 
great temperature change. This is mainly induced by the 
thermal mismatch due to the unevenly distribution of 
circuits, multi-materialled chips, the shielding frames, etc. 
Figure 5 shows warpage of a batch panel of PCBAs. If the 
warpage is large, it may cause defects and failures in the 
assemblies, e.g., the chips and PCB are not well connected 
due to the dislocation. In addition, in many circumstances 
during the use, the cyclic temperature change, as a cyclic 
loading, could also cause fatigue failures. This is also a 
typical problem for the PCBA. 

 
The structure of a PCBA is not only extremely 

complicated, but also multi-scaled, so simulating the PCBA 
has been a challenging problem. However, the proposed 
effective modeling approaches for the tiny circuits and solder 
joints can effectively solve these difficulties. It can distinctly 
reduce the size of the analysis model and efficiently handle 
the effect of the circuits and solder joints for the simulation. 
With the effective modeling approaches, evaluating the 
structural behaviors of PCBAs becomes simple and efficient. 
Moreover, even irregular-shaped PCBs can be handled, as 
shown in Figure 6. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4. A typical PCBA with shielding frame. 

 

Shielding frame 

 

Figure 3. Calculation setting for equivalent material 
proprieties. 

         Figure 6. Warpage of an irregular-shaped PCB. 

Figure 5. Warpage of a PCBA panel. 
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To verify the adopted approaches, a real test case was 

conducted, as shown in Figure 7. A typical PCBA case was 
conducted to go through a standard manufacturing process, 
i.e. a temperature change. Although the PCBA module (60 
mm x 60 mm) includes many chips, for the simulation, only 
four main chips, i.e., one CPU (Central Processing Unit), 
two DRAMs (Dynamic Random-Access Memory), one 
PMIC (Power Management IC), are included. Other 
components or chips are very small and ignored. This PCB 
consists of, totally, 21 layers, including 10 trace layers. The 
equivalent material properties, e.g., Young’s modulus, of 
each element on each trace layer are calculated according to 
the derived copper ratio. With all these data and model, the 
analysis was conducted. The comparison of the maximum 
warpage (out-of-plane displacement) between the simulation 
and experiment is shown in Table 1. It shows the difference 
is around 17%. For such a complicated case, this can validate 
the proposed approaches. 

 

 

 
 
 In addition, a PCBA case with shielding frames was also 

conducted. The analyses have found some warpages 
seriously affected by shielding frames, as shown in Figures 4 
and 5. Although the original purpose of the Electromagnetic 
Compatibility (EMC) shielding frame is to prevent 
Electromagnetic Interference (EMI) or Radio Frequency 
Interference (RFI), not for structural considerations; 
however, they cause some side effects. This finding also 
shows that the proposed approaches can be useful for the 
evaluation and design. 

 
 
 

 
 

 
 

III. CONCLUSION  

The structure of a PCBA is not only extremely 
complicated, but also multi-scaled, so simulating the PCBA 
has been a challenging problem. However, the proposed 
effective modeling approaches for the tiny circuits and solder 
joints can effectively solve these difficulties. It can distinctly 
reduce the size of the analysis model and efficiently handle 
the effects of the circuits and solder joints for the simulation. 
With the effective modeling approaches, evaluating the 
structural behaviors of PCBAs becomes simple and efficient. 
The test case shown above proves the effectiveness of the 
approaches. In addition, the fact that the warpage is affected 
seriously by the shielding frame has been found, although 
the original purpose of the shielding frame is not for 
structural considerations. This finding also demonstrates that 
the proposed approaches can be helpful. Nevertheless, 
because a PCBA consists of many chips, which may come 
from different vendors, the data of the internal structures and 
used materials of the chips may not be sufficient. In this 
situation, the accuracy of the results would be affected.  
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 Simulation  

(µm) 

Experiment 

(µm) 

Maximum 

Warpage 169 140 

TABLE 1. MAXIMUM WARPAGE COMPARISON 

            Figure 7. Warpage of a tested PCBA.  

169 m 
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