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Forward

The First International Conference on AI-based Systems and Services (AISyS 2024), held on
September 29 – October 3, 2024 in Venice, Italy, initiated a series of events covering a broad spectrum
of AI centered topics.

AI-based solutions for monitoring, control, decision making are expected to increase the
capability of systems providing mechanism for predictions, optimization, risk minimization by
interpreting situations and large volumes of data.

A variety of domains (Ambiental, Tactile, Language Processing, Tracking, Healthcare, Ecology,
etc.) expanded in the last years based on practical advances provided by Artificial Intelligence (AI).
Machine learning AI-based discovery and learning allow deep-learning (and unlearn obsolete
knowledge), accurate forecasts, fault prevention and detection, as well as prediction of special diseases.
Practical AI-based services in Internet of Things (IoT), Transportation systems, Cyber-systems, Citizen-
centric systems, and others reached new levels of usability and quality.

The conference had the following tracks:

 Core AI-features

 AI-based systems

 AI-based societal services

This event was very competitive in its selection process and very well perceived by the international
AI community. As such, it is attracting excellent contributions and active participation from all over the
world. We were very pleased to receive a large amount of top quality contributions.

We take here the opportunity to warmly thank all the members of the AISyS 2024 technical program
committee as well as the numerous reviewers. The creation of such a broad and high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
that dedicated much of their time and efforts to contribute to the AISyS 2024. We truly believe that
thanks to all these efforts, the final conference program consists of top quality contributions.

This event could also not have been a reality without the support of many individuals, organizations
and sponsors. We also gratefully thank the members of the AISyS 2024 organizing committee for their
help in handling the logistics and for their work that is making this professional meeting a success.

We hope the AISyS 2024 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in AI-based systems and services
research. We also hope that Venice provided a pleasant environment during the conference and
everyone saved some time for exploring this beautiful city
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An Advanced Surrogate Model Approach for Enhancing Fluid Dynamics Simulations

Shubham Kavane, Kajol Kulkarni, Harald Köstler
Chair of System Simulation, Friedrich Alexander Universität Erlangen-Nürnberg

Erlangen, Germany
e-mail: {shubham.kavane, kajol.kulkarni, harald.koestler}@fau.de

Abstract—The increasing complexity and computational de-
mands of 3D fluid dynamics simulations highlight the need for ad-
vanced surrogate models that strike a balance between predictive
accuracy, computational efficiency, and convergence time. Tra-
ditional Computational Fluid Dynamics (CFD) methods, while
highly accurate, are often resource-intensive and time-consuming.
This research presents advanced U-Net-based surrogate models
for 3D fluid flow prediction, aiming to achieve faster convergence
and more efficient resource utilization while retaining competitive
accuracy relative to traditional CFD solvers. We developed
a U-Net model featuring an improved architecture utilizing
an advanced attention mechanism known as the Convolution
Block Attention mechanism. Considering the high computa-
tional demands, the model was trained using multiple GPUs,
incorporating both model and data parallelism techniques. The
model’s capability was evaluated through overfitting experiments,
where it was trained on a limited dataset to assess its ability
to accurately replicate true labels. These findings highlight the
promise of advanced surrogate models as a viable alternative
to traditional CFD methods, providing faster solutions and
reduced computational costs with comparable accuracy. Future
research will focus on evaluating the current advanced U-Net
model, trained on an extensive dataset of 10,000 samples, against
Fourier Neural Operators and traditional CFD solvers in terms
of training time, accuracy, and resource utilization, including
energy consumption.

Keywords-Surrogate Models; Computational Fluid Dynamics
(CFD); U-Net; Fourier Neural Operators; Model Parallelism;

I. INTRODUCTION

The rapid advancements in Machine Learning (ML) and
Deep Learning (DL) have transformed various fields by pro-
viding innovative solutions to complex problems once con-
sidered unsolvable. These technologies have revolutionized
applications across various scientific domains [1]. Notably, in
fluid dynamics, ML and DL have introduced groundbreaking
methods that enhance our ability to understand and tackle intri-
cate challenges, underscoring their profound and far-reaching
impact [2].

Traditional fluid flow analysis relies on the Navier-Stokes
equations (NSE), which, despite their strong theoretical foun-
dation, are time-consuming and computationally intensive,
particularly for complex scenarios. The limited parallelizabil-
ity and iterative nature of algorithms for solving partial differ-
ential equations (PDEs) further complicate achieving conver-
gence and efficient parallelization in real-world, non-convex
problems [3]. Recent developments in fluid flow prediction
have increasingly shifted toward data-driven methodologies,
with deep learning-based surrogate models becoming a robust
alternative to CFD simulations. These models are particularly
effective in predicting complex, nonlinear fluid behavior across

diverse Reynolds numbers, geometries, and flow conditions.
They achieve faster convergence and enhanced computational
efficiency with minimal compromise on accuracy. By leverag-
ing sufficiently large datasets, surrogate models can recognize
patterns without relying on explicit physical laws, making
them particularly valuable for modeling turbulent, unsteady,
or multiphase flows where traditional methods struggle. These
innovations enhance fluid dynamics research and enable more
sophisticated and efficient solutions for critical engineering
applications [4].

The integration of data-driven surrogate models with deep
learning has significantly enhanced both the precision and
efficiency of fluid dynamics simulations. Nonetheless, chal-
lenges such as model generalization and the handling of high-
resolution, large datasets persist, as these models must reliably
predict outcomes under novel or previously unseen conditions
across a diverse range of fluid flow scenarios. Achieving this
level of adaptability requires sophisticated model architectures
capable of accurately capturing the intricate flow dynamics
observed in real-world conditions. As a result, these models
often become highly complex, with millions of trainable
parameters, necessitating the use of multiple GPUs to optimize
training time and computational resources effectively [5].

we propose an advanced U-Net-based surrogate model
specifically designed to predict complex fluid dynamics sce-
narios. We have employed highly optimized multi-GPU train-
ing strategies, such as DeepSpeed ZeRO, to maximize compu-
tational efficiency. The primary research goals and objectives
of this work are as follows:

• Develop an advanced U-Net-based surrogate model and
train it on a multi-GPU setup using data and model
parallelism techniques to predict complex flow scenarios.

• Compare the performance of the U-Net model with
Fourier Neural Operators when trained on a large dataset
of 10,000 samples.

• Evaluate the advanced surrogate model against traditional
CFD solvers by assessing convergence time, accuracy,
and resource utilization, including energy consumption.

The rest of the paper is organized as follows: Section 2
explains the training data generation process and preprocessing
techniques. Section 3 offers an overview of the standard U-Net
model, emphasizing the enhancements in the advanced U-Net.
Section 4 discusses the necessity of multi-GPU training and
compares the model’s results. Finally, Section 5 concludes the
paper and outlines future research directions.

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-192-3
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II. TRAINING DATA GENERATION:

Our study adopts a comprehensive approach to generate
generalized datasets for CFD applications, emphasizing the
need for geometric and positional diversity as underscored by
[6]. Utilizing Python 3.8 and CadQuery 2.1, we employed a
custom-developed Python script to generate a diverse array of
three-dimensional shapes within a rectangular channel domain
[7]. The shapes include cubes, cuboids, cones, cylinders,
spheres, torus, and wedges, varying in size and orientation
to create a versatile dataset suitable for a broad range of CFD
studies.

To delineate regions within and around these geometries, we
used signed distance functions, which provide spatial context
for the geometries to the network. For simulations, we utilized
the in-house developed WalBerla software, which is based on
the lattice Boltzmann method (LBM) to generate true labels
for supervised training. The automation script, coupled with
the Fritz HPC clusters, facilitates the parallel generation of
numerous simulations across multiple cores.

For data preparation, we applied rigorous preprocessing
techniques, including standard scaling and min-max normal-
ization. We observed that standard scaling was more effective
for our application compared to min-max normalization. The
signed distance functions will be used as inputs for the U-Net
model, while the WalBerla simulations will provide the true
labels for supervised learning, ensuring precise and efficient
model training. In total, we have generated 10,000 training
samples for extensive training of the advanced U-Net model.

For simulations, a D3Q27 lattice model, employing a cumu-
lant collision operator, was utilized for the simulations. These
simulations were conducted within a domain of size 2048
x 512 x 512. The Reynolds number was varied from 50 to
10,500.

III. METHODOLOGY

In the following section, we provide a brief overview of the
standard U-Net, outlining its key components, and explore how
the Advanced U-Net extends these foundations with significant
enhancements.

A. U-Net

The U-Net architecture, initially designed for biomedical
image segmentation, is known for its effectiveness in complex
tasks due to its U-shaped structure with contracting and
expanding paths [8]. It has since been enhanced and adapted,
including to 3D volumes and various fields like fluid flow
prediction [9], demonstrating its broad versatility and impact.

Figure 1 illustrates the standard U-Net architecture, distin-
guished by its unique U-shaped configuration that includes an
encoder (contracting path), a bottleneck, and a decoder (ex-
panding path). This innovative design is notable for employing
an extensive number of feature channels in the upsampling
section, facilitating the propagation of contextual information
to higher resolution layers.

The U-Net architecture comprises three main sections: the
encoder, the bottleneck, and the decoder.

Figure 1. Schematic diagram of standard U-Net architecture

• Encoder: This initial stage, featuring convolutional layers,
max pooling, activation functions, and batch normaliza-
tion, reduces spatial dimensions while enhancing feature
depth, and capturing critical and abstract features.

• Bottleneck: At the network’s lowest resolution, the bot-
tleneck connects the encoder and decoder, using multiple
convolutional layers to handle abstracted data and inte-
grate complex contextual information.

• Decoder: This stage reconstructs high-resolution data by
increasing spatial resolution and reducing feature chan-
nels. It includes skip connections that merge upsampled
outputs with encoder feature maps, reintroducing spatial
details for accurate predictions.

B. Advanced U-Net Architecture and Its Component

In the following section, only the improved features over
standards U-Net architecture are highlighted.

1) Repeating selected Encoder Layers without down sam-
pling: The use of repeated encoder layers without down sam-
pling in advanced U-Net architectures offers several significant
benefits. Firstly, it enhances feature extraction by allowing the
network to iteratively process and refine feature information.
This iterative approach helps capture both low-level details
and high-level abstractions, resulting in a more nuanced and
accurate representation of the input data. Secondly, maintain-
ing consistent spatial dimensions and input/output channels
throughout these layers preserves important spatial details.
This preservation is crucial for accurately representing the
structure and features of the input, which is essential for tasks
that require detailed spatial understanding. Additionally, the
repeated encoder layers improve the network’s contextual un-
derstanding by enabling it to build a more comprehensive view
of complex features and relationships within the data. This
leads to more precise and detailed interpretations, enhancing
the overall effectiveness of the network.

2) Increasing the number of input layers and numbers
of channels: Incorporating additional input layers and in-
creasing the number of channels in a convolutional neural
network significantly enhances its ability to process complex
data. This increased depth enables the network to capture
and analyze finer details, leading to a more sophisticated
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understanding of intricate features. By scaling the number
of channels in encoder layers up to 2048 or even 4096, the
network achieves a hierarchical feature representation. Initial
layers focus on basic patterns, while deeper layers with more
channels interpret these patterns in nuanced contexts, revealing
detailed structures and semantic information. This hierarchical
approach is particularly advantageous in applications such
as high Reynolds number flows, where understanding high-
frequency patterns and complex interactions is crucial.

However, expanding the network’s depth and channel count
introduces challenges, such as an increased risk of overfitting
and higher demands on computational resources and memory
during training. Managing these complexities requires careful
balancing of network architecture to optimize both perfor-
mance and practical feasibility.

3) Varying Kernel Sizes: The selection of kernel size is
crucial in convolutional neural networks (CNNs) for effective
feature extraction. Smaller kernels, such as 3×3×3, are adept at
capturing fine details, such as small eddies and turbulent flow
scales, which is essential for accurately predicting intricate
flow scenarios. Medium-sized kernels, such as 5×5×5 and
7×7×7, strike a balance by capturing a wider range of patterns
and contextual information, thereby enhancing the model’s
versatility. Larger kernels, like 9×9×9, are employed to cover
more extensive portions of the input, enabling the identification
of large-scale patterns and structural elements while maintain-
ing global consistency in predictions. By incorporating a range
of kernel sizes, CNNs can effectively capture both detailed
and broad features, which is particularly advantageous for U-
Net models in performing comprehensive data analysis. This
varied approach enhances the network’s capability to interpret
complex input data across multiple scales.

4) Use of residual connection in the encoder and decoder
Block: Residual connections play a crucial role in deep
networks by mitigating the vanishing gradient problem, which
can impede training by causing gradients to diminish through
multiple layers. They preserve information by maintaining
a continuous flow across layers, merging initial inputs with
subsequent outputs to retain essential features. This capa-
bility enhances model convergence, as residual connections
enable more effective gradient flow and faster convergence.
Additionally, these connections are vital for constructing deep
architectures, allowing networks to learn complex patterns
without the issues typically associated with deeper models.

5) Use of advanced attentions Mechanism: Convolution
Block Attention module: The Convolutional Block Attention
Module (CBAM) [10] significantly enhances neural networks
by focusing attention sequentially on both channel and spatial
dimensions. First, the Channel Attention module compresses
spatial information into a channel descriptor using global av-
erage pooling, which highlights important features and applies
a ReLU activation followed by sigmoid to generate a channel
attention mask. This mask refines feature importance on a
channel-by-channel basis. Subsequently, the Spatial Attention
module identifies critical spatial regions by pooling features
across channels and combining them with a convolutional

layer to create a spatial attention map, which directs the
network’s focus to essential areas. This dual attention mech-
anism enables CBAM to selectively emphasize vital features,
improving the network’s ability to represent complex data and
enhance overall performance.

IV. MULTIPLE GPU TRAINING OF ADVANCED U-NET
MODEL

The enhanced model iteration offers a significant improve-
ment over the standard U-Net by incorporating additional
encoder layers and expanding the number of channels, leading
to enhanced feature extraction and prediction accuracy. While
retaining the core methodologies of the traditional U-Net, this
iteration increases both depth and analytical capability. It inte-
grates the Convolutional Block Attention Mechanism (CBAM)
and introduces residual connections within and between the
encoder and decoder blocks, optimizing data processing and
learning efficiency. As a result, the number of trainable pa-
rameters has increased from 80 million in the standard U-Net
to 511 million in advanced U-Net, contributing to the model’s
complexity [11] [12].

Due to these advancements, the heightened computational
demands pose challenges for training on a single GPU. The
increased model complexity necessitates substantial processing
power and optimal use of high-performance computing (HPC)
resources. To address these challenges and enhance training
efficiency, the deployment of multiple GPUs is essential. Em-
ploying PyTorch’s Distributed Data Parallel (DDP) alongside
DeepSpeed’s ZeRO-2 [13] model parallelism strategy has fa-
cilitated effective parallel processing, resulting in a significant
reduction in training time—approximately 4-5 times faster per
epoch. This approach has also been instrumental in identifying
the optimal resources required for training the advanced U-Net
model.

A. Results and Analysis of Advanced U-Net Model:

1) Model Capacity Evaluation through Overfitting: In deep
learning, particularly for complex tasks like predicting fluid
velocity, assessing a model’s capabilities is essential before
engaging in extensive training. One effective method is to test
the model’s ability to overfit on a small, representative dataset.
This approach helps determine if the model can accurately
capture complex data patterns by minimizing loss on this
subset. For evaluating a U-Net architecture, the model is
deliberately overfitted on a carefully selected small dataset to
drive the loss near zero compared to true labels, indicating its
capability to replicate intricate details accurately. Successful
overfitting, evidenced by significantly reduced loss, suggests
that the model can encapsulate detailed flow dynamics. If
the model fails to achieve satisfactory loss reduction, it may
require architectural enhancements.

In this study, we trained both the standard and an advanced
U-Net model for 500 epochs on a relatively small dataset
consisting of 16 samples. The performance of the models
was evaluated using the L1 loss, which measures the absolute
difference between the predicted labels and the ground truth.
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Figure 2. Comparison of Target Velocity, Predicted Velocity, and Absolute
Error for each component, based on a Model trained with 16 samples for
Standard U-Net Model

Figure 3. Comparison of Target Velocity, Predicted Velocity, and Absolute
Error for each component, based on a Model trained with 16 samples for
Advanced U-Net Model

The standard U-Net model yielded an L1 loss of 0.32, whereas
the advanced U-Net achieved a markedly lower L1 loss of
0.09.

In terms of predictions, the standard U-Net model exhibited
some resemblance to the target velocity fields but was unable
to capture the finer details of the flow as seen in Figure 2. Its
predictions for the X, Y, and Z velocity components appeared
overly smoothed, with regions of high-velocity present but not
sharply defined. For example, in the predicted X-velocity field,
the regions with higher velocity values are visible, but their
contours are not well defined, resulting in an oversimplified
representation of the complex flow behavior. This lack of
precision indicates the base model’s limitations in capturing
intricate velocity variations, particularly in areas where the
flow is rapidly changing.

Conversely, the advanced U-Net model produced predic-
tions that were much more aligned with the ground truth.
Its predictions for the X, Y, and Z components were sharper
and better represented the spatial complexity of the flow,
especially in regions with high-velocity magnitudes as seen in
Figure 3. Notably, the X-velocity predictions of the advanced

model show a much closer match to the target, especially in
areas where the flow exhibits more complex behavior. This
highlights the advanced model’s superior ability to capture
finer details and dynamic variations in the velocity fields.

These results suggest that the modifications introduced in
the advanced architecture—such as increasing the number
of channels and encoder layers, as well as integrating an
advanced attention mechanism—contribute significantly to its
improved performance. Further evidence of the advanced U-
Net’s superior predictive capability is illustrated in the velocity
plots comparing true labels to predictions, as presented in
Figures 2 and 3.

Evaluating a model’s capacity through overfitting on a small
dataset effectively assesses its initial ability to predict flow
with high accuracy. However, this method does not evaluate
the model’s performance on unseen data. Therefore, after con-
firming the model’s capacity, it is crucial to apply regulariza-
tion techniques during training on larger, more comprehensive
datasets to prevent overfitting. This approach helps maintain
the model’s appropriate level of complexity and optimizes
its effectiveness, thereby avoiding the inefficiencies associated
with overly complex models. Additionally, to ensure robust
performance across various flow scenarios, including both
laminar and turbulent conditions, the model must be trained
on an extensive dataset that encompasses all these variations.
Only a sufficiently large and diverse training dataset can enable
the model to learn and generalize effectively across different
flow patterns.

2) Evaluation of the Advanced U-Net Model with 1000
samples: We trained both the standard U-Net and the advanced
U-Net models on a relatively large dataset comprising 1,000
samples to evaluate their performance under more realistic
conditions. While the standard U-Net model was able to
make predictions of the velocity fields, the quality of these
predictions was comparatively poor when evaluated against the
advanced U-Net model as seen in Figure 4 and 5. The standard
model struggled to accurately capture the flow dynamics,
particularly in regions with more complex or high-velocity
patterns, leading to oversimplified predictions that lacked
detail and precision.

In contrast, the advanced U-Net model showed improve-
ments in its predictive capabilities. However, its performance
was still below what might be expected given its architectural
advantages. Although it did not overfit the data, the predic-
tions were not as sharp or detailed as those observed in the
overfitting experiments, where the model had demonstrated
the ability to perfectly capture the flow patterns on a smaller
dataset. This performance gap suggests that the advanced
model, while more powerful, requires further training on an
even more extensive and diverse dataset to fully realize its
predictive potential and generalize well to unseen data.

One of the key factors contributing to these results is that
the model needs to encounter a wide range of scenarios during
training in order to develop a more robust understanding of
flow dynamics. With a limited number of samples, even though
1,000 represents a substantial increase over smaller datasets,
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Figure 4. Comparison of Target Velocity, Predicted Velocity, and Absolute
Error for each component, based on a Model trained with 800 samples and
validated against 200 samples for standard U-Net Model

Figure 5. Comparison of Target Velocity, Predicted Velocity, and Absolute
Error for each component, based on a Model trained with 800 samples and
validated against 200 samples for Advanced U-Net Model

the model has not yet been exposed to all possible variations in
the flow patterns. This lack of comprehensive exposure results
in suboptimal generalization, especially when confronted with
new, unseen data.

While the model began to learn the flow dynamics, its
prediction accuracy was notably lower compared to the per-
formance observed during the overfitting experiments. This
discrepancy highlights a gap between the model’s ability to fit
a small dataset and its performance on a larger, more diverse
set. Figure 5 illustrates the model’s predictions when trained
on the 1,000 samples.

V. CONCLUSION AND FUTURE WORK

In this work, we developed an advanced U-Net architecture
for fluid flow prediction in complex geometries and domains.
We conducted a comparative analysis between the advanced
U-Net and the standard U-Net, focusing on overfitting exper-
iments and training performance on a dataset of 1,000 sam-
ples. The architectural improvements in the advanced U-Net
enabled it to capture intricate flow patterns more effectively,
resulting in a 71% improvement in overfitting performance

compared to the standard U-Net. Additionally, while neither
model performed as expected on the 1,000-sample dataset, the
advanced U-Net demonstrated superior accuracy. These results
underscore the need for further training on a larger dataset to
fully realize the potential of the advanced U-Net model.

While working with the advanced U-Net model, we en-
countered several challenges. One significant issue is that,
even though the model is adept at predicting complex fluid
flows, it struggles to generalize effectively when trained on
larger datasets. This difficulty underscores the importance of
implementing careful and specialized training strategies to
ensure accurate performance across extensive datasets.

Another issue arises when an object within a channel is
relatively small, as the flow variations become concentrated
around the object. In contrast, the larger portions of the
channel exhibit minimal variation and are relatively simpler.
This uneven distribution of flow complexity can complicate
the evaluation of model performance. Specifically, using tra-
ditional loss metrics like the L1 error can produce misleading
results. The L1 error might indicate a falsely reduced error
if the model accurately predicts the simpler, less complex
regions of the channel while failing to capture the intricate
flow patterns near the object. This is because the accurate
predictions in the less complex regions can overshadow the
errors in the more complex regions near the object.

To mitigate this problem, one approach is to modify the
error calculation by incorporating weights that emphasize
the accuracy of predictions near the object. By prioritizing
errors in these critical regions, this weighted error calculation
helps to avoid misleadingly low error values and provides a
more accurate assessment of the model’s performance around
complex areas.

In future we plan to extent the work with following aspects,
1) Training on a Larger Dataset: To thoroughly assess the

generalization capability of the advanced U-Net model, we
plan to train it on progressively larger datasets, scaling up
to 10,000 samples. The aim of this step is to systematically
test the model’s ability to learn complex flow dynamics when
exposed to a broader range of scenarios. A larger dataset will
help mitigate the potential for overfitting and allow the model
to generalize better to unseen cases.

In addition to this, we will conduct an ablation study to
analyze the contributions of different architectural elements
(e.g., the number of encoder layers, attention mechanisms,
and increased channels). This will allow us to determine the
importance of each feature and guide further optimization.
Specifically, we will remove or alter these components one at
a time to observe their direct impact on prediction accuracy,
training time, and error rates. Such an approach will provide
insight into which elements are critical for performance and
which might be redundant or unnecessary.

2) Performance Comparison and Hybrid Model Develop-
ment: We will conduct a detailed performance comparison
between the advanced U-Net and the Fourier Neural Operator
(FNO). The rationale behind comparing these models stems
from their fundamentally different architectures: the U-Net ex-
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cels in capturing local spatial features due to its convolutional
nature, while the FNO is designed to efficiently model global
patterns using Fourier transforms. This comparison will focus
on aspects such as:

• Accuracy in capturing fine flow structures (especially in
complex, high-velocity regions).

• Computational efficiency, particularly in terms of training
time and resource consumption.

• Scalability with respect to dataset size and prediction time
for large-scale problems.

Based on the insights from this comparison, we propose the
development of a hybrid model that integrates the strengths of
both architectures. The hybrid model will leverage U-Net’s
ability to accurately capture local features with the FNO’s ca-
pacity to model large-scale, global flow dynamics. Specifically,
we envision an architecture that uses U-Net layers for feature
extraction at finer scales, followed by FNO layers to capture
overarching patterns and relationships. This approach should
improve both the accuracy and efficiency of the predictions,
especially in challenging fluid dynamics simulations.

3) Evaluation of Surrogate Models: We will evaluate the
performance of the surrogate model (based on the advanced
U-Net or the proposed hybrid model) against traditional CFD
methods. This evaluation will focus on several key perfor-
mance indicators:

• Accuracy: We will measure the difference in prediction
accuracy between the surrogate model and CFD simula-
tions, focusing on both average error and maximum error
in critical flow regions.

• Convergence time: Surrogate models are expected to
converge much faster than conventional CFD methods.
We will document and compare convergence times, par-
ticularly in simulations requiring iterative solutions over
complex domains.

• Computational resources: The analysis will include de-
tailed assessments of the computational power required
by each approach, such as CPU/GPU usage, memory
consumption, and overall energy expenditure. The goal is
to quantify the potential cost savings of using surrogate
models.

In addition, we will explore real-time applications of the
surrogate model in industrial settings, where rapid simulations
are often required for optimization, design iteration, or oper-
ational decision-making. The ability of the surrogate model
to provide high-fidelity predictions in a fraction of the time
typically required by CFD will be a significant aspect of this
evaluation.
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Abstract—Climate change poses significant challenges to en-
vironmental sustainability and human well-being, necessitating
advanced tools for effective mitigation and adaptation strategies.
Traditional methods for addressing issues like urban solar
exposure and wildfire management often fall short due to limited
predictive capabilities and inefficiencies in processing large-scale
data. This paper addresses these gaps by employing Artificial
Intelligence (AI) and High-Performance Data Analytics (HPDA)
to enhance predictive accuracy and data handling in two critical
areas: predicting shading effects between buildings for sustainable
urban planning, and improving wildfire management through pre-
computed simulations. Our approach utilizes neural networks to
model urban shading accurately and leverages HPDA to process
extensive wildfire data for better preventive measures and response
strategies. The main conclusion is that integrating AI and HPDA
significantly enhances our ability to tackle complex climate-related
challenges, providing valuable insights and tools for policymakers
and urban planners.

Keywords-AI; HPDA; Global Challenges; Urban Solar Exposure;
Wildfire Management

I. INTRODUCTION

Climate change is a significant global challenge that impacts
many aspects of human life and environmental health. It’s
evident in the increasing alterations in climate patterns across
the world, affecting human health, safety, and environmental
sustainability and necessitating prompt and innovative actions.
The World Health Organization indicates that nearly all people
globally are exposed to air quality levels that exceed safety
standards, leading to about seven million deaths annually
from outdoor air pollution [1]. Notably, vehicle emissions,
which contribute significantly to air pollution with substances
like nitrogen dioxide, account for over 40% of some harmful
emissions from traffic, underscoring the need for policy and
technological improvements [2][3].

The need to address global challenges is further underscored
by the inefficiencies within the European Union’s building
sector, responsible for a substantial portion of energy use and
greenhouse gas emissions. Approximately 75% of the EU’s
building stock is deemed energy-inefficient, presenting a critical
opportunity to enhance energy performance in line with the
goals of the European Green Deal [4]. Additionally, the ongoing
dependence on fossil fuels intensifies these challenges, pressing
the shift towards renewable energy sources like wind and solar
power, which is especially crucial amidst the recent geopolitical
tensions in Eastern Europe.

Moreover, global challenges extend to natural disasters,
with an alarming increase in the frequency and severity of
events such as wildfires and floods. Wildfires are particu-
larly concerning, not only due to direct exposure but also
because of the extensive reach of smoke pollution, which can
have profound health implications on vulnerable populations
across vast distances. Similarly, floods have emerged as the
most frequent natural disaster, with significant human and
economic losses. Modeling these phenomena numerically is
an immensely complex and computationally intensive task.
Computational Fluid Dynamics (CFD) [5][6][7] models, which
rely on detailed three-dimensional grids and the calculations
of movement within small cells, are employed. These models
are highly parallelizable and scalable, making them well-suited
for application on HPC architectures [8]. Despite the techno-
logical advancements, using these simulations operationally
on HPC systems presents considerable challenges, including
data capture, pre-processing, and computation, which can take
several hours even on the most advanced systems.

This paper explores how advancements in Artificial Intel-
ligence (AI) and High-Performance Data Analytics (HPDA)
could serve as crucial tools in addressing global challenges.
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More specifically, we examine how HPDA and AI can be
successfully applied to two distinct use cases: assessing solar
exposure in urban buildings and mitigating wildfire evolution.
We will discuss how these technologies can help address related
issues and provide viable solutions.

This paper is organized as follows: Section II reviews the
related work. Section III introduces the formulation of the two
problems investigated in this paper, namely solar exposure and
wildfire management. Section IV presents the experimental
results for these two use cases. Finally, Section V summarizes
the conclusions of this study.

II. RELATED WORK | METHODS

Artificial Intelligence (AI) has increasingly been employed to
address various environmental challenges, including pollution
control and renewable energy optimization. Ye et al. [9]
conducted a comprehensive survey analyzing AI applications
in environmental pollution control, highlighting the role of
machine learning models in monitoring and predicting pollution
levels. Kumar et al. [10] explored AI techniques in solar
power analysis, focusing on the optimization and control of
photovoltaic systems. In urban settings, AI technologies have
been utilized to monitor air pollution levels, identify sources,
and develop mitigation strategies [11], while machine learning
models have been applied to predict future pollution trends
based on historical data [12].

Despite these advancements, gaps remain in applying AI
to predict urban shading effects, where traditional methods
often rely on computationally intensive simulations that fail
to scale or capture complex interactions effectively, hindering
sustainable urban planning.

In wildfire management, traditional methods, dependent on
historical and empirical data, lack the necessary spatial and tem-
poral resolution for accurate forecasts, leading to outdated and
non-responsive models [13]. Integration challenges with diverse
data sources, such as weather indices and vegetation moisture
levels, persist, reducing model adaptability [14]. Leveraging AI
to enhance data processing and utilize real-time environmental
data [15] has shown promise in improving decision-making
accuracy [16][17], but computational constraints remain a
significant hurdle.

The wish-list in both domains includes developing AI models
capable of handling complex, large-scale data efficiently and
providing accurate, real-time predictions to inform decision-
making processes. Our contribution addresses these gaps by
employing neural networks to predict urban shading effects,
facilitating sustainable urban planning, and utilizing pre-
computed wildfire simulations processed through HPDA to
enhance wildfire management strategies. This approach aims to
overcome current limitations by improving scalability, accuracy,
and responsiveness in tackling climate-related challenges.

III. PROBLEM FORMULATION

This section outlines the problem formulation for the
addressed problems.

A. Solar exposure

In this use case, we investigate the dynamic interplay between
urban development and solar exposure. Specifically, the focus
is on understanding how shading from surrounding buildings in-
fluences the solar energy received by a target construction. Such
shading effects can significantly alter temperature, humidity,
and incident light levels within an area. The primary objective
here is to quantify how new constructions modify solar intake
and create solar masks that affect the surrounding environment.
This analysis is crucial for urban planning and sustainability
efforts, ensuring that new developments harmonize with their
natural and built environments to optimize energy efficiency
and living conditions. HPC plays a crucial role in this task,
as this analysis will be conducted on a pre-calculated set of
simulations of solar masks for an area before and after new
construction.

B. Wildfire Management

In this use case, we explore the integration of High-
Performance Computing (HPC) and Artificial Intelligence (AI)
in managing severe forest fires. Simulating fires based on real-
time field data is crucial for informed responses. To achieve this,
we utilize a set of pre-calculated fires, employing CFD models
that consider various scenarios, such as ignition points, wind
speed, direction, and moisture conditions of forest fuels. These
simulations could be invaluable in both designing strategies
to identify vulnerable points by analyzing simulations and
responding to new fires. Since simulating a new fire in real-time
is impractical, we reformulate this problem as a search through
a vast database of pre-computed fire simulations. Specifically,
when a real-world fire is detected, its characteristics—captured
through satellite or aerial imagery—are input into an AI engine
that conducts a shape similarity analysis with stored simulations.
This process is essential for rapidly identifying the most relevant
simulations that match the current fire conditions. If no suitable
matches are found, the system must swiftly compute and
integrate a new simulation to aid firefighting efforts.

IV. RESULTS

This section details findings for each problem investigated.

A. Solar exposure

To tackle the use case of predicting shading relationships
between buildings, a neural network is trained using a custom
dataset corresponding to the building topology of a section of
Strasbourg. The dataset consists of 1,343 samples of buildings
and their solar masks, accompanied by the solar masks of
affected surrounding buildings which are computed in the
absence of that particular building. These masks only include
values that change due to the building’s absence or presence.
The neural network’s training focuses on how solar masks
evolve when new buildings are introduced, though current
experiments do not consider additional factors like vegetation.

In order to predict shading relationships between buildings
in a cityscape, a graph is constructed where nodes represent
buildings and edges represent shading interactions. The graph
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Figure 1. The affected buildings network using the proposed
threshold on solar mask difference between buildings.

focuses on visualizing the topological arrangement of buildings,
highlighting how they are interconnected based on their
proximity and the shading they cast on each other.

The graph, termed the "affected buildings network" (Figure
1), is constructed by connecting buildings only if the removal
of one affects the solar mask of another. This network can be
either directed, with edges pointing toward affected buildings,
or undirected. Initial observations showed that the network
was dense, with edges even between distant buildings. This
unexpected density was due to small changes in solar masks
during dataset creation. To refine the network, a threshold was
introduced: an edge is only created if the difference in solar
masks, measured by the mean squared error before and after a
building’s deletion, is greater than or equal to 0.01, resulting
in a more realistic depiction of the network.

After the creation of this graph, a transductive link prediction
approach is employed to predict which structures each building
shades. Link prediction involves inferring missing or potential
edges between nodes in a graph. In the transductive approach,
some edges are removed before training. The neural network
is trained on the incomplete graph to learn patterns, and after
training, it attempts to rediscover the removed edges, predicting
which buildings shade each other.

The methodology employed in this study can be summarized
as follows:

• Data Preparation: A portion of existing edges is removed
while retaining all nodes (buildings). The remaining graph
is then fed into a Graph Neural Network (GNN) for
training.

• Model Architecture: A two-layer Graph Convolutional
Network (GCN [18]) is utilized to encode the graph’s
nodes through message passing [19]. The decoder com-
ponent, which performs binary classification to determine
the existence of an edge between two nodes, is treated as
a hyperparameter.

• Experimental Settings: Various experimental settings are
explored, including:
– The structure of the graph: directed vs. undirected.
– The type of classifier: Simple Dot Product vs. Multi-

Layer Perceptron (MLP).
– Node features: Building location vs. building height.
– The threshold on solar mask difference.

Table I reports the Area Under the Curve (AUC) for
transductive Link Prediction on the affected buildings network
from the initial set of experiments. This metric, commonly
used in the field, measures edge classification performance. A
higher ROC AUC score indicates better model performance,
with a value of 1.0 representing perfect classification and 0.5
indicating a performance no better than random guessing. The
table compares outcomes from two configurations: one using
a threshold for solar masks and one without, allowing for
a direct evaluation. Higher ROC AUC scores indicate better
performance, with bolded percentages highlighting the top
results in each configuration.

The initial experiments with GNN models show strong
performance, with most configurations achieving high AUC
scores (over 70%) even before full optimization. Early trends
suggest that building location is a particularly useful feature,
and undirected graphs generally perform better. Although cases
with thresholded solar masks yield slightly lower AUC scores,
they show better alignment with proximity, indicating promising
potential for predicting affected buildings. Further optimization
of the GNNs will be pursued to refine these results.

B. Wildfires

The core idea behind this use case is the use of a dataset of
precalculated simulations for a specific area, under different
scenarios. Specifically, this dataset centers on a 3x3 km²
Wildland-Urban Interface (WUI) area in Barcelona, featuring
detailed geospatial data such as Digital Terrain Models and
fuel models, primarily derived from LiDAR data with 2-meter
resolution. The dataset includes wind simulations for eight
directions and three speeds, and 441 systematically placed
initial ignition points for wildfire scenarios, culminating in a
total of 10,584 simulations.

By analyzing the dataset, useful information can be extracted
for informed decision-making, both in designing preventative
measures against massive wildfires and in responding to
new fires. For prevention, one can utilize metrics like Burn
Probability (BP), calculated as:

BP = 100× NF

NS
(1)

Here, BP is the Burn Probability in percentage, NF
represents the number of times fire passes through a specific
point, and NS is the total number of ensemble simulations.
This BP index, along with data on buildings, roads, and
other vulnerable infrastructures in the area, helps assess
the probability of adverse impacts. This assessment can be
visualized on a risk map, as shown in Figure 2.

To make informed decisions during a new fire, it is essential
to predict the fire’s evolution in real time. However, conducting
a new simulation under real-time conditions is unfeasible.
Therefore, we propose an algorithm that employs a search
mechanism on a dataset of pre-calculated simulations. Based on
this dataset, the algorithm for real-time fire behavior projection
is illustrated in Algorithm 3.
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TABLE I. TEST AUC RESULTS FOR LINK PREDICTION (SURROUNDING AFFECTED BUILDING DISCOVERY) USING
DIFFERENT HYPERPARAMETERS.

Test AUC Test AUC (with threshold)

Height Location Height Location

Undirected Graph + Simple Classifier 79.2 80.9 71.3 71.6
Directed Graph + Simple Classifier 77.0 74.4 69.8 64.9
Undirected Graph + MLP Classifier 74.6 75.1 65.9 78.4
Directed Graph + MLP Classifier 71.6 74.9 55.6 77.5

Figure 2. An example of Burn Probability (%), visualized on
a map. The areas in red indicate a higher likelihood of fire
spread.

Figure 3. The algorithm for the real-time fire behaviour
prediction.

To perform similarity analysis (Steps 4 and 5), the following
method is suggested for deriving basic descriptors of fire spread
shapes: Extract the relevant contour from the 2D grid of the
simulation, which captures fire access time at a specific point
[20]. Determine the center of gravity and calculate the oriented
minimum bounding box using the rotating calipers method.
Identify the shape’s major and minor axes, termed Length and
Width, and ascertain the orientation of the major axis to indicate
fire propagation direction. Finally, compute the eccentricity

Figure 4. Illustrates the evolution of the six features: “Area,”
“Rotation,” “Imajor,” “Eccentricity,” “Width,” “Height,” and
“Center of Gravity of the contour” for each timestep.

Figure 5. The evolution of the “Area” feature across ten
different forest fires.

(length-to-width ratio) and the moment of inertia relative to
the major axis. Additional shape descriptors proposed for use
in similarity analysis include the total area enclosed by the
shape, the total length of the shape’s perimeter, its eccentricity,
orientation angle, and moment of inertia.

Figures 4 illustrate the evolution of features during a single
fire, aimed at evaluating the effectiveness of handcrafted
features in capturing fire progression. Figure 5 depicts the
“Area” feature across 10 different fire simulations, revealing
varying rates of fire spread—some expand rapidly, while others
progress more slowly. This comparison highlights the diverse
behaviors of wildfires under different conditions.

The distinct trajectories of handcrafted shape descriptors
across these fires demonstrate that each fire follows a unique
path. While this uniqueness aids in identifying a fire’s progres-
sion based on these features, it complicates locating similar fire
simulations for new fires. To further explore this uniqueness,
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Principal Component Analysis (PCA) was applied to reduce
the dimensionality of the fire data for visualization. Figure 6
shows the PCA results: the left panel displays PCA features
color-coded by fire simulation filenames, while the right panel
color-codes them by the timestep from which each vector was
extracted. The fire data follows a consistent linear trajectory,
indicating close relationships between features at each timestep.
However, the lower and central parts of the diagram reveal a
distinct cluster of blue points at timestep zero (as shown in
the right panel where blue points correspond to the positions
at timestep zero), seemingly unrelated to the rest of the fire’s
evolution. This poses a challenge in identifying similar wildfires
when only early-stage data is available.

Figure 6. The results of PCA for each timestep of fire
simulation.

In this pipeline, user preferences dictate the search algorithm
and its features. The key contribution is showing how pre-
calculated simulations facilitate proactive and reactive wildfire
management.

V. CONCLUSION AND FUTURE WORK

This study explores approaches for two distinct chal-
lenges—predicting solar shading effects and managing wild-
fires—using AI and HPC. Corresponding tools effectively
correlate shading relations between buildings through charac-
teristics like building proximity and height, or respectively
aid in designing preventive measures against wildfires by
analyzing the Burn Probability (BP) and supporting rapid
response strategies by matching real-time fire scenarios with
pre-calculated simulations. For wildfires, the next steps include
testing various similarity algorithms and enhancing accuracy
with visual features, terrain data, and multimodal inputs. For
solar exposure, the focus will be on tuning GNNs, node features,
and exploring shading mask evolution over time.
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Abstract—The High-Performance Computing (HPC) landscape
is undergoing profound changes with developments in fast-
growing domains such as Artificial Intelligence (AI), cloud, edge
computing, and quantum computing. The growth of AI has
particularly impacted the relatively isolated HPC realm, bringing
in new user communities like start-ups that don’t want to fall
behind and are increasingly dependent on foundational models
trained by a handful of companies. However, the rapidly growing
AI technology landscape introduces security vulnerabilities to the
HPC world, which hesitates to install and maintain potentially
unstable software. This paper is a first step towards enabling
secure AI workloads on HPC systems by investigating AI security
vulnerabilities using the AI Lifecycle. We then organize the
challenges for HPC centres through the lens of the Technology-
Organization-Environment (TOE) framework. Lastly, we discuss
the differences between AI security concerns and mitigation
strategies on HPC and other systems, and outline future work
towards secure AI workloads on HPC systems.

Keywords-High-Performance Computing (HPC), Artificial Intel-
ligence (AI), AI Security Vulnerabilities, TOE Framework

I. INTRODUCTION

Supercomputers are the fastest computers of their time,
and have long been geared towards solving complex, time-
intensive problems. As Strohmaier et al. [1] notes, the tradi-
tional focus on floating-point intensive technical applications
is no longer sufficient to survive in the market. The HPC
landscape is undergoing profound changes with the emergence
of Machine Learning (ML) and Deep Learning (DL), cloud
and edge computing, and quantum computing. This paper
looks at the growth of AI and the need for HPC to embrace
these technologies and attract new user communities while
ensuring a high level of security. This is crucial to remain an
attractive computing platform for Small and Medium-Sized
Enterprise (SMEs), start-ups, and industry.

Why is the growth in AI relevant for supercomputing?
There are actually two sides to the coin: First, AI needs the
processing power of HPC, which is, after tackling technical
barriers, a straightforward task. Second, HPC should leverage
AI to improve classical simulations and system operation. This
task is quite challenging because it predominantly requires
expertise in both, AI and HPC.

Updating most of today’s HPC systems to support AI
workflows is a challenge, as it opens up the relatively isolated
HPC realm, bringing it out of its secure bubble to a higher,
and still relatively unknown, level of security risks. Moreover,

many HPC system administrators focus on traditional HPC
application areas like engineering and chemistry, which makes
it difficult for them to fully understand the specific needs of
emerging user communities, such as those in AI. This is espe-
cially true for widely used AI frameworks (e.g., TensorFlow
and PyTorch) that are part of the rapidly evolving ecosystem
of AI software and libraries, and are in stark contrast to
the limited legacy software that administrators maintain on
traditional HPC systems, over which they have much greater
control and experience. Therefore, there is some resistance in
installing and maintaining software from the AI realm that
is potentially unstable or may have security vulnerabilities, as
well as allowing such software to train and execute potentially
malicious or exploitable AI models.

Nevertheless, ways must be found to enable AI workloads
on HPC systems. If not, there is a growing risk that the
academic world, along with start-ups and SMEs, will continue
to fall behind and become increasingly dependent on the
foundational models, or their powered-down versions, pro-
vided by bigger companies [2]. It is not possible for SMEs
to build up and train their own counterparts to foundational
models, without access to federal or academic supercomputing
resources. To this end, HPC experts and AI experts must
jointly develop solutions that allow using pure AI applica-
tions and workflows on HPC and thus enabling seamless,
hybrid HPC/AI workflows. The technical obstacles include,
for example, making the entire AI software stack available
for HPC systems (e.g., via containerisation), evaluating AI-
specific usage patterns, and cybersecurity aspects. This paper
focuses on the cybersecurity concerns for running large-scale
AI applications on HPC systems.

In order to acquaint the reader with the foundations, the
paper first leads into a quick review of each of the main
concepts, namely, HPC, AI on HPC, and cybersecurity on
HPC. Then a thorough investigation is carried out on the
technical areas of concern that threaten or undermine the usage
of ML workflows on HPC, followed by potential challenges
at an organisational level for HPC centres, through the lens
of the TOE framework [3]. Finally, we review the potential
problems and solutions presented in the paper, and discuss
how our findings relate to research in the state of the art, and
what future work could lead on from this paper.
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II. LITERATURE REVIEW

The literature review explores the role of HPC systems, their
integration with AI, and cybersecurity considerations, while
identifying related work and existing knowledge gaps.
A. HPC

1) The Importance of HPC for Diverse User Communities:
HPC is utilized across industry [4] and academia, with use
cases as diverse as simulating fluid flows in the turbulence
around aeroplanes to the fluid flow of blood through the
human heart [5], from carrying out genome sequencing in
biology to molecular simulations in nuclear fusion [6], and
from predictions ranging from weather forecasts, financial
markets, and the spread of diseases and pandemics [7] [8].
Most of these diverse use cases can be classified into two basic
classes of problems, tracking and simulating the interactions
of a large system of individual particles, and solving forms
of partial differential equations. Often, solving these problems
results in solving a Linear Algebraic system [9].

2) An overview of an HPC system: A supercomputer, or
HPC cluster, derives its processing power from aggregating
and coordinating huge number of individual computational
systems. It not only orchestrates the parallel execution of
users’ programs, called codes, over these systems, but also
handles many users and their codes simultaneously [9]. These
individual systems, or nodes, of an HPC system vary according
to their tasks. Login nodes provide initial access to the system,
as well as basic storage and standardised interfaces, such as
to the scheduling system (sometimes running on dedicated
scheduler or head nodes) [10]. The Scheduler allocates users
the access to compute (or worker) nodes. These are resource
heavy nodes equipped to do the heavy lifting of executing
application codes, and themselves come in different flavours,
such as pure Central Processing Unit (CPU) nodes, mixed CPU
and Graphics Processing Unit (GPU) nodes, pure General-
Purpose Graphics Processing Unit (GPGPU) nodes, and data
transfer nodes [11]. All the nodes making up an HPC cluster
use a choice of high-performance interconnect to distribute
data and instructions amongst themselves, such as InfiniBand
or Gigabit Ethernet [12].

The user must design their program keeping in mind the
parallel architecture of a supercomputer, from the level of
multiple cores in a single processor, to multiple processors in
a single node, and finally scaling up to the nodes required
or available on the HPC system [11]. The design of the
program must also understand and make use of the memory
architecture of the system, with hybrid models of shared
memory and distributed memory paradigms available on most
HPC systems. Ultimately, it is the design of the application
code, including the exploitation of parallel frameworks such as
Message Passing Interface (MPI) and Open Multi-Processing
(OpenMP), that determines how efficiently it can harness the
power of the HPC system [13].
B. AI on HPC

The rise in the level of AI model complexity and size to
exponential levels poses an unprecedented computational re-

quirement, thus the adoption of HPC resources [14] [15]. Mod-
ern AI models, especially Large Language Models (LLMs),
contain hundreds of billions of parameters that far exceed the
memory capacity of a single GPU [15] [16]. This growth,
coupled with expansion in training datasets, creates a number
of technical challenges that only HPC is well-poised to tackle.

The driving technical requirements of AI’s need for HPC
are many. First, the model size already far exceeds single
GPU memory capability and requires distributed computing
approaches [16] [17]. Second, very large data sets already used
for training exceed single machine memory and storage capa-
bility [14] [17]. Third, this computational intensity of training
resulted in prohibitively long training times on conventional
hardware [16] [17].

Moreover, research on AI does require long hyperparameter
tuning and thus many training runs with different settings are
needed. HPC clusters, therefore, provide the best environment
for these parallel experiments due to their high functionality in
job scheduling and resource management systems [16] [17].

The high computational demands of AI are challenging ex-
isting computing platforms. AI workloads are already driving
the architecture of new HPC hardware, particularly in the
construction of higher-end, more powerful, and more efficient
GPUs and dedicated AI accelerators [16] [17]. Software
frameworks evolve to better cope with distributed AI training
and inference on HPC clusters, with innovation in techniques
such as model parallelism and pipeline parallelism [16] [17].
This convergence pushes the frontiers of both AI and HPC to
handle the ever-increasing scale and complexity of AI models
and datasets [18], also raising significant concerns, such as
cybersecurity.

C. Cybersecurity on HPC

Similar to the general purpose Information Technology (IT)
systems, HPC systems face a variety of threats that can affect
their confidentiality, integrity, and availability. Some examples
are stealing of compute cycles, unauthorized access, Denial of
Service (DoS), data breaches and leakage, misuse of compute
power, and alteration of code. When comparing HPC with
general purpose IT systems, there are differences in their
functions, software and hardware stack, the user community
and the workflow.

Peisert [19] considers these differences and presents the
challenges and opportunities in implementing cybersecurity
for HPC. A single ingress and egress point between the cluster
and the external world makes it easy to monitor and restrict
the traffic. Not all nodes in the cluster are directly accessible
by the users. The users connect to the login nodes to submit
the jobs and data transfer nodes to pull the data from external
sources. The login nodes and data transfer nodes are placed
behind firewalls or protected by Access Control Lists in the
routers or switches. They might be accessible only through
secure protocols like SSH for login and GridFTP for data
transfer [20].

The compute nodes can only be used by submitting a job
to the resource manager and are not directly accessible by
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TABLE I: AI VULNERABILITIES IN SECONDARY STUDIES

Study Identified Vulnerabilities
Huq et al. [26] Training data poisoning, trojaning, LeftOverLocals
Familoni [27] Adversarial attacks, data breaches, deepfakes, dis-

tributed DoS, phishing, cyber conflicts, evolving mal-
ware, data poisoning

Roshanaei et
al. [28]

Adversarial attacks, data poisoning, model stealing,
model inversion, infrastructure attacks

Blowers and
Williams [29]

Steganographic attack, evolving malware, deep fakes

Kaloudi and
Li [30]

Evasive malware, evolving malware, voice synthesis,
social bots, adversarial training

Muñoz-
González
and Lupu [31]

Data poisoning, exploratory attacks, evasive attacks,
availability violation, data stealing

Hu et al. [32] Data breach, data biases/fake data, sensor spoofing
attack, image scaling attack, data poisoning attack,
adversarial attacks, availability attack, data stealing,
model stealing, AI framework backdoors

the user. The resource manager that allocates the nodes and
schedules the jobs can use its own authentication mechanism.
A simple example of such an authentication mechanism is
Munge used by Slurm to encode the user credentials of a
calling process and decode them in a remote node [21]. Multi-
tenancy in HPC enables jobs from multiple users to run at
the same time in the cluster. Even if a given node remains
exclusive to a particular user’s job, all the nodes in the cluster
will be connected to the same network. Prout et al. [22] offers
a solution for this problem by implementing network policies
based on user and group IDs of the application processes.
Since the HPC providers can support users from various
institutions and SMEs in the same cluster, the need for proper
configuration of file-system access control is crucial. Discre-
tionary Access Control is configured by the owners of the
file to restrict permissions to their file and Mandatory Access
Control is configured by the system administrators [23].

Since the primary goal of HPC systems is to offer very
high compute power, the overheads from security tools are not
acceptable. This presents a challenge in directly using security
tools available from the general-purpose web/software devel-
opment ecosystem. However, the world of HPC is witnessing
serious change due to requirements emerging from diverse
user communities. One such trend is the increased adoption of
containers that provide reproducibility, flexibility, and porta-
bility in shipping applications. The usage of containers can
provide extra attack surface and can be risky in multi-tenant
HPC clusters [24]. Keller Tesser and Borin [25] stress on the
importance of unprivileged user containers to reduce the risks
associated with using containers in multi-tenant systems. The
following sections review such vulnerabilities, focusing on the
AI domain’s requirements.

D. Related Work and Gaps

Before discussing the cybersecurity concerns of large-scale
AI applications on HPC systems, we should discuss the
secondary studies with similar objectives (Table I). Huq et
al. [26] survey the cloud-based GPU threats and their impact
on AI, HPC, and Cloud Computing. The report explores po-
tential attacks against AI using GPUs. Familoni [27] reviews

the cybersecurity concerns in AI systems. After presenting
the vulnerabilities, the paper points out the challenges in
securing AI systems, including human factors and the lack
of explainability and transparency in AI systems. Roshanaei
et al. [28] identify the defensive mechanisms and frame-
works after specifying the potential threats to AI systems.
Following an introduction to potential vulnerabilities, Blowers
and Williams [29] emphasize the design considerations for
secure AI/ML architectures. Kaloudi and Li [30] focus on
the intentional use of AI for harmful purposes, classifying
the attack stages and objectives in a cyber threat framework
with defensive approaches. Muñoz-González and Lupu [31]
introduce a threat model that organizes the ML vulnerabilities
by attacker’s capability, goal, and knowledge. Hu et al. [32]
map the attacks on AI systems to the AI lifecycle comprising
data collection, data preprocessing, training, inference, and
integration phases.

As AI systems become larger, driven by competition among
a handful of large companies, it is critical that start-ups and
SMEs also have access to the computational power needed
to train and deploy foundational models [33]. Furthermore,
researchers also need the computational capability to evaluate
these large models [34]. Therefore, we need secure HPC
infrastructures to train, evaluate, and deploy large-scale AI
systems. To the best of our knowledge, the literature lacks
studies that organize large-scale AI vulnerabilities into an ML
lifecycle framework from the HPC perspective, and map the
challenges HPC centres face in solving AI system vulner-
abilities. The next section organizes large-scale AI system
vulnerabilities on HPC and classifies the challenges for HPC
centres.

III. AI CYBERSECURITY FOR HPC SYSTEMS

This section examines the cybersecurity risks in the ML
lifecycle on HPC systems and the challenges of addressing AI
vulnerabilities using the TOE framework.
A. Potential Risks in the ML Lifecycle on HPC

Since the ML lifecycle involves multiple steps and use-
cases, multiple points of attack can be exploited by potential
bad actors. This subsection briefly details a non-exhaustive
list of security risks associated with ML pipelines, with an
emphasis on how HPC is particularly exposed to such risks.
• Problem Definition: The first vulnerability that must be

addressed, even before looking into technical security risks,
is that of the usage of HPC resources for malicious use-
cases or ill-posed applications. Blauth et al. [35] mention
various categories of malicious uses of AI, such as social
engineering models, misinformation and fake news, hacking,
and warfare-related AI. These risks are significant because
detecting the development of these models requires manual
oversight. This necessitates a more stringent review of
projects and code on HPC systems at computing centres,
along with periodic checks to ensure only relevant tasks are
performed.

• Data Exploration: Development of ML systems usually
begins with an Exploratory Data Analysis (EDA) phase [36],
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where the users and developers understand the composition
of the data and problem that needs to be solved. Since HPC
is a component of the pipeline, and not the only available
infrastructure during the development lifecycle, most ML
development takes place in a heterogeneous computing
environment [37]. In such scenarios, a mixture of traditional
HPC, cloud, and edge computing is used to distribute differ-
ent phases of the lifecycle. Because EDA is an iterative and
experimental phase, it often requires developers to connect
their local systems to HPC or cloud systems outside the
normal job-based scheduling environment. With the steady
increase in model size and training requirements [38], HPC
environments have become more relevant for EDA.
Security risks during EDA on cloud systems has also become
equally relevant [39], and as such, also extends to the HPC
environment. Since EDA on HPC requires opening ports to
the outside world, this presents a unique challenge where
security vulnerabilities throughout the chain of connections
may affect the source HPC system. Where most cloud
providers deploy their EDA environments through container-
ization, these methods become difficult to implement in a
batch-scheduling system. The most famous containerization
engine, Docker, requires root-access, which presents a secu-
rity risk when provided within a shared, HPC environment.
On the other hand, development of rootless containers, such
as Singularity/Apptainer [40], are not well integrated with
other systems. We further discuss the security issues with
container runtimes in HPC environments in the next section,
under technological challenges. As such, EDA on HPC
systems is usually more time-consuming task, in order to
maintain security.

• Data Ingestion: Similar to providing an environment for
EDA, HPC infrastructure must also allow for transportation
and ingestion of vast amounts of data, especially for AI/ML
development. This risk is mitigated in the cloud using en-
cryption at rest, transmission and source, along with lifecycle
features. Since most ML development in the cloud uses
object storage [41], this differs from the traditional HPC
approach. Connecting these systems is challenging because
higher bandwidth data transmission requires multiple steps
between the source and destination, increasing vulnerabili-
ties [42], [43], including man-in-the-middle attacks [44].

• Data Engineering: Even when the data can be securely
moved around different storage resources throughout the
pipeline, further risks exists that can be exploited by bad
actors. Once the data is at rest, engineering and utilizing this
data for further processing becomes even more important.
Kumar et al. [45] show that there are various security
risks involved with data pipelines, specifically in cloud
systems, such as risks involving confidentiality (access to the
data), integrity (tampering with the data), availability (DoS),
risks involving authentication and access-control (since most
cloud data pipelines are built with a singular authentication
mechanism), and other minor risks such as data location,
multi-tenancy and backup of data. These risks also extend
to HPC storage systems, where the storage system must

also deal with these security risks. Adversarial attacks via
malicious actors, such as poisoning attacks [46] can cause
loss of data integrity, both for cloud and HPC systems.

• Model Training: Another attack vector is the training and
code execution of models. ML pipelines either train a model
from scratch using multiple libraries, such as TensorFlow,
PyTorch, and Scikit-learn. Although these libraries have ac-
tive development teams to patch discovered vulnerabilities,
they still possess a variety of security risks. [47]. When
these libraries are used to train a model, there may be
open back-doors that allow bad actors to execute malicious
code. Apart from pre-training models, pre-trained models
hosted on various repositories may also contain malicious
code embedded into the model file itself, such as backdoor
code, weight poisoning attacks, and falsified model descrip-
tion [48]. Although root privileges are generally unavailable
on HPC systems, any cloud-HPC ML pipeline may have
privileged steps that allow such spillover.

• Model Evaluation: Another major step in the ML pipeline
is the evaluation of pre-trained models. In this step, the
developers usually look at evaluating the model against a
test or live dataset, and predict the performance of such
models. Major security issues posed during this step are
evasion attacks and model inversion attacks [46], where the
bad actor might poison the dataset for evaluation, in order
to falsify the final output, or simply switch the model output
entirely. These attacks can cause falsified information to be
used when using these models in the real world. This is a
particularly difficult problem within the HPC environment
since HPC resources are expensive, and falsified evaluation
results from ML training may cause excessive usage of
resources.

• Model Deployment: Toward the end of an ML pipeline,
before monitoring and maintenance, is usually the deploy-
ment of the model in a production environment. Here,
the usual security risks of any cloud environment [45]
become automatically relevant. Apart from these, model
ML specific attacks that are relevant at these steps are
surveyed by Chen et al. [49], where they mention attacks
such as distributed DoS attacks on deployed models, model
inversion and extraction attacks (where the output of the
model is used to replicate the model by prompting it with
different datasets), membership inversion attacks [46] (where
the attacker can generate the underlying dataset of the model,
along with other parameters, by repeatedly querying the
model), as well as injecting malicious code during batch
inferencing of ML models. There may be threats present
if any attacker gains access to a GPU session, even after
the GPU session has ended, by extracting the information
execution on GPUs [26]. In case these models are being
hosted within the HPC environment, this may lead to a
loss of confidential information and other secrets. Lastly,
as models get larger and more complex, it becomes harder
and more computationally expensive to thoroughly evaluate
them before deploying to production. Large-scale models
bring many opportunities, but additional care is necessary
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for critical domains such as law [2].
• Monitoring and Maintenance: The production ML mod-

els are usually ephemeral because the model performance
degrades over time [50]. Continuous Integration (CI) and
Continuous Delivery (CD) have increasingly become promi-
nent methodologies to automate software development in
the industrial landscape, as well in the HPC/AI domain.
This is because CI/CD plays an important role in automated
monitoring to track the model performance in real-time,
automated retraining, and rollbacks. Since CI/CD require
multiple components, such as a central version control
repository like Git, and execution platforms such as runners,
there are multiple vectors of attack available for bad actors.
To encapsulate this pipeline, most CI/CD tools use Docker
containers, which come with their own vulnerabilities [51]
such as insecure configurations, privilege escalation, and
changing of container permissions through exploits. Apart
from this, other vulnerabilities, such as running malicious
code within the CI/CD pipeline is another risk factor, which
is compounded when HPC is involved as a component in
the pipeline. If the initial code being tested and built is
compromised, the privilege provided to the runners might
spill over the infection to the HPC system, thereby creating
a security issue for the entire-cluster.
In the next subsection, we will look at why these risks are

difficult to solve, even when they may be known.

B. Challenges in Addressing AI Vulnerabilities on HPC

To address AI vulnerabilities on HPC, we use the TOE
framework [3], which explains how three contextual fac-
tors—technology, organization, and environment—affect an
organization’s adoption and implementation of innovations.

1) Technological challenges: While AI applications bring
immense potential to HPC environments, integrating these
innovations introduces several technological challenges.
• Increasing Spectrum of Hardware Components: Modern

HPC systems are incorporating a growing variety of hard-
ware components to enhance computational power, energy
efficiency, and specialized processing capabilities. These
components can range from traditional CPUs and GPUs
to more specialized hardware like Tensor Processing Units
(TPUs) and even quantum processors. The inclusion of
such diverse and sometimes exotic hardware increases the
complexity of managing security across the entire HPC
environment. Each type of hardware component in an HPC
system may have unique security requirements. For in-
stance, GPUs and TPUs optimized for parallel processing
might have different memory management vulnerabilities
compared to CPUs. Exotic and cutting-edge hardware com-
ponents in HPC systems may have unique firmware and
micro-architectural vulnerabilities that are less well under-
stood or documented. Attackers can exploit these low-level
vulnerabilities through techniques like side-channel attacks
(exploit information gained from the physical implemen-
tation of a computer system rather than vulnerabilities in
the code itself [52]), row hammer attacks [53] (hardware

vulnerability in DRAM memory), or Spectre [54], and
Meltdown-type [55] exploits (exploit speculative execution
- a performance optimization in modern CPUs - to access
unauthorized memory). The challenge is to ensure robust and
properly managed security configurations for each hardware
type. This includes avoiding conflicts or vulnerabilities and
consistently identifying, patching, and protecting against
vulnerabilities on various devices, often requiring special-
ized knowledge.

• Performance-Security Trade-offs: HPC applications are
designed to maximize performance, as the scalability of
these systems means that any performance loss also scales
significantly. Consequently, HPC users value security mea-
sures only when they come with a tolerable performance
penalty [24]. To achieve optimal performance, HPC systems
often operate as shared environments where multiple tenants
can access shared resources, such as access nodes and certain
network layers. This is in contrast to cloud systems, which
are predominantly virtualized. In cloud environments, each
tenant or user has isolated virtualized compute and network
resources, reducing the risk of cross-tenant interference or
data leakage.

• Evolution of AI, Big Data, and HPC Software Ecosys-
tems: AI, Big Data, and HPC have evolved within distinct
software ecosystems, each optimized for different goals
and environments. AI software ecosystems are built around
cloud-native, containerized environments with frameworks
like TensorFlow, PyTorch, and Keras. Big Data ecosystems,
such as Apache Hadoop and Spark, are designed for dis-
tributed storage and processing of vast datasets. Meanwhile,
supercomputer ecosystems focus on HPC with specialized
libraries and frameworks like MPI and OpenMP optimized
for parallel processing. The divergence in software ecosys-
tems creates significant challenges when integrating AI and
Big Data workflows with HPC environments. The AI and
Big Data frameworks often lack the native compatibility
with HPC-specific software and libraries. Managing de-
pendencies and ensuring version compatibility across these
ecosystems is a non-trivial task. AI and Big Data frameworks
evolve rapidly with frequent updates and new releases,
whereas HPC software stacks may rely on more stable,
tested versions. Ensuring compatibility between different
versions, libraries, and tools without exposing the system
to vulnerabilities or performance issues is a considerable
challenge.

• Cloud-Native ML Frameworks and HPC Security Com-
patibility: The distributed ML libraries and frameworks,
such as TensorFlow, PyTorch, Horovod or Ray, have been
developed primarily with cloud infrastructure assumptions in
mind. However, these frameworks rely on the inherent isola-
tion provided by cloud virtualization for security and require
users to manage infrastructure-level security settings [56].
In an HPC environment, where such virtualized isolation is
often absent, deploying these frameworks securely becomes
challenging. The lack of compatibility with HPC security
requirements means these frameworks may inadvertently
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expose vulnerabilities when deployed in non-virtualized
environments. This creates a challenge of either adapting
these frameworks or fundamentally redesigning the HPC
environment to support them securely.

• Maturity of Distributed ML Libraries and Frameworks:
As mentioned above, distributed ML libraries and frame-
works are still in relatively early stages of their development
lifecycle, tending to prioritize performance and scalability
over security, and leading to a lack of robust built-in security
features. For example, they may not have mature mecha-
nisms for handling control or secure communication, which
are critical in multi-tenant HPC environments. This creates
vulnerabilities that could be exploited in environments where
sensitive data is processed. They may also focus heavily
on performance optimization and may employ shortcuts or
assumptions that do not hold in more secure or controlled
environments like HPC. For instance, assuming trusted
environments and thus lacking robust isolation between
processes, increases the risk of side-channel attacks or data
leakage.

• Security Issues with Container Runtimes in HPC Envi-
ronments: Most container runtimes (software responsible
for running containers, managing container images, and
providing necessary tools and libraries to support container-
ized applications), such as Docker, traditionally require root
(administrator) privileges to manage containers, which poses
a significant security risk in HPC environments. Running
containers with root privileges can lead to a potential
exploitation where malicious users can gain unauthorized
access to the underlying host system. This is particularly
concerning in multi-tenant HPC setups, where ensuring
isolation and security between different users and their
workloads is crucial. HPC-oriented container runtimes like
Apptainer (formerly Singularity) and Podman are designed
to address some of these security concerns by allowing con-
tainers to run in a "rootless" mode, which avoids requiring
root privileges. However, these runtimes rely heavily on user
namespaces (a Linux kernel feature that allows a process
and its children to have a different view of the system’s
user and group IDs; this enables root privileges within the
namespace without granting those privileges on the host
system) to provide isolated environments. Recent history has
shown that user namespaces have been subject to vulnerabil-
ities, such as CVE-2022-0492, CVE-2022-0185, CVE-2021-
22555 where a flaw in the user namespace handling could
lead to privilege escalation. Such vulnerabilities undermine
the security guarantees provided by rootless containerization
in HPC environments. Alternatively, udocker [57] is a
unique container runtime that operates entirely in user space,
meaning it does not require root or system-level privileges
to execute. This design significantly reduces the risk of
privilege escalation attacks, a common concern with other
containerization tools that rely on elevated privileges. Since
udocker runs without needing system privileges, it is well-
suited for environments where users do not have adminis-
trative rights, such as shared HPC systems. While udocker

provides enhanced security by running entirely in user space,
this approach can lead to performance penalties. The run-
time achieves container-like isolation by emulating container
features through techniques such as tracing or intercepting
system calls (both are normally used to monitor, control
or debug the behaviour of processes). These techniques,
while effective at maintaining isolation without elevated
privileges, can introduce significant overhead, especially for
I/O-intensive HPC applications.

2) Organizational challenges: Beyond the technological
complexities, securing AI applications in HPC environments
also involves overcoming significant organizational challenges.

• Managing Multiple Systems for Diverse User Groups:
HPC centres often cater to a wide range of users with varying
computational needs, such as researchers, data scientists, and
engineers from different domains. As a result, a single centre
may deploy multiple types of systems, including traditional
HPC clusters, AI-specific accelerators, Big Data analytics
platforms, and GPU-based systems for deep learning. This
diversity in system types creates significant challenges in
terms of system management and security. For instance,
AI and Big Data platforms may require more frequent
updates and may have different access control mechanisms
compared to traditional HPC clusters. Coordinating these
security needs across different systems while maintaining a
consistent security posture becomes a challenge.

• Continuous Infrastructure Upgrades to Maintain
Cutting-Edge Capabilities: As HPC centres continuously
update their infrastructures with newer hardware, they may
inadvertently introduce new security vulnerabilities. Each
new piece of hardware, whether it’s a next-generation CPU,
GPU, or a specialized accelerator, comes with its own
set of firmware, drivers, and software dependencies. These
components could have undiscovered or recently discovered
vulnerabilities that can be exploited by malicious actors,
especially if proper security assessments and patches are not
promptly applied. The diversity of hardware in an upgraded
HPC environment inherently increases the attack surface.
New components and systems require additional configu-
rations, libraries, and tools, which may not always be fully
vetted for security. An attacker could exploit inconsistencies
or gaps in security configurations, especially in environments
where legacy systems are mixed with newer hardware.
Frequent hardware upgrades also expose HPC centres to
supply chain risks. As they procure new components from
different vendors, there is a risk of introducing compromised
hardware or firmware that could be exploited.

• Elevated Risk of Insider Threats in HPC Systems:
HPC systems often handle highly valuable computational
resources and sensitive data, such as proprietary research,
government data, or confidential business analytics. This
makes them prime targets for insider threats, where indi-
viduals with legitimate access may misuse their privileges
for unauthorized purposes, either for personal gain, sabotage,
or espionage. The high-stakes environment of HPC makes
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the impact of insider attacks particularly severe, potentially
resulting in substantial financial loss, reputational damage,
or compromised research integrity. Due to the collaborative
nature of HPC environments, where researchers, scientists,
and external collaborators often require access to various
systems and data, managing user privileges becomes highly
complex. Many HPC centres provide access to shared re-
sources, which can be exploited by insiders if not man-
aged properly. The lack of fine-grained access controls
or monitoring capabilities can allow malicious insiders to
access sensitive information or disrupt system operations
unnoticed. HPC centre staff, such as researchers and system
administrators, usually have high technical expertise. This
technical proficiency means that insiders who wish to con-
duct malicious activities might be able to bypass standard
security controls, manipulate logs, or exploit unpatched
vulnerabilities without easily being detected. The insider’s
deep understanding of the system architecture and potential
weak points makes it more challenging for security teams
to detect and prevent insider threats. While implementing
strict security policies can help mitigate insider threats,
doing so in HPC environments is challenging due to the
need for flexible and rapid access to resources by different
user groups. Security measures that are perceived as too
restrictive can hinder research productivity and lead to user
resistance or attempts to circumvent controls, inadvertently
creating security loopholes.

• Lack of Security Awareness Among HPC Users: Users
in HPC environments, such as researchers, data scientists,
and engineers, are typically focused on maximizing ease
of use and achieving research or computational results as
quickly as possible. Security is often seen as an impediment
to their workflows rather than a necessity. This mindset can
lead to risky behaviours, such as sharing passwords, using
weak or repetitive credentials, ignoring security updates,
or circumventing security protocols that they perceive as
hindrances. Given their focus on productivity and achieving
results, users may resist the implementation of strict security
controls, such as multifactor authentication, strict access
controls, or frequent password changes. Such controls are
often viewed as burdensome and time-consuming, leading
users to find workarounds or ignore policies altogether. This
resistance can undermine organizational efforts to maintain
a secure HPC environment. Many users assume that the re-
sponsibility for security lies solely with HPC administrators
and IT security teams. This overreliance creates a gap in the
overall security posture of the organization, as users may
fail to recognize that their actions - such as downloading
unverified software, neglecting to patch their applications, or
mishandling sensitive data - can directly impact the security
of the entire HPC system.
3) Environmental challenges: While organizational chal-

lenges focus on user behaviour and policy management,
the environmental context addresses broader issues stemming
from the shared and increasingly diverse nature of HPC
systems and their network security practices.

• Delegated Security Risks in HPC: Traditionally, HPC
service providers have delegated the responsibility for secure
network usage to end users, assuming that users will manage
their own network security measures. This model relies
heavily on users being knowledgeable and proactive about
securing their connections, data transfers, and communica-
tions. However, this assumption does not always hold true,
especially given the wide range of technical expertise among
users in academic and research settings. The primary users
of today’s HPC systems are academic researchers, scientists,
and students who often focus on their research objectives
rather than on implementing robust security practices. Many
of these users assume that the underlying HPC system and its
network are inherently secure, leading to a lack of precaution
when developing software or transferring sensitive data.

• Increased Application Diversity from HPC and AI Con-
vergence: The convergence of HPC and AI significantly
expands the variety of applications running on HPC systems.
Traditional HPC workloads, such as large-scale simulations
and complex scientific calculations, are now being com-
bined with AI-driven applications like deep learning, natural
language processing, and data analytics. This convergence
results in a more diverse set of software, libraries, and
frameworks that need to be managed within the same HPC
environment. The introduction of AI workloads brings new
security challenges, as many AI frameworks and libraries
were originally developed with cloud environments in mind
and may lack the rigorous security controls required in HPC
settings. The increased diversity in applications can lead to
conflicting dependencies, security vulnerabilities, and unin-
tentional exposure of sensitive data. Managing the security
of these diverse applications is particularly challenging when
they rely on different security models and practices.

• Growing Target for Sensitive Data and Malicious Ap-
plications: HPC systems are increasingly used to process
and analyse sensitive data, such as genomic information,
climate modelling data, defence simulations, and proprietary
research. As a result, these systems have become attractive
targets for cyberattackers [59] who seek to steal, manipu-
late, or exfiltrate valuable information. The aggregation of
sensitive data in HPC environments heightens the risk of
breaches, particularly if adequate security measures are not
in place to protect data in storage, transit, and processing.
Many HPC systems operate in a shared environment where
users from different institutions, research centres, and even
commercial entities collaborate. This openness, while fos-
tering innovation and scientific progress, also increases the
risk of insider threats and unauthorized access to sensitive
data. Attackers may exploit this shared nature to infiltrate
systems, elevate privileges, and access data that they are not
authorized to see.

IV. DISCUSSION AND CONCLUSIONS

The last section compares security concerns across different
computing paradigms, proposes strategies to mitigate potential
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TABLE II: AI THREAT MITIGATION STRATEGIES FOR CLOUD-BASED GPU SYSTEMS AND HPC SYSTEMS WITH GPU ACCELERATION

Mitigation Strategy Cloud-Based GPU Systems based on [26] HPC Systems with GPU Acceleration
Advanced Virtualization Se-
curity

Use Hypervisors and VMs to virtualize GPU and system
usage.

Virtualized platforms with low performance overhead and
virtual networks on HPC [58]

Robust Kernel Isolation Using vGPUs to mitigate manipulation attacks through APIs. Same as general systems, as well as prevent privilege escala-
tion by regularly updating underlying images.

Enhanced Memory Manage-
ment

Prevent memory snooping and leakage through randomization,
encryption and clearing.

Same as general system, as well as anomaly detection on
memory usage.

Driver and Firmware Secu-
rity

Rigorous system for patching and driver management to stay
on top of vulnerabilities.

Using safe underlying frameworks for GPU execution, and
active scanning for CUDA/ROCm vulnerabilities.

Secure Code Execution
Frameworks

Verifying code before executing and keeping up-to-date with
underlying frameworks.

Same as general systems.

GPU Usage Monitoring and
Anomaly Detection

Deep monitoring of GPU resources to counteract cryptojack-
ing, distributed DoS or overconsumption of resources using
AI/ML techniques.

Including monitoring details within the pipeline to correlate
jobs with resource usage to detect anomalies.

Application-Level Security
Measures

Validating input data before running AI/ML workloads to
mitigate model/data poisoning and evasion.

Same as general systems.

Hardware Security Modules
for Sensitive Operations

HSMs offer higher security than GPUs, and should be used
for critical tasks.

Induction and inclusion of HSM partitions in HPC clusters.

Access Control Policies Role-Based Access Control for GPUs to reduce security leaks
due to unauthorized access.

Integration of HPC access policies, and peripheral system
access policies for more fine-grained resource-level access
control.

Education and Awareness Provide training for GPU-based security issues. Same as general systems, with an added emphasis on the HPC
architecture.

attacks on HPC, and addresses limitations and areas for future
research.
A. AI Security Concerns Across Computing Paradigms

While cloud, edge, and HPC environments each have unique
challenges for securing AI applications, HPC systems face
specific security risks due to their focus on performance
and scale. AI workloads in HPC need massive computational
power, often distributed across thousands of nodes. Ensuring
security at such a scale, especially when running distributed
ML algorithms, is a significant challenge. At scale, attack
vectors like data poisoning, adversarial inputs, and model
inversion become more feasible, particularly if the underlying
HPC infrastructure lacks robust, AI-specific security measures.
The literature does not, to our knowledge, sufficiently or-
ganize large-scale AI vulnerabilities within an ML lifecycle
framework from an HPC perspective, nor does it address
the specific challenges HPC centers face in mitigating these
vulnerabilities. Our research fills this gap by exploring how
AI security concerns manifest in HPC environments.

Edge computing environments, where AI inference is per-
formed closer to data sources, also face unique challenges
such as physical tampering, localized DoS attacks, and limited
computational resources for robust security protocols. HPC
systems, which typically handle large datasets in centralized
facilities, must ensure the integrity and confidentiality of data
across multiple storage and processing layers, with particular
attention to data in transit and at rest. Physical security in HPC
involves safeguarding large-scale data centres, whereas edge
environments require securing numerous distributed devices,
each with a potentially greater risk of compromise.

Cloud environments rely heavily on virtualization and multi-
tenancy to maximize resource utilization, which provides
strong isolation mechanisms. However, HPC systems often
prioritize performance and thus avoid extensive virtualization,
opting instead for shared access to physical hardware. This
lack of virtualization increases the risk of side-channel attacks

and resource contention vulnerabilities. So, addressing these
risks requires incorporating best practices from cloud security,
but adapting them to the specific needs of HPC. Accordingly,
the next section compares the AI threat mitigation strategies
for cloud and HPC systems.

B. Strategies for Solving Potential Attacks on HPC

We look at some threat mitigation strategies in Table II,
based on the work done by Huq et al. [26], with a particular
focus for AI on GPU-accelerated HPC partitions. Nevertheless,
HPC environments are increasingly integrating GPUs, TPUs,
and other accelerators to enhance AI processing capabilities.
The integration of these diverse resources requires a more
nuanced security strategy that addresses the specific risks
associated with each type of hardware.

Therefore, usage of purpose-built tools to monitor and infer
incursions should be used to create dedicated pipelines for
cybersecurity. For example, NVIDIA Morpheus [60] uses pre-
trained ML models within a pipeline framework to collect
cybersecurity information, and detect anomalous behaviours
across a data centre. In addition, Burstein [61] presents the
Data Processing Unit (DPU) architecture for accelerating
infrastructure processes, and taking them off the main CPU of
the processing nodes. Vilalta et al. [62] show the combination
of DPU and Morpheus to isolate the cybersecurity mechanisms
from the host machines, allowing for smarter analysis of
traffic on clusters. These modifications should bring the overall
security of AI applications on HPC higher. In the final section,
we discuss the limitations of the work done, as well as what
future steps can be taken to improve above this analysis.

C. Limitations and Future Work

As with any study, our research has limitations. First, we do
not employ a systematic literature review approach, although
we use established frameworks to map the studies. Second,
while we discuss the mitigation strategies for AI security risks
on HPC, we do not cover reproducing the threats or validating
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the mitigations. Third, we do not provide an agenda for HPC
centres by ranking the vulnerabilities according to criticality
or offering a secure AI technology adoption roadmap. Instead,
this study takes the first step toward secure AI applications on
HPC systems by introducing the threat landscape and mapping
the challenges. Future studies should address these limitations
to lower the computation barrier for start-ups, SMEs, and
researchers by enabling a secure HPC-integrated computing
environment for AI applications.
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Abstract — Research data is expected to grow exponentially with 
the adoption of artificial intelligence (AI) and machine learning 
(ML). Robust data management practices are crucial for 
ensuring data integrity, provenance tracking, and adherence to 
ethical and regulatory standards, which is essential for building 
trustworthy AI systems. This paper explores the adoption of 
oneAPI, an open standards-based programming model, for 
streamlining research data management across diverse AI 
systems. It also explores containerization to ensure consistent 
execution across heterogeneous Cloud-based environments 
while providing security over sensitive data-based systems. By 
leveraging oneAPI's cross-architecture capabilities, including 
Data Parallel C++ (DPC++) and the other AI toolkits based on 
oneAPI, researchers can develop secure and performant AI 
solutions that seamlessly process and analyze sensitive data 
across heterogeneous computing environments. This unified 
approach proposes a framework for consistent data handling 
and reproducibility of research computing results where data 
confidentiality, security and integrity are concerns notably in 
the Cloud. Through a case study example, this paper discusses 
the benefits of adopting oneAPI for AI research data 
management (RDM), highlighting its potential to accelerate 
scientific discoveries while maintaining robust security and 
privacy standards. 

Keywords - AI; data security; research data management; 
oneAPI, DPC++; accelerator; containers 

I.  INTRODUCTION 

The rapid advancement of artificial intelligence and 
machine learning technologies has revolutionized various 
research domains, enabling breakthroughs and discoveries 
that were once considered unattainable [1][2][3]. However, 
as these powerful techniques become increasingly ubiquitous 
in research, the need for secure and reproducible RDM 
practices has emerged as a critical concern [4][6]. Ensuring 
the confidentiality, security and integrity of sensitive data 
while maintaining reproducibility across diverse computing 
environments is a significant challenge faced by researchers 
and data scientists [6]. AI and ML systems often rely on large, 
complex datasets, including personal information, medical 
records, or proprietary data, which necessitate robust security 
measures to protect against unauthorized access, data 

breaches, or unintended leaks. Additionally, the 
reproducibility and traceability of research data is crucial for 
scientific integrity, enabling peer review, validation, and 
knowledge sharing within the research community. 
Inconsistencies in software environments, dependencies, or 
hardware configurations can lead to irreproducible results, 
hindering collaboration and impeding scientific progress. 
This article’s contribution is a framework that sets guidelines 
beyond descriptive identifiers in data repo metadata and file 
handling requirements to include computational and 
confidentiality metadata identifiers to accommodate sensitive 
and secure data in research. Furthermore, the proposal and 
findings in this article are found to go beyond research in 
industry where confidentiality and security of data is a 
concern. Finance handles personal and proprietary market 
metrics and sustainability data for environment, social and 
governance (ESG) portfolio development. In architecture, 
building Information Management (BIM) systems used for 
nuclear power plants and water systems are becoming more 
tightly integrated into modern practices. 

This paper begins by discussing existing research data 
management practices and their limitations in the context of 
AI and machine learning workflows. It then introduces 
containerization as a solution for creating secure and 
reproducible environments, highlighting the benefits of 
containerization for data security. The work proposes 
integrating containerization with Data Parallel C++ (DPC++) 
and the oneAPI unified cross-architecture programming 
model. This is followed by an exploration of using DPC++ 
for secure data processing within containers. A case study 
example is provided to illustrate the approach, along with 
experimental results demonstrating the effectiveness and 
promise of the proposed framework. Finally, the paper 
concludes with a summary of the findings and an outlook on 
potential future work in this area. 

A. Prior work 

Traditional approaches to RDM have struggled to keep 
pace with the rapid evolution of AI and ML technologies, 
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presenting researchers with a myriad of challenges [7]. These 
include managing dependencies across diverse hardware and 
computing architectures, ensuring consistent and 
reproducible environments, optimizing resource utilization, 
and maintaining data security throughout the research data 
lifecycle [8] [9] [10]. 

B. This work 

To address these challenges, this paper proposes the 
integration of containerization technologies with oneAPI's 
Data Parallel C++ (DPC++), a powerful language extension 
for efficient data parallelism and hardware acceleration. 
Containerization provides isolated and reproducible 
environments, encapsulating dependencies and 
configurations, enabling portability across different 
computing platforms. DPC++, on the other hand, offers a 
unified programming model that leverages parallel 
processing capabilities across central processing units 
(CPUs), graphic processing units (GPUs), and other 
accelerators, optimizing resource utilization and accelerating 
computationally intensive tasks. By combining 
containerization and DPC++, researchers can develop secure 
and high-performance AI and ML systems that adhere to best 
practices in RDM. This integration promises to enhance data 
confidentiality and integrity through robust encapsulation 
and isolation techniques, while enabling efficient parallel 
processing and hardware acceleration. Additionally, the 
reproducibility of research findings is facilitated by 
consistent and portable runtime environments, fostering 
collaboration and knowledge sharing within the scientific 
research community. 

II. EXISTING RDM PRACTICES AND THEIR LIMITATIONS 

IN THE CONTEXT OF AI AND ML. 

Existing Research Data Management (RDM) practices 
and their limitations in the context of AI and Machine 
Learning (ML) fall into the following areas [7]: 

Static Data Management Plans: Traditional RDM often 
relies on static and rigid data management plans created at the 
start of a project. These plans may not adapt well to the 
iterative and experimental nature of AI and ML research. The 
limitations become evident when project requirements 
evolve, new data sources emerge, or when the scope of the 
project changes, rendering the initial data management plan 
inadequate. 

Lack of FAIR Data Principles: The FAIR data principles 
(Findability, Accessibility, Interoperability, and Reuse) are 
not always fully embraced in RDM practices. AI and ML 
algorithms rely on large volumes of high-quality, well-
curated data. If data is not findable, accessible, interoperable, 
and reusable, it can hinder the development and 
reproducibility of AI/ML models. Inconsistent metadata 

standards, lack of data documentation, and poor data 
organization can limit the effectiveness of AI/ML workflows 
[11]. Specifically, the limitations that are of primary concern 
in this article are as follows. 

1) Insufficient Metadata Discipline:  
Metadata, which provides context, description and other 

ontology [12] for the data, is often underappreciated in RDM, 
especially in AI and ML. Rich, standardized metadata 
enables data discovery, understanding biases, and ensuring 
ethical usage. Inadequate metadata management can lead to 
data misinterpretation, integration issues, challenges 
reproducing results, gaps in implementing RDM best 
practices, and premature data staleness.  

2) Lack of Integration with Emerging Data Types:  
RDM practices are sometimes slow to adapt to emerging 

data types, such as real-time data streams, unstructured data, 
or sensitive data requiring special handling. AI and ML 
applications often rely on these diverse data sources, and 
traditional RDM may not provide the necessary tools and 
guidelines for their effective management, limiting the 
potential of AI/ML initiatives [1][2]. By integrating a 
metadata framework inclusive of core computing devices, 
robust metadata management practices can be seamlessly 
applied, addressing key RDM challenges of quality, 
reproducibility, security, and continuous best practice 
adherence in AI/ML projects. 

3) Insufficient Data Ethics and Privacy Considerations: 
With the ethical implications of AI and ML under 

increasing scrutiny, RDM practices need to incorporate 
robust data privacy, ethical handling, and consent 
management frameworks. Traditional RDM may not 
adequately address these concerns, leading to potential legal, 
ethical, and societal issues when applying AI/ML 
technologies. The integration of AI tools based on an open 
library standard such as oneAPI and repo metadata inclusive of 
data public and private modifiers provides a framework versatile 
enough to be implemented by developers or code-savvy 
researchers while removing the technical heavy lifting from the 
data custodian who typically focuses on data governance. 

III. CONTAINERIZATION FOR SECURE AND 

REPRODUCIBLE ENVIRONMENTS 

A. Benefits of containerization for system isolation 

Containerization offers significant benefits for data 
security, including robust dependency management and 
environment consistency, which are crucial in ensuring the 
confidentiality, integrity, and availability of sensitive data in 
AI and ML workflows. These workflows often rely on a 
myriad of software dependencies, such as deep learning 
frameworks, data preprocessing libraries, and various other 
tools. Containerization encapsulates all these dependencies 
within a single, isolated container, ensuring that no external 

23Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-192-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

AISyS 2024 : The First International Conference on AI-based Systems and Services

                            30 / 70



  

 

  

 

dependencies or conflicting libraries can inadvertently 
introduce vulnerabilities or compromise the security of the 
AI/ML pipeline. By packaging all the required dependencies 
together, containers eliminate the risk of unintended 
interactions with other AI/ML systems or compatibility 
issues that could potentially lead to security breaches or data 
leaks. 

Environment consistency is another key benefit of 
containerization for data security. AI/ML workflows are 
often developed and tested in different environments (e.g., 
local development, staging, production), each with its own 
unique configuration and system settings. Inconsistencies 
between these environments can lead to unexpected behavior, 
security vulnerabilities, or data integrity issues. 
Containerization solves this problem by ensuring that the 
same consistent environment is used across all stages of the 
workflow, from development to production. By 
encapsulating the entire runtime environment, including 
system libraries, configuration files, and environment 
variables, containers guarantee that the AI/ML application 
will run identically in any environment, reducing the risk of 
security vulnerabilities introduced by environmental 
differences. 

In the context of AI and ML workflows, data security is 
of paramount importance, as these applications often deal 
with sensitive or regulated data, such as personal information, 
medical records, or financial data. Containerization provides 
an additional layer of isolation and control, ensuring that 
sensitive data is processed within a secure and consistent 
environment, minimizing the risk of unauthorized access, 
data breaches, or unintended data leaks. 

B. Integration of containerization with DPC++ and 
oneAPI for security of sensitive data 

Containerization technologies can seamlessly integrate 
with DPC++ and oneAPI, providing a powerful combination 
for efficient and secure data processing in AI and ML 
workflows. DPC++ is a heterogeneous programming model 
that enables portable, performance-optimized code to be 
written for various hardware architectures, including CPUs, 
GPUs, and various accelerators. It is a part of the oneAPI 
initiative, which aims to provide a unified and open 
programming model for diverse architectures. DPC++ and 
oneAPI offer numerous benefits for data-intensive 
applications, such as AI and ML, by enabling efficient 
parallelization, optimized memory management, and 
hardware acceleration. Integrating containerization with 
DPC++ and oneAPI can provide the following advantages for 
seamless data processing: 

 
 
 

1) Consistent and Reproducible Environments:   
Containerization ensures that the DPC++ and oneAPI 

runtime environments, including libraries, dependencies, and 
configurations, are consistently packaged, and deployed 
across different systems. This consistency is crucial for 
reproducibility, as it guarantees that the data processing 
pipelines will behave identically, regardless of the underlying 
hardware or software environment. 

2) Portability and Hardware Abstraction:  
DPC++ and oneAPI provide hardware abstraction and 

portability, allowing code to run efficiently on different 
architectures, such as CPUs, GPUs, and accelerators. By 
combining the portability of C++ using DPC++ with 
containerization, self-contained and portable data processing 
pipelines can be seamlessly deployed across diverse 
hardware platforms without modification. 

3) Efficient Resource Utilization:  
Containers are lightweight and can efficiently utilize 

available hardware resources, including GPUs and 
accelerators. By integrating DPC++ and oneAPI with 
containerization, developers can optimize resource utilization 
by efficiently parallelizing data processing tasks across 
multiple containers, each using the full potential of the 
underlying hardware. 

4) Simplified Deployment and Scaling:  
Containerized DPC++ and oneAPI applications can be 

easily deployed and scaled across different environments, 
from local development to cloud-based deployments or high-
performance computing (HPC) clusters. This streamlined 
deployment process facilitates collaboration, enables 
efficient scaling of data processing pipelines, and accelerates 
time-to-market for AI and ML solutions. 

5) Versioning and Provenance Management:  
Containerization tools like Docker and Singularity offer 

versioning capabilities, allowing developers to track changes 
to the DPC++ and oneAPI environments, dependencies, and 
configurations over time. In addition, the program can 
integrate data provenance tracking mechanisms by using C++ 
features such as classes, inheritance, and encapsulation. 

IV. DATA PARALLEL C++ FOR SECURE DATA 

PROCESSING 

The combination of DPC++ (Data Parallel C++) and C++ 
encapsulation offers significant advantages for secure and 
efficient data processing in AI and ML systems. These two 
powerful tools complement each other, enabling developers 
to build high-performance, scalable, and secure applications 
while adhering to best practices in software engineering. 
DPC++ is a powerful language extension that enables 
efficient data parallelism and hardware acceleration across 
various architectures, including CPUs, GPUs, and 
accelerators. By leveraging DPC++, developers can harness 
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the full potential of parallel computing, optimizing resource 
utilization and accelerating computationally intensive tasks 
such as training deep learning models or processing large 
datasets. This parallel processing capability is crucial for AI 
and ML systems, which often require significant 
computational resources to handle complex algorithms and 
massive amounts of data. 

Complementing DPC++, C++ encapsulation provides a 
robust approach to organizing and protecting sensitive data 
and algorithms within AI and ML systems into digital objects 
[13] [14]. Encapsulation is a fundamental principle of object-
oriented programming (OOP) that allows developers to 
bundle related data and functions into a single unit, called a 
class. This class acts as a secure container, protecting the 
internal implementation details from external access or 
modification, while exposing a well-defined public interface 
for interacting with the encapsulated functionality. By 
combining DPC++ and C++ encapsulation, developers can 
create secure and efficient AI and ML systems that use the 
power of parallel processing on selected accelerators while 
adhering to best practices in secure software engineering. 
DPC++ enables efficient data parallelism and hardware 
acceleration, optimizing performance and resource 
utilization, while C++ encapsulation provides a robust 
framework for organizing and protecting sensitive data and 
algorithms. 

This combination also supports the integration of secure 
execution environments, such as from a container. By 
encapsulating critical components within containers, 
developers can further enhance the security of their AI and 
ML systems, protecting sensitive data and computations from 
unauthorized access or modification, even in the presence of 
privileged software or system administrators. 

V. CASE STUDY EXAMPLE 

In the field of genomics research, managing and 
analyzing large datasets of genetic sequences is a 
computationally intensive task. Researchers often need to 
process terabytes of data while ensuring the privacy and 
confidentiality of sensitive patient information [15]. This 
case study proposes how a combination of C++ 
encapsulation, oneAPI, and Object Oriented Programming  
can address these challenges. 

1) Data Organization and Encapsulation: 
Researchers create a GenomicData class in C++ to 

encapsulate genomic sequences and associated metadata 
(e.g., patient information, sample details, consent forms). 
This class organizes the data into modular units, promoting 
data provenance tracking and adherence to privacy 
regulations. 

 
 

2) Secure Data Processing within Secure Containers: 
To ensure the confidentiality of sensitive patient data, the 

GenomicData class and its methods executes within a 
container such as Docker or Apptainer. Although containers 
can run in hardware-based and attested memory, they provide 
a trusted execution environment protecting the data and 
computations from unauthorized access or modification, 
even from privileged software or system administrators. 

3) Parallel Sequence Alignment with Data Parallel 
C++: 

One of the core operations in genomic analysis is 
sequence alignment, which involves comparing genetic 
sequences against reference databases [15]. The researchers 
implemented a SequenceAligner class that leverages Data 
Parallel C++, oneAPI, and hardware acceleration (CPUs, 
GPUs) to perform parallel sequence alignment operations as 
per a sample shown in Figure 1. 

 

Figure 1. A Class implementation of the case study 

The alignSequences method utilizes Data Parallel C++ 
constructs and oneAPI's Unified Shared Memory (USM) to 
efficiently distribute the alignment tasks across available 
hardware accelerators, significantly improving performance. 

4) Secure Data Storage and Backup: 
To maintain data integrity and availability, the 

researchers implement a DataStorageManager class that 
handles secure storage and backup of genomic data within the 
secure container. This class encapsulates methods for 
encrypting data, performing incremental backups, and 
securely transferring backups to off-site storage locations. 

5) Auditing and Data Access Control: 
Adhering to data governance policies, the GenomicData 

class includes methods for auditing data access and 
operations. Access control mechanisms ensures that only 
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authorized researchers could interact with the sensitive 
genomic data. The GenomicData class encapsulates both the 
genomic data itself (stored as a vector of strings) and its 
provenance metadata (stored as an unordered map of key-
value pairs). 

The class constructor initializes the data and sets the 
initial provenance metadata with the source of the data as 
follows. A preprocess method performs any necessary 
preprocessing steps on the data and updates the provenance 
metadata with information about the preprocessing method 
and its parameters. A sample of such and accompanying 
metadata are shown in Figures 2 and 3. 

Figure 2. A preprocessing method 

Figure 3. Example metadata 

By encapsulating both the data and its provenance 
metadata within the same class, provenance information is 
propagated throughout the AI/ML workflow [16], enabling 
comprehensive tracking and documentation of the data's 
lineage. 

A. Explanation 
By leveraging C++ encapsulation, oneAPI, and OOP 

principles, the researchers are able to develop a secure and 
efficient solution for managing and analyzing genomic data: 

 Sensitive patient data is further protected through 
hardware-based trusted containers, ensuring 
confidentiality and privacy. 

 Computationally intensive sequence alignment 
operations is accelerated using Data Parallel C++ and 
oneAPI, enabling efficient analysis of large genomic 
datasets. 

 Modular and encapsulated design promotes code 
reusability, maintainability, and adherence to RDM 
best practices. 

 Secure data storage, backup, auditing, and access 
control mechanisms ensures data integrity, 
availability, and compliance with regulations. 

This case study demonstrates how the combination of 
C++ encapsulation, oneAPI, and OOP can enable secure, 
efficient, and compliant Research Data Management in the 
field of genomics and can serve as a template for applications 
in other data-intensive domains such as BIM and finance. 
Following is a description of what the public and private 
methods do in the context of the SequenceAligner class from 
the genomic data case study: 

1) Public Method: 
a. void alignSequences(GenomicData& 

data):  
This public method is responsible for performing 

sequence alignment operations on the genomic data 
encapsulated within the GenomicData class. It takes a 
reference to a GenomicData object as input. The method 
loads the genomic sequences and a reference database into 
Unified Shared Memory (USM) for efficient data sharing 
among accelerators. It then leverages Data Parallel C++ 
constructs (std::parallel_for) and oneAPI to parallelize the 
sequence alignment tasks across available hardware 
accelerators (CPUs, GPUs). After the parallel alignment is 
completed, the method stores the aligned sequences back into 
the GenomicData object. 

2) Private Method: 
a. void alignSequence(Sequence& seq, const 

ReferenceDB& db): 
This private method is a helper function that performs the 

actual sequence alignment operation for a single genomic 
sequence (seq) against the reference database (db). It is called 
in parallel by the std::parallel_for construct within the 
alignSequences method. The implementation details of the 
sequence alignment algorithm are encapsulated within this 
private method. By keeping this method private, the class 
adheres to the encapsulation principle, hiding the 
implementation details from external code and providing a 
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well-defined public interface (alignSequences) for sequence 
alignment operations. 

The separation of public and private methods in the 
SequenceAligner class follows the principles of 
encapsulation and information hiding from Object-Oriented 
Programming: The public alignSequences() method provides 
a high-level interface for initiating sequence alignment 
operations on genomic data, abstracting away the underlying 
implementation details. The private alignSequence() method 
encapsulates the low-level details of the sequence alignment 
algorithm, allowing for potential changes or optimizations 
without affecting the public interface. This design promotes 
code modularity, maintainability, and extensibility, as the 
implementation details of the sequence alignment algorithm 
can be modified or improved without impacting the public 
interface used by other parts of the application. Additionally, 
by leveraging Data Parallel C++ and oneAPI within the 
public alignSequences method, the class can efficiently 
utilize hardware acceleration and parallel processing 
capabilities, improving the performance of computationally 
intensive sequence alignment operations on large genomic 
datasets. The SequenceAligner class is designed to 
encapsulate and protect the sensitive genomic data 
processing logic within the private alignSequence method. It 
should be note that there are still potential risks if external 
code can directly access or modify this private method, which 
could compromise the integrity and confidentiality of the 
genomic data processing pipeline. 

VI. EXPERIMENTAL RESULTS 

We used oneAPI to handle data loading, preprocessing, 
and post-processing steps, ensuring consistent and 
reproducible experiments using openVINO AI inferencing 
engine for all combinations. A validation dataset consisting 
of 5000 images was used. Researchers can configure the 
environment through a metadata configuration file, 
specifying dataset paths, model paths, access modifiers and 
evaluation parameters. The experiment generates a detailed 
accuracy report, easing model and environment comparisons. 
Additionally, it runs in an Apptainer container, enabling 
portable and reproducible experiment environments across 
different computing platforms. This methodology allowed us 
to implement best practices in research data management and 
reproducible AI/ML workflows using the framework 
proposed in this paper. This method goes further suggesting 
metadata of a dataset include data access modifiers to 
selectively secure data and define the computing device in the 
oneAPI software library thereby providing a unified 
computing device framework.  

 
 
 

TABLE I.  Experimental  resul ts 

Results 
(XPUs) 

Metrics 
Reproducibility 
of computing 

result 
Transparency Access 

Modifiers 
Cloud 

Environment 

CPU 
only 
(Intel) 

Same results 
when executed 
on same 
validation data 

Metadata-
json config 
file, ONNX, 
oneAPI 

All 
public 

Container, 
no enclave 

GPU 
(AMD) 

Same results 
when executed 
on same 
validation data 

Metadata-
json config 
file, ONNX, 
oneAPI 

All 
public 

Container, 
no enclave 

GPU 
Nvidia 

Not fully 
tested 

Metadata-
json config 
file, ONNX, 
oneAPI 

All 
public 

Container, 
no enclave 

Table 1 details the metrics thought most relevant to 
evaluate the framework on an AI model. The results from this 
experiment enable a holistic evaluation of the framework and 
the effort involved in setting it up for a research project. It 
highlights the AI model evaluation process using oneAPI and 
DPC++ framework for data repo metadata in a containerized 
environment, providing consistent, reproducible, and well-
documented results aligned with research data management 
best practices. However, it should be noted that although the 
tests did not cover a combination of public and private data 
access modifiers, the results can still be holistically 
interpreted as successful and promising. 

VII.  CONCLUSION AND FUTURE WORK 

While existing RDM practices provide a foundation for 
data management, they often fall short in several key areas 
when applied to AI and ML contexts. Adapting RDM to 
address these limitations is essential for unlocking the full 
potential of AI and ML applications and ensuring responsible 
and effective data-driven innovation. Containerization 
technologies like Docker and Apptainer offer robust 
dependency management, environment consistency, and 
enhanced control over the software supply chain, making 
them valuable tools for maintaining data security in AI and 
ML workflows. By encapsulating dependencies, isolating 
environments, and enabling secure software development 
practices, containerization contributes to the confidentiality, 
integrity, and availability of sensitive data throughout the 
AI/ML lifecycle. The constructive interaction between 
DPC++ and C++ encapsulation empowers developers to 
build high-performance, scalable, and secure AI and ML 
systems that can efficiently process large datasets while 
maintaining data confidentiality and integrity. This approach 
promotes code maintainability, extensibility, and 
collaboration, enabling the development of robust and 
reliable AI and ML solutions that can be trusted in critical 
applications. There are, however, some scenarios like the 
SequenceAligner class could be at risk from external code 
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requiring access to the private alignSequence method where 
external code is able to manipulate or inject offending data 
into the alignSequence method, and potentially compromise 
the integrity of the sequence alignment algorithm. Future 
work to mitigate these risks as identified in section V. should 
include the possibility of splitting the validation dataset into 
public and private access modifiers then validate accuracy 
under that scenario and the implementation of enclaves which 
involves encryption. Encrypted computing [17] is another 
emerging paradigm that could further address RDM 
challenges in decentralized systems by encrypting and 
decrypting at the edge device. This involves the custodian’s 
proprietary data or algorithms encrypted throughout the end-
to-end computation process, reducing the risk of 
unauthorized access or theft. 
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Abstract—With their heterogeneous and self-administrative
structure, universities and comparable institutions differ from
others in the industry and business in terms of enforcing IT
security policies. This makes it challenging for the CIO (Chief
Information Officer) and IT department to enforce common IT
security rules. Through fast pacing positional changes within re-
search groups, information on installed and maintained systems,
as well as responsibilities can be lost. This has a negative impact
on IT security. In this paper, we describe our ongoing work on
ChatSEC, our approach to improve the reports generated by a
vulnerability scan appliance. By using large language models and
external threat intelligence, ChatSEC generates intuitive expla-
nations how to assess and mitigate the reported vulnerabilities.
Our preliminary evaluation indicates, that ChatSEC has much
potential to improve IT security at universities and similarly
heterogeneous institutions.

Keywords-AI; Heterogeneous Infrastructure; IT Security.

I. INTRODUCTION

The implementation of IT security at universities and similar
institutions differs greatly from that in business and industry.
Students need to set up their own servers to host their
lab projects. Researchers change institutions without leaving
instructions for security maintenance and the planned lifespan
of the services they have set up. Each research group needs
its very own, highly specific IT infrastructure. Some research
communities are expected to transfer lab data via insecure
plain-text protocols, such as the File Transfer Protocol (FTP).
Due to the academic self-administration, the CIO and the cen-
tral IT department have limited authority to enforce security
rules. It is also not desirable to restrict the research groups
and the educational programs by committing them to use only
central IT services, that are secured by the IT department. On
the other hand, the Local System Administrators (LSA) in the
research groups do not necessarily have much knowledge in
IT security. The rapid pace, at which research develops and re-
search personnel changes position, means that responsibilities
and information on installed systems quickly become outdated.

An internal vulnerability scan at the Leipzig University
(May, 2023) detected 8311 vulnerabilities, 535 of them unique,
on 3825 hosts, with scores from 2.1 (low) to 10.0 (criti-
cal) on the Common Vulnerability Scoring System version
3 (CVSSv3) metric [1] [2]. The scan detected 19 different
operating systems (OS). Because the OS were installed in
different versions, we observed a total of 39 different OS
instances. Approximately 4,2% of the discovered vulnera-
bilities were due to missing OS patches or insecure OS

configurations. Approximately 72% of the vulnerabilities were
on hosts outside of the IT Department. Figure 1 shows a typical
vulnerability scan report for one host.

We shared the scan reports with the responsible LSAs,
and asked them to fix the vulnerabilities. We observed LSAs
inheriting this responsibility from a predecessor, and had little
expertise with the system. We also observed, that complex
requests from the IT department were postponed in favor of
undelayable teaching- and research assignments. Maintaining
IT security requires to invest much more time, than just setting
up a system as a demonstrator or for teaching purposes.

The concern of this work-in-progress paper is to close
this gap between the IT department and the LSAs in the
research groups. We propose ChatSEC, our approach to tailor
the results of a vulnerability scan with a large language
model (LLM) for specific target groups in a highly hetero-
geneous IT environment. Thus, ChatSEC has a different focus
than approaches such as Microsoft’s Security Copilot [3] or
SecBot [4]. In particular, we make three contributions:

• We describe ChatSEC, our approach to utilize AI to
prepare and extend vulnerability scan reports for LSAs
with limited IT security knowledge.

• We discuss implementation alternatives to generate intu-
itive explanations from domain-specific reports, and to
add threat intelligence and specific mitigation strategies.

• We provide a preliminary evaluation of our approach,
based on the aforementioned vulnerability scan.

Our preliminary evaluation indicates, that ChatSEC has the
potential to greatly improve the IT security at universities and
similarly structured, heterogeneous organizations. We plan to
integrate our approach into our next vulnerability scan, which
will provide us with a data set of scan reports to improve and
user feedback for a qualitative study on the LSA’s perception
of ChatSEC. For security considerations, we plan to test LLMs
that can be hosted as a service by the IT department.

Paper structure: Section II presents related work. Section III
describes our ChatSEC concept, which is briefly evaluated in
Section IV. Section V concludes the paper.

II. RELATED WORK

This section summarizes approaches comparable to ours,
LLMs, NLP approaches and threat intelligence.
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Vulnerability Scan Report
Scan Time: Wed, Jan 1, 2024 1:00 AM - Wed, Jan 1, 2024 1:09 AM, Hosts scanned: 1

Results (1/1)
Vulnerability Severity Host Location

Ubuntu: Security Advisory (USN-5767-1) 9.8 (High) 012.345.67.89 package
Summary
The remote host is missing an update for the ’python2.7, python3.6, python3.8, python3.10’ package(s).

Vulnerability Detection Result
Vulnerable package: libpython3.8
Installed version: libpython3.8-3.8.10-0ubuntu1 20.04.5
Fixed version: >=libpython3.8-3.8.10-0ubuntu1 20.04.6

Solution
Solution Type: Vendorfix. Please install the updated package(s).

Affected Software/OS
’python2.7, python3.6, python3.8, python3.10’ package(s) on Ubuntu 18.04, Ubuntu 20.04, Ubuntu 22.04, Ubuntu 22.10.

Vulnerability Insight
Nicky Mouha discovered that Python incorrectly handled certain SHA-3 internals. An attacker could possibly use this issue to
cause a crash or execute arbitrary code. (CVE-2022-37454) Python incorrectly handled certain IDNA inputs. An attacker could
possibly use this issue to expose sensitive information, denial of service, or cause a crash. (CVE-2022-45061)

References
CVE: CVE-2022-37454 CVE-2022-45061 WID-SEC-2023-1007 WID-SEC-2023-0561 WID-SEC-2023-0255 WID-SEC-
2023-0138 WID-SEC-2022-2043 WID-SEC-2022-1816 DFN-CERT-2023-1109 DFN-CERT-2023-0886 DFN-CERT-2023-0580
DFN-CERT-2023-0571 DFN-CERT-2023-0552 DFN-CERT-2023-0429 DFN-CERT-2023-0422 DFN-CERT-2023-0120 (· · · )
Other: https://ubuntu.com/security/notices/USN-5767-1 advisory id:USN-5767-1

Hosts 1 of 1
IP-Address Hostname OS High Medium Low Total Severity

012.345.67.89 ourhost.ourdomain.tld Canonical Ubuntu Linux 1 0 0 1 9.8 (High)

Figure 1. Typical vulnerability scan report

A. Comparable Approaches

We aim for compensating the lack of IT security expertise
by using LLMs, with a specific focus on heterogeneous
university IT. Existing approaches have a different focus: Mi-
crosoft’s Security Copilot [3] helps IT security teams of large
companies to process security-related data, and contributes to a
security strategy. SecBot [4] is a questionnaire-based chatbot
for IT security, that helps end-users with security planning
and mitigation strategies. ChatIDS [5] rewrites IDS-generated
threat alarms in an intuitive way to help end-users securing a
smart-home scenario. Comparable approaches in other fields
exist, e.g., to interpret research papers in chemistry [6].

A recent survey [7] also shows, that current chatbots can
provide IT-security knowledge to help with IT security related
tasks, based on domain specific datasets. This needs a high
adaptability, because the models are used in unknown contexts.
Using fine-tuned, domain-specific LLMs [8] with domain-
specific embeddings can increase the precision.

B. Large Language Models

LLMs [9] [10] refer to pre-trained models, based on large
amounts of texts and data, which utilize statistical distribution
of tokens to obtain a generative ability. They differ from their
predecessors Pre-trained Language Model (PLM) in model and
data sizes. LLMs are the first models, that show emergent
abilities [11], such as multi-step reasoning or instruction

following to solve complex tasks. Those abilities are significant
for currently used models, such as Llama-3 [12], Claude 3 [13]
Gemini [14], or GPT-4 [15].

LLMs are instructed by textual prompts in natural lan-
guage. Well-engineered prompts improve and bias the gener-
ated output [16] [17] [18]. Thus, the prompts are used to utilize
the emergent abilities. Prompt-engineering strategies [19],
[20] include Chain-of-Thought prompting [21] (asking the
LLM step by step), Reflection [22] (asking the LLM to rethink
his answer), Few-Shot prompting [23] (giving examples) or
Repetition [18] (repeating relevant aspects in the prompt).
Over-generalization is a common issue with LLMs [18]. Slight
variations of the prompt can have a big impact on the model
output [24]. If reproducible outputs are needed, the seed and
other model parameters can be fixed [25].

C. NLP approaches

To evaluate the LLM output, we also use approaches from
natural language processing (NLP).

Readability measures assess the level of readability of texts
by categorizing texts into school grades or scoring systems.
The most common readability measures are Flesch-Kincaid-
Grade-Level (FKG) [26] for English texts, and Wiener-
Sachtextformel IV (WSF) [27] for German texts. Table I shows
a mapping between the metrics: FKG results in school grades,
ranging from 0 to 18, according to college years of the U.S.
school system. The WSF algorithm refers to German school

30Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-192-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

AISyS 2024 : The First International Conference on AI-based Systems and Services

                            37 / 70



ChatSEC

vulnerability
report (2)

vulnerability
scan  (1)

detected
vulnerabilities (3)

add. threat
information (5)

Vulnerability Scan
Appliance

close vulner-
abilities (7)

enhanced
report (6)

LSAs

Threat Intelligence
Databases LLM

rewritten
report (4)

Local
Systems

Figure 2. ChatSEC architecture and data flow.

TABLE I
FKG & WSF READABILITY METRICS

Readability FKG WSF
very hard 17-18 13-15

hard 13-16 12
rather hard 10-12 11

medium 8-9 9-10
rather simple 7 7-8

simple 6 6
very simple 5 4-5

grades, and ranges from 4th to 15th grade. The lower the result,
the more readable is the assessed text.

Stemming reduces a word to its root [28] to normalize texts.
For example, the root form of the words ”change”, ”changing”
and ”changes” would be ”chang”. This unifies derivations of a
word by removing suffixes. Different languages need different
stemming algorithms [29] [30]. Popular stemmers are:

• PortStemmer (Python port, [31]; English language)
• Snowball (PortStemmer v.2, [32]; multilingual)
• Cistem (based on [33]; German language)

D. Threat Intelligence

Threat Intelligence [34] is indispensable for threat mitiga-
tion and -prevention. There are three major options to gather
threat intelligence data, build IT security related contexts
between all obtained data, and exchange this information:

The Common Vulnerabilities and Exposures (CVE) pro-
gram is a list of publicly known vulnerabilities [35]. A single
vulnerability is identified by IDs in the format ”CVE-2024-
1234”, with ”2024” as the year of occurrence and ”1234”
as a consecutive number. The list offers several options
to further describe the vulnerabilities, such as references,
affected versions or cross-references to other data sources.
A common source for CVEs is the National Vulnerability
Database (NVD) [36]. The Common Weakness Enumeration
(CWE) list provides a root cause mapping [37]. It correlates
with the CVE ids and identifies the underlying root cause of
a vulnerability. Thus, a CVE registered vulnerability is an
instance of one or more CWE-described weaknesses. There
are several description levels ranging from abstract to very

detailed. The Searchsploit framework by ExploitDB [38] is
often used by penetration testers and security researchers. It
provides a list of available exploits for different software,
operating systems or CVE ids.

III. OUR CHATSEC CONCEPT

We aim to implement an IT security approach in a research
institution, which depends on plenty of heterogeneous IT
systems. Those systems must be managed locally in the
research groups, and cannot be unified under the umbrella of
the IT department. There are two disctinct roles involved:

The Local System Administrator (LSA) has domain
knowledge of the IT services needed of its research group,
and is responsible for specific IT components, that are not
part of the central IT infrastructure of the university.

The IT Department (ITD) is responsible for the univer-
sity’s general IT infrastructure, and also for its perimeter secu-
rity. This includes periodic vulnerability scans, and supporting
the LSAs in securing their systems. The ITD possesses expert
knowledge on IT security, but has limited human resources.

We propose ChatSEC to rewrite vulnerability scan reports
for LSAs. The rewritten reports must be easy to read, in-
tuitively understandable and directly applicable for an LSA.
Needlessy complex, convoluted sentences full of security-
specific technical concepts should be avoided, and references
to mitigation strategies must to go beyond ”Browse the vendor
homepage for a security patch that solves your issue”.

A. ChatSEC Architecture and Workflow

The architecture of ChatSEC is shown in Figure 2. ChatSEC
obtains scan reports, as illustrated in Figure 1, from a vulner-
ability scan appliance. ChatSEC then rewrites these reports
with the help of a LLM. Finally, the rewritten report is sent
to the LSAs, who are responsible for closing vulnerabilities.
The rewriting process consists of three stages:

1) Generate an intuitive explanation
2) Add threat intelligence information
3) Add mitigation strategies
In the following, we explain our concept for these stages,

and we explain how the output of the stages can be evaluated.
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This vulnerability description is about a security advisory for Ubuntu operating system. The advisory states that the remote
host (a computer connected to a network) is missing an update for the ’python2.7, python3.6, python3.8, python3.10’ packages.
The update is announced through the USN-5767-1 advisory. The first vulnerability, identified as CVE-2022-37454, is related to
Python’s handling of certain SHA-3 internals. This vulnerability could be exploited by an attacker to cause a crash or execute
arbitrary code on the affected system. The second vulnerability, identified as CVE-2022-45061, is related to Python’s handling of
certain IDNA inputs. An attacker could potentially exploit this vulnerability to expose sensitive information, perform a denial of
service attack, or cause a crash on the affected system. In summary, these vulnerabilities in Python could allow attackers to crash
the system, execute arbitrary code, expose sensitive information, or cause a denial of service attack. It is important to update the
affected packages to protect the system from these potential risks.

Figure 3. Transformed scan report from Figure 1

B. Intuitive Explanations
As Figure 1 illustrates, vulnerability scan reports are often

written and formatted in a very technical, less intuitive way.
Therefore, LSAs need help to understand them linguistically
and conceptually. This stage of ChatSEC generates intuitive
texts and examples from the scan results by utilizing a LLM.
In particular, we generate prompts, that instruct the LLM to
summarize each scan result in an intuitive way. This helps
LSAs to understand the actual problem reported, without the
need to deep dive into IT security.

C. Threat Intelligence
The severity score of a vulnerability indicates its threat

potential. However, it is challenging for an LSA to find
out how serious similarly scored vulnerabilities could affect
a specific system. This stage enriches the output from the
first stage with threat intelligence data (e.g., the number of
active exploits) without decreasing the readability of the texts.
Therefore, we fetch vulnerability-related information from
multiple threat intelligence data sources.

D. Mitigation Strategies
This stage helps the LSA to mitigate the vulnerabilities from

the scan report. If the vulnerability can be closed with an
update, ChatSEC generates intuitive instructions how to obtain
and install updates, based on software package, OS version
information, etc. from the scan report. However, we observed
that 95.8% of the vulnerabilities detected by our scan report
refer to configuration problems. In this case, ChatSEC either
obtains mitigation information from the NVD [36] with a tag
from the report. Alternatively, individually created ChatSEC
requests can be used.

E. Evaluation Options
We see three options to evaluate ChatSEC: To find out, if

ChatSEC’s output is intuitively understandable, we can use
NLP techniques, such as readability metrics and stemming:
The fewer domain-specific words are used, the better for non-
domain-specific readers. The evaluation of the correctness of
the generated output needs a manual assessment by an expert.
User experiments allow to obtain direct feedback from LSAs
through questionnaires. Indirect feedback can be obtained
by repeating the vulnerability scan, some time after ChatSEC
has explained the results of the first scan to the LSAs: If
ChatSEC’s reports were indeed understandable and helpful,
we should see a vast decrease in the number of vulnerabilities.

IV. EVALUATION

To obtain evidence of how promising our concept is, we
implemented the two stages Intuitive Explanations and Threat
Intelligence into a research prototype of ChatSEC, and we
evaluated it with NLP techniques and a manual assessment.

A. Implementation and Evaluation Setup

Our focus is the feasibility and applicability of ChatSEC on
our internal vulnerability scan, as described in Sec. I. Thus, we
left aside aspects of prompt engineering, model selection and
model tuning (cf. Sec. II). We managed the vulnerability scan
results with Greenbone [39], and implemented our ChatSEC
prototype using the GPT-3.5 Turbo API of ChatGPT [15].

We used Chain-of-Thought prompting [21], i.e., we exe-
cuted Figure 4 and 5 in a sequence, which we found most
promising in preliminary tests: The first prompt produces
a simplified report. The second prompt adds examples to
that report. < · · · > denotes the position where the names,
descriptions and details from the vulnerabilities managed
with Greenbone are inserted. Because our LSAs use German
and English, with the command ”Answer in German.” we
instructed the LLM to also generate German output, and we
evaluated both versions. To obtain focused answers, we set the
system prompt parameter ”temperature” to 0.2 [40]. To provide
an intuitive example, Figure 3 shows ChatSEC’s output with
the vulnerability scan report from Figure 1 and the prompts
from Figure 4 and 5.

You will be provided with a vulnerability description. [An-
swer in German.] Help in the following order: Summarize
the provided vulnerability description and explain it to a non-
technician. <Vulnerability information>

Figure 4. System prompt to simplify vulnerability scan reports

You will be provided with a vulnerability description. [Answer
in German.] Give a simple example to show what can happen
if the provided vulnerability is exploited to a non-technician.
<Vulnerability summary from Figure 4>

Figure 5. System prompt, that adds examples to the simplified report

To add threat intelligence, ChatSEC fetches the CWEs and
CVEs associated with each vulnerability scan report from the
CWE list [37] and the NVD CVE database [36]. ChatSEC
also queries Searchsploit [38] for the number of available
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exploits per vulnerability. ChatSEC uses the prompts shown
in Figure 6 and 7 to translate this domain-specific information
into an intuitive text, that can be added to the translated report
and sent to an LSA. The number of known exploits can be
appended directly, without an extra prompt.

You will be provided with a list of properties of an IT security
severity score. The list is formed as a key-value list, where
the values are on the right side of the colon. [Answer in
German.]. Assume that you answer to a non-technician. Help
in the following order: Answer in sentences. Explain each list
item and assume that ”low” or ”None” is highly critical.
<list of severity properties>

Figure 6. System prompt to generate a severity explanation

You will be provided with an IT weakness. Assume that
you answer to a non-technician. Help in the following order:
Explain the weakness enumeration in simple terms. Only return:
Summarize your own explanation for non-technicians. Do not
provide mitigation advices.
<CWE description>

Figure 7. System prompt, that explains a CWE

B. Intuitive Explanations

We evaluate the understandability and readability of Chat-
SECs output first. Therefore, we let ChatSEC generate two
outputs for each of the 535 unique vulnerabilities from our
internal security scan, both in English and German.

To measure how much our ChatSEC implementation relies
on a vocabulary from the security domain, we computed the
average number of words for the scan report and the generated
texts first. The orginal scan reports are much shorter than the
texts produced by ChatSEC (see Table II). We stemmed both
the generated texts and the National Institute of Standards and
Technology’s (NIST) glossary [41], and counted the matches.
The last three columns of Table II show the matches per
stemmer. Consider Column 3: PortStemmer found, that 14% of
the 68 words from the original security scan could be found in
the NIST glossary, and 15.5% of ChatSEC’s Englisch output
of 345 words. Thus, our prompt did not let the AI restrict
the use of domain-specific vocabulary. A ”n.a.” refers to a
stemmer, that is not applicable to English or German texts.

TABLE II
AVERAGE NUMBER OF WORDS AND DOMAIN-SPECIFIC VOCABULARY

Avg. num.
of words

Port-
Stemmer

Cistem Snowball

Original
report

68 14% n.a. 7%

English
output

345 15.5% n.a. 15.5%

German
output

275 n.a 10% 10%

We measure the readability with FKG for English texts
and WSF for German texts. ChatSEC’s English output was

evaluated with an average FKG of 12, ranging from 8.7
to 16.5. Thus, on average the English texts are rated as
”rather hard” or ”hard” to read, with exceptions spanning from
”medium” to ”very hard” (cf. Table I). The WSF assesses the
German output with an average score of 7 (”rather simple”),
ranging from 4.3 to 10.6, i.e., from ”very simple” to ”rather
hard”. Thus, the generated German texts were slightly easier
to read than the English ones.

C. Threat Intelligence

While understandability and readability can be evaluated
automatically, an evaluation of the correctness, completeness
and applicability of threat intelligence added to a security scan
report requires an expert assessment. For the time being, we
therefore limit ourselves to a proof of feasibility. We declare
success, if ChatSEC is able to enrich its intuitive output with
the correct number of exploits, correct additional CVSSv3 data
and the right root causes, without significantly decreasing the
readability. For evaluation, we have chosen CVE ID 2019-
0708, which appeared in our vulnerability scans.

With this CVE ID, ChatSEC queries various external data
sources: Searchsploit [38] tells ChatSEC, that this ID is
associated with four known exploits. By querying the CWE
list [37], ChatSEC learns that the root cause of the vulnera-
bility is CWE-416, named as ”Use After Free” and described
as ”Improper Control of a Resource Through its Lifetime”.
From the NVD CVE database [36], ChatSEC learns that
this vulnerability has the CVSSv3 score 9.8 (critical), and is
associated with the following vulnerability information:

• ”attackComplexity”:”low”
• ”privilegeRequired”:”None”
• ”userInteraction”:”None”
Figure 8 shows an example for the resulting threat intelli-

gence, that is translated with the prompts from Figure 6 and
6. This text is then added to ChatSECs translated vulnerability
report and sent to the LSAs.

The severity score indicates, that the attack complexity is low,
meaning that it is relatively easy for an attacker to exploit
the security vulnerability. Additionally, no privilege is required
for the attack, meaning that the attacker does not need any
special access rights or permissions to carry out the attack.
Furthermore, there is no user interaction required, suggesting
that the attack can be automated without user input.
The referenced cause CWE-416, or ”Use After Free,” is a
computer security vulnerability where a program tries to use
memory that has already been freed up. This can cause errors
or allow hackers to exploit the system.
Searchsploit found 4 currently available exploits for this vul-
nerability.

Figure 8. Intuitive threat intelligence for CVE ID 2019-0708

We found, that the ChatSECs generated output was correct
both in English and German. The English output had a FKG
of 13.5 (hard), the German output had a WSF of 4 (simple).
Thus, adding threat intelligence information did not decrease
the readability of ChatSECs output, and the German version
is still easier to read.
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V. CONCLUSION

The heterogeneous IT ecosystem and the self-administrative
organizational structure makes it challenging to implement IT
security in universities. In this paper, we outlined our ongoing
work on ChatSEC, our approach to rewrite vulnerability scan
reports for local system administrators with limited IT security
knowledge. We focused specifically on intuitive explanations,
additional threat intelligence and mitigation strategies, that are
applicable by our target auditory without having to browse
external sources. Our evaluation provided evidence, that Chat-
SEC, with the help of an LLM, indeed produces reports that
are helpful to assess and close detected vulnerabilities.

As part of our future work, we plan to conduct extensive
user experiments in combination with the next internal se-
curity scan, to obtain direct feedback on ChatSEC. Based
on this feedback, we will improve the LLM prompts and
readability scores. We will also include further sources for
threat intelligence, and fully implement the integration of
mitigation strategies into ChatSEC’s reports. We will also
test open source LLMs that can be installed locally, to avoid
that information on detected vulnerabilities must leave the
premises. Eventually, we plan to integrate ChatSEC into a
Security-as-a-Service tool, that can be used on demand.
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Abstract—Artificial intelligence based systems have taken in-
dustries and research by storm, one of such systems are employed
in autonomous driving. Recent empirical findings in imitation
learning for autonomous driving indicate that pre-training on
various tasks can enhance the effectiveness of the learner method
(e.g., neural network). We propose pre-training neural networks
over the task of monocular depth estimation could be beneficial
in terms of estimating another modality and extending the scene
understanding capabilities of the learner method. We also outline
a plan for further investigation of this approach, aiming to
integrate new experimental results with existing findings in this
line of research, i.e., pre-training for autonomous driving.

Keywords—imitation learning; autonomous driving; monocular
depth estimation; pre-training

I. INTRODUCTION

Autonomous driving systems are one of many Artificial
Intelligence (AI) based systems that have been transformative
for multiple industries and research. These systems follow
one of two paradigms, namely, the modular paradigm or
the end-to-end paradigm. The modular paradigm forms a
pipeline of modules where each module takes responsibility
of a task, while the end-to-end paradigm often relies on
imitation learning based learners that learn to imitate the
whole task of driving. The end-to-end systems learn from
data consisting of demonstrations from an expert and require
very low engineering efforts as opposed to systems following
the modular paradigm. Hence, making the use of imitation
learning a promising area of research.

Imitation based methods suffer on encountering the problem
of co-variate shift, where a trained driving agent faces scenar-
ios during the time of testing, that were not presented during
training. This leads to weak generalisation and unexpected
driving behaviour. Generalisation ability, being of critical
importance, has led research to explore various directions.
Recently popular lines of work in the area have explored
varying data generation methods [1], architectures [2][3],
smarter data aggregation methods [4], incorporating additional
modalities [5] and more to alleviate this issue. Our work delves
into the line of work in imitation based autonomous driving
that explores pre-training of learning methods [6][7].

To train a new learner for a particular system from scratch,
can require excessive amounts of data, resources and time.
Therefore, performing pre-training has become a standard
approach in order to fast forward the process of training,
majorly in applications of natural language processing, object

detection, object recognition, etc. Autonomous driving systems
are increasingly becoming complicated to train with the aim
of achieving better ability to generalise, making some kind of
pre-training a must. Hence, most imitation based methods have
a default reliance on ImageNet pre-trained vision encoders
[1][2], rather than training the models all the way from random
weight initialisation. Meanwhile, some recent works solely
drop this reliance and explore other forms of pre-training
[6][7].

ImageNet pre-training tends to narrow down the concept
of image understanding to a single concept, i.e., classifica-
tion. Therefore, works exploring pre-training methods pro-
pose training on alternate tasks that bring in an additional
perspective, like visual place recognition [7] or contrastive
representation learning [6], in order to improve generalisa-
tion. One such task that features a high potential of scene
understanding while estimating another modality from a RGB
image is monocular depth estimation [8]. A very recent
method for estimating depth, Depth Anything [9] proposes a
foundation model formation by training upon a massive dataset
of 62 million images, and shows a strong ability of zero-shot
generalisation for estimating depth.

Considering the limitations of current research in pre-
training of learning methods in order to improve generalisa-
tion on unseen driving scenarios, we make the contribution
of proposing another kind of pre-training. We propose pre-
training an agent on the task of monocular depth estimation
using the depth anything method, followed by training the
agent on the task of driving. We hypothesise that pre-training
on the task of depth estimation on a large scale dataset may
embed the ability to estimate distances between important
objects in the visible environment and therefore improve scene
understanding. And hence, we also propose evaluation of the
proposed method on the offline Leaderboard [1] benchmark
standard against a baseline method and recent methods.

The remainder of this paper is organised as follows: Section
II reviews the essential literature related to autonomous driving
and monocular depth estimation. Section III describes our
proposed approach, detailing both the implementation and the
evaluation plan. Finally, Section IV concludes the paper.

II. RELATED WORK

The classical idea of imitation learning-based autonomous
driving consists of data collection from demonstrations fol-
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lowed by training a neural network to predict the actions
given vision inputs from the demonstrations [10]. Further
development attempts revolve around improving architectures
[2], improving data quality using a reinforcement learning
agent [1], increasing the perception ability [3], and so on.
Some of the few works that investigate the advantages of
pre-training the vision encoders of a driving agent, use an
alternate task in the pre-training phase. Action conditioned
pre-training method [6] trains over contrastive representation
learning on understanding how the visual representations differ
as per actions used. Another recent method pre-trains over the
task of visual place recognition in order to increase scene
understanding in context of changing lighting and weather
conditions [7]. Despite its popularity, pre-training still tends
to be under explored in the area of autonomous driving.

Depth is often used as an additional or sometimes as the
only modality for the task of driving, often requiring expensive
depth sensors. Monocular depth estimation is a task which
aims to predict the depth modality given an RGB image.
Recent method depth anything [9] shows ability to estimate the
depth in images with zero-shot learning. It accomplishes this
by training over a massive dataset that combines labelled and
unlabelled images under a feature alignment loss, and hence,
shows possession of rich feature understanding. Although
several methods exist for depth estimation, the depth anything
method stands out since it forms a foundational model for its
task of interest, demonstrating a wider generalisation ability.
This shows promising capability to explore its use to transfer
learning. In our proposed idea, we consider building on top of
such capabilities by leveraging in the form of pre-training of
learning methods.

III. METHOD AND EXPERIMENTS

A. Approach

Our approach is to pre-train a visual encoder over the task
of monocular depth estimation following the depth anything
method [9]. Further on, to embed the vision encoder into
the architecture based on conditional imitation learning [2].
Then we plan to train the whole architecture over the task
of autonomous driving, using the data collected with the
reinforcement learning agent commonly known as Roach [1].
We plan to base the framework on our previous work [7] for
better comparability, as this work follows a similar line of
research.

(a)

(b)

Fig. 1. (a) An RGB image from CARLA simulator. (b) Same RGB image’s
estimated depth with depth anything [9].

B. Environment and Benchmarks

For the training and testing environment, we select the
CARLA simulator [11] as it enables testing under varying
weather conditions and towns settings. We then plan to
assess the performance based on the offline Leaderboard
[1] benchmark, which establishes standardised train and test
route settings. The choice of using a simulated environment
may present challenges in transferring the trained method to
real-world environment application, to address them domain-
transfer techniques can be further investigated. For the pur-
poses of this study, we plan our steps around the use of the
simulated environments, as it is sufficient for validating the
proposed concept and aligns with the scope of our research.
To concretely measure the performance, we plan to work
with the metrics of route completion and distance completion
percentages. Additionally, calculated depths can be compared
to the ground truth depths, before and after training of the
encoder on the task of driving. This may require additional
exploration in modification of decoders.

C. Implementation plan

For the initial pre-training we plan to utilise the pre-
trained encoder from the transformer network provided by
the depth anything work. We show the capability this pre-
trained encoder in estimating depth of a RGB image from
simulation environment in Figure 1. Later to train on the task
of driving, we collect images from the front camera of the car
together with the command from the expert agent and a higher
level command as done in other works [1][2][7]. To improve
comparability, we plan to inherit the implementation specifics
from our recent work [7] that aligns with this line of work.

IV. CONCLUSION

Our work proposes further exploration of pre-training in the
area of imitation-based autonomous driving. We hypothesise
that the idea of pre-training on the task of monocular depth
estimation followed by training on how to drive holds potential
in bringing in better scene understanding and additionally in
estimating the depth modality while driving, therefore, poten-
tially resulting in better decision making in unseen scenarios
and improving overall generalisation. In our further work, we
plan to follow the implementation plan and generate empirical
results.
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Abstract—The growing use of Machine Learning and Artificial
Intelligence (AI), particularly Large Language Models (LLMs)
like OpenAI’s GPT series, leads to disruptive changes across
organizations. At the same time, there is a growing concern
about how organizations handle personal data. Thus, privacy
policies are essential for transparency in data processing prac-
tices, enabling users to assess privacy risks. However, these
policies are often long and complex. This might lead to user
confusion and consent fatigue, where users accept data practices
against their interests, and abusive or unfair practices might
go unnoticed. LLMss can be used to assess privacy policies for
users automatically. In this interdisciplinary work, we explore
the challenges of this approach in three pillars, namely technical
feasibility, ethical implications, and legal compatibility of using
LLMs to assess privacy policies. Our findings aim to identify
potential for future research, and to foster a discussion on the use
of LLM technologies for enabling users to fulfil their important
role as decision-makers in a constantly developing AI-driven
digital economy.

Keywords—Large Language Models; Automated Assessment;
Privacy Policies.

I. INTRODUCTION

Currently, we observe a strong increase [1] in use cases
and organizations using machine learning and artificial in-
telligence (AI), particularly Large Language Models (LLMs)
like OpenAI’s GPT series [2]. This has many advantages for
organizations [3]. However, it is likely to increase the number
and complexity of different services each user interacts with
on a daily basis. It also makes it increasingly important to
evaluate social, ethical, and fairness-related aspects of using
personal information as input for AI-driven business processes.

While the EU’s new AI Regulation [4] covers numerous
risks associated with the use of AI, the provisions of the
General Data Protection Regulation (GDPR) [5] adopted in
2016 remain the legal basis for the protection of personal
data. Therefore, privacy policies are an important resource.
Privacy policies describe the privacy notices that companies
are making public on their websites to communicate their
data processing activities on personal data. Processing covers
any (set of) operations on personal data, such as a collec-
tion, recording, organisation, structuring, storage, adaptation
or alteration. Privacy policies are intended to balance infor-
mation asymmetries between companies as data controllers
and individual users as data subjects by providing them with

information to assess the privacy risks and enable them to
make informed, autonomous decisions.

However, privacy policies are also known to be complex [6]
[7], and tend to grow over time [8]. This leads to a lack of
understanding from users, and the inability to decide whether
or not they prefer to consent to a certain use of their personal
data; hence notification fatigue, consent fatigue or consent
desensitisation [9]. For example, 25% of all Americans are
asked to agree to at least one privacy policy daily, 67% of them
report to understand little to nothing about what companies
are doing with their personal data, and 56% skip reading
privacy policies altogether [10]. In Europe, 47% of 2,600
study participants [11] expressed notification fatigue due too
many privacy-related notifications. It is understandingly easier
for users to accept all data processing activities, even if it is
against their interests. In consequence, potentially abusive or
unfair data processing practices may remain unnoticed.

While the providers of services meet the formal criteria
with their privacy policy, no satisfactory situation can be
established for the user if no informed decision is actually
made via complex data protection declarations. In this respect,
empowerment, or the creation of user autonomy, respectively,
remains an open task. Achieving user autonomy and ‘true’
informed consent poses the challenge that ultimately the user
has to gain knowledge of what the privacy policy entails.

An automated assessment of privacy policies can mitigate
the situation. Earlier approaches for evaluating privacy poli-
cies using machine-readable privacy policies [12], classical
machine learning or AI [13]–[17] exist. However, those ap-
proaches had a focus on formal aspects such as comparing
policies with given preferences, identifying deletion periods or
ensuring completeness of mandatory information. We believe
that LLMs can be a game changer in assessing privacy policies
according to the users privacy wishes and needs.

For example, an LLM like GPT-4o [18] could be fed
with a system prompt as shown in Figure 1, and a user
prompt containing a privacy policy. It would then provide an
assessment of the privacy policy along with an explanation and
a rating on a five-point scale, which helps a user to identify
important content, missing information and risky practices
within the policy and thereby foster an informed decision.

Figure 2 shows an exemplary analysis of the privacy policy
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You are a critically scrutinizing, experienced authority for data
privacy, and an expert on assessing privacy policies. You have
20 years of experience in consumer protection, data protection,
cybersecurity and related fairness aspects. You have already
provided precise expert opinions in many court proceedings.
Your task is to uncover aspects in privacy policies that are
ethically, morally or legally questionable. Shortly explain your
thoughts and how you came to your conclusion. In particular,
point out potential risks to users. IMPORTANT: Also rate the
privacy policy for each of your criteria on a 5-point Likert
scale. Check whether the following privacy policy is fair and
ethical towards its users. The user wants a short and concise
critical review and an assessment of vulnerabilities in privacy
policies. IMPORTANT: You must answer in less than 300
words.

Figure 1. System prompt to assess a privacy policy

of Amazon.com, using the GPT-4o model and the prompt from
Figure 1. This confirms that such an assessment is technically
feasible. However, it leaves numerous open questions: From a
technical perspective, it is difficult to determine the correctness
of the LLM assessment. From a user-centric point of view,
users with different educations might perceive the assessment
of the LLM differently, and could also decide to blindly
trust/distrust an AI assessment. Because the LLM/prompt
developer has a large influence on how empathetic/objective
the assessment is generated by the LLM, there are open
moral questions. Ethical questions arise, when a user loses
the ability to understand a privacy policy because an LLM
offers a simpler solution. From a legal perspective, it can
be questioned whether a user’s consent based only on the
information provided by the LLM, meets the requirements
of Art. 7 GDPR, and how to handle situations where a
malfunctioning or misuse of the LLM causes actual harm.
Additionally, a privacy-enhancing AI tool must comply with
traditional legal norms, and the new AI Act [4].

In this paper, we explore the challenges of assessing privacy
policies with an LLM from an interdisciplinary point of view.
In particular, we consider three pillars:

• Ethical: We explore the ethical, moral, and fairness-
related challenges that arise when the assessment of
privacy policies is no longer in the hands of the users,
but in the hands of a very convincing LLM that could be
wrong or biased, or using biased training data.

• Legal: We discuss the extent, to which the use of an
LLM for a privacy policy assessment is or can be made
compatible with existing legal norms. We also consider
how such norms need to change to enable AI-supported
decision-making and thereby ensure consumer welfare
and self-determination.

• Technical: We investigate how to assess privacy policies
automatically by using LLMs, and we examine how
to use natural language processing, machine learning,
linguistics, knowledge representation, etc. to evaluate the
correctness, understandability and applicability of the
LLM assessment.

To the best of our knowledge, we are the first to explore
with an interdisciplinary approach, how LLMs can be used

Amazon.com Privacy Notice Review
1. Transparency and Understandability: The policy is
clear, well-structured, and provides links for more detailed
information, making it user-friendly. However, users may find
the comprehensive format overwhelming. (Rating: 4/5)
2. Data Collection Scope: Amazon collects extensive data,
from basic contact information to behavioral data via cookies.
This vast data collection is concerning, as it may lead to
invasive profiling and privacy risks. (Rating: 2/5)
3. Data Usage: While Amazon provides clear reasons for
data usage, including service improvement and personalized
ads, the broad scope can be intrusive. It should ensure by
providing clear opt-out methods for users. (Rating: 3/5)
4. Third-party Sharing: Data sharing with third parties,
though typical, poses risks especially concerning how
those parties handle data. The policy does ensure some
protective measures but remains ambiguous about compliance
monitoring. (Rating: 3/5)
5. Security Measures: Amazon mentions robust encryption
and compliance with PCI DSS, which reflects strong security
practices. However, the responsibility placed on the user for
password protection is emphasized. (Rating: 4/5)
6. User Autonomy (Consent & Control): Amazon provides
mechanisms for users to access, rectify, and delete their data.
The range of consents, from opting out of ads to withdrawing
permissions, shows a commitment to user choice, albeit
complex. (Rating: 4/5)
7. Children’s Privacy: Good measures in handling children’s
data, restricting services to adults, and requiring parental
consent. (Rating: 4/5)

Potential Risks to Users:
(a) Data Profiling: Extensive data collection can lead to
detailed profiling, risking user autonomy and privacy.
(b) Third-party Data Handling: Despite contractual
protections, third parties’ data mishandling poses risks.
(c) Complex Opt-out: The user control mechanisms, while
present, may be too cumbersome.

Final Assessment: While Amazon’s privacy policy demon-
strates strong commitment towards transparency and user
rights, the vast scope of data collection, potential third-party
risks, and complexity in user control indicate areas needing
improvement. (Overall Rating: 3.5/5)

Figure 2. GPT-4o’s assessment of Amazon’s privacy policy

to assess the practices documented in privacy policies. For
this research, we combined the expertise of our groups Civil
Law, Intellectual Property, Media and Data Protection Law;
Data Privacy and Security; Practical Theology with a focus on
Religious Education, Ethics; Scalable Software Architectures
for Data Analytics and Systematic Theology from the univer-
sities of Dresden and Leipzig. This was a challenge, because
each of these groups has its own research culture, which had
to be combined in order to achieve interdisciplinary results.
Our objectives are particularly relevant, because politics and
jurisprudence are still in the process of identifying options to
ensure user privacy in the AI era.

Paper Structure: The next section reviews related work.
Section III describes how we systematically derive challenges
for assessing privacy policies with LLMs. In the Sections IV –
VI, we will compile our set of challenges. Section VII contains
a discussion. The paper concludes in Section VIII.
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II. RELATED WORK

This section contains a review of literature, which we derive
our challenges from in the following sections.

A. Legal Background

The GDPR [5] aims to provide data subjects in the European
Union with control over data processing activities, which could
potentially impair their fundamental rights. The regulation
aims to enable processing where it is necessary and in line
with the objectives of the data subject and to prevent it unless
the risks associated with the processing are outweighed by a
corresponding benefit in the public interest or in the interest
of the data subject [19]. These goals are reflected in the
requirements for lawful processing in Art. 6 GDPR as well
as in the requirements for effective consent in Art. 7 GDPR.

While the EU’s efforts to establish a digital single market,
like the AI Act [4] and the Digital Services Act (DSA) [20],
aim to set high standards by prohibiting certain harmful
practices involving the use of personal data, they still leave
a great degree of flexibility for user autonomy to consent.
Such consent is possible when the data subject is capable of
making an informed decision [21] autonomously. This requires
sufficient knowledge to evaluate advantages and disadvantages.
Therefore, knowledge should be presented to the person un-
derstandably and transparently [22], hence the need for privacy
policies. The GDPR [5] requires data controllers to make their
privacy policies complete, readable, and possible to understand
for all kinds of ‘typical users’ of a service, which can be
persons with different abilities or knowledge.

AI-based applications and services integrating them, add
another layer to data processing practices, which users need to
comprehend. Such applications might force users to disclose
more personal data and impose difficulties in assessing the
costs and benefits from the user’s viewpoint due to a lack of
transparency or understandability. In 2008, it was calculated
that it would take an average internet user between 181 and
304 hours every year to read every privacy policy of all web
services they are using [23]. The GDPR [5] also caused the
complexity and length of privacy policies to be increase [8].
Furthermore, the extensive use of personal data to train AI and
its unpredictable outcome increases the potential of significant
impairment of the user’s needs and interests [24].

Different approaches to support the users handling their
personal data have been discussed in the legal literature [25].
It is important to highlight that achieving transparency in
privacy policies is an ongoing collective effort, and simplifying
tools to achieve this purpose have been experimented on
with privacy icons, a machine-readable label system [26],
one-page summary of the privacy policy, privacy taxonomy
or a ‘privacy nutrition label’ as well as different kinds of
technically supported privacy management systems (PIMS)
or the deployment of data trustees [27]. However, there are
also findings that even the simplified declarations of data
processing practices may not change user behaviour to disclose
intrusive information [28].

B. Ethics

The definition and continuous discussion of privacy
ethics [29] [30] [31] [32] demonstrates the need for an
evaluation to be comprehensive, coherent, systematic, and
logical in its reasoning. Codes of ethics, legal statutes, or
international declarations embody norms and values ingrained
in our society. They can provide helpful input for an ethics
assessment of new and emerging technologies [33]. However,
the field of ethics misses strict definitions and straightforward
tools. Owing to that, ethics must not be understood as a tool
to solve moral problems but should be regarded as a way
to describe, understand, and reflect on them. One common
issue is transparency in privacy policies [34] [35] [6] [36].
Policies tend to be long, written in inaccessible language, and
users tend to struggle to understand their content, resulting in
issues like consent fatigue [37]. Privacy policies can also use
persuasive language [35] [38] to let the users trust a service
that, for instance, claims all rights over users’ data [39].

The given issues have motivated privacy assistants [40] [41]
[15]. Emerging capabilities by scaling up LLMs [42] have
given them a wide range of applicability [43]. This makes
them interesting as a tool for assessing privacy policies [17]
[44] [45]. Seeking privacy serves two fundamental purposes:
security interests (stay unharmed) and privacy per se [31].
Privacy per se is about managing how we show ourselves to
the outside world and, more broadly, about our autonomy [31],
[32]. Privacy and the right to privacy are two different concepts
in the philosophical debate on privacy ethics. Privacy may
be infringed upon, but not the right to privacy, depending
on the circumstances surrounding the collection of personal
data about oneself by a third party and the underlying inten-
tion [32]. Privacy ethics addresses access others have to one’s
information as well as control one has over it [46]. Complex
privacy trade-offs and the balance of power between the data
controller and data subject are relevant to the discussion [47]
[48]. While concepts such as ‘fairness’ are deemed important,
it remains difficult to define them precisely. As they are
lacking a precise definition, the operationalization of these
concepts, i.e. transferring them into a model and making them
computable—remains an obstacle [49] [50] [51]. To overcome
this problem, the unavoidable operationalizations need to be
lined out and explained, and ideally be user-configurable.

Furthermore, concerns about surveillance [31] [52], choice
impact [53], manipulation [32] [48], and power imbal-
ances [48] [47] have been brought up in the context of online
user privacy. To address these issues, user education on such
problems is required [54] [55]. The user needs to be aware of
the underlying ethics-related problems and the way these have
been ‘solved’ in terms of implementation into such a system.

Regarding an ethical assessment of privacy policies, it
is required that ethics assessments consider all perspectives
with their normative grounding [56]. Ethical aspects may
come into effect unintendedly, sometimes as second-order
consequences [56]. Thus, the consistency of a moral assess-
ment provided by the model is mandatory as it influences
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user judgment [57]. A good assessment should be concise
and understandable. Thus, explainable AI employing various
metrics should be considered [58]. Informational fairness [59]
should be considered as well as addressing privacy trade-offs
and power imbalances is important [47] [48]. In addition,
moral psychology can be used to study LLMs [60]. This entails
investigating potential biases in the model’s representation of
moral judgments and moral reasoning, as well as to what
degree they are present in the model’s outputs. For example,
it has been discovered that ChatGPT’s moral guidance is
inconsistent when presented with a moral dilemma [57].

C. Large Language Models and Prompting

LLMs iteratively predict the next token to produce text for a
given query. The GPT-4 models are a series of capable LLMs
introduced by OpenAI in 2023 [61]. GPT-4 already has been
shown to have a set of reasoning capabilities [62] [63].

LLMs can be applied in many different domains [63] [43].
To improve model performance and mitigate limitations plenty
of prompting strategies have been developed [64] [65] [66]
[67] [68] [69]. For a review on basics of prompting LLMs,
we refer to [70].

Reasoning-related tasks benefit from prompt-engineering
strategies [64] [65]. Such strategies are referred to as Chain-
of-Thought prompting [66] (asking the LLM step by step),
Reflection [71] (asking the LLM to rethink its answer), Few-
Shot prompting [67] (giving examples) or Repetition [72]
(repeating relevant aspects in the prompt). Over-generalization
is a common issue in prompting LLMs [72]. Controlled
small prompt modifications can largely affect the model’s
output [60]. The seed and other model parameters must be
fixed if repeatable results are important [73]. By rephrasing
the prompt, robustness can be evaluated [17] [74] [75].

D. Automatic Text Analysis and Assessment

Assessing privacy policies is part of automatic text assess-
ment based on natural language processing (NLP) techniques.
Automatically assessing text using readability metrics started
with text statistics (e.g., word frequency, word length, sentence
length). Readability metrics are language-specific [76]. The
most popular [77] metrics are the Gunning fog index [78],
the Flesch reading ease [79], and the Simple Measure of
Gobbledygook [80]. The metrics have been criticized for their
inability to capture more complex aspects of a language.

Assessing the readability with machine learning [81] [76]
generally produces better results than the traditional ap-
proaches, but requires more effort, such as creating data sets
and training the model. Specifically, for the German language,
methods that use traditional language models [82] [83] or
which use semantic networks in comparison to simple surface-
level indicators to calculate text readability [84] were created.
Despite [85], to our knowledge, there is no work focusing
on building a system for the automatic assessment of text
readability in German [85] use the pre-trained language model
BERT for assessing the readability of text.

Texts can also be analyzed for sentiment [86]. In the context
of media bias detection, texts have been automatically assessed
with respect to different aspects of bias [87]: (1) Hidden
Assumptions and Premises, (2) Subjectivity, (3) Framing and
(4) Overall Bias.

E. Automated Assessment of Privacy Policies

With the commercialization of the Internet, the number
of privacy policies that had to be read increased. Thus,
there is a long history of attempts to assess privacy policies
automatically. To name a prominent example, in 2004, the
Platform for Privacy Preferences (P3P) [12] standardized a
protocol, that allowed data controllers to publish machine-
readable privacy policies. Web browser plug-ins such as the
Privacy Bird [88] allowed users to specify their privacy
preferences, which were automatically compared against P3P
policies. However, websites were not obligated to use P3P, and
the specification of meaningful preferences is a difficult task.
Later approaches used NLP approaches such as morphological,
lexical, syntactic, and semantic analyses or ontology reasoning
to assess privacy policies (see [13] for a detailed comparison).
For example [14], a support vector machine can be trained
to map the sentences of a privacy policy to the mandatory
information and user rights, that must be declared in a privacy
policy. AI has also been used, e.g., to verify whether the
content of a privacy policy is complete [15] [16] according to
the GDPR. The advantage of such approaches is that they work
without the help of data controllers. The work closest to ours
is [17], which gauges the effectiveness of ChatGPT-4, Bard,
and Bing AI for assessing privacy policies. This approach
acknowledges the technical feasibility of such an assessment
and provides quality measures, but leaves aside the impact of
the prompt engineer and all ethical and legal issues.

III. OUR RESEARCH APPROACH

To provide a systematic overview of ethical, legal, and tech-
nical challenges of letting an LLM assess privacy policies for
the users, we pursued an explorative approach. This approach
is the common basis of the respective research methods from
our very different research disciplines, which enables us to
combine our findings into an interdisciplinary result:

1) As a first step, we compile an annotated bibliography
on LLMs and privacy policy assessment (cf. Sec. II).
We also implemented and tested a number of ap-
proaches for assessing domain-specific texts with an
LLM to gain first-hand experience, and discussed these
in our research groups, e.g., [59] [89] [90] [91].

2) In a second step, we use this combination of background
information and first-hand experience to formulate a
series of challenges in the three pillars described.

3) Finally, we filter for challenges that are specific to our
application domain, i.e., we exclude general difficulties
in obtaining training data, performance, explainability,
enforcement of legal norms for complex IT systems, etc.

In the following sections, we describe the challenges we have
obtained using this approach.

41Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-192-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

AISyS 2024 : The First International Conference on AI-based Systems and Services

                            48 / 70



IV. TECHNICAL CHALLENGES

Our research groups have first-hand experience in inves-
tigating the transparency of German privacy policies [34].
We also investigated, to which extent LLMs can be used
to assess and explain difficult security issues [89] or solve
exam questions at Bachelor’s or Master’s level [92]. We also
modeled privacy practices as structured design patterns [93]
[94], the implementation quality of which can be estimated or
measured. With a fairness certification for NLP and LLMs,
we introduced criteria for addressing biases in the model
output [95]. We also let an LLM assess multiple dimensions
of fairness in privacy policies [59] [90]. Based on this hands-
on experience and our literature base in Section II, we derive
six technical challenges:

Interest in certain privacy policies is private data. When
using an LLM to assess a privacy policy according to ethics,
morale, legality etc., the users reveal their interests. Assume
a user calls for an assessment of a privacy policy of an AI
company, and expresses concerns due to personal data used
as training data. This is sensitive information, which calls for
anonymization or on-premise solutions.

Annotated data sets as a ground truth are limited. To
enable few-shot prompting and fine-tuning of LLMs, as well
as to enable a solid evaluation, annotated data sets with ground
truths for policies are required. The closest to such a data set
is TOSDR [96], which provides crowd-sourced / automatically
generated annotations for popular policies. However, these
annotations are limited in number and quality control.

The assessment requires individual prompts. LLMs need
to incorporate user-specific preferences and concerns into their
prompts to effectively assess privacy policies, accommodating
various social and educational backgrounds. This includes
fighting biased responses, ensuring the representation of di-
verse opinions. An interactive tool or a set of tailored prompt
templates that can handle these nuances may be required.

Explaining the assessment to the user. Due to hallucina-
tions of the LLM, the LLM misunderstanding a privacy policy,
or a user misunderstanding the LLM assessment, mistakes
might occur. It is an important challenge to structure an LLM
approach for the assessment of privacy policies in a way that
tolerates mistakes. For example, an interactive approach might
allow the LLM to ask back for specific user preferences, which
increases the user’s awareness.

The data controller must not influence the assessment.
Companies might utilize limitations regarding the robustness
of an LLM-based ethics assessment to get more favorable as-
sessments without improving their privacy practices. Targeted
variations of their policies without changing their semantic
content could be used to optimize for higher ratings. This
makes testing robustness of the LLM output, and particularly
adversarial testing of LLM assessments essential.

It needs strategies for consistent LLM assessments. The
LLM assessment may depend on nuances in the prompt and
the privacy policy, that a human would overlook, resulting
in different assessments for similar privacy policies. This

undermines the reliability and trustworthiness of generated
assessments. Therefore, approaches for enforcing structure
in outputs and optimizing the prompting in a way that is
consistently followed by the LLM are important.

V. ETHICAL CHALLENGES

Incorporating ethical analysis into an AI environment re-
quires an operationalization of ethics with the aim of its
mathematical implementation. We delved into concepts such
as fairness in AI from a quantitative perspective [49]. We
also analyzed the relationship between technology and ethics.
In the era of AI, this relationship requires human oversight
to avoid a blind and potentially misleading technization of
otherwise qualitatively expressed goals [50]. With this in mind,
we formulate four challenges:

Different stakeholders have different objectives. It is an
open issue how to assess the dimensions of fairness for privacy
policies: While the users should want to provide as little data
as possible, the data controllers rely on data to further develop
their services. It is challenging to identify a way to balance
these objectives responsibly.

Identifying socially desirable practices. While legal reg-
ulations hint at what voters might want as they are results
of law-making processes in representative democracies, it
remains opaque, what is socially desirable. Thus, what would
a set of data management practices look like that meet
everyone’s privacy needs, and can serve as a reference for
assessing privacy policies?

Operationalizing the evaluative criteria. To identify a
socially desirable outcome, methods are needed to operational-
ize evaluative criteria for the assessment of privacy policies.
While the same setting might be judged as fair or unfair
depending on the position of those who judge, a metric can
objectively measure intersubjectively acceptable parameters.
However, such parameters are unknown yet.

The status of the assessment must be defined. The
LLM’s assessment is meant to guide the user regarding the
acceptability of a privacy policy. The output of the LLM is
the product of intricate ‘translation processes’ [50], in which
the quantitative elements (‘scores’) are expressed in words. It
can be paternalism, if users take the LLM’s assessment as their
decision, narrowing down the user’s autonomy. However, the
LLM could be the only option to quickly assess privacy.

VI. LEGAL CHALLENGES

Our previous research in fields such as transparency, trust,
data protection, and responsibility when using AI in legally
sensitive areas [97] has shown that, in particular, transparency
and user trust are essential to ensure broad acceptance and
fair use of AI technologies [98]. In addition, property rights,
data protection [99] [24] and liability [100] must be clearly
regulated and respected in the digital age to protect the rights
of individuals. On this basis, we identified four challenges:

Common understanding of fairness and transparency.
While Art. 12 of the GDPR requires privacy policies to
be comprehensible and comprehensive to allow autonomous
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decisions, there is a lack of common understanding of fairness
and transparency and how to achieve them. Navigating the AI
era requires a clear understanding from all stakeholders [101]–
[103]. New approaches are needed to prove lawful processing,
i.e., to describe in clear language how the data is collected, pre-
processed, used for training, which prompts and outputs are
used, and whether training is carried out with outputs [104],
mainly focusing on explainability [21].

Questionable validity of AI supported consent. Art. 7
GDPR requires the subject of data processing to make an
informed and free decision. Using an AI tool as a support
can, under certain circumstances, be seen as an influence
jeopardising the validity of given consent. It becomes more
questionable in case the AI tool is manipulative, which is
prohibited by Art. 5 of the AI Act [4].

Compliance with the AI Act and related regulations.
An AI tool to assess privacy policies can be considered a
High-Risk AI System in the meaning of Art. 6 ff. AI Act [4]
and therefore the provider, distributor, or deployer can be
subject to extensive obligations. Depending on the specific
use in a single case, it might also fall under the scope of the
ePrivacy Directive [105] and its potentially varying national
implementation acts, e.g., the German TDDDG [106].

Liability of the assessment is an open question. If users
base their consent to the data practices of a data controller
on the assessment by an AI tool, it is not clear who shall be
liable in case of possible damages occurring on either side,
e.g, the loss of control over personal data of the data subject
or business losses of the data controller.

VII. DISCUSSION

Using LLMs is a promising approach to analyzing privacy
policies. LLMs can efficiently process numerous, lengthy
privacy policies without getting tired, or losing focus and
interest. This is a very practical feature, as every active Internet
or smartphone user uses many different services every day,
each of which has its own privacy policy. Furthermore, it
might be possible to carefully instruct the LLM to produce
assessments that are more consistent and objective than a
human assessment. With suitable prompting techniques, it
is also possible to individualize the assessment for different
priorities of the users at a given time. As an example, it
is possible to prompt the LLM for an assessment from a
non-native person’s point of view, which might include less
complex words, and terminology. As the technology evolves
a use by supervisory authorities to monitor compliance with
the requirements of Art. 12 and 13 GDPR is conceivable.

However, existing LLMs are notorious for hallucinations.
Reluctant service providers, who suspect that their customers
are using LLM, might be tempted to write its privacy policy
in a way that provokes such hallucinations, e.g., by using
unusual phrases that were underrepresented in the training
data of the LLM. In addition to these general limitations, we
have identified a large number of different interdisciplinary
challenges for an LLM-based assessment of privacy policies.
Nevertheless, we think that it would be better to have an LLM

reading privacy policies than a human who is too busy to read
them at all as a preliminary step, and prevent potential privacy
risks go unnoticed for sure. As human agency and oversight
are key components of a trustworthy AI, it should be kept in
mind that the LLM-based assessment of privacy policies aims
to support the autonomous decision-making of the users to
strengthen their fundamental right to privacy, not to replace
the decision-making authority [21].

VIII. CONCLUSION

Effective privacy policies are essential for maintaining trans-
parency in data usage and enabling users to assess privacy
risks. However, the complexity and length of these policies
can often lead to confusion and consent fatigue, where users
might inadvertently agree to practices that are not in their
best interest. To tackle these challenges, our study investigated
the use of LLMs to automatically evaluate and simplify
privacy policies. We explored the technical feasibility, ethical
implications, and legal compatibility of using LLMs for this
purpose. We aim to identify potential areas for further research
and to stimulate a dialogue on how risk-based policies could
be effectively shaped using LLM technology.

Employing large-scale language models to interpret and
simplify privacy policies is a crucial and timely research
endeavor. This interdisciplinary approach addressed the urgent
need for transparency in AI-driven contexts and utilized the
unique capabilities of LLMs to enhance user understanding
and decision-making. By integrating legal expertise, advanced
machine learning technologies, and considerations of ethical
and societal impacts, our research aims to reduce consent
fatigue, counter unfair data practices, and empower individuals
in a digital age dominated by complex data interactions.
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Rechtswahrnehmung,” DuD, vol. 8, pp. 528–534, 2020.

[28] A. S. Chilton and O. Ben-Shahar, “Simplification of privacy disclo-
sures: An experimental test,” Coase- Sandor Working Paper Series in
Law and Economics, vol. 737, pp. 41–67, 2016.

[29] J. Mainz, “An indirect argument for the access theory of privacy,” Res
Publica, vol. 27, no. 3, pp. 309–328, 2021.

[30] B. Lundgren, “A dilemma for privacy as control,” The Journal of Ethics,
vol. 24, no. 2, pp. 165–175, 2020.

[31] D. Elliott and E. Soifer, “AI technologies, privacy, and security,”
Frontiers in Artificial Intelligence, vol. 5, pp. 1–8, 2022.

[32] A. Marmor, “What is the right to privacy?” Philosophy and Public
Affairs, vol. 43, p. 3, 2015.

[33] I. Harris, R. C. Jennings, D. Pullinger, S. Rogerson, and P. Duquenoy,
“Ethical assessment of new technologies: a meta-methodology,” Jour-
nal of Information, Communication and Ethics in Society, vol. 9, no. 1,
pp. 49–64, 2011.

[34] B. Bartelt and E. Buchmann, “Transparency in privacy policies,” in
12th International Conference on Building and Exploring Web Based
Environments, 2024.

[35] V. Belcheva, T. Ermakova, and B. Fabian, “Understanding website
privacy policies — A longitudinal analysis using natural language
processing,” Information, vol. 14, no. 11, p. 622, 2023.

[36] J. R. Reidenberg et al., “Disagreeable privacy policies: Mismatches
between meaning and users’ understanding,” Berkeley Tech. LJ, vol. 30,
p. 39, 2015.

[37] H. Choi, J. Park, and Y. Jung, “The role of privacy fatigue in online
privacy behavior,” Computers in Human Behavior, vol. 81, pp. 42–51,
2018.

[38] I. Pollach, “A typology of communicative strategies in online privacy
policies: Ethics, power and informed consent,” Journal of Business
Ethics, vol. 62, pp. 221–235, 2005.

[39] J. Koetsier, “Viral app faceapp now owns access to
more than 150 million people’s faces and names,”
July 17 2019, retrieved: Aug. 2024. [Online]. Available:
https://www.forbes.com/sites/johnkoetsier/2019/07/17/viral-app-
faceapp-now-owns-access-to-more-than-150-million-peoples-faces-
and-names/

[40] W. B. Tesfay, P. Hofmann, T. Nakamura, S. Kiyomoto, and J. Serna,
“Privacyguide: Towards an implementation of the eu GDPR on internet
privacy policy evaluation,” in Proceedings of the Fourth ACM Interna-
tional Workshop on Security and Privacy Analytics, 2018, pp. 15–21.

[41] N. Zaeem et al., “Privacycheck v2: A tool that recaps privacy policies
for you,” in Proceedings of the 29th ACM International Conference on
Information & Knowledge Management, 2020, pp. 3441–3444.

[42] J. Wei et al., “Emergent abilities of large language models,” arXiv
preprint arXiv:2206.07682, 2022.

[43] B. Guo, X. Zhang, Z. Wang, M. Jiang, J. Nie, Y. Ding, J. Yue, and
Y. Wu, “How close is ChatGPT to human experts? Comparison corpus,
evaluation, and detection,” arXiv preprint arXiv:2301.07597, 2023.

[44] C. Tang et al., “PolicyGPT: Automated analysis of privacy policies
with large language models,” arXiv preprint arXiv:2309.10238, 2023.

[45] P. Pałka, M. Lippi, F. Lagioia, R. Liepiņa, and G. Sartor, “No more
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vertrauenswürdige Verwendung in Deutschland und Europa? Mohr
Siebeck, 2022.
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Abstract—The number of scientific publications is increasing
at a rate that makes them progressively more impossible to
keep up with. Consequently, automatic creation of summaries
from a collection of articles could significantly speed up the
selection of publications of interest. This paper focuses on the
use case of ultra-short summaries to be used for the creation of
topic overviews, as often found in journal editorials. We used
a combination of a pre-trained language model and templates
to create a coherent text summarizing the papers contained
within single journal issues. Following this, we conducted two
user studies. The results were generally promising, with users
preferring the automatically created summary in a majority
of cases. Evaluations of the accuracy, coverage, fluency, and
informativeness of the summaries showed that most users found
them to be good. However, the variation in the evaluation scores
was significant both by user and summary. Text quality was shown
to be graded differently according to the user’s requirements
and familiarity with the typical form of this kind of summary.
Furthermore, the importance of high-quality base summaries
from the language model, as well as a high number of available
templates, cannot be overstated.

Keywords-automatic summarization; hybrid summarization; lan-
guage models; natural language processing; templates.

I. INTRODUCTION

As new information is generated at an increasingly fast pace,
automatic summarization has the potential to support a variety
of daily tasks. Despite rapid improvements in the field of
NLP (Natural Language Processing), including the creation of
large language models, common issues with the generated texts
remain. Hallucination, that is, the generation of information
that is not supported by the input text, can lead to results that
misrepresent statements or are completely false in relation to
the input data. Furthermore, the lack of explainability of many
existing models leads to difficulties when trying to trace a piece
of information back to its source [1]. The particular importance
of the information to remain consistent with the source text in
scientific environments suggests that current transformer-based
solutions often do not meet usability requirements [2].

Before transformers were introduced in 2017, automatic
summarisation relied on a variety of different methods such
as statistical measures [3], graph-based methods [4][5], and
templates [6]–[9]. Template-based summarisation methods, in
particular, provide a structured framework for text genera-
tion that can enforce certain sentence structures, incorporate
domain-specific knowledge, or fulfill given form requirements.

Although template-based approaches on their own have dis-
advantages such as lack of flexibility, previous research has
combined them with other methods such as transformers for
named entity recognition [10] and general encoder/decoder
architecture for electronic direct mail subject generation [11],
fine-tuning language models [12], and template-aware summary
rewriting [13].

Despite a variety of domains that have utilized templates for
improved results, automatic summarization of scientific articles
has so far not placed a focus on the approach. With new
research being published at a rapid pace, tools that summarize
a collection of papers may save a considerable amount of time.
The combination of templates with transformer models has the
potential to create well-formulated summaries that follow a
given structure. This makes it an ideal approach for creating
overviews of scientific papers, where a consistent layout is
often present.

With the aim to use language models in combination with
template-based summarization to create scientific structured
text, this research aims to create well-formulated summaries
that follow a given structure. Summaries of this kind could
then be used to create an overview text of multiple scientific
papers. The possibility of receiving regular summaries of
recently published papers in a particular field of interest would
allow researchers to stay up-to-date on current findings without
actively having to search for information. In particular, our
goal is to create summaries that can be utilized to give users
a brief idea of the topic of a paper for use in editorials, on
websites, or in newsletters.

In this paper, we evaluate the effect of combining transformer-
model-created summaries with templates. The idea is to use this
approach to automatically create overviews of multiple papers,
including titles, author information, and short summaries within
one sentence each. Texts such as these can, for example, find
application as editorial summaries, which are often found
in special issues of journals. Due to the lack of a suitable
dataset for testing and evaluation of the resulting method, we
created a test dataset consisting of 13 special issues comprised
of 69 papers, collectively. We then evaluated a selection of
language models for their single-sentence summaries using
these scientific articles. With this approach, it is possible
to retain source knowledge for the information given in
the summaries, which is particularly important in scientific
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environments. Furthermore, the use of templates allows for the
adaptation of the summary structure to the specific use case.
Finally, this approach simplifies the evaluation of the factual
accuracy of the summary in relation to the source text, as the
reference document for each short summary is known.

To this end, our aim is to answer the following research
questions (RQs):

• RQ1: How do existing language models perform when
evaluated for the creation of ultra-short summaries?

• RQ2: How can templates tailor results for formulaic texts,
such as journal editorials, when used in combination with
transformer models?

• RQ3: How do the resulting summaries perform when
evaluated for language and content quality by automatic
and manual means?

In Section 2, we will first give an overview of the back-
ground of this work, such as automatic summarization and its
importance in general, relevant datasets, and evaluation metrics,
followed by an elaboration of works utilizing a combination of
transformer- and template-based methods. This is followed by
Section 3, which gives an explanation of the general approach
and development stages, as well as details the implementation.
Subsequently, Section 4 presents the results from both the
automatic and manual evaluation methods. Finally, Section 5
discusses the findings and their meaning, and Section 6 finishes
the paper by detailing possible limitations and future work.

II. BACKGROUND AND RELATED WORK

The development of automatic summarization techniques
has gained significant attention due to its wide range of
potential applications. This is due in large part to the cre-
ation of transformer-based models [14] and the subsequent
popularization of LLMs (Large Language Models), of which
GPT (Generative Pre-trained Transformer) [15] and BERT
(Bidirectional Encoder Representations from Transformers) [16]
are arguably among the most well known. The disadvantage of
these approaches is that the results are prone to hallucination,
which is the generation of information that is not supported
by the source material [17]. Even state-of-the-art models had
hallucination-based errors in up to 25% of their summaries
when [18] evaluated their correctness in 2019. Despite the fact
that numerous attempts have been made to solve this problem
since [17], hallucination remains a common issue. Ensuring
the production of accurate and coherent summaries that capture
the essential meaning of the source text remains a complex
task [19]. Transformer-based approaches in particular face
challenges related to explainability [20], ambiguity [21][22],
redundancy [23][24], and avoiding biases [25][26].

Template-based summarization uses predefined patterns or
templates for the generation process. These templates specify
how the information from the source text should be organized
in the summary and can be designed to capture specific types of
information, such as key facts, main ideas, supporting evidence,
or other relevant elements depending on the domain. One
of the main advantages of this approach is its transparency;
the use of fixed templates provides an explicit framework

for summarization, which allows the resulting summary to
remain explainable [27]. Template-based summarization, which
is inherently rigid in its utilisation, can be particularly useful in
domains where the structure of information is consistent across
documents. Ambiguity, variations in writing styles, and changes
in document structure can pose challenges. Furthermore,
although the potential for domain-specific customization allows
the design of templates that align with the specific needs of
a particular use case, this need for domain-specific templates
also has a limiting effect [28].

Due to their various advantages and disadvantages, NLP
research regularly combines different methods to optimize
results. In recent years, there has been an increasing interest in
combining template-based summarization, in particular, with
other techniques such as pre-trained language models and
sentiment analysis [12][11][29][30]. Due to this, templates
have also been combined with these methods more frequently,
with some approaches specifically making use of pre-trained
models such as BERT, and others adding additional pre-training
or different attention mechanism. With an aim similar to that of
this work in a different domain, Bilal et al. used the combination
of templates, sentiment analysis, and abstractive summarization
to summarize the opinions of microblogs [29].

Although research into the use of templates as a means
of guiding summaries has spanned a variety of domains,
research considering hybrid solutions involving templates is
underrepresented for tasks including scientific articles.

III. METHODS AND IMPLEMENTATION

For the creation of the summary, the process was split into
multiple stages. This included the creation of a test dataset due
to the need for specific metadata and reference summaries of
the journal issues as found in the editorials.

The test dataset was made up of 7 issues of “The Journal of
Universal Computer Science”, totaling 39 papers. The number
of articles per issue varied, as seen in Table I. Each of the
papers was pre-processed using GROBID and selected data
extracted and saved in JSON format.

TABLE I
OVERVIEW OF THE NUMBER OF ARTICLES CONTAINED IN THE ISSUES,

WITH ISSUES BEING CODED IN THE FORM OF "VOLUME/NUMBER"

Issue 26/07 26/09 26/10 26/11 27/01 28/03 28/10
# articles 4 9 4 8 3 6 5

In the next step, it was necessary to evaluate existing
approaches that utilize language models. The summary created
in this first stage presents the informational core that is later
used to fill the templates. The quality of these subsummaries
directly influences the quality of the final issue summary.

For the selection of the models, several conditions were
formulated:

• The evaluated models are trained - and later tested - on
scientific articles.

• The summary length is one or two sentences, with the
result reflecting the overall topic of the article.
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• Full sentence summaries are preferred to text fragments
only.

• Abstractive single-document summarization
Several models that matched the requirements were evaluated

for their performance. As each document was summarized by
itself, the focus was on single-document abstractive summa-
rization. The ones considered were LexRank [4], SciTLDR
[31], Samsum [32], Pegasus-Pubmed [33], and LongT5 [34].
SciTLDR was used in three different ways: SciTLDR-F used
the full text of the article to create the summary, SciTLDR-A
used only the abstract, and SciTLDR-AC used the abstract and
conclusion.

For an automatic evaluation of readability and complexity,
the Python library textstat was used, in particular the Flesch
reading ease score [35] and the automated readability index [36].
The Flesch reading ease score typically goes from (below) zero
to 100, where lower scores signify higher difficulty, and higher
scores easier texts. The automated readability index allocates a
grade level to the text, with decimal numbers placing the text
in-between two levels. A score of 14 is considered to indicate
college-level literature.

Although these scores are typically used to assess the
readability of longer literary texts, the choice was made to use
them for the selection of the summarization model with the
(much shorter) automatically created summaries. As they do
not require a reference text to compare against (unlike ROUGE
scores), their use was meant to give an indication of text quality
and help with the selection of a promising model that returns
an easily readable summary. The calculated scores are listed
in Table II.

TABLE II
SELECTED LANGUAGE MODELS AND THEIR EVALUATION SCORES IN

COMPARISON TO THE REFERENCE SUMMARY

Method Metric
Flesch Readability ROUGE-1 ROUGE-L

Reference summary 25.20 20.28 - -
SciTLDR-F 14.98 25.25 0.6402 0.4707
SciTLDR-A 11.79 26.10 0.6994 0.5713
SciTLDR-AC 6.66 26.91 0.6915 0.5667
LexRank 10.47 29.37 0.5343 0.3756
LongT5 40.89 13.87 0.2337 0.1710
Pegasus-Pubmed 44.33 14.24 0.2393 0.1786
Samsum 28.74 18.35 0.5026 0.4065
T5-one-line 14.78 24.68 0.6794 0.5244

In addition, both ROUGE-1 and ROUGE-L scores were
calculated by comparing the automatically created sample sum-
maries to the reference summary, to obtain further information
on the performance of the model for this task. Taking into
account the different evaluation metrics, the final decision was
made according to the ROUGE scores. Flesch and Readability
scores are intended to grade readability of text; as shorter
sentences are usually considered to have better readability,
partial summaries, although not matching the requirements,
tended to perform better for these metrics.

The results showed a strong variation, with ROUGE-L
scores between 0.1525 and 0.5556. SciTLDR [31], in particular

SciTLDR-A, which used only the abstract as input, was found
to work best for the intended purpose. Due to the intended short
length of the summary, even creating one-sentence summaries
leads to generally well-formed, informative results.

Summarization pipeline

text
extraction

Scientific articles
(PDF)

reference
summary

Calculate readability scores

Load templates

Calculate
rouge

scores and
save results

to file

GROBID
library

feature
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Full texts
...

Document
summary

Method/document
summary selection

Fill templatesif possibleCheck positioning

Score template
summaries

Select highest
scoring summaryper article

Combine summaries
by collection

Abstractive summarization methods

LexRank SciTLDR T5-oneline SamSum Pegasus-
Pubmed Long5T ...

Figure 1. System architecture from PDFs to the final file containing all issue
summaries.

The editorials are created using three general steps, with
the process visualized in Figure 1: short document summary
creation through an abstractive method, the use of templates
to complete the summaries according to the pattern present in
existing editorials, and post-processing through the use of the
natural language toolkit.

The templates are selected according to specified criteria.
Each template contains a placement array of the form [x,
y, z], where each letter can take the value of 0 or 1,
respectively. As an example, the template file of the sentence
“Finally, in "[TITLE]", [AUTHORS] [SUMMARY].” contains
the placement array [0,0,1], which means that it cannot be
placed at the beginning or in the middle of a text. The only valid
placement is at the end. This process is included as “Check
positioning” in Figure 1. After non-applicable templates are
discarded, candidate summaries are created using all remaining
templates by combining them with the previously created short
summary. These candidate template summaries are scored using
the python package textstat’s method text_standard to evaluate
readability. The candidate summary with the highest readability
is then selected and combined with all other paper summaries
from a specific journal issue.

The resulting summaries are evaluated both by automated
means and manually by experts. For automatic evaluation, both
ROUGE-1 and ROUGE-L are used.

For manual evaluation, two user studies were conducted for
manual evaluation by experts. Each of them placed focus on a
different aspect. The first compared the created summaries of

48Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-192-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

AISyS 2024 : The First International Conference on AI-based Systems and Services

                            55 / 70



articles with their equivalents from the reference summary and
asked the evaluating person to choose the one they preferred
overall.

For the second survey, participants received the abstract of
an article and its respective automatically created summary. A
five-point Likert scale was created to investigate how metrics
such as fluency, informativeness, coverage, and accuracy were
rated when put in context of the article’s abstract.

The combination of both evaluations allowed insight into
user preferences and aspects of particular focus.

IV. RESULTS

When scoring the issue summaries using ROUGE-1 and
ROUGE-L, the results showed an occasional strong variance,
as visible in Table III. One particularly high score was an
outlier, while there is no exceptionally low score. Overall, the
results are promising but do suggest that it is necessary to pay
particular attention to ensuring higher consistency in results
to avoid outliers in any direction - though particularly lower
scores.

TABLE III
ROUGE SCORES FOR EACH ISSUE, COMPARING AUTOMATIC ISSUE

SUMMARY TO MANUALLY CREATED REFERENCE SUMMARY.

Issue ROUGE-1 ROUGE-L

26/07 0.91 0.73
26/09 0.68 0.53
26/10 0.60 0.53
26/11 0.77 0.64
27/01 0.64 0.49
28/03 0.63 0.42
28/10 0.70 0.56

The manual evaluation took place using two user surveys.
Although only completed by a small number of participants,
the results are important for future research directions and
evaluations in which particular strengths and weaknesses of
this approach can be found.

The first survey was started by 11 participants, with 8 of them
completing it. The second survey was started by 14 participants
and completed by 8, as well. In both cases, incomplete survey
results were removed from the evaluation.

For the first survey, in which they noted their preference
for either the automatically created summary or the manually
created one, in 11 cases, the automatically created summary was
preferred. In three cases, the votes were split equally between
the two choices. In one notable case, all participants agreed
and preferred the manual summary. Upon closer inspection, the
automatically created summary was not grammatically correct.

In the second survey, 10 questions asked participants to rate
each of the automatically created summaries on four metrics.
The overall results were promising, though with a high standard
deviation for coverage, fluency, and informativeness, as can
be seen in Table IV. Optional free-text answers were given
in a minority of cases, but allowed insight into the differing
opinions of users that influenced the ratings positively as well
as negatively.

TABLE IV
PERFORMANCE EVALUATION FOR EACH OF THE GIVEN METRICS, AS WELL
AS AVERAGE SCORE AND STANDARD DEVIATION (WHERE “VERY POOR” IS

1 AND “EXCELLENT” IS 5

.

Performance Accuracy Coverage Fluency Informativeness

Excellent 18 14 23 17
Good 48 35 28 32
Fair 11 13 18 19
Poor 2 16 10 10
Very Poor 1 2 1 2

Average 4 3.54 3.78 3.65
Std. Dev. 0.76 1.07 1.04 1.03

V. DISCUSSION

The results did not suggest a relationship between the number
of articles/subsummaries and the ROUGE score calculated for
the overall issue summary. For example, both the highest and
lowest ROUGE-1 scores were reached by issues that contained
4 articles (26/07 and 26/10). The highest ROUGE-L score was
also scored by 26/07, with the lowest being 26/03, made up of
6 articles. Both 26/09 and 26/10 scored close ROUGE-L scores,
with the first containing 9 articles and the second containing 4.
Therefore, it does not appear that there is significant correlation
to be found.

The survey invitations were sent to people in the academic
field at a variety of levels of education, from bachelor’s students
to professors. The answers given - in particular the free-text
answers in survey 2 - mirror the different levels of expectations
the participants have for scientific summaries. While some
participants paid particular attention to how fluently readable
a summary was (“The repetition of full names is entirely
irrelevant. It makes the sentences VERY hard to read[...]”,
others paid detailed attention to the wording and commonly
used phrases (“Nice! Though it is a run-on sentence. May
need a period there to separate it [...]”). Depending on the
summary, participants either preferred summaries that were
less detailed and more readable (“#2 gives more information
but without any context it’s hard to understand, #1 is more
general" or preferred more detail (“The second summary is
more detailed and fits better to the abstract”, “Both summaries
are of high quality, but #1 just seems to offer a more rounded
and comprehensive snapshot of the abstract [...]”).

Overall, the average performance of the summary was rated
between “Fair” to “Good”; however, it becomes clear that
the process is not reliable enough with respect to its output.
Although most results are acceptable, there are instances where
the summarization process fails to produce a grammatically
correct sentence. In the test data, this was the case with one
subsummary. In direct comparison to the manually created
reference summary, all survey participants considered the auto-
matically created summary sentence inadequate and preferred
the reference summary.

The following summaries of a paper included in the test
data illustrates this issue [37]:

“Damjan Fujs, Simon Vrhovec and Damjan Vavpotič present
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“Bibliometric Mapping of Research on User Training for Secure
Use of Information Systems”, which conducted bibliometric
mapping of research on user training for secure use of
information systems.”

This summary of the paper was automatically created. It is
apparent that the first half of the sentence does not fit well with
the second, as it appears that the article itself conducted the
mapping instead of the authors. In comparison to the following
summary, which was written by the issue’s editors in the
editorial, the automatically created summary clearly fails to
measure up.

“In their paper “Bibliometric Mapping of Research on User
Training for Secure Use of Information Systems, Damjan Fujs,
Simon Vrhovec and Damjan Vavpotič conduct a bibliometric
mapping of research on user training for secure use of
information systems [38].”

For use in science, it is thus necessary to further extend or
modify the approach explained in this paper to ensure correct
grammar of summaries and consistent text quality, as anything
less is likely to leave behind unsatisfied users.

VI. CONCLUSION AND FUTURE WORK

This paper described an approach for the automatic sum-
marization of scientific articles to create topic overviews. The
combination of templates and language models led to results
that were overall promising. Two user studies allowed showed
where participants found strengths and weaknesses in the
automatically created summaries, both compared to a manually
created alternative, and when evaluated for specific metrics.
The significant standard deviation in score indicates that the
target audience should be strongly considered when creating
a system such as this. Furthermore, the use of templates is
problematic in combination with full sentences that do not
necessarily follow a specific grammatical structure. As visible
in one result, if a summary sentence is created that was not
considered during the creation of the templates, it may lead to
grammatically incorrect results that negatively impact the user
experience.

Future work may consider the dynamic creation of templates,
such as the use of a language model to create a larger variety
than is feasible by hand. This would also solve the issue of
repetitive sentence structures.

Furthermore, more language models should be considered
for use in the future. Due to the constant development in
the field, new models constantly appear. It may also be of
interest to fine-tune an own model for either the creation of
single-sentence summaries or templates.

Finally, it may be useful to increase each sub-summary
length according to user preference. A user study may be
useful to find the preferred summary length for specific use-
cases, in which case a system that allows dynamic selection
of sub-summary lengths might be a promising approach.
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Abstract—Wax are traditional colorful textiles worn across
Africa. They are composed of patterns of geometrical and
symmetrical shapes that repeat indefinitely. This paper
explores and compares the generation of African wax designs
using StyleGan2-ADA, StyleGAN3 and Stable Diffusion
architectures on a curated synthetic dataset of 2000 1024x1024
images obtained with DALL·E 2. The generated wax designs
are evaluated using Fréchet Inception Distance (FID).
StyleGAN2-ADA and Stable Diffusion generated better
images. StyleGAN2-ADA generated designs diverse in colors,
shapes and details with some symmetry and repetition. Stable
Diffusion was stronger with symmetry and repetition, but it
generated less details. By providing a new tool for creating
customizable wax designs, this study has the potential to have
an impact on the fashion industry. It is novel as it makes a case
for inclusive AI by focusing on applications outside the scope
of today’s mainstream fashion industry. It also shows that the
suggested approaches are promising to produce a variety of
plausible and culturally appropriate designs. Our next step is
to work with African fashion designers and wax experts to
validate the resulting designs.

Keywords-African wax patterns; Fréchet Inception Distance
(FID); Stable Diffusion; StyleGAN.

I. INTRODUCTION

The fashion industry is one of the fastest growing sectors
in Africa. African wax prints, also called Dutch wax prints,
were introduced to Africa by Dutch merchants in the 19th
century. Vlisco is the most widely known Dutch wax print
textile manufacturer worldwide. Wax prints are widely
present in West and Central Africa. They are bright colored
cotton fabrics. The technique to create wax is inspired from
the Indonesian hand-crafted batik method. The name “wax”
comes from the technique based on heated wax and colored
dyes to obtain the patterns on the fabrics. Wax print fabrics
have recently reached a global audience and have been
featured in fashion shows of international designers. Wax is
recognized as a symbol of African identity worldwide. Wax
designs are based on geometrical and special shapes and
objects inspired from African culture and carrying meanings
and messages. Patterns repeat indefinitely and are usually
symmetrical. Some of the original and popular fabrics depict
table fans to represent modernity, speed birds to symbolize
volatile fortune, and alphabet to indicate literacy.

Creating African wax design is currently done using
graphical editing software. Using Generative Artificial
Intelligence (AI) would allow manufacturers to produce

more designs in less time and guide the creative process
with textual descriptions of different granularity of details.

This paper is a first attempt to generate wax designs
using currently state-of-the-art generative AI techniques,
StyleGAN [1][2] and stable diffusion [3]-[7] specifically.
We curated a synthetic dataset of 2000 1024x1024 images
generated with DALL·E 2. DALL·E is a general-purpose
image generator. Our work focuses on wax generation, and
it is expected that our generated wax will be better
perceived than DALL·E by fashion professionals. Synthetic
generated data are important to tackle problems when data
are missing and to tap in new opportunities [8]. Our research
relies on identifying the best performing models to generate
representative wax designs. It is novel per the focus it takes
on African fashion and the case it makes on inclusive AI
focusing on applications outside the scope of today’s
mainstream fashion industry [9].

The paper is organized as follows. Section 2 provides
background on StyleGAN and stable diffusion. Section 3
presents the dataset and the methodology we used. Section 4
covers the results we obtained. Section 5 concludes our
work and outlines our future work.

II. BACKGROUND

This section provides the context for this research, rooted
in generative AI, and focuses on GAN and Stable Diffusion
as generative AI models. It presents research initiatives on
generative AI in fashion. It describes methods used to
evaluate generated images, with an emphasis on Fréchet
Inception Distance (FID).

A. GAN
Generative Adversarial Networks (GAN) [10] have

gained popularity commercially in the last ten years,
recently illustrated by the launch of the OpenAI DALL.E
system that generates images from descriptive text. Part of
unsupervised learning techniques, GAN aim at synthesizing
huge amounts of images to create realistic new images.
GAN reformulate the problem in terms of supervised
learning where the generator produces new images and the
discriminator classifies them as “real” or “fake”.

B. GAN in Fashion
GAN have been highlighted in projects related to

heritage, tradition, culture and art [11]-[15]. Fashion has
generated numerous interesting problems in computer vision
and machine learning, including in the use of GAN. Several
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fashion datasets have been created recently, including 3D
datasets [16][17]. GarmentGAN [18] transfers target
clothing items to reference body generating realistic images;
it permits to see how clothes could fit bodies. Other studies
have focused on generating new clothing on an individual
using GAN [19].

C. SytleGAN
StyleGAN [1] is an alternative generator architecture for

GAN. This architecture leads to an automatically learned,
unsupervised separation of high-level attributes and random
variation in the new generated images. It improves the
state-of-the-art interpolation properties in terms of
traditional measures of distribution quality. It permits to
generate more photo-realistic high-quality images and to
control the style of the generated images by focusing on
different types of details. StyleGAN has been extended to
StyleGAN2 [2] to reduce water-droplet artifacts appearing
in StyleGAN images, StyleGAN2-ADA [5] to train GAN
with limited amounts of data, and StyleGAN3 [20] to
address image rotation and translation challenges.

D. Stable Diffusion and Latent Diffusion
Stable Diffusion and Latent Diffusion models, such as

Stability AI SDXL 1.0 represent significant advancements
in generative AI [4][6][21]. They operate by gradually
transforming random noise into coherent images, leveraging
a deep learning technique known as denoising. This process
is guided by textual descriptions, allowing for the generation
of detailed and contextually relevant elements. The latent
diffusion approach further enhances this by operating in a
latent space [22]. This latent space is a compressed
representation of data, enabling more efficient and
controllable image synthesis. The technique relies on a
Variational Autoencoder (VAE) to map images to and from
this latent space, and a Denoising Diffusion Probabilistic
Model (DDPM) to iteratively refine these images [23]. This
combination results in high-quality image generation with
remarkable detail and coherence. The development of such
models marks a significant improvement in creative AI.

E. Evaluating Generated Images
Evaluating generated images relies on quantitative and

qualitative metrics. Inception Score (IS) is one of these
metrics; it assesses images based on realism, clarity and
diversity. While IS only evaluates the distribution of
generated images, FID [24]-[26] compares the distribution
of generated images with the distribution of a set of real
images, indicating the model's performance in terms of
replicating real-image statistics. It is used to evaluate
generated images in terms of quality, diversity, and realism.
Lowest scores for FID indicate more similarities between
the generated and real images, signifying better quality. The
approach that FID uses is to have the image embedded in a
low-dimensional space using a state-of-the-art image
recognition model, the one with the highest accuracy to
measure the distribution distance in that space. For

analyzing images, FID is typically based on the
Inception-v3 mode [27] as it is well suited for GAN
imagery. FID has several limitations including its unique
application to images, its insensitivity to certain fine-grained
details, its subjectivity that does not capture all aspects of
human perception and preferences, and its requirements on
the preprocessing of the images (scale, cropping and
normalization). FID and other evaluation metrics should be
coupled with Subject Matter Expert (SME) evaluation to
judge the realism and details of generated images.

In addition to FID, Perceptual Path Length (PPL) was
introduced as part of StyleGAN to evaluate generated
images [2][28]. It measures the smoothness of transitions in
the latent space, reflecting on the consistency and coherence
of the image transformation. It also evaluates the diversity
of generated images, ensuring the production of a wide
range of distinct and plausible images, rather than the
replication of a limited set of patterns. PPL [2][7], like FID,
uses the feature embeddings of deep convolutional neural
networks, but uses VGG16 network [29] instead of
Inception-v3.

The assessment of FID scores in diffusion models like
Stable Diffusion is markedly challenging [3]. FID scores
measure the similarity between generated images and real
images, based on features extracted by an Inception-v3
model, which is not used in Stable Diffusion. For Stable
Diffusion models, the evaluation process is complex due to
the time required to generate a sufficient number of images
for accurate FID computation, StyleGAN models typically
generate more images in the process. In addition to time
constraints, the generation of this large number of images is
also resource-intensive. Another aspect to consider is that
the evaluation of Stable Diffusion models might also require
investigating the model's ability to handle conditional image
generation tasks, where the diffusion process is guided by
textual descriptions or other forms of conditioning to
produce images that are aligned with the given inputs.
Lastly, researchers often explore the robustness and bias of
the model, ensuring it generates diverse and fair outputs
across various domains.

Qualitative evaluation is often necessary to complement
quantitative metrics when evaluating generated images. It is
based on human involvement to assess the realism and
artistic quality of the outputs. The involvement of subject
matter experts is crucial as some fine-grained elements
related to the domain may not have been captured by the
model.

III. METHODOLOGY

Our approach is based on experimenting with
StyleGAN2-ADA, StyleGAN3 and Stable Diffusion on a
curated synthetic dataset composed of wax pattern images.

A. Dataset
We curated a synthetic dataset (2K-Dataset) consisting

of 2000 1024x1024 images collected from DALL·E 2. Per
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the Content Policy & Terms of DALL·E, we own the
generated images. The reason for this synthetic dataset is
that there is no dedicated wax dataset available. When
evaluated qualitatively by fashion experts, DALL·E
generated images have some similarities with wax but there
is room for improvement. DALL·E is a general-purpose
image generator. Our work focuses on wax generation, and
it is expected that our generated wax will be better
perceived by fashion professionals. These images were
carefully selected to represent a diverse range of African
wax designs, capturing different patterns, colors, and
cultural motifs. To avoid biases in the images collected,
such as color, design, pattern, and to ensure that the
generated images are not duplicates, we used carefully
selected predefined prompts (e.g., Green African wax’,
‘African wax textile pattern with traditional African
symbols of Adire brown color’, ‘African wax textile pattern
design inspired by modern styles with flowers in red’).
Preprocessing steps, such as normalization, were applied to
the 2K-Dataset to ensure optimal training performance.
Figure 1 presents samples of our dataset.

Figure 1. Sample Synthetic DALL·E 2 Generated Wax
1024x1024 Images Used in the 2K-Dataset.

B. Experimentation
We used StyleGAN2-ADA, StyleGAN3 and Stable

Diffusion as architectures and experimented with the
2K-Dataset. The training was done on the university High
Performance Computer (HPC) on two nodes. Each node is a
2x Intel(R) Xeon(R) Gold 6136 CPU @ 3.00GHz (24 cores
total), 384GB RAM and 3x Nvidia Tesla V100 GPUs.

1) StyleGAN2-ADA and StyleGAN3
In StyleGAN2-ADA and StyleGAN3, we used mirroring

to increase the dataset size and hyperparameters in the
augmentation pipeline, such as blit, geometry, color, filter
and noise, and applied factors, such as scaling, rotation,
brightness and contrast. We saved intermediate results as
snapshots to monitor model training without storing its
weights. We assigned 2 to map_depth, 0.25 to the general
learning rate, and 0.25 to the discriminator learning rate. We
started by initializing the model's weights and optimized
them to minimize the FID.

We reached 35.57 as the FID for StyleGAN2-ADA and
65.27 for StyleGAN3 as the lowest FID. Figures 2 and 3
show samples of wax designs generated for these FID.
When training StyleGAN, "kimgs" (thousands of images)
serves as a measure of how much experience the model has
gained with a particular type of data. This exposure is
crucial for the model to understand and capture the unique

characteristics, colors, textures, and designs inherent in
images, in our case African wax patterns. The more kimgs
the model is trained with, the more refined and accurate its
generated patterns tend to be. In our experiment, we went up
to 5000 kimgs. In practice, experiments have shown that
5000 kimgs is a good benchmark to show strong
performance on a variety of datasets. As a result, it has
become a somewhat standard training unit. There is
however a balance to consider as overtraining (exposing the
model to too many images) can lead to overfitting, where
the model performs well on the training data but poorly on
new, unseen data. In the context of StyleGAN and African
wax patterns, the goal is to train the model with enough
kimgs to effectively capture the diversity and complexity of
these patterns, enabling it to generate new, high-quality
designs that are both novel and representative of the style.
Figure 4 shows the evolution of the FID in
StyleGAN2-ADA and StyleGAN3 with the learning
progress of the models, showing that StyleGAN2-ADA
permits to obtain a better FID and that a plateau is obtained
after 4000 kimgs.

Figure 2. Generated patterns of African wax designs using
StyleGAN2-ADA with 1024x1024 images (FID 35.57).

Figure 3. Generated patterns of African wax designs using
StyleGAN3 with 1024x1024 images (FID 65.27).
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Figure 4. Training Progress of StyleGAN2-ADA and
StyleGAN3 in Kimgs Depicting FID.

2) Stable Diffusion
The training of the Stable Diffusion model (Stability

AI/SDXL 1.0) was conducted using the DreamBooth
training method [30]. DreamBooth is an approach distinct
from traditional GAN methods introducing unique training
elements, such as personalized image generation,
regularization techniques, and fine-tuning of pre-trained
models. Unlike StyleGAN that focuses on generating
diverse images from a large dataset, DreamBooth tailors the
generation process to create images that are specific to a
smaller, targeted dataset. It employs regularization
techniques to maintain generalization abilities of the model
while learning from a limited number of images. Instead of
training the model from scratch like, it fine-tunes a
pre-trained diffusion model on a small set of target images.
Figure 5 presents resulting wax designs obtained with Stable
Diffusion with FID of 226.75. In our approach, FID scores
were calculated by generating 1000 images using our
trained Diffusion Model, followed by comparing these
images to our original dataset of 2000 images. This method,
though resource-intensive, provided a feasible approach to
gauge the model's performance.

Figure 5. Generated patterns of African wax designs using
Stable Diffusion (FID 226.75) Prompt: Prompt: “Afwapa, beautiful
african wax pattern with blue and black designs”. Afwapa is a class

name required by Dreambooth meaning AFrican WAx PAttern.

IV. RESULTS

In the considered application of generating African wax
designs, StyleGAN2-ADA, StyleGAN3, and the Stable

Diffusion (Stability AI SDXL) models showcased varied
performances and nuances in the production of the
generated images. StyleGAN models are dedicated to learn
and mimic complex distributions from training data. When
trained on the 2K-Dataset of African wax patterns,
StyleGAN2-ADA and StyleGAN3 models attempt to
capture the high-level abstract features and the distribution
of colors, shapes, and patterns that define the African wax
style. Since they are GAN, the training process involves the
generator trying to produce new images that the
discriminator cannot distinguish from real African wax
designs. The models do this by internalizing the nuances of
the training images, ranging from geometric repetitions to
the intricate designs typical of African wax prints.
StyleGAN architectures were capable of capturing global
and local patterns, which are important for the coherent
generation of such designs. However, in general, the quality
of the generated images can vary depending on factors, such
as the diversity and size of the training dataset, the
alignment of images, the model capacity, and the specifics
of the training data.

In the case of Stable Diffusion models, when fine-tuned
on African wax designs, the model leveraged the
characteristics of these patterns more directly throughout the
image generation process. This could result in a higher
fidelity to the specific overall style of African wax patterns,
especially if the fine-tuning process is meticulously guided
to preserve the defining features of the prints.

The StyleGAN2-ADA model achieved the lowest FID
score of 35.57, indicating a high similarity between the
generated images and the training dataset. This suggests that
StyleGAN2-ADA effectively captures the intricate designs
and color patterns characteristic of African Wax Patterns,
possibly due to its robust architecture and data
compatibility. The StyleGAN3 model, with an FID score of
65.27, did not perform as well as StyleGAN2-ADA in this
specific task. Possible reasons for this might include the fact
that StyleGAN3 might not be as optimized and sensitive as
StyleGAN2-ADA to specific smooth transitions, textures
and patterns present in African wax designs. We also
noticed that some colors appeared dominant in the
StyleGAN3 generated images, such as green and orange. On
the other hand, despite its higher FID score of 226.75, the
Stable Diffusion model is better in symmetry, image quality,
and granular control through text-to-image guidance. This
suggests a different focus of the model, prioritizing creative
control and qualitative aspects of image generation over
strict adherence to the training dataset’s statistical
properties. Its higher FID score could be indicative of a
trade-off between creative diversity and statistical accuracy.

While StyleGAN2-ADA shows a strong ability to
accurately replicate the statistical properties of the training
dataset for African Wax Patterns, the StyleGAN3 model's
performance indicates a potential mismatch between its
optimization objectives and the specific characteristics of
the dataset. The Stable Diffusion model, despite a higher
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FID score, offers significant advantages in terms of creative
versatility and control, making it a valuable tool for tasks
prioritizing these aspects. Based on our results,
StyleGAN2-ADA generated African wax designs diverse in
colors, shapes and details with some symmetry and
repetition. Stable Diffusion was stronger with symmetry and
repetition, but it generated less details. The choice among
these models should be guided by the specific requirements
of the task, whether it is the faithful reproduction of a
dataset, creative image generation, or a balance between the
two.

V. CONCLUSION AND FUTURE WORK

This paper explored and compared the generation of
African wax designs using StyleGan2-ADA, StyleGAN3
and Stable Diffusion architectures on a curated dataset of
2000 1024x1024 images generated with DALL·E 2. Our
work is documented at [31].

StyleGAN2-ADA generated designs diverse in colors,
shapes and details with some symmetry and repetition.
Stable Diffusion was stronger with symmetry and repetition,
but it generated less details. StyleGAN3 did not perform
well on the dedicated task. The generated wax designs were
evaluated using FID. While FID makes a lot of sense when
used for StyleGAN, it is not the most adapted metrics for
the nature of Stable Diffusion. We also evaluated the
generated images qualitatively within the research team and
based on our experience. DALL·E is a general-purpose
image generation system; we focused on a very specific
problem of wax pattern generation and obtained a higher
level of details and, sometimes, symmetry. While we
presented only a selection of the images, more images in the
FID-range could have been provided to support our case.
We plan to involve subject matter experts to refine the
results, including by creating a significant synthetic dataset
of African wax designs from the generated images to be
used in the fashion sector. Fashion is a widely studied area
of AI. This work has potential to impact fashion, one, by
focusing on African fashion applications outside the scope
of today’s mainstream fashion industry, and, second, by
providing designers with a new tool for creating
customizable wax designs. In addition, we used a synthetic
set of images obtained with DALL·E 2, but plan to work
with wax print textile manufacturers on their wax patterns to
compare the results.
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Abstract— The paper presents a multi-agent simulation using 

fuzzy inference to explore in an integrated way the task 

allocation and battery charging management of mobile 

baggage conveyor robots in an airport. This simulation 

approach offers high adaptability thanks to a distributed 

system, adapting to variations in the availability of conveyor 

agents, their battery capacity, knowledge of the context of 

infrastructure resource availability, and awareness of the 

activity of the conveyor fleet. Dynamic factors, such as 

workload variations and communication between the conveyor 

agents and infrastructure are considered as heuristics, 

highlighting the importance of flexible and collaborative 

approaches in autonomous systems. The results highlight the 

effectiveness of adaptive fuzzy multi-agent models to optimize 

dynamic task allocation, adapt to the variation of baggage 

arrival flows, improve the overall operational efficiency of 

conveyor agents, and reduce their energy consumption. 

Keywords-autonomous industrial vehicle; dynamique task 

allocation; fuzzy agent; agent-based simulation; Airport 4.0. 

I.  INTRODUCTION 

The deployment of Autonomous Industrial Vehicle 
(AIV) fleets in the context of Airport 4.0 raises several 
issues, all related to their real level of autonomy: acceptance 
by employees, vehicle localization, traffic flow, failure 
detection, collision avoidance and vehicle perception in 
changing environments. Simulation makes it possible to take 
into account the various constraints and requirements 
formulated by manufacturers and future users of these AIVs. 

Before starting to test AIV fleet traffic scenarios in often-
complex airport situations, it is wise, if not essential, to 
simulate these scenarios [1]. Moreover, one of the main 
advantages of using simulations is that the results can be 
used without the need to apply a scaling factor. 

The main advantages of simulating mobile robot or AIV 
operations are: reducing the time and cost of developing an 
AIV, minimizing potential operational risks associated with 

AIVs, allowing to assess the feasibility of different AIV 
circulation scenarios at a strategic or operational level, 
allowing a rapid understanding of the operations carried out 
by AIVs, and identifying improvements in the layout 
configurations of the facilities hosting these AIVs [2]. 

Simulation also provides flexibility in terms of AIV 
deployment and allows studying the sharing of responsibility 
between the central server and the robots (local/global or 
centralized/decentralized balance) for the different 
operational decisions. Another advantage of simulations is to 
introduce humans into the scenarios in order to verify and 
validate, before the actual deployment of autonomous mobile 
robots, the safety of the coexistence and possible interactions 
between these AIVs and human operators [3]. Agent-based 
approaches are often proposed for the simulation of 
autonomous vehicles. They offer simulation contexts ranging 
from trajectory planning to optimal task allocation, while 
allowing collision and obstacle avoidance [4]. 

Our current research focuses on the use of fuzzy agents 
to handle the levels of imprecision and uncertainty involved 
in modeling the behavior of simulated vehicles [5]. Indeed, 
fuzzy set theory is well suited to the processing of uncertain 
or imprecise information that must lead to decision-making 
by autonomous agents, used in activities such as the 
simulation of AIVs in an airport or product design [6]. 

Fuzzy agents can track the evolution of fuzzy 
information from their environment and from agents [7]. By 
interpreting the fuzzy information they receive or perceive, 
fuzzy agents interact within the multi-agent system of which 
they are a part. For example, a fuzzy agent can discriminate a 
fuzzy interaction value to assess its degree of affinity (or 
interest) with another fuzzy agent [8]. 

Thus, we develop a comprehensive study on utilizing 
fuzzy inference within multi-agent simulations to optimize 
task allocation and battery management for mobile baggage 
conveyor robots in airports. The proposed simulation 
approach is designed to be highly adaptable, taking into 
account dynamic factors such as workload variations, battery 
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capacities, and communication between agents and 
infrastructure. The results demonstrate that this adaptive 
fuzzy multi-agent model can significantly improve 
operational efficiency, adapt to variations in baggage arrival 
flows, and reduce energy consumption. 

This article is structured as follows: first, we present a 
state-of-the art on the fuzzy agent-based allocation of tasks; 
then, we propose a case study on fuzzy task allocation where 
we compare five kinds of strategies; in Section 4 we present 
three improvements using fuzzy heuristics; finally, we 
conclude on the proposed fuzzy dynamic task allocation 
strategies, and then we present different work perspectives. 

II. FUZZY AGENT-BASED TASK ALLOCATION  

This section presents a brief state of the art on task 

allocation and fuzzy agent-based simulation. 

A. Task allocation 

Task Allocation (TA) consists of optimally assigning a 
set of tasks to be performed by agents, actors, robots or 
processes, grouped and organized within a cohesive system. 
This is the case for mobile multi-robot systems [9], AIV 
fleets [10], and applications in airports [11]. 

In the field of mobile robotics, the taxonomy presented in 
[12] has been defined to better characterize allocation and 
assignment functions to robots: Single Task for a Single 
Robot (STSR), Multiple Tasks for a Single Robot (MTSR), 
and Multiple Tasks for Multiple Robots (MTMR). These 
classifications enable tasks to be assigned to one or multiple 
robots, with various tasks being allocated to heterogeneous 
or multitasking robots. 

Moreover, De Ryck et al. [12] defined also: allocation 
modalities, such as instantaneous allocation or allocation 
extended in time. This last is linked to synchronization and 
precedent or time window constraints. As many 
combinations as exhaustively detailed by numerous surveys 
on the issue of multi-robot TA. 

Different solution models have been proposed for TA: 
based on optimization: exact algorithms, dynamic 
programming, (meta-)heuristics [9]; based on the Contract 
Net Protocol: inside an agent-based system, an initiating 
agent sends a call for proposals to all agents, chooses the best 
proposal received, and then informs all agents [10]; based on 
the concept of the market: announcement by an auctioneer, 
submission by bidders, selection by the auctioneer and award 
by the auctioneer [13]. 

Furthermore, different types of optimization objectives 
can be defined for this task allocation [12]: cost objectives 
(travel costs, such as time, distance or fuel consumption), 
behavior objectives (ability of a robot to perform a task), 
reward objectives (payoff for performing a task), priority 
objectives (urgency to perform a task), and utility objectives 
(subtracting the cost from the reward or fitness). 

Task allocation and planning are often managed 
centrally, even semi-centrally when global and local 
planning are differentiated [14]. For the proper functioning 
of autonomous and dynamic systems, the requirements of 
flexibility, robustness and scalability, lead to consider 
decentralized mechanisms to react to unexpected situations. 

Autonomy and decentralization are two excessively linked 
notions to the extent that an autonomous system operates and 
makes decisions autonomously [15]. The problem of task 
allocation can also be thought of in a decentralized way [12]. 

For reasons of flexibility, robustness and scalability 
necessary in an Industry 4.0 or Airport 4.0 context, we are 
interested in decentralized task allocation solutions. These 
solutions, decomposed below, must be able to assign tasks to 
a fleet of robots. 

Particularly, solutions based on the market concept can 
easily be applied in a distributed context, where each mobile 
robot can become an auctioneer [16]. For each situation, a 
single mobile robot is appointed auctioneer, and retains this 
role until the situation is definitively managed 

B. Fuzzy agent-based simulation 

Many agent-based approaches are proposed for the 
simulation of autonomous vehicles. They offer simulation 
contexts ranging from trajectory planning [17] to optimal 
task allocation, while allowing collision and obstacle 
avoidance [18]. Our current research focuses on the use of 
fuzzy agents to handle the levels of imprecision and 
uncertainty involved in modeling the behavior of simulated 
vehicles [5]. Fuzzy set theory is well suited to the processing 
of uncertain or imprecise information that must lead to 
decision-making by autonomous agents [6]. 

Most of the control tasks performed by autonomous 
mobile robots have been the subject of performance 
improvement studies using fuzzy logic [19]: navigation [20], 
obstacle avoidance [21], path planning [22], motion planning 
[23], localization of mobile robots [24], and intelligent 
management of energy consumption [25]. 

An agent-based system is fuzzy if its agents have fuzzy 
behaviors or if the knowledge they use is fuzzy [26]. This 
means that agents can have: 1) fuzzy knowledge (fuzzy 
decision rules, fuzzy linguistic variables, and fuzzy linguistic 
values); 2) fuzzy behaviors (the behaviors adopted by agents 
because of fuzzy inferences); and 3) fuzzy interactions, 
organizations, or roles. The six equations below propose a 
model of fuzzy agents corresponding to the principles stated 
above and used in the simulations presented in this paper: 

  

~
,

~
,

~
,

~~
 

Where 
~

 is a set of fuzzy agents; 
~

 is a set of fuzzy 

interactions between fuzzy agents; 
~

 is a set of fuzzy roles 

that fuzzy agents can perform; and 
~

 is a set of fuzzy 
organizations defined for fuzzy agents (subsets of strongly 
linked fuzzy agents). 


iiii
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Where )~( i  is the i
~  function of observation; )~( i  is 

the i
~  function of decision; )~( i  is the i

~  function of 

action; and 
i

~  is the knowledge of the fuzzy agent i
~ . 
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Where 
i

~  is the i
~  set of fuzzy observed events; 

i
~  is 

the i
~  set of fuzzy interactions; 

i
~  is the i

~  set of fuzzy 

state; 
i

~  is the i
~  set of fuzzy perceptions; 

i
~  is the i

~  

set of fuzzy decisions; and 
i

~  is the i
~  set of fuzzy 

actions;   is the state of the fuzzy agent-based system 
~

. 

  crs
~,~,~~   

Where 
~

 is a fuzzy interaction; s
~  is the fuzzy agent 

source of a fuzzy interaction; r
~  is the fuzzy agent receiver 

of a fuzzy interaction; and c
~  is a fuzzy communication act. 

 

III. CASE STUDY: FUZZY TASK ALLOCATION SIMULATION 

This case study proposes the simulation of mobile robots 

conveying baggage fleet in an airport (we will keep the 

name "AIV" for these conveyors). Figure 1 shows the 

simulator's HMI, which allows on the one hand, to visualize 

the arrival of baggage and the movements of 5 AIVs, and on 

the other hand, to follow the evolution of the different levels 

of indicators of the simulation (energy level, baggage level, 

charge level, and time level). 

 

 
Figure 1. Simulation Application 

Effective management of these AIVs requires an 

integrative approach that considers several factors, including 

the baggage arrival flow, the operational availability of the 

AIVs, their energy consumption, their communication, 

among themselves and with the infrastructure, and their 

adaptation to changing environmental conditions. In the 

case study, we analyze the TA performed by a supervisor 

who questions AIVs to know their task completion costs. 

Through 8 scenarios, we will progressively introduce fuzzy 

inferences to determine the costs of task completion, battery 

recharging and speed adjustment. 

A. The simulation framework 

Figure 2 presents the agent model proposed to test our 
dynamic task allocation strategies for AIVs in simulation. 
The objective is to have an agent-based modeling and 
simulation system designed generically to test different 
scenarios, but also different types of circulation plans. 

An infrastructure is deployed in the environment. It is 
composed of a circulation plan and active elements, such as 
beacons, tags, the two charging stations and the two types of 
treadmill for baggage entry and exit. Static or dynamic 
obstacles (e.g., operators) may be present in the environment. 

AIV fuzzy agents perform missions defined by paths on 
the traffic plan. AIV fuzzy agents are equipped with a radar 
to avoid collisions and have knowledge about the 
environment and other agents to operate and cooperate. AIV 
fuzzy agents communicate with each other with different 
types of standardized messages. AIV fuzzy agents have 
fuzzy and uncertain knowledge, but also incomplete and 
fragmented, in order to adapt to situations that are 
themselves uncertain. Baggage are objects managed by the 
environment: arrival flow on the entry treadmill, tracking of 
its localization, and exit from the circuit on the exit treadmill. 
 

 
Figure 2. Simulator architecture: dynamic elements in red, static in green, 

and not related to the environment in purple. 

B. Task allocation with basic strategies 

In this section, we provide a comparative analysis of 
three basic types of auction-based task allocation strategies: 
random TA, FIFO TA, and AIV availability-based TA. Each 
of these strategies is tested in a scenario: 

 Sc1 (Random) is a TA scenario where missions are 
assigned to the AIV agents only randomly. 

 Sc2 (FIFO) is a TA scenario where missions are 
assigned to AIV agents using a queuing mechanism. 

 Sc3 (Available) is a TA scenario where missions are 
assigned to the most available AIV agents. 

We simulated these three scenarios for 100 bags. We 
seek to minimize the maximum number of pending bags at a 
given time, the total simulation time, the average time to 
complete a mission per AIV agent, the number of missions 
completed per AIV agent during the simulation, and the 
activity rate per AIV agent. The simulation results are 
presented in Table 1. 

Random strategy: the maximum number of pending 
bags is high, the simulation time is also high, and the 
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allocation of missions and the activity rates of AIV agents 
are poorly balanced (the average activity rate at 0.72 is low). 
The random strategy does not allow allocation to AIV agents 
that are a priori available, which very quickly leads to 
pending bags to be processed and therefore poor results. 

FIFO strategy: this strategy brings a clear improvement 
in the results. The maximum number of pending bags is very 
low, the simulation time is very correct, the allocation is 
almost uniform (only the stops for recharging the batteries 
cause imbalances), and the occupancy rate of the AIV agents 
is much better (0.84). 

Available strategy: this strategy produces the best 
results, except for the maximum number of pending bags. 
Allocating a mission to an AIV agent that is more available 
than the others are therefore improves the results. However, 
it is necessary to better manage the allocation based on 
pending bags and energy consumption to consolidate (or 
even optimize) this strategy.  

TABLE I.  TASK ALLOCATION SIMULATION RESULTS IN 

SCENARIOS SC1, SC2 AND SC3, FOR 100 BAGS. 

Scenarios Random FIFO Available 

Maximum nb of 

pending bags  
19 4 8 

Simulation time 2270s 1942s 1846s 

Average mission 

time per AIV (in s) 
[81,81,83,83,81] [80,82,83,81,83] [81,80,81,83,81] 

Nb of missions 

completed by AIV 
[26,26,14,14,20] [21,21,19,21,18] [22,21,20,19,18] 

Work rate per AIV 
[0.93,0.93,0.51, 

0.51, 0.71] 

[0.87, 0.89, 0.81, 

0.88, 0.77] 

[0.97, 0.91, 0.88, 

0.85, 0.79] 

 

C. Task allocation with fuzzy strategies 

In this section, we propose an analysis of task allocation 
by auction based on a fuzzy inference approach. As a 
reminder, fuzzy logic allows us to better understand natural, 
uncertain, imprecise and difficult to model phenomena by 
relying on the definition of if-then fuzzy rules and 
membership functions (linguistic variables) to fuzzy sets [27]. 

Two scenarios are studied. The first, Sc4, implements a 
TA strategy in which each AIV agent uses a fuzzy model 
with 3 linguistic input variables (availability of the AIV 
agent, distance from the baggage drop-off location, energy 
level of the AIV agent) to determine the cost of handling a 
mission (picking up and dropping off a baggage). The 
second, Sc5, takes the strategy of Sc4 and adds energy 
management with a second fuzzy model. With this new 
fuzzy model, the AIV agents determine whether they will 
need to recharge during a mission, which allows them to 
refine calculation of the mission cost. The linguistic 
variables used in this scenario are: availability of the AIV 
agent, distance from the baggage drop-off location, energy 
level of AIV agent, and distances of the 2 charging stations. 

Fuzzy strategy in Sc4. The results with this new strategy 
are generally good: low maximum number of pending bags, 
good overall simulation time, good distribution of missions 
between AIV agents and good average AIV activity rate 

(0.88). However, few elements of uncertainty are considered 
(3 linguistic variables at the input and one at the output). The 
introduction of other fuzzy elements (nuances in the 
simulation parameters) should improve the results, 
particularly in terms of maximum number of pending bags 
and management of battery recharges. 

Fuzzy strategies in Sc5. In this new scenario, the raw 
results of the TA are slightly worse than in Sc4: same 
maximum number of pending bags, slightly longer overall 
simulation time, worse distribution of missions between AIV 
agents and worse average AIV occupancy rate (0.82). 
However, the overall recharge time is lower in this scenario, 
which can allow a greater availability of AIV agents (an area 
of improvement for the next scenarios). 

TABLE II.  TASK ALLOCATION SIMULATION RESULTS IN 

SCENARIOS SC4 AND SC5, FOR 100 BAGS 

Scenarios Sc4 Sc5 

Maximum nb of 

pending bags  
6 6 

Simulation time 1843s 2000s 

Average mission 

time per AIV (in s) 
[80, 81, 80, 81, 82] [81, 80, 81, 84, 83] 

Nb of missions 

completed by AIV 
[21, 21, 21, 19, 18] [23, 19, 21, 19, 18] 

Work rate per AIV [0.91,0.92,0.91,0.84,0.80] [0.93,0.76,0.85,0.80,0.75] 

TABLE III.  RECHARGE SIMULATION RESULTS IN SCENARIOS SC4 

AND SC5, FOR 100 BAGS 

Scenarios Sc4 Sc5 

Recharge time 546s 490s 

Waiting time for recharges 34s 16s 

Nb of recharges 39 33 

Distribution of nb of 

recharges per AIV 
[8, 8, 8, 8, 7] [8, 6, 7, 6, 6] 

 

IV. IMPROVEMENT USING FUZZY HEURISTICS 

Now, we propose to increase the relevance of previous 

auction TA scenarios based on a fuzzy inference approach, 

by integrating other types of realistic constraints concerning 

battery recharging and AIV agent speed adjustment made 

possible by a stronger knowledge of the fleet traffic and 

mission management context (increased awareness). Three 

scenarios are studied (Sc6, Sc7 and Sc8) to show that 

specific heuristics allow us to treat certain situations quite 

finely and to increase the collective/global performances of 

the AIV agents. The results are presented in Table 4 for task 

allocation and Table 5 for battery recharging. 

Sc6 consists of completing scenario Sc5 to determine in 

which station the AIV agents can recharge in order to 

minimize the waiting times for recharging, based on 

knowledge of the context of occupation of the stations and 

the needs of the other AIV agents (therefore more awareness 
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for the agents). The linguistic variables used in this sixth 

scenario are the following: the availability of the AIV agent, 

the distance from the baggage drop-off location, the energy 

level of the AIV agent, the distances of the 2 recharging 

stations and the availability of the recharging stations. 

Sc7 takes up the strategy of Sc6 and adapts the 

recharging rate (80 or 100%) in order to increase their 

availability if the flow of incoming baggage increases and 

therefore if the number of pending bags is likely to increase. 

The linguistic variables used in this seventh scenario are: the 

availability of the AIV agent, the distance from the baggage 

drop-off location, the energy level of the AIV agent, the 

distances from the 2 charging stations, the availability of the 

charging stations and a variable energy charge rate. 

Sc8 consists of increasing Sc7 by adapting/regulating the 

speed of the AIV agents according to the flow of baggage 

arrivals and therefore the potential increase in the number of 

pending bags to be processed, but also according to the 

speed, the proximity of other AIV agents (use of observed 

and safety distances). The linguistic variables used in this 

eighth scenario are as follows: the availability of the AIV 

agent, the distance from the baggage drop-off location, the 

energy level of the AIV agent, the distances of the 2 

charging stations, the availability of the charging stations, a 

variable charging rate (80 or 100%) and urgency in relation 

to the number of pending bags. 

Results of fuzzy inferences in Sc6. This is the 

implementation of a first heuristic to improve the TA but 

also the recharge decision. The objective is to minimize the 

waiting time for a recharge when an AIV agent must be 

available to take baggage. The results for TA are slightly 

better than in Sc5: the same maximum number of pending 

bags, a slightly shorter overall simulation time, a rather 

homogeneous average mission completion time, a better 

distribution of missions between AIV agents, and an 

average AIV activity rate that is roughly the same (0.82). 

However, if the overall recharge time is the same, the 

waiting time for recharges is significantly lower (14s). 

Results of fuzzy inferences in Sc7. Second heuristic 

proposed in order to increase the availability of AIV agents 

so that they can take baggage according to their arrival flow 

while minimizing the waiting time for their recharges. In 

this scenario, the results for TA are significantly better than 

in the Sc6 scenario: the same maximum number of pending 

bags, but a shorter overall simulation time, a more 

homogeneous average mission completion time, a better 

distribution of missions between AIV agents and a higher 

average AIV activity rate (0.84). Regarding battery 

recharges, the results are of the same order for both 

scenarios: an identical overall recharge time, with in Sc7, a 

slightly higher waiting time for recharges (18s). 

Results of fuzzy inferences in Sc8. A third heuristic 

was proposed in order to adjust speed of the AIV agents to 

minimize the maximum number of pending bags when the 

flow of baggage arrivals increases. The results for TA are 

much better than in Sc7: the same maximum number of 

pending bags, but a much lower overall simulation time (a 

consequence of the adaptation of speeds of AIV agents 

when necessary), an average time of completion of the 

missions and a distribution of the missions between the AIV 

agents always homogeneous, and finally, a lower average 

occupancy rate of the AIV agents (0.79), because the last 

two AIV agents are less requested due to the adaptation of 

the speeds of the first 3, in particular their increase in speed 

to respond to the increase in the flow of baggage arrivals. 

As for the battery recharges, the results are less good: the 

increase in the speeds of the AIV agents has an energy cost! 

TABLE IV.  TASK ALLOCATION SIMULATION RESULTS IN 

SCENARIOS SC6; SC7 AND SC8, FOR 100 BAGS 

Scenarios Sc6 Sc7 Sc8 

Maximum nb of 

pending bags  
6 6 6 

Simulation time 1964s 1896s 1675s 

Average mission 

time per AIV (in s) 
[79,79,80,80,81] [79,80,80,80,80] [67,65,67,65,67] 

Nb of missions 

completed by AIV 
[22,22,20,16,20] [22,22,21,18,17] [22,22,22,19,15] 

Work rate per AIV 
[0.88, 0.88, 0.81, 

0.65, 0.82] 
[0.92, 0.93, 0.89, 

0.76, 0.72] 
[0.88, 0.85, 0.88, 

0.74, 0.6] 

TABLE V.  RECHARGE SIMULATION RESULTS IN SCENARIOS SC6, 
SC7 AND SC8, FOR 100 BAGS 

Scenarios Sc6 Sc7 Sc8 

Recharge time 490 490 736 

Wait time for recharges 14 18 119 

Nb of recharges 33 33 49 

Distribution of nb of 

recharges per AIV 
[7, 7, 7, 5, 7] [7, 7, 7, 6, 6] [11, 11, 11, 9, 7] 

 

V. CONCLUSION 

We developed a multi-agent simulation platform to test 
different scenarios of task allocation management for mobile 
baggage conveyor robots (AIVs) in the context of Airport 
4.0. This approach offers a flexible adaptation to the 
different aspects of AIV autonomy management and 
facilitates possible adjustments needed for deployment at an 
airport site. The use of a distributed multi-agent system 
provides temporary autonomy in case of central 
infrastructure failure, and can improve the management of 
individual AIV functions, such as task allocation, battery 
charging, speed regulation, etc. 

To establish a basis for comparison of auction-based task 
allocation strategies with the fuzzy approach we wanted to 
develop, we started by defining three basic scenarios 
implementing random, FIFO and AIV availability strategies. 
We then tested a task allocation scenario with a basic fuzzy 
model, and then we made several improvements to this 
scenario by extending the AIV’s fuzzy decision model to: (1) 
recharging the AIVs batteries, (2) determining the recharging 
station, (3) determining the most relevant recharging rate, 
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and (4) regulating the speed of the AIVs so that they adapt to 
the variation of the baggage arrival flow. 

The simulation results show that integrating adaptive 
fuzzy multi-agent models for managing task allocation, 
energy recharging management, determining the most 
favorable infrastructure elements (charging stations) and 
speed adaptation, can improve the operational efficiency of 
AIV fleet. These results highlight the importance of flexible 
and collaborative approaches to improve the performance of 
autonomous systems in dynamic environments. 

We plan to continue integrating fuzzy models into AIV 
agent behavior simulations and to add learning capabilities 
(e.g., based on neural networks [28]) to them in order to 
increase the relevance and efficiency of their decisions in the 
collective management of their autonomies. 
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