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Forward

The First International Conference on Artificial Intelligence and Immersive Virtual Reality (AIVR 2024),
held on April 14 – 18, 2024, initiated a series of events addressing the interaction between Artificial
Intelligence and Virtual Reality.

Industry, agriculture, finance, health, society, education and almost all domains, including human-
systems interactions (interfaces, requests, trust, ethics, etc.) are subject of major evolution with the
infusion with AI-based mechanisms into Virtual environments.

Virtual environments are deemed to shape the future society. Extended virtual world will be seamlessly
integrated with the physical world creating digital twins. The convergence of computing,
communication, and networking for supporting complex applications (huge data, complex processing
algorithms) will benefit from the Artificial Intelligence (AI) progress, especially on Deep learning,
Machine learning, and Data Analytics.

This event attracted excellent contributions and active participation from all over the world. We were
very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the AIVR 2024 technical program
committee, as well as the numerous reviewers. The creation of a high quality conference program would
not have been possible without their involvement. We also kindly thank all the authors that dedicated
much of their time and effort to contribute to AIVR 2024. We truly believe that, thanks to all these
efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the AIVR 2024 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope AIVR 2024 was a successful international forum for the exchange of ideas and results between
academia and industry and to promote further progress in the area of AI and VR. We also hope that
Venice provided a pleasant environment during the conference and everyone saved some time to enjoy
this beautiful city.
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Abstract—This paper explores the concept of costume agency
in dance heritage preservation, focusing on the case study of
Rudolf Nureyev (1938-1993). It considers the multifaceted role
of costumes in expressing tradition, character, and performance
traits, highlighting their influence on movement and identity in
dance. Nureyev’s career serves as an ideal case study due to
his meticulous attention to costume selection and the challenges
posed in preserving and valorizing his legacy. The study employs
Gaussian splatting models to reconstruct 3D models of costumes
from 2D images, enabling a closer examination of their design
and detail. Through this interdisciplinary approach, the paper
underscores the significance of costumes in conveying narrative,
aesthetic, and historical aspects of dance heritage, while also
showcasing the potential of technology in enhancing preservation
efforts.

Index Terms—Costume agency, Dance heritage, Rudolf
Nureyev, Preservation, 3D reconstruction.

I. INTRODUCTION

The cultural heritage of dance is characterized by the
coexistence of tangible and intangible objects, expressing a
tradition rich in extremely varied documentary traces in terms
of types, dating, and geographical location [1]. Preserving such
heritage entails acknowledging its plurality, which involves
adopting a comparative approach to analyzing all the sources
[2]. Costumes play a central role in these efforts. They not only
express the visual aspects of the choreography for which they
were created and the characters they represent, but also, from
a technical perspective, the specific performance traits of the
associated dances, those of the dancers for whom they were
designed, and those of individuals who have worn them over
time. In essence, the costume is a ’speaking’ object, possessing
an ’agency’ skillfully adept at conveying crucial narratives,
vital for preserving a performative event.

The notion that costumes possess agency can be linked to
the ”material turn” [3] of the 1980s and, more specifically, to
the insights gained from studies in archaeology, anthropology,
and art history, which have focused on developing method-
ologies to investigate the relationship between humans and
objects, and the role of objects in society, thus contributing

to the advancement of Material Culture Studies (MCS) [4].
By incorporating insights from various disciplines, MCS pro-
vided a nuanced perspective on the social functions, symbolic
meanings, and cultural implications of objects and artifacts [5].
This multidisciplinary approach enabled researchers to explore
both macro-level societal structures and micro-level individual
experiences, revealing that objects not only fulfill practical
functions but also symbolize social affiliations, statuses, and
personal identities [6] [7]. In this respect, studies in archaeol-
ogy and anthropology have been important precisely because
they have highlighted more clearly how objects play a role in
conditioning action and even thought [8]. Just think, returning
to costumes, about how a certain type of fabric or garment can
influence the movement and sensations of those who wear
them, and how this aspect, can significantly influence the
course of a performance. In this regard, the past decade has
witnessed a significant increase in Costume Studies, initiating
discussions not only on costume construction but also on their
influence in shaping performances [9]. This point is important
to highlight a central aspect in defining the identity of this
kind of asset, which combines strong aesthetic and narrative
needs with an indispensable aspect related to functionality.

In the field of dance, in which the moving body plays a
central role, one can well understand how central the reflection
on theatrical costume is. Evidence of this is an ancient tradition
of writings and theorizations. Just think of a seminal document
in the development of theatrical dance, such as Lettres sur
la danse et sur les Ballets (1760) by Jean Georges Noverre
(1727-1810), and how with it the discourse on costumes
practically goes hand in hand with that on dance styles.
According to the Lettres costumes, indeed, should not only be
aesthetically pleasing but also functional, allowing dancers to
express their characters freely through movement [10]. Thus,
each definition of the characteristics of the identified dance
styles corresponds to a precise type of body and costume: the
sérieux dancer is characterized by a statuesque and slender
beauty and broad and elegant movements. A ’gracefulness’
in costumes is represented by strong shapes, bows, and high
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plumes (Figure 1, left). Thedemi-caractère dancer is more
dynamic and fast in movements, has clothing that allows
greater mobility, less geometrically structured drapes, and
brighter colors to emphasize the character (Figure 1, right)
[11].

Strongly linked to bodies and their identity, dance offers a
rich array of evidence on the ability of costumes to influence
and condition movement. Just think, as an example, of the
pioneering contribution of dancer Isadora Duncan (1877-1927)
in opening up to a free mode of movement’s expression and the
role that soft and shoeless clothing played in these innovations
(Figure 2) [12].

The concept of functionality thus arises, in the study of
dance costumes, as characterized by a multifaceted dimension
linked to poetics, execution techniques, and the aesthetics
sought by both the performer and the choreographer. This
point explains further the ability, which we previously defined
as ’agency,’ of the costume to ’tell’ the specificities of the
performer, the historical period in which he or she lives,
together with his or her tastes and trends.

Considering a source like this in the analysis of Dance
Heritage is indispensable. Doing so from a perspective that
encompasses movement, volumes, and bodies, while also
addressing the preservation and valorization of resources,
presents a challenge to which the use of technology can offer
intriguing insights.

Figure 1: From left to right, Maquette de Costume pour
serieux (Berger); Maquette de Costume pour Demi-caractaire,
by Louis René Boquet, ©Bibliothèque nationale de France.

II. CASE STUDY: RUDOLF NUREYEV (1938-1993)

In this section, we detail our case study related to the public
image of Rudolf Nureyev, examining the data correlated to him
and the challenges raised by them.

A. Public Image

Rudolf Nureyev was a famous dancer and choreographer,
whose performances, during the 1960s and 1980s, electrified
audiences worldwide. Renowned for his technical skill and

Figure 2: Isadora Duncan performing barefoot during her
1915–1918 American tour, ph. Arnold Genthe, ©Library of
Congress.

emotional depth, he rose to fame as a principal dancer with
the Kirov Ballet in Leningrad. In 1961, after his defection to
the West, he captured global attention and became a global
phenomenon [13]. The widespread development of mass me-
dia between of the time accompanied the dissemination of
his fame, characterized by strong attention not only to dance
skills and on-stage presence but also to his public image as a
member of the international jet set. Nureyev’s media image is
marked by this polarization: on one hand, the dance star with
exceptional virtuosity and great abilities, and on the other, the
style icon, his private life, attire, and gossip. These two aspects
influenced his placement within the public imagination.

B. Costumes and Fashion

Recognizing the significant power of his body in convey-
ing artistry, Nureyev meticulously paid attention to costume
selection throughout his career. Moments marked as ”artist’s
whims,” such as delaying the start of the final act of Don
Quixote at the Kirov Theatre (because the trousers in the
costume did not flatter his leg line), or systematically covering
the streets of Paris upon his arrival in 1961 (in search of wigs
and costumes) [14], actually reveal much about his artistic and
aesthetic languages.

A comparative view of the costumes chosen for his chore-
ographies, for example, shows recurring traits, such as a very
short bodice, light-colored shoes, and tights to elongate the
figure, wide openings at chest level to emphasize the face
and bust proportions, rich decorations along the lines of force,
and meticulous control over the final execution. The vision of
the original sketches, in this regard, tells us much about the
possibilities of intervention that he always reserved for himself
[15]. To this it must be added that numerous newspaper articles
present him not only as a skilled interpreter but also as a style
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icon, frequently pairing these two aspects as shown in Figure
3.

The awareness and attention given to these aspects made
Nureyev’s public image highly recognizable and mediatized,
capable of withstanding the test of time and influencing
generations of dancers who adopted many of the aesthetic
innovations he introduced. The same discourse naturally ex-
tends and reverberates within the broader public sphere and
the general public. Just consider the work done to revive the
”Nureyev style” by fashion houses, such as Etro [16] or Dior
for their men’s collections [17].

Figure 3: Rudolf Nureyev on the cover of ”Observer” in 1976
(Paris, ”Noureev Collection”/Press/1975-79, ©Centre national
de la danse)

C. Challenges

Due to its comprehensive exploration of costume agency,
Nureyev serves as an ideal case study. In narrating the dancer’s
legacy, the costume indeed plays a central role, albeit posing
some difficulties to both the scholar and the user. These, to
offer a synthesized view, can be attributed to two strongly
interconnected categories:

• Preservation
• Valorization
The international nature of Nureyev’s career has led to a

strong dislocation of sources, scattered among museum insti-
tutions, theatrical archives, and private collections worldwide.
The value of these objects, along with the fragility associated
with costumes already heavily worn from intense use, requires
the utmost care in preservation operations. In both cases, the
accessibility of the heritage can only be affected by inevitable
limitations, with repercussions in terms of valorization.

Masterful in this regard is the work of the Fondation Rudolf
Noureev (RNF) and the Centre National du Costume de Scène
in Moulins (CNCS), which have dedicated an entire exhibition
section to the ”Collection Noureev” [15] consisting of cos-
tumes, scene sketches, everyday clothing, personal items, and
furniture from his Parisian apartment. The collection provides
a tangible example of the full range of documentary resources
necessary to activate costume agency: photographs, sketches,
videos, but also newspaper articles, and texts revolving around
the performances (programs, posters, etc.). Hence, in order

to explore potential examples that ensure both preservation
and valorization, we will review and apply in real cases
those paradigms allowing the reconstruction of 3D objects
from 2D images. The chosen primary sources are among the
most widespread and ready-to-use for what concerns Nureyev:
photographs featured in international print newspapers.

III. FROM 2D IMAGES TO 3D OBJECTS

A. Related works

Transitioning from 2D images to 3D models involves vari-
ous methods, which are listed below.

Among the most widespread approaches, we mention
Structure-From-Motion (SfM) [18], which reconstructs 3D
geometry from a series of 2D images by analyzing their
relative positions and orientations. In particular, SfM methods
first detect and match key points between pairs of images. The
camera poses are estimated and 3D coordinates are triangu-
lated by intersecting the rays back-projected from the cameras.
Finally, they provide a dense 3D model with texture mapping.
SfM is advantageous for its simplicity and ability to handle
large datasets, however, it struggles with accuracy in complex
scenes and requires considerable computational resources.
Furthermore, multi-view stereo (MVS) [19] methods have
been developed. Different from SfM, this class of methods
estimates depth information by analyzing multiple images of
the same scene. MVS offers improved accuracy compared
to SfM, particularly in detailed environments, but it can be
computationally intensive and sensitive to image quality and
viewpoint variations. Photogrammetry is another widely used
method for creating 3D models from 2D images. The process
involves analyzing the geometric properties of images taken
from different viewpoints to reconstruct the three-dimensional
structure of objects or scenes. Photogrammetry (Ph) [20] offers
advantages, such as scalability, as it can be applied to images
captured from consumer-grade cameras or drones, and it pro-
vides detailed surface information. However, photogrammetry
also has limitations, as it can be sensitive to factors like light-
ing conditions, camera calibration, and image quality, which
may affect the accuracy of the resulting models. Additionally,
it requires careful planning and processing to ensure reliable
results, and capturing images from multiple viewpoints can be
time-consuming. Gaussian splatting (GS) [21] is a technique
commonly used in computer graphics and computer vision for
rendering 3D scenes from 3D point cloud data. In Gaussian
splatting, each point in the point cloud is represented as a
Gaussian distribution centered at its position in 3D space.
When rendering the scene, these Gaussian distributions are
”splat” onto a 2D image plane, where they contribute to the
pixel intensity based on their spatial extent and distance from
the pixel. This process effectively blends the contributions
of nearby points in the point cloud, resulting in smooth
and continuous renderings. Gaussian splatting is particularly
useful for visualizing dense point cloud data captured from
sources like LiDAR sensors or depth cameras. So far, AI-
based approaches have been used, for example, to assist SfM,
MVS, GS or Photogrammetry approaches in solving tasks like
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feature extraction, matching, and reconstruction, leading to
more accurate and efficient 3D model generation, which by
leveraging AI can mitigate some of their traditional limitations
and offer improved results across a range of applications.
However, AI methods have been developed also to directly
estimate 3D meshes. Pixel-aligned Implicit Function (PIFu)
[22], employs a neural network architecture to predict a
voxelized representation of the 3D object directly from the 2D
input image. This method stands out for its ability to generate
highly detailed and accurate 3D reconstructions even with one
single image, capturing fine-grained surface details through
pixel-aligned implicit functions. Moreover, Neural Radiance
Fields (NERF) [23] are capable of representing scenes as
continuous volumetric functions describing radiance at any
given 3D point. By training a neural network to predict this
function from 2D images and corresponding camera poses,
NeRF achieves photorealistic reconstructions with high fidelity
across viewpoints.

B. Application of Gaussian Splitting models

In Figure 4, we report three views of the reconstructed
3D model obtained by applying a Gaussian splitting model
to the 2D image of the Double for the role of Basilio in
Don Quixote. Despite being generated from a single 2D
view, the 3D reconstruction exhibits sufficient accuracy and
captures the main details. Furthermore, by restoring its three-
dimensionality, the technology employed allowed for a 360°
view of the object (rebuilt thanks to AI), thus enabling it to
perform under conditions as close as possible to the original,
intended for continuous motion viewing.

In addition, we crop from newspaper pages a hat and a
doublet used by Nureyev and we provide 3D reconstructions
from one image using a Gaussian splitting model. In Figure 5
and 6, we report the 2D crop and two views of the 3D objects,
one related to the repertoire of stage costumes, the other to a
fashion item.

Working from newspapers, in the case of Nureyev, is crucial.
As we have mentioned, his figure has been heavily mediatized,
making him highly present in this type of documentation.
However, this choice also presents significant benefits for
adding to a costume heritage that would otherwise be scarcely
accessible because stored and sold at auctions or dispersed.
In this way, it is possible to expand existing collections and,
in cases where costumes are already allocated, contribute to
describing the resource by adding dates of use, and perfor-
mances, and tracing their media coverage.

IV. CONCLUSION

This contribution has highlighted the pivotal role of cos-
tumes in dance heritage, exemplified through the case study of
Rudolf Nureyev. Costumes serve as dynamic agents, convey-
ing narratives, aesthetic preferences, and historical contexts,
while also influencing movement and performance. Nureyev’s
career exemplifies how meticulous attention to aspects related
to costume contributed to the construction of the imagery
associated with him and thus to the perpetuation of his artistic

legacy. In Nureyev’s case, this extends to the broader realm of
clothing and fashion choices, which have greatly shaped his
public image. However, the preservation and valorization of
those items pose significant challenges: How is it possible to
integrate the volumetric and dynamic dimensions of costumes
designed for movement? How can their integrity be preserved
without sacrificing communication with the audience? How
can widely available sources be transformed into fonts of new
information? Innovative approaches such as 3D reconstruction
techniques offer a valid example to address these questions.
By employing photogrammetry and Gaussian splatting models,
this study demonstrates the potential of technology in enhanc-
ing preservation efforts and enabling closer examination of
costume design and detail. Once reconstructed in 3D, these
objects offer significant usability, overcoming the fragility as-
sociated with their uniqueness and value, enhancing compara-
tive viewing of heritage assets, detailed examination, usability,
and preservation. Appropriately processed digital objects also
contribute to this effort. The interdisciplinary approach used
in this study further sheds light on the intricate interplay
between dance, costume, and technology, underscoring the
importance of promoting dance heritage for future generations
and doing so by collaborating with experts from different
domains. Considering future investigations, we will adopt
different neural rendering paradigms, including also neural
radiance fields, and compare quantitatively and qualitatively
the approximated 3D models, involving dance experts.
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Figure 4: Views of the 3D model of the Doublet for the role of Basilio in Don Quixote, 1979. Costume by Nicholas Georgiadis.
©CNCS / Photo Pascal Francois.

Figure 5: Views of the 3D model of a hat taken from a magazine (Paris, ”Noureev Collection”/Press/1972, ©Centre national
de la danse).

Figure 6: Views of the 3D model of Nureyev’s Swan Lake Doublet for ”The Muppet’s Show”, starting from a photo on a
magazine (Paris, ”Noureev Collection”/Press/1972, ©Centre national de la danse).
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Abstract—This paper examines the impact of technology in-
tegration in fashion retail, specifically focusing on virtual tours
using 360° cameras and photogrammetry. Through case studies
of Ralph Lauren and Dolce & Gabbana, it compares the strengths
and limitations of each approach, emphasizing user experience
and brand representation. While 360° tours offer accessibility,
photogrammetry provides immersive experiences and detailed
visualizations. The paper addresses challenges like content rele-
vance and technological obsolescence, proposing strategies for in-
novation. It also discusses a project at the University of Bologna’s
VARLab for AEFFE s.p.a., exploring the future integration of
virtual tours into transmedia storytelling. Additionally, the study
investigates the role of VR in luxury fashion retail, emphasizing
emotional impact and aesthetic engagement, presenting a prelim-
inary report on immersive VR video design.

Index Terms—Virtual tours; Fashion retail; Photogrammetry;
Brand heritage; Immersive experiences.

I. INTRODUCTION

In recent years, there is an abundance of studies that have
explored the evolution of technology in fashion, dedicating
particular attention to the retail context. The shopping expe-
rience has been defined as made by multiform sensory and
informational solicitations [1] that aim to engage customers
and enhance their overall satisfaction. However, confusion
within the marketing and communications team has led to a
proliferation of creations by brands using similar keywords
without much differentiation [2], [3]. This has resulted in an
abundance of ”virtual tours”, ”showrooms”, and ”museums”.
Instead of providing an overview of these experiences, let’s
focus on understanding the differences between two types
of virtual tours: those realized through a 360◦ camera and
those realized through photogrammetry. For many years, 360◦

videos were more commonly used due to their ease of produc-
tion. On the other hand, photogrammetry often yields better
results in terms of accessibility and immersiveness [4]. These
technologies are considered examples of Desktop Virtual Real-
ity known for enhanced 3D visualization capabilities compared
to Immersive Virtual Reality. The terminology surrounding
virtual tours can be confusing; here it refers to a tour within
a virtual reproduction representing an actual physical space
with depth perception [5]–[7]. To provide further clarification
on this choice – only two case studies will be examined

corresponding with either 360◦ cameras or photogrammetry
techniques allowing for greater insights into their respective
strengths and limitations. We then focused on 360◦ cameras
and video, and in general, Virtual Reality (VR) and Aug-
mented Reality (AR) paradigms in fashion. Fashion functions
as an interpreter of societal change, adeptly deciphering subtle
cues and trends, and subsequently reintroducing them into the
commercial forefront through a process of remixing and re-
finement. Nowadays, this perpetual cycle of interpretation and
adaption is performed by adopting modern technologies [8].

VR has emerged as a pivotal tool in enhancing the online
retail experience, bridging the gap between physical and digital
realms [9]. The Metaverse [10] is an interconnected virtual
universe that can transform the way individuals interact and
transact within digital spaces, with VR serving as a gateway to
this new frontier [11]. Defined as ”the use of computer simula-
tion that enables interaction with a virtual, three-dimensional,
visual environment through digital representation” [12], VR
transports users into digitally reconstructed worlds via Head-
Mounted Displays (HMDs), creating a sense of presence and
immersion [13]. Projections indicate a steep rise in VR headset
adoption, with the majority of internet users projected to
incorporate VR into their daily routines within the next decade
[14]. Within the realm of retail, VR applications are rapidly
evolving, offering novel avenues for consumer engagement
and experiential marketing [15], [16]. By integrating exclusive
content and VIP experiences inaccessible in the physical
realm, VR further enhances the allure of luxury fashion brands
[17]. It is within this dynamic landscape that the present study
unfolds—a quest to explore the potential of immersive 360°
VR videos in eliciting aesthetic experiences among users. As
part of a broader research endeavor aimed at investigating
and developing Extended Reality (XR) prototypes tailored for
luxury fashion brands, this paper serves as a preliminary report
detailing the design process of an immersive VR experience.
By documenting the initial steps undertaken, the paper sets the
stage for further exploration into the possibilities afforded by
XR technologies within the realm of fashion retail with a focus
on the emotional impact that XR experiences can provoke
in the users. This manuscript will conclude with an ongoing
project carried out within the Virtual and Augmented Reality
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Laboratory (VARLab) [18] of the University of Bologna for
the luxury company AEFFE s.p.a. [19].

II. CASE STUDIES

In the following section, we present two case studies of
prominent fashion brands, Ralph Lauren and Dolce & Gab-
bana, which leverage virtual experiences to engage customers
and showcase their products.

A. Case Study 1: Ralph Lauren Virtual Experiences

The first brand to be mentioned is Ralph Lauren, a renowned
fashion house founded in 1967. The brand is famous for
its distinctive polo shirts, tailored suits, and an iconic logo
featuring a polo player on horseback. With a focus on timeless
designs, Ralph Lauren caters to a discerning clientele seeking
refined and sophisticated attire. The brand’s aesthetic seam-
lessly blends traditional Americana with high-end craftsman-
ship, creating an aspirational lifestyle and sense of prestige.
Offering an extensive range of products including clothing,
accessories, fragrances, and home furnishings, Ralph Lauren
continues to shape the landscape of contemporary fashion and
luxury lifestyle. Their webpage dedicated to virtual stores is
not connected to their e-commerce shop and changes based
on the audience. Generally, the virtual tours are defined “RL
Virtual Experience” or “Virtual Flagship Store”, see Figure 1
and Figure 2. Three distinct platforms that cater to different
geographical markets were considered: the first targets a global
audience, the second caters primarily to a US audience the
third is directed towards the UK market, featuring stores in
Milan and London. Each URL shares a common feature, the
888 House, providing an immersive and experimental space
to display the collection, while the global URL emphasizes
characteristics specific to the winter holidays, including in-
store decorations, a gifts section, and Christmas background
music.

Overall, such platforms exhibit characteristics tailored to
enhance user engagement and navigational ease, integrating an
audio component for realism. Utilizing a drag-around feature
coupled with anchored arrows, users are afforded seamless
movement throughout the virtual space, facilitating exploration
of various sections within the store environment. Complement-
ing this navigational aid, a map sign positioned on the right
side of the interface serves as a helpful guide, elucidating the
spatial layout and enabling users to discern different sections
efficiently. Interactive elements were strategically positioned
throughout the virtual environment, offering users the oppor-
tunity to delve deeper into showcased products [20], [21].
If these objects remain accessible online, they seamlessly
redirect users to their corresponding pages for online shopping,
complete with detailed product descriptions and prices [22]. In
instances where online access is no longer available, users are
seamlessly redirected to the main page, ensuring continuity
of the browsing experience. Notably, within the preview of
each object, pertinent details including price and descriptive
information are prominently displayed, facilitating informed
decision-making and enhancing user engagement with the

Fig. 1: RL virtual experience homepage and interiors of 867
Madison store.

Fig. 2: Stills of RL 867 Madison Virtual Store showing a jacket
on the mannequin, the information showing when clicked on
it and in the e-commerce from left to right.

virtual store environment. In conclusion, these meticulously
crafted virtual tours embody a multifaceted approach aimed at
providing users with an immersive and informative shopping
experience within the realm of Ralph Lauren’s storied brand
universe.

B. Case Study 2: Dolce & Gabbana Virtual Boutiques

The second case study is devoted to Dolce & Gabbana’s
choice of recreating their stores with photogrammetry. The
Italian luxury fashion house was established in 1985 and
embodies opulence and sensuality in its creations. Renowned
for its bold and glamorous designs, the brand exudes a
distinct Mediterranean flair infused with Italian heritage and
craftsmanship. Dolce & Gabbana’s virtual boutiques stand out
as a hallmark of innovative online retailing, offering patrons
a distinct and immersive experience via a dedicated website
distinct from their e-commerce platform. Upon navigating
the main menu, users are greeted with several options, from
previews of upcoming virtual boutique unveilings to the con-
venience of booking appointments, accessing the Women’s
and Men’s fashion shows for FW2022, utilizing the store
locator, and revisiting past virtual boutiques. This designated
section, defined as ”Relive Virtual Boutiques,” serves as a
gateway to explore eleven distinct venues spanning the globe,
including iconic locations, such as Venezia, Roma, Osaka,
Chadstone, Shanghai, Paris, Miami, Las Vegas, Cannes, Seoul,
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Fig. 3: Dolce & Gabbana virtual boutiques of Venice (upper
half) and Rome (bottone half) venues.

and Tokyo. Each venue offers a bespoke lens through which
to perceive the brand’s rich tapestry of identity and aesthetics,
from the grandeur of historical European settings to the
pulsating energy of urban metropolises, see Figure 3. While
some of the more recent virtual venues may feature embedded
links directing users to the e-commerce platform, it’s noted
that the functionality of these links may vary, with some
potentially rendered inactive due to expiration. The presence
or absence of such links in previous iterations remains a matter
of uncertainty, hinting at the dynamic evolution of the virtual
boutique landscape over time.

A cornerstone of the virtual boutique experience lies in
its utilization of photogrammetry, enabling the meticulous
mapping of spatial dimensions and textures that afford users a
degree of freedom in navigation and exploration. This platform
immerses users in a sensory journey through the heart of Dolce
& Gabbana’s design ethos. While certain venues like Venezia
and Roma serve as showcases of the brand’s Italian heritage,
it’s noteworthy that the most contemporary settings bear
subtle yet unmistakable traces of this identity. Whether in the
ornate flourishes adorning architectural details or the evocative
styling of merchandise displays, these recurring elements serve
to uphold a sense of continuity and coherence across the
diverse array of virtual boutiques, ensuring a seamless brand
experience for patrons worldwide [23].

III. CASE STUDIES ANALYSIS

An in-depth examination of the positive and negative at-
tributes inherent in the utilization of both a 360◦ virtual
tour and a photogrammetry virtual tour within the context
of fashion showrooms illuminates various nuanced aspects.
Despite their differences, these modalities share a common
functionality in offering a dedicated section for booking ap-
pointments, thereby facilitating seamless customer interaction
and engagement. Delving into the advantageous aspects, these
virtual tours emerge as potent tools in shaping the multifaceted
image of a brand, serving as dynamic contributors to its
identity construction. By providing immersive experiences that
transcend the confines of traditional retail environments, they
afford consumers a novel and explorative mode of shopping,
transcending geographical barriers and time constraints. More-

over, these tours offer a unique opportunity for customers to
delve into the architectural intricacies of each showroom, with
some establishments boasting more distinctive and culturally
resonant designs than others. This architectural exploration not
only enhances the overall shopping experience but also fosters
a deeper appreciation for the brand’s aesthetic diversity and
heritage.

Despite notable advantages, virtual tours face challenges
such as presenting static images of the past and requiring
constant updates to remain relevant amid evolving consumer
preferences. The rapid pace of technological advancement
and ongoing experimentation render these tours susceptible
to obsolescence, necessitating adaptation to maintain effi-
cacy. Given their inception during the pandemic, there is
a pressing need for virtual tours to evolve and align with
brand missions. This entails significant investments in time
and resources to ensure continued relevance in facilitating
brand objectives. Addressing these challenges necessitates a
proactive approach towards innovation and adaptation, wherein
embracing emerging technologies and incorporating interactive
features can enhance the immersive nature of these virtual
tours, elevating the overall customer experience. By integrating
dynamic content and personalized recommendations, fashion
brands can ensure ongoing engagement and relevance, catering
to the diverse preferences and tastes of modern consumers.
Moreover, forging strategic partnerships with tech companies
and leveraging data analytics can provide valuable insights
into consumer behavior and preferences, guiding informed
decision-making and content development efforts.

In this context, Photogrammetry and 360°-video technology
stand as two distinct approaches for reconstructing a virtual
3D environment to create immersive experiences. While they
consider different paradigms to achieve this goal, the strate-
gic implementation of these technologies can significantly
augment brand visibility and customer engagement in the
competitive fashion retail landscape.

Photogrammetry utilizes 2D photographs to create de-
tailed 3D models through specialized software like Agisoft
Metashape, RealityCapture, or Pix4D, requiring precise pho-
tographic capture and good lighting. This method is ideal
for sectors like virtual archaeology and civil engineering but
can be complex and time-consuming. 360° video technology
records panoramic videos for interactive viewing, offering
a smoother visualization and cinematic experience suitable
for virtual tours. Unlike photogrammetry, it requires less
time and technical skills but lacks detailed 3D models. Both
approaches have advantages in showcasing fashion showrooms
and enhancing brand visibility, yet face challenges. By ac-
knowledging limitations and embracing innovation, fashion
brands can maximize the potential of virtual platforms in an
evolving digital landscape.

IV. ADOPTING 360° VIDEOS TO ASSESS EMOTIONAL
DRIVERS

Considering our previous considerations for 360° videos,
we here proceed by crafting an exclusive and immersive
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experience, aimed at democratizing access to rare and coveted
items within the fashion realm, to cultivate a sense of personal
connection between consumers and the products they admire,
while simultaneously fostering a vibrant community around
the brand. In contemporary fashion marketing, the useof brand
ambassadors has become a prevalent strategy for launching
and promoting new collections [24]. This phenomenon is
particularly significant in today’s digital age, where social
media platforms serve as central hubs for fashion discourse
and engagement [25]. To explore the potential of this approach,
a low-cost prototype was conceived to facilitate initial experi-
ments, with 360° videos. The prototype aimed to create a one-
to-one immersive encounter wherein a dancer or performer,
outfitted in a rare and iconic garment from a luxury brand,
moves gracefully around a stationary camera which acts as
the user’s point of view. The prototype intentionally minimized
direct interaction and verbal communication between the per-
former and the observer to focus on fostering a profound con-
nection between the viewer and the attire itself. The captured
360° video was intentionally short and will be presented to
a test group, allowing for an assessment of its practicality
and its impact on users. Furthermore, in a bid to explore
the dynamic interplay between reality and virtual reality, the
prototype will be tested in the same physical environment
where the 360° video was filmed. This approach will provide
valuable insights into how users perceive and engage with the
virtual representation of a physical space, further informing the
development of future iterations of the project. By combining
elements of experiential marketing, immersive technology,
and brand storytelling, the project aims to pave the way for
innovative approaches to consumer engagement within the
fashion industry. Through experimentation and iteration, it
seeks to uncover new opportunities for brands to connect with
consumers on a deeper level.

V. METHOD

In the following section, we inspect the intricacies of
measuring aesthetic emotions elicited by immersive 360°
video experiences, detailing the process, methodologies, and
expected outcomes of the research endeavor.

A. Making of the 360° video

The process of capturing 360° video with Insta360 cam-
eras involves recording the video, transferring the files, and
stitching, which is the process of combining different camera
perspectives to create a seamless panoramic video. The video
lasts 10 minutes based on the average attention span of users
[26], [27], [28]. Here are the details of the process:

1) Recording and transferring the video: using an Insta360
camera to record the 360-degree video capturing im-
ages/videos from all directions simultaneously, record-
ing the entire surrounding environment.

2) Stitching: after transferring the files to the processing
device, the stitching process is required. The stitching
process combines the different camera perspectives in
the 360-degree camera to create a seamless panoramic

video. Insta360 stitching software, whether integrated
into the cameras or provided separately, analyzes images
from different lenses and blends them to ensure a smooth
transition between different views.

3) Editing: after stitching, you can make any necessary
edits to the video using video editing software. This
phase allows you to add effects, adjust colors and
contrasts, add audio, and make other customizations to
360-video. In the case of our video, the tripod on which
the Insta360 camera was always present in the frames.
Therefore, a mask was applied to hide the tripod to reach
a sense of realism to the experience.

4) Exporting the final video: once the stitching and the
optional editing are complete, the final video is exported
and uploaded into a structure for environmental images
to be visualized with the headset.

In Figure 4, we report some screenshots taken from the 360°
video produced in the described process.

Fig. 4: Screenshot taken from the produced 360° video.

B. Selection of target audience

Once the video production is complete, it will undergo
evaluation by users spanning diverse age demographics and
varying levels of digital literacy. The primary objective is to
discern any potential influence of user age and familiarity with
immersive technologies on their perception of the experience.
Although the current trend of leveraging new technologies
to appeal to younger consumer segments, it is imperative
to ensure accessibility and usability for older generations as
well. This is particularly significant considering the important
presence of millennials and older individuals within the luxury
market [29], [30], [31], [32]. The final sample size for user
testing is estimated to comprise approximately 10 to 30
individuals, representing a broad spectrum of age groups. This
number has been determined as a balance between the need to
gather sufficient data from a diverse sample and the practical
constraints of the evaluation phase. It is anticipated that this
sample size will exceed 10, as previous research has indicated
that a minimum of 10 testers is sufficient for identifying
meaningful correlations across various parameters in interface
design [33], [34], [35].

C. Measuring Aesthetic Emotions

The first objective is to evaluate the aesthetic experience of
the user. Cognitive scientists have tried to implement direct
and indirect measures for aesthetic emotional experience in
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experiments in empiric aesthetics. Given that making appro-
priate aesthetic judgments is not fixed but is modulated by
daily behavioral habits [36], Mastandrea et al. reflected on
the account of the relationship between aesthetic emotion
and physical-psychological well-being [37]. The behavioral-
qualitative investigation of aesthetic experiences focuses on
the measurement of self-reported emotions. Others suggested
an analysis of existing measures for aesthetic emotions within
specific domains of artistic productions [20], [21], [38].
They developed the Aesthetic Emotions Scale (AESTHEMOS)
structured around groups of emotions:

• Prototypical aesthetic emotions like the feeling of
beauty: Being moved; Awe; Fascination;

• Epistemic and emotions like interest: Joy; Relaxation;
Vitality; Negativity;

Hereby, I report a description of the survey that will be
given to the sample users.

a) Aesthetic Emotions Scale (AESTHEMOS): The AES-
THEMOS can be used to assess either the intensity of aesthetic
emotions (e.g., for studying momentary aesthetic experience
or the experience of a specific stimulus, such as a picture,
poem, piece of music, or film scene) or the frequency of
experiencing aesthetic emotions during a more prolonged
aesthetic experience (e.g., for studying an event as a whole,
such as an entire art exhibition, theater performance, or a walk
through-nature).

In this proposal, the scale adopted matches exactly the
AESTHEMOS introduced by Schidler et al. [38], assessing
the intensity of all the emotional aforementioned constructs.
In particular, each emotional construct is detailed in pairs of
questions.

For the frequency version, the following modifications need
to be made: (1) Rating instruction: How often did you feel
this emotion? (2) Rating scale: A 5-point Likert Scale where
1 stands for never and 5 very often; (3) Instructions: Which
emotional effect did the experience have on you? For each
emotion listed below, please mark the response category that
best matches your personal experience. Please only indicate
how you felt. Do not characterize the emotions expressed in
the experience if you did not feel them yourself.

D. Expected results and directions for further research

We expect to organize the testing sessions as follows. First
of all, the users will be asked to fill a welcome form to declare
their demographic data and their initial emotional state with a
short Self-Assessment Manikin [39]. After that, they will be
shown the immersive 360° video on a VR headset and they
will be asked to answer the survey reported above in Table
1. Based on the questions of the AESTHEMOS scale, this
study forecasts to have a starting impression of the emotional
impact of an immersive 360° video with low human interaction
on the viewer. Among other aims, we hope to understand
whether there is a correlation between demographic data,
digital literacy and the intensity of experienced emotions.
This will lead to the development of further research, that
can be implemented in several ways. For example, we could

divide the sample users according to different age groups to
better identify the correlation between age and VR experience.
Or, we could develop other experiments to determine what
sharpens the sensations felt during the test - i.e., the design
of a digital twin or its motion, the interaction between user
and digital twin, the computer-generated environment vs. the
location of the experiment. However, considering that the
survey must be filled moments after the experience, the result
could be influenced by many external factors. For this reason,
in the longer term, it is advisable to start experimenting with
methodologies which - among others - evaluate emotional
and affective reactions to stimuli by measuring, collecting and
elaborating biometric data such as heartbeat, sweating, blood
pressure or by finding ways to track the movement of the eyes
- all elements that need to be monitored during the experience.

VI. CONCLUSION AND FURTHER POSSIBILITIES

As part of the PNRR project of Spoke 1, the authors and
other colleagues have recently made a 360◦ virtual tour of the
Moschino showroom in Via della Spiga in Milan. Moschino is
one of AEFFE s.p.a.’s four brands, and the store had a well-
designed and planned reopening in 2022 followed by another
store opening in Rome. The new challenge embraced is to
prototype a space that is less focused on being just a vitrine
for e-commerce and more as part of an immersive narrative
experience. To achieve this goal, two elements will be leading
the experience: the store design and the window display.
The newly designed stores, initially envisioned by former
creative director Jeremy Scott, may undergo further evolution
under potential new creative direction from Adrian Appiolaza,
featuring elements reminiscent of Franco Moschino’s bold and
playful designs while paying homage to his studio through
unique displays of precious accessories. Virtual tours capture
specific moments featuring distinctive vitrine props from each
collection over a time frame creating an engaging exploration
connecting future retail window displays with implications
extending into fashion studies through showcasing brand her-
itage. The ongoing objective is to integrate virtual tours into
transmedia storytelling for enhanced visual retail communica-
tion and increased customer engagement with brand heritage.

To achieve such a goal, we will preliminarily gather com-
prehensive data regarding users’ demographic profiles and val-
idate their emotional states, and their responses to immersive
360° video experiences, aiming to elucidate the emotional
impact of the VR environment through the utilization of the
AESTHEMOS scale. This would set the stage for future re-
search aimed at exploring factors influencing users’ emotional
responses, including age-related nuances, digital twin design,
interaction dynamics, and environmental factors. Considering
the latter, future research directions may incorporate method-
ologies such as biometric data capture to provide additional
insights into users’ emotional and affective reactions.

In conclusion, while the initial testing sessions offer valu-
able insights into users’ immediate emotional experiences,
future research endeavors will delve deeper into the intricate
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dynamics of emotional engagement within immersive envi-
ronments, in particular, applied to the realm of luxury fashion
retail.
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Abstract— Communication is an essential nontechnical skill, 

required in any activity involving social and professional 

interaction. This article presents an assessment of this specific 

nontechnical skill through a virtual reality (VR) simulation. 

The VR scenario used involve a team solving of a collective 

task under time pressure. We will describe the immersive 

environment as a tool for assessing communication skills. 

Twenty-three participants were included in the study and 

divided into four different groups. Qualitative and 

quantitative data were collected and will be presented to assess 

and compare team communication when performing a time-

pressured collaborative task in an immersive environment. 

Three types of groups emerged, involving different and more 

or less effective communication. 
 

Keywords-virtual reality; communication; nontechnical skills; 

interaction; assessment; group. 

I.  INTRODUCTION  

Communication is an essential nontechnical skill for any 
professional interaction. For industries, this nontechnical 
skill has been identified as a determining factor in the 
occurrence or non-occurrence of accidents in workplaces 
characterized by significant risks and interactions involving 
team working. To solve this problem, managers set out to 
deeply study this type of nontechnical skills, in situations 
analogous to those encountered in the real world of work, in 
order to improve safety and performance in the workspace. 
This study is part of a larger project undertaken by the 
“Behaviour” chair [1], based on a multi-faceted collaboration 
between researchers, industry and developers of VR 
scenarios. In this study, VR will be used as an innovative 
means to conduct communication research and analysis, 
providing a rich and diverse data source, a high level of 
realism and immersion, via a flexible and adaptable platform. 

VR is used to define a computer-generated environment 
that can be experienced, explored, and with which a person 
can interact [2]. This person becomes an integral part of this 
virtual world via the immersion principle, and can then 
manipulate objects or perform a set of actions [3]. Notably, 
VR will be seen as an ideal means of implementing new 
frameworks that mimic real-life functions and situations [4] 

as it offers safe and flexible ways to create various 
environments that are easily reproducible and enables a 
variety of behavioral responses (e.g., language, actions, 
movements) to be accurately measured [5].  

It has been widely demonstrated that successful 

teamwork depends on interaction and knowledge sharing 

between team members [6]. Moreover, communication has 

often been shown to be an important predictor of team and 

project performance [7].  In scientific literature, a number of 

studies have investigated group communication using VR 

[8]. However, these studies are mainly quantitative and do 

not highlight the qualitative aspect. 

This article follows a structured outline. In Section 1, we 

detail the methodology employed for conducting this study. 

This includes an overview of our VR simulation tool, a 

description of the participants, and an outline of our 

procedural approach. Section 2 presents the overall 

quantitative and qualitative results obtained. Section 3 will 

be devoted to the concluding part, in which we will discuss 

our overarching findings, highlighting limitations, and 

outlining future prospects for our research. 

II. METHOD 

In this section, we describe the methodology used in our 

study. First, we describe the virtual reality scenario. We will 

then present the sample involved in the study. We will finish 

by explaining the procedure deployed. 

A. Virtual reality simulation 

The VR simulation involves a collective resolution of a 

task in an unusual environment. It reproduces an immersion 

in a submarine (Figure 1) in which the team must 

collaborate and communicate to succeed. This simulation 

was collaboratively developed by Virtual Rangers [9], a 

creation studio specializing in VR, in conjunction with 

researchers and industry experts. 
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The mission is to assemble different items produced by 

each participant into a final piece. The entire scenario, if 

successful, involves the production of 5 pieces within a given 

time limit. However, a number of rules must be observed 

including wearing the right safety gloves tailored to each 

item (chemical risk, explosion risk, etc.), assembling them in 

a particular order, and ensuring that team members choose 

the correct reference for each item, among other 

requirements. 
The time pressure added by the virtual environment 

comes from the timer which is constantly visible to all 
participants. Moreover, every three errors a minute is 
deducted from the overall time. Another type of pressure 
comes from the red halo that lights up around every 
participant who makes a mistake. Participants are placed in 
an unconventional situation that generates stress through 
various disruptive and stressful elements. 

B. Participants 

A total of 23 participants aged between 21 and 25 

(μ=22.5 years; σ= .97 years) were recruited to test the virtual 

environment.  The participants were all 5th-year students 

from the same engineering school. They are volunteers, 

native speakers of French and have a strong interpersonal tie. 

Participants are part of the same graduating class and work 

on a joint project during their final year. It should also be 

noted that all the participants are testing this VR simulation 

for the first time.  

C. Procedure 

Participants who agreed to join the study were randomly 
divided into groups : three groups of six and one group of  
five. On arrival in the VR room, all participants consulted 
and signed a consent form. Next, the technical engineer 
described the context of the simulation, the general objective 
and showed them the controls to be used to perform actions 
in VR. During this briefing phase, they were free to ask 
questions to remove any ambiguity, as they had been told 
that during the simulation, they should and could only 
interact with each other. Participants were then fitted with 
VR headsets and hand-held controllers. A training phase is 
planned at the beginning of the VR so that participants can 
interact and familiarize themselves with the environment. 

For data collection purposes, the setup incorporates a data 
recording function, enabling us to collect real-time verbal 
interaction, time spent to perform the task, video recording of 
their actions in the VR environment including number and 
type of errors. 
 

III. RESULTS 

In this third section, we detail the results obtained by 

analyzing our qualitative and quantitative data. 

A. Quantitative  DATA 

The quantitative data we rely on are the time spent 
completing tasks and the number of errors made for each 
group and each part. (Figure 2). 

As we can see, three types of group stand out. G1 and G2 
have performances that improve considerably between piece 
1 and piece 2, and stabilize from piece 3 onwards. Then, we 
have G3, which is relatively stable, with no significant 
variation in performance in the production of the 6 pieces. 
Finally, we have G4, whose performance fluctuates 
unexpectedly. Indeed, as Figure 2 shows, this group's 
performance is worse for piece 2 than for piece 1. The 
number of errors and the time taken increase for the second 
piece. This represents an unexpected result. 

In summary, considering these quantitative data as 
performance indicators, G3 emerges as the top-performing 
group in the task, followed by G2, G1, and lastly, G4, which 
exhibits the highest number of errors (n=28) and a longer 
completion time compared to the other groups. 

To better understand these variations, we will present the 
results of our qualitative data analysis in the next section. 

B. Qualitative  DATA 

Analysis of qualitative data has enabled us to understand 
more precisely the communication that distinguishes these 
different groups. In general, there is a noticeable contrast in 
the communication dynamics employed for the production of 
the initial pieces compared to the final ones across all our 
groups. The discursive sequences produced for the 
construction of the initial pieces were significantly longer 
than those generated for the construction of the final pieces. 
For the initial ones, these sequences were less structured, 
leading to co-comprehension processes, co-construction, and 
sense negotiation. By contrast, the final pieces contain 
increasingly operative language that is concise, 
unambiguous, shared and subject to less interpretation. 
Overall, these global results are applicable to all groups. 
Indeed, for the production of the first piece, we observe, a 
poorly structured communication, with a lot of overlapping 
speech and long, complex sentences “But then, I'm preparing 
the detonator for you, and I'm preparing the propeller, so the 
propeller is an S631, at risk of corrosion”. For the last 
pieces, we observe the use of very short, clear and intelligible 
operative phrases such as: “that's it”, “it's sent”, “ok”. As 
the simulation progresses, most groups acquire increasingly 
precise, short and explicit communication. However, as the 
results of the quantitative data analysis show, G4 performed 
less well on piece 2 than piece 1. This unexpected result will 

Figure 1. virtual environment display. 

Figure 2. time taken and errors number per piece and per group. 
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provide us with further information on the importance of 
communication for this type of task.  

For the G4, we observe an increase in lengthy interventions 

(when we compare the production of the piece 2 by the 4 

groups) while for the other three groups, we observe a 

progressive decrease in the number of verbal interventions 

produced by the participants. Our analyses also revealed an 

important number of verbal interventions attesting a lack of 

involvement in achieving the team's objective: “You think 

we can knock his tower down [Laughs]”. This form of 

intervention, which hinders task resolution, is predominantly 

observed in G4, particularly during the production of the 

second part.  
Another interactional phenomenon observed in the 

lowest-performing group concerns humor.  In the other 
groups, humor was more likely to occur at the end of each 
phase, indicating a more relaxed atmosphere “done, we can 
barbecue now” than a lack of involvement and seriousness.  
Indeed, in the case of G4, humor was predominantly 
generated incidentally by participants, during the execution 
of the simulation.  

Compared with other groups, help is less given when 
asked “can you guys help him because I can't see what he 
needs to send”. In G4, this type of intervention may go 
unanswered. These kinds of interactional behaviors were not 
observed in the other three participant groups. On several 
occasions, we also note that the same questions were asked 
several times by different participants. Compared with the 
other groups, G4 participants made fewer requests of the 
commander, and updated their situation less frequently “wait 
a minute, i printed the wrong piece”. 

On the basis of our various analyses, we can conclude 

that this simulation enabled us to distinguish the performance 

levels of the groups in a fairly consistent way. The 

shortcomings mentioned in terms of communication skills 

are in line with our quantitative data. The groups with the 

least effective communication are characterized by a longer 

execution time and a higher number of errors.  

IV. CONCLUSION  

We are convinced that new immersive technologies, such 
as VR, can make a real contribution to the study of 
nontechnical skills, such as communication. This project, 
which brought together industrialists, researchers and VR 
experts, enabled us to study a standardized situation 
generating complex group dynamics. Being able to 
experiment and study this type of situation represents a real 
challenge, as part of a continuous improvement, training and 
learning process. Indeed, this research proposes a non-
domain-specific immersive environment and investigates its 
role in assessing communicative skills. The vast majority of 
current studies investigating specific NTS do so via domain-
specific VR, such as medical VR. The methodological 
protocol used in this study is useful both to professionals for 
continuing education and occupational risk reduction 
purposes, and to researchers for the study of different 
interaction situations. Future research will concentrate on a 
different demographic, specifically targeting professionals 

already employed in various industries. It would be 
interesting to compare the interactions/communication skills 
of future professionals with those who are already 
professionally inserted. We will also look at the debriefing 
process that takes place at the end of each simulation, 
enabling participants to engage in a process of reflexivity to 
improve their communication skills. For future research, the 
VR simulation employed can also be viewed as a method for 
establishing an appropriate environment conducive to smart 
education [10]. In this perspective, we aim measure the long-
term effects of VR training on communication skills.  

Further research will address some of the limitations 
identified in this preliminary study. Specifically, it is crucial 
to enhance the sample size for better generalization of the 
obtained results. In the course of this study, we mitigated the 
influence of personal relationships by deliberately choosing 
participants who were well-acquainted with each other and 
had prior collaborative experience. Moving forward, it would 
be prudent to consider and control for additional factors that 
could influence group performance, such as personality 
traits. 
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Abstract—There have been significant developments in social
robotics in the care sector, in particular, in the fields of elder
care and in the care and education of children and young
people, especially those with specific disabling conditions, such
as autism. Because the increasing use of digital technologies,
such as artificial intelligence (AI) and robotics system may be
harmful to professions and occupations, it is crucial to inves-
tigate the relationships between professional identity towards
robotics systems to describe and predict the acceptability. In
this communication, we present a revised version of the 4-A
model (for Acceptability, Acceptation, Approval, Appropriation)
to apprehend the relationships between professional identity
and acceptability. The origins and the main advantages of this
revised theoretical framework are presented and discussed. This
communication contributes to efforts to shift the ways in which
the future of work and the rise of robotics and AI are understood
by proposing a new framework for articulating the resulting
disruptions in relation with professional identity.

Index Terms—Professional context, Robotics, Acceptability

I. INTRODUCTION

This paper is aiming to present the revised and the more
recent version of the 4-A model integrating the different
components of the professional identity to better describe
and predict the acceptability of technology, such as robotics
systems and Artificial System. The first section is present-
ing the relationships between acceptability and professional
identity before to discuss the links between acceptability and
ethics in professional context, specially when robotics systems
are used. The second section is focused on the revised A-A
model, by presenting its advantages and its implication and
the integration of the different components of the professional
identity on acceptability.

A. Acceptability of AI and Robot in the Real Professional
Context

Automation, the replacement of people in the workplace by
machines is not something new, but digital technology, such
as robotics systems and AI have increased the capabilities
of these machines enormously. There have been significant
developments in social robotics in the care sector, in particular,

in the fields of elder care and in the care and education
of children and young people, especially those with specific
disabling conditions, such as autism. With the rapid devel-
opment of technology, have humans come to regard robots
as their competitors? If so, how has this perception affected
human–robot interactions? [1]

The increasing use of digital technologies, such as Artificial
Intelligence (AI) and robotics system may be harmful to
professions and occupations. Professional role identity can be
damaged as AI and robots take the place of people across a
broad range of professional tasks. As increasing numbers of
social robots are developed, tested and deployed, attention is
shifting towards issues of user experience [or UX] – including
how robots are ‘accepted’ by users [2] [3].

This has become both a practical and an ethical issue. On
the one hand, people are probably more likely to make use of,
or live with, robots if they feel comfortable with, or even like,
them. On the other hand, there are important ethical issues
in relation to autonomy, choice and power when it comes to
introducing robots to workplaces, care settings or domestic
spaces. The socially or physically vulnerable, for example,
should not be coerced into interacting with robots in the place
of humans. Some authors calls our attention to the potentially
two-sided nature of Human-Robot Interaction (HRI). Robots
can be caregivers of humans; but humans can also be the
caregivers of robots [4].

The acceptability (judgement before use) of a new technol-
ogy, such as a robot, could involve multiple, diverse factors.
The most commonly used model to describe and predict
acceptability is Nielsen’s model [5], which is mainly structured
around practical acceptability and usefulness. Usefulness is the
degree in which a person trusts the technology to perform the
desired goal, and in Nielsen’s model is broken down in two
further notions: Utility and Usability (Figure 1).

More recent predictive theories of technology, such as the
Technology Acceptance Model (TAM; Davis [6]) or the Uni-
fied Theory of Acceptance and Use of Technology (UTAUT
[7] [8] [6] [9]), are also based on a priori studies. Some more
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recent research in Informative Sciences, based on acceptabil-
ity, focus progressively on real use and adoption [9]. The
emerging theory of ‘situated’ acceptability proposes to con-
sider four dimensions (individual, organizational, relational,
professional/identity) of the occupational activity in the field
of social psychology [10] [11], and explains how acceptability
factors should be engineered by confronting a real professional
context. Unfortunately, little research has been reported on
acceptability – the judgment towards a product after use –
where both functional and perceptive factors are studied during
first use (familiarization phase). Moreover, whatever the tech-
nology considered, existing models of acceptability, essentially
based on predictive methods and information sciences, were
not considered relevant for the case of occupational robotics in
real setting, such as educational settings or in the care sector
[12] [13] [14].

Figure 1. Nielsen’s model of system acceptability.

Finally, all these existing models (e.g., Nielsen’s model,
TAM, UTAUT) are used to study mature and similar in-
formative technologies, whereas innovative devices, such as
robots, change the framework of acceptability through a new
user-product relationship [12]. Moreover, some appropriation
theories in activity ergonomics explain that it is the actual ex-
perience of the product that will influence future behavior and
future adoption [15]. In addition, the acceptability of digital
systems needs to consider physical and environmental aspects.
This consideration of interfacing is why we believe that
existing models of acceptability are not sufficiently adapted
to physical user-product experience in the occupational envi-
ronment.

Consequently, there is a need to involve real work situations
to identify important determinants of robot acceptability, and
a more holistic and usability focused approach is needed to
identify obstacles to social worker acceptability that are not
evident in a laboratory environment (e.g., [16]), in particular if
we want to better understand the influence of robotics systems
on professional identity.

B. Acceptability, Ethics and Professional Identity
How will the future world of the social care professional

and education, specially for users with specific needs, evolve
in this context? What will the acceptability of social robots be
amongst social professionals who have different professional
identities?

Professional identities refer to the way we define ourselves
in relation to our work, including the values, beliefs, and prac-
tices that shape our sense of professional self. It is a complex
and multifaceted concept with significant implications for both
individuals and organizations. In recent years, there has been
a growing interest in the study of professional identities in the
healthcare and education professions (e.g., [17]). Professional
identity is a crucial construct [18] that impacts many important
aspects of individuals’ lives such as:

• Confidence in advocating for professional opinion;
• Source of meaningfulness;
• A sense of self-worth and empowerment;
• Determination of one’s moral decision-making and be-

havior;
• Psychological well-being.
Teachers psychological empowerment tends to be an impor-

tant factor of their professional identity. It refers to teachers’
confidence in their ability to do their jobs well and their
belief that their work is meaningful and valuable. Teacher
professional identity is seen as a sense of recognition that
teachers have for the profession of teaching. In fact, Sun et al.
[19] indicate that teachers with higher level of recognition of
their profession will believe that their work is more meaningful
and valuable. That is, they will have a higher level of psy-
chological empowerment. Specifically, the higher the level of
teachers’ professional identity, the higher their psychological
empowerment will be, which will lead to increased work
engagement. Therefore, teachers can fully dedicate themselves
to their work when they have a professional identity in terms
of the profession of ”teacher”, which will improve their
professional identity. In this way, Ding et al. [20] indicate that
both psychological empowerment and professional identity
were significantly and negatively related to work burnout, and
psychological empowerment was significantly and positively
related to professional identity.

For instance and as Figure 2 shows, a same robot and AI in
a classroom can have diverse uses to improve the learning
of science. In the same way, and as Figure 3 shows, to
meet the needs of autistic children, the use of a robot has
increased over the years. Studies [21][22][23] point to benefits
in the development of academic skills and social interaction.
It appears that most children with ASD prefer to interact
with robots because of their simplicity, predictability and pre-
dictability. Indeed, the emotional microexpressions, behavioral
variations and different voice intonations of professionals can
be obstacles to understanding autistic children. However, the
results of the studies cannot be systematized, as the profiles
of the children and the robots used differ from one study
to another. Whatever the context (Figure 2 or Figure 3), the
acceptability and the use of the robotics systems are strongly
to the professional identity of the teachers or the educators.

Some are objects of study for students to practice pro-
gramming, others are tools which assist a teacher, some can
be learning companions, and others might be autonomous
teachers which provide some unit of instruction more or
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less in its entirely. Like most innovations, there may be a
good side and a bad side, and care is needed to foster the
former and counter the latter. The roles of the human teacher
change over time with needs, new tools and teaching aids, but
the capabilities and nature of AI promote teaching robots to
new levels of relationship with the teacher and the learner
as Figure 2 shows. Aids to teaching and learning are not,
of course, new. Humanoid robots, however, are more active,
even pro-active. Unlike the passive textbook, they can respond
and adapt to each student, tailoring teaching to particular
needs. There is clear evidence that they have the potential to
support learning, as in teaching children about their medical
conditions, developing and rehearsing learning, and testing it.
Finally, robots can even do what a teacher would find difficult
by his or her presence, as in teaching an ASD student while
slowly accustoming that student to social interaction [24].

Identity is generally the concept that defines who a person
is in relation to some phenomena, groups, objects, and social
behaviors [25]. Material objects, personal characteristics, or
group norms can be an integral part of identity if individuals
use them to identify themselves in communities [26]. Identity
has mainly been studied from two perspectives: collective
and individual level. At the collective level, social identity
is framed based on membership in a social group, the group’s
values and the culture.

Profession is one of the most important social categories
[27], and professional identity is a particular form of social
identity in professional settings [28]. It is ‘an individual’s self-
definition as a member of a profession and is associated with
the enactment of a professional role’ [29]. As the definition
suggests, enacting a particular role is an essential part of
one’s professional identity. This role enactment also gives
rise to role identity [30] [31]—‘the goals, values, beliefs,
norms, interaction styles, and time horizons that are typically
associated with a role’ that provide a ‘definition of self-
in-role’ [30]. Therefore, professional identity is inherently
centred around professional role identity. Moreover, evolution
of values, representations and interactions over time makes
identity evolutionary and dynamic.

C. Professional Identity and Robotics

In this way, Appriou Ledesma [32] developed the concept
of identity strategies as characteristic of a dynamic at work
in adult training in France. According to Camilleri et al. [33],
identity strategies are then understood as ”procedures imple-
mented (consciously or unconsciously) by an actor (individual
or collective) to achieve one, or more, goals (explicitly defined
or situated at the unconscious level), procedures developed
as a function of the different determinations (sociohistorical,
cultural, psychological) of this situation”. The functioning of
identity strategies thus induces a process that evolves accord-
ing to the interactions experienced, the objectives pursued
and the search for integration into a group, recognition (in
this case professional recognition) or even self-esteem [32].
It is made up of inseparably complementary and conflicting
components. It includes inherited, acquired and projected

identities whose construction, in social interaction with others,
generates tensions. These tensions thus lead the subject to
implement identity strategies whose ”objective is to safeguard
the integrity of the identity, maintain the coherence of its
various components, as well as guarantee the authenticity of
the project of oneself for oneself (identity project)” [32]).
The practical training of a professional, invested in a mission
and driven by a mandate (and a professional contract), leads
him or her to deploy unfixed strategies in order to exercise
his or her professional identity, through precise conducts and
mechanisms. Depending on one’s position and relationship
with others, the establishment of one’s professional represen-
tation will involve strategies aimed at ensuring consistency
with one’s initial training or, on the contrary, at extending
the shared space of common representation. Recognized as
useful worldwide, Karasek’s model [34] affirms the occurrence
of illnesses linked to perceived stress at work and caused
by potential identitary tensions [35]. He studied work-related
stress in two axes: the demand (or professional constraint or
workload) and the individual’s control (or decision latitude
or leeway) over his or her work. He hypothesizes that stress
arises in work situations that high work demands (a heavy
workload) and low control over them. It thus highlights the
importance of assessing professionals’ representation of work.
To explore this idea further, Cappe et al. [36] present in their
study an investigation into burnout among educators working
with people with autism. The results shows the existence of
increased stress in the practice of accompanying autistic peo-
ple. The feeling of ineffectiveness and incompetence appears
to be prevalent in the face of care difficulties. The latter is
amplified among professionals who feel they have received
less training than their colleagues.

Many aspects impact professional identity; Therefore, this
point can be weakened by robot integration. In fact, as robots
can be anthropomorphized, a cognitive bias can appear, such
as social comparison. Anthropomorphism is assigning human-
like traits, emotions, and behaviors to non-human entities.
As a result, the perception of self-worth, confidence, and
psychological well-being are impacted because employee’s
comparison implies that robots can replace themselves. Robot
anthropomorphism can influence employees’ perception of
their job insecurity in work situations. This feeling of inse-
curity is sometimes created by employees’ comparison due to
anthropomorphic thinking and can impact professional identity
in work situations.

Not surprisingly, different viewpoints exist across culture
[37]. Moreover very few authors have investigated the rela-
tionships between professional identities and acceptability of
robotics systems [38]. For instance:

• Cahill et al. [39] highlighted that available technology had
been successfully integrated into the care plans of patients
in Ireland, but caregivers perceived it to be prohibitively
expensive;

• Wolbring and Yumakulov [40] reveal that staff in a
Canadian disability organisation are content to work with
social robots as long as they perform repetitive tasks that:
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Figure 2. The use of a robot and IA to improve science learning in a classroom: the different contexts from personal, group and collective interactions [25]
[26]

Figure 3. The use of a robot with a young child with Autism Spectrum Disorder (ASD)
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“did not require mimicking human interaction and touch”
(p. 465);

• Conti et al. [41] provide insights into the acceptabil-
ity of robots in the education and care of children in
Italy, uncovering that established practitioners are largely
skeptical of such innovations, while less experienced
degree students in psychology and education demonstrate
a “significantly higher willingness to use” robots. Prag-
matically, they find that “intention to use” a (hypothetical)
robot is “mainly predicted by the perception that it will
enhance and facilitate the educational process”. More-
over, they report that “practitioners have a clearer view
than students of the educational and therapeutic tools
available and their effectiveness. They can easily iden-
tify the current technology difficulties and limitations”
(including cost).

Working with, alongside or even for robots will have signif-
icant implications for social professional practice and identity.
Practitioners may benefit from the opportunity to engage with
and, if deemed appropriate, develop the skills required to
work in collaboration with social robots. Those involved in
the education and formation of the social professionals of the
future have an obligation to stimulate and facilitate debate
that may, as a parallel outcome, lead to debates about the
broader philosophical, ethical, social and practical nature of
’care’ itself.

D. Technology and Professional/Occupational Role Identity
Change

Among the various drivers of social change, technology
has long been considered an essential factor in professional
settings [42]. It has recently become still more vital due to
the increasing impact of digital technology on professions and
occupations [43] [44]. However, as Goto says [27], studies
on professional and occupational role identity have rarely
investigated the impact of technology.

New technology does not enter an occupational field fully
defined but is constituted within the context [45] [46] [45]. As
such, technology has a way of influencing professional and oc-
cupational identity through a peculiar mechanism. Past studies
have highlighted three important aspects of this mechanism.

• individual-/group-level studies have revealed that new
technology itself can trigger professional and occupa-
tional identity reconfiguration and give rise to a new iden-
tity through professionals’ new practices and boundary
negotiations with others;

• Very few researchers have addressed the collective-level
identity shift;

• Only some studies have implied that the implementation
of new technology, such as robot among professionals
may have an important link with the shift of professional
identity;

II. THE REVISED 4-A MODEL: ACCEPTABILITY,
ACCEPTATION, APPROVAL, APPROPRIATION

As Figure 4 shows, the actual 4-A model based on [26]
[25] is an innovative model providing an explanation of the
temporal process of appropriation of a digital device, such as a
robot (for a complete presentation of the model, see [25] [26].
Emerging technology is not an identity threat per-se, and the
relation between human and robot, regardless the professional
identity, need to clarify the dependence between these two
partners (either partnership, or master-slave).

A. Origins of the 4-A Model

Several studies related to the TAM theory [47] [48] [49] or
the UTAUT theory [7] [8] [6] describe the role of professional
identity on future acceptability and acceptance of digital
devices [47] [48] [49]. But even if all these prior studies related
to TAM or UTAUT theories provide very interesting results,
they have four important limitations that prevent to generalize
results:

• Data are often collected by using questionnaires and
surveys, i.e., only attitudes, opinions and verbalization
are collected;

• Data are often collected during only one-shot setting,
and thus do not investigate the longitudinal and temporal
process of appropriation across the time;

• They assume that the effective use of a digital device
means that this device is accepted;

• Professional context and environments (physical and so-
cial) are rarely considered.

It is the reason why a new model has been created (called
4-A for ”Acceptability, Acceptation, Adoption, and Appropri-
ation”) to better describe and predict the complex processes
involved from the acceptability to the effective use of digital
technology and to better understand the relationships with the
professional identity.

B. The 4Model: its Advantages and its Implications

The 4-A model has several advantages:
• This 4-A model allows to better understand the rela-

tionships between attitudes, opinions and effective be-
haviours;

• If attitudes can determine behaviours (as other theoretical
frameworks argue), the 44 model states that behaviours
can influence attitudes by retro-feedback;

• In the 4-A model, the temporal and longitudinal di-
mensions related to the appropriation are included by
distinguishing before and after the implementation of
the device in the context. So, dynamics of the human
behaviours is crucial in the 4-A model, by considering
that attitudes and behaviours can change across the time;

• In the same way, there is a remarkable amount of vari-
ation in the beliefs, attitudes, professional identity and
values held by people around the world. These views are
often cultural, meaning that they are, at least to some
extent, socially learned and socially transmitted. They
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Figure 4. The revised version of the 4-A Model [25] [26]

are often shaped by tradition; namely, this transmission
and persistence of cultural values across generations are
captured by the 4-A model;

• The use of a device, such as a robot, does not necessarily
mean that this device is approved and accepted because
individual can be forced to use the device. It is the reason
why two types of use are distinguished in the 4-A model:
Approved use (i.e., where individual is agree to use freely
and.or s/he can be convinced) versus Forced use (i.e.,
where individual is obliged to use the device for instance,
by his/her hierarchy). In other words, according to the 4-
A model, an effective use of a device does not necessarily
mean that this device is accepted: in some cases, the use
is forced and thus, does not indicate that the device is
really accepted;

This 4-A model is the only one model that considers
representations, cognitive biases, as well as the tool’s ease
of use and adaptability, offering insights into the integration
process. This model is also interesting from an ecological
point of view by its consideration of professional’s perceptions
of robots and their interaction with them. The 4-A model
highlights that the acceptance of the tool impacts its adoption
and incorporation. Hence, professional’s view of the robot,
its ease of use and the associated usage-related challenges

serve as perspective factors for its practical utilization. A
progressive handling of the tool allows to facilitate teachers’
comprehension and to focus on the use to offer an efficient
support, with less workload for professionals.

C. The Integration of Professional Identity into the Revised
4-A model

The revised and the more recent version of the 4-A model
integrates the different components of the professional identity
to better describe and predict the acceptability of technology,
such as robotics systems (Figure 3).

There is consensus in the research that professional identity
is a multidimensional concept, but still no unanimous agree-
ment on its central components [50] [51] [52]. However, four
main components can be identified that have emerged from a
variety of studies as manifestations of professional identity in
teacher educators:

• The first of these is task perception, i.e., the individual
understanding of the tasks for which a person feels
responsible;

• The second is self-efficacy, the perception of one’s ability
to deal successfully with the specific requirements of
one’s profession;
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• The third component is the perception of satisfaction (or
failure), since experiencing success in a job may lead to a
feeling of satisfaction, whereas the experience of failure
may result in a feeling of stress;

• The fourth component of professional identity is the
personal system of beliefs on teaching and how to put
them into practice (in healthcare or in education for
instance).

The four aforementioned components of professional identity
are important for actions and behaviour in the workplace
and may therefore influence the individual’s performance,
the quality of their actions and their attitudes (e.g., [53]. In
other words, these four components of professional identity
influence directly attitudes towards technology and then they
influence acceptability and thus, the next steps of the process
(acceptation, approval, appropriation).

III. DISCUSSION

Robots have become increasingly embedded in the very
core of many firms’ products, services, and operations, which
implies that people’s roles and relationships become somewhat
inseparable from their interactions with technology and in
changing professional roles, which influences one’s occupa-
tional identity [54] [55] [56] [57]. In particular in the fields of
elder care and in the care and education of children and young
people, especially those with specific disabling conditions,
such as autism, this increasing use of robotics systems and
Artificial Intelligence (AI) may be harmful to professions and
occupations and some authors have investigated the disruptive
potential of robotics [58].

The real and imagined disruptions of increasingly auto-
mated work that will unfold over the coming decades will
have profound implications. From the everyday experiences
of individual value and worth to the priorities of federal
legislation and resource allocation, the reconfiguration of work
will have widespread impact. This communication contributes
to efforts to shift the ways in which the future of work and
the rise of robotics and AI are understood. By proposing a
new framework for articulating the resulting disruptions in
relation with professional identity, our communication aims to
engage with a range of discussions around researches, policy
priorities, legal frameworks, and stakeholder decision-making
processes. In other words, the crucial questions are: What of
the humans who currently provide human-to-human social and
educational care? What of their future professional training
and identity needs in a world of care and education provision
delivered by or, at the very least, augmented by AI and robots?

IV. CONCLUSION AND FUTURE WORKS

This paper aimed to present the revised and the more recent
version of the 4-A model integrating the different components
of the professional identity to better describe and predict the
acceptability of technology, such as robotics systems. Actually,
this revised 4-A model is the only one model that considers
representations, cognitive biases, as well as the tool’s ease
of use and adaptability, offering insights into the integration

process. Because the revised 4-A model highlights that the
acceptance of the tool impacts its adoption and incorporation,
it is also interesting from an ecological point of view by its
consideration of professional’s perceptions of robots and their
interaction with them.

Emerging technology is not an identity threat per-se. Mainly,
it depends upon how the professional appraises and evaluates
it against the current definition of identity [59] [60]. But
technology can be considered as disruptive if it fundamen-
tally displaces an earlier technology, forces organizations to
fundamentally change their business model or leads to radical
organizational change [61]. Currently, Artificial Intelligence
(AI) and robotics systems are considered as two major dis-
ruptive technologies in healthcare and education.

Even if the use of robots in workplaces in healthcare or
education care can offer multiple advantages, professional role
identity can be damaged as AI and robots take the place of
people across a broad range of professional tasks. For that
reason, professional identity can be managed with specific
goals of using robots in work situation and limits of their use
had to be explain [62]. As the implementation of robot aims to
alleviate mental and physical limits [63], specific tasks must be
given to robots, like repetitive or tiresome works, to facilitate
the acceptability and to preserve professional identity. In fact,
out of place disruption creates negative effects on social
perception of the user during a task or, on the willingness
to work in collaboration and impacts the HRI [64] [65].

Note that this research was partially supported by JST-Mirai
Program Grant Number JPMJMI22J3 and Mie Prefecture
school (Japan) and the Association Jean-Baptiste Thiery in
Maxeville (France)
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Abstract—Several previous studies reported that the use of
Virtual Reality (VR) can reduce patient anxiety and pain, and can
decrease the need of analgesics during medical care. Although pa-
tients may experience pain when their fixed orthodontic appliance
is removed, this topic is poorly documented, as evidenced by the
scarcity of publications. This paper is aiming to present a Work-
In-Progress about an experiment investigating the impact of a VR
system on pain and anxiety for patients during their orthodontic
appliance debonding, with an experiment conducted with more
than 100 adolescents and adults. Moreover, we investigate the
correlation between patients’ anxiety before debonding and their
perception of pain, by comparing with other techniques to
manage pain. To our knowledge, VR has never been tested
during orthodontic procedures and our experiment is the first one
investigating the benefits of VR for patients during orthodontic
debonding.

Keywords—Orthodontic; Debonding; Virtual Reality; Pain; Anx-
iety

I. INTRODUCTION

Some orthodontic procedures, such as the application of
an orthodontic force (e.g., archwire, elastomeric chain), the
installation of mini screws and the appliance debonding
involve discomfort and/or pain [1]. Pain is recognized to
have a negative impact on physical, psychological and social
dimensions of quality of life. Although numerous treatments
are available for pain reduction, people suffering moderate to
severe pain are often unable to find adequate pain relief and
this has led to a great interest in finding novel strategies to
reduce pain [2].

Because Virtual Reality (VR) distraction techniques, as
a non-invasive technique, seems to be promising non-
pharmacological approach for pain management [3][4][5],
VR has become popular in clinical research studies as an
innovative distractor technique and is a promising technology
to enhance dental education [6][7] and to help patients [8][9].

However, there are very few studies dedicated to the ef-
fectiveness of VR on pain management for dentistry patients
and more specifically during orthodontic debonding [10][11].
So, the purpose of this paper is to present a Work-In-Progress
about an experiment investigating the impact of a VR system
on pain and anxiety for patients during their orthodontic
appliance debonding.

The remainder of this article is organized as follows. Section
II describes the context on VR and pain management. This is
followed by the method applied to assess the efficiency of VR

on pain management during the removal of fixed orthodontic
appliance (in section III). Section IV presents the progresses
of the study, and outlines several elements of future research
to be conducted on the subject.

II. CONTEXT

This section gives an overview over the patients’ pain
felt during their orthodontic treatment, especially during the
appliance debonding procedure (Subsection II-A). Subsection
II-B describes the existing methods to manage patients’ pain
during orthodontic treatment (e.g., communication, video,
music, finger pressure). The interests of using VR as an
innovative means to decrease patients’ pain and anxiety dur-
ing orthodontic debonding are described in Subsection II-C.
Finally, Subsections II-D and II-E outline the goal of this study
and its ethical aspects, respectively.

A. Pain during Orthodontic Treatment

The orthodontic bracket bonding interface, between bracket
and tooth, should be powerful to endure forces during two
years (i.e., the average orthodontic treatment duration) and
weak enough to allowed a comfortable, harmless, and quick
removal [12][13]. However, the second requirement does not
seem to be accomplished [13].

As Figure 1 shows, the current method to remove a metal
orthodontic bracket is to position the blades of the ligature
cutting pliers between the base and the dental surface [13].
The pain and discomfort felt during this procedure depend on,
amongst others, the force required to remove the bracket.

Fig. 1. Metal bracket debonding using a cutting ligature plier

Orthodontic current procedures involve pain and discom-
fort. Indeed, 95 percents of orthodontic patients experienced
various levels of pain or discomfort during their orthodontic
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treatment, including the removal of their appliance [12][14–
20], orthodontic pain resulting from ischemia, inflammation,
pressure and oedema of the periodontium [17]. The required
forces to remove fixed appliance increase the pressure and
ischemia of the periodontal ligament.

Several factors have an influence on pain for patients during
orthodontic procedures, such as the area concerned by the
intervention [21][22][23] or the bracket material (ceramic or
metal) [21].

Moreover, because pain is a subjective response with im-
portant individual variations, various factors, such as gender
[1][24], individual pain threshold [18][20], motivation, cultural
differences, and previous negative dental experience [16],
could influence the level of pain perception (and modulate
pain expression) of the patient [24].

B. Current Methods to Manage Pain During Debonding

Several methods have been already tested to minimize
pain during debonding, like using different orthodontic pli-
ers, laser application, analgesics, ultrasound, biting cotton
roll, practitioner finger pressure or occlusal bite wafers
[1][16][21][24][25].

But there is weak evidence indicating using the (i) debond-
ing dedicated tool rather than the most common instrument
(ligature cutting plier), (ii) laser, (iii) ultrasounds during
debonding reduce patients’ pain perception [22]. Even if
some studies tend to show that premedication can have a
positive impact on pain during debonding [1], alternative pain
management approaches are essential to consider [26].

Neutral statements, positive suggestions, or providing dis-
traction are essential to improve patient treatment experience
[27][28]. The practitioner’s chosen words during care have a
significant influence on the experience of pain. Moreover, clear
communication decrease patients’ anxiety [29]. Conversely, an
inadequate communication can affect negatively the pain (i.e.,
as a nocebo effect) [27].

C. VR as an Innovative Technique to Manage Pain

Recent theories of pain highlighted that sensory stimuli
from the environment can also influence the patient pain
experience [30][31]. For example, in conscious patients un-
dergoing surgery, watching a movie and listening to music
can significantly reduce anxiety with equivalent results [32].
In the same way, VR can have a positive impact on pain
by modulating the activation of some brain zones, including
the anterior cingulate cortex, insula and amygdala, which are
involved in the emotional and attentional pain pathways [33].
VR is efficient in reducing anxiety, decreasing pain levels,
and improving patient satisfaction, and several studies have
demonstrated that VR have positive effects for the care of
several diseases and patient of different ages, such as burned
patients [34], patients with breast cancer [35], children with
cancer [36][37], children with tooth decay [38][39], elderly
patients with cancer [40].

There are some years ago, VR was investigated exclusively
for relaxation sessions before care and especially general

anesthesia [41], all the systems being expensive and oversized.
Today, VR headsets are henceforth smaller, comfortable and
easy to use, usable during dental care as well [29].

D. Objectives of the Study

The current goal of this paper is to present a Work-In-
Progress performed to investigate positive benefits on patient
pain perception by using VR distraction during orthodontic
debonding. With an experiment conducted on more than 100
adolescents and adults, this study investigates the benefits of
VR on patient pain perception depending on the appliances
type (i.e., ceramic or metal brackets), and the correlation be-
tween patients’ anxiety before debonding and their perception
of pain, by comparing with other techniques to manage pain.

E. Ethics

This study has been registered in the French General Reg-
ister of Data Protection before commencement of the study.
A non-opposition document was given to patients and/or the
parents prior to participation.

III. METHOD

In this section, the chosen methodology to assess the impact
of VR on patients’ pain and anxiety during the debonding
of their orthodontic appliance is described and justified (i.e.,
sample, VR headset, debonding procedure and scales).

A. Participants

All participants are patients (over 12 years-old) undergoing
orthodontic treatment with a debonding of their fixed appliance
scheduled between September 2023 and December 2024. They
are distributed in two groups: VR group vs No-VR group. In-
cluded patients are all taken care of in our department or in the
liberal practice, had benefited from a mandibular and maxillary
orthodontic treatment by bonded metal or ceramic brackets
(GC self-ligating brackets or AO non self-ligating brackets).
Several criterias have been used (non inclusion: Cognitive dis-
order; Non-French understanding; Medical history of epilepsy;
Blindness; Refusal, Medical history of taking analgesic or
anxiolytic in the last 24h; Incomplete appliance at the time
of debonding; Active periodontal disease with tooth mobility;
Craniofacial dysmorphology; Presence of miniscrews).

B. Design and the Independent Factor

From early May 2024, VR distraction during debonding
will be offered to patients as a new standard care proto-
col. To evaluate this practice, we carry out an observational
before–after multicentric study (i.e., Hospital of Reims and
Association Dentaire pour l’Enfance of Maisons-Alfort). We
compare demographic data (gender and age), orthodontic
treatment characteristics, anxiety and pain scores (general
and by sextant) of 122 patients during the debonding of
their orthodontic fixed appliance with or without the us of
VR. The removal of the orthodontic appliance must take
place from September 2023 to december 2024, over the two
periods defined as “before” (called the No-VR group) and
“after” (called the VR group) implementing the VR protocol.
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To calculate the number of subjects required, we used the
Wilcoxon–Mann–Whitney test, with a power of 90 percents,
an alpha risk at 0.05 percent and 15 percents to make up for
missing data. As Figure 2 shows, the inclusion of 122 patients
(33 per group) was necessary to show a statistically significant
difference on the primary objective.

Fig. 2. design of the study

Only one independent factor is manipulated, with two
modalities: some patients are in the VR group while the other
patients are in the Non-VR group.

C. VR Used and Protocol

The VR device used for patients in the VR group is a
stand-alone virtual reality headset from Lumeen® CE marked
medical device.

Before debonding, each practitioner is instructed about the
study objectives. All the patients will be debonded by a
constant team (five residents and three seniors). They must
remove the appliances with common methods. If there is no
contraindication, VR system will be proposed to the patient
by the practitioners before the orthodontic debonding. As
Figures 3 and 4 show, patients will have the choice among
nine immersive universes (five for adults relaxation and four
dedicated to pediatric care). All were developed in cooperation
with hypnotherapists and anesthesiologists. The presence of
medical contraindications and refusal by a patient will be
registered. the VR headset will be set up by the practitioner
after installation on the dental chair and removed at the end
of the procedure. The immersion will be stopped anytime for
medical reasons or by simple request from the patient.

Fig. 3. immersive relaxing environments dedicated to pediatric care

Fig. 4. immersive relaxing environments developed for adults

D. Assessment of Pain and Dependent Factors
Before debonding, each participant is asked to complete

(i) a Likert scale to assess the Anxiety score, as Figure 5
illustrates, (ii) the Numerical and Visual Rating Scale to assess
pain scores, as Figure 6 shows. After the debonding procedure,
patients will complete a more precise score for each dental
area, as Figure 7 shows. So, there are three dependent factors.

Fig. 5. Visual Analog Scale (VAS) and Numerical Rating Scale (NRS), used to
assess patients anxiety during debonding (usable for both adults and children).

Fig. 6. Visual Analog Scale (VAS) and Numerical Rating Scale (NRS), used
to assess patients pain during debonding (usable for both adults and children).

All the patients will be debonded by a constant medical
team. Practitioners will remove the appliances with common
methods, without adjunctive measures (finger pressure, biting
cotton roll, music or video).

IV. CONCLUSION AND PERSPECTIVES

Several studies have already shown that VR distraction can
decrease patients’ pain perception and anxiety. However, be-
cause there are very few studies dedicated to the effectiveness
of VR on pain management during orthodontic debonding, the
purpose of our study is to compare the patient reported pain
and anxiety during their orthodontic appliance debonding with
or without the use of a virtual reality headset.

For the moment (January 2024), we have included in the
”No-VR” group 15 patients with metal brackets, and 11
patients with ceramic ones.
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Fig. 7. Oral cavity diagram used to assess patients’ pain through Numerical
Rating scale (NRS) within each sextants.

To our knowledge, our experimental study is the first
one investigating the effectiveness of the VR headset during
orthodontic debonding. Of course, the potential impact of our
research is not limited to orthodontic and dentistry patients.
We hope that our future results will encourage speculation
that VR pain reduction will also generalize to other acute pain
populations/etiologies (e.g., oral and other ambulatory surgery,
chemotherapy, radiation therapy) [42].
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Abstract— Experiencing immersion in daily life, interacting
with other agents, holds significant value. The object of the
interaction may be an agent in the real world or one in the virtual
world. Such experiences occur when sensory stimuli input from
the five senses are integrated in the brain, and cognitive process-
ing based on the results of that integration leads to the expression
of selected behaviors, which are then accompanied by changes in
the environment. A sense of immersion is created by the seamless
integration of changes in the environment and in one’s own state.
In this study, we leverage the Model Human Processor with
Realtime Constraints (MHP/RT), a cognitive architecture that
can simulate human action selection and encompasses perceptual,
cognitive, motor, and memory processes, and we argue that within
the integration of multimodal sensory stimuli, P-Resonance –
a resonance occurring between environmental information and
perceptual memory, and C-Resonance – a subsequent resonance
involving cognitive processes characterized by Two Minds and
memory – are pivotal components contributing to the sense of
immersion. The state of the external world is perceived as M -
dimensional information by the five senses. This is passed to
cognitive processing via P- and C-Resonances, converted into
N -dimensional motor information in memory. Further, it is
physically executed in the external world. We argue that the
basic senses of rhythm, space, and number exist as mechanisms
for these resonances to occur. It is shown that the spatial sense
involving vision, not functioning before human birth, is integrated
after birth with the rhythmic sense, which had been developing
before birth. Furthermore, the number sense involving higher-
order object recognition is further integrated with growth, which
suggests that these basic senses are involved in the basis for
the expression of human behavior. We contend that a virtual
environment that does not deviate from the basic sensory-based
mechanisms, which manifest interactions in the real world, is
essential for the generation of immersive experiences.

Keywords— Basic senses; Rhythmic sense; Spatial sense; Num-
ber sense; Resonance.

I. INTRODUCTION

The environment in which humans interact includes 1)
natural objects that are direct objects of interaction, 2) real
artifacts created by humans that exist as entities, 3) virtual

artifacts that do not exist as entities but are perceived by
humans through the illusion of their existence, and 4) real
objects and artifacts that exist naturally and are indirectly
involved in interaction as their background. Of these four
categories, the third, “virtual artifacts,” is rapidly permeating
our lives. This change is attributed to the advancement of ar-
tificial intelligence algorithms, which now enable the creation
of intricate illusions.

An interface exists between humans and the environment.
When the interface is conscious, or visible, the human con-
sciously performs actions toward the environment and con-
sciously evaluates the response of the environment to those
actions. In this case, the interface is visible to the human.
Conversely, there are cases in which interaction proceeds
without the human being aware of the interface. In this case,
the interface is transparent or invisible, the human is immersed
in the environment. Moreover, the human and the environment
are seamlessly integrated.

When two interacting systems are seamlessly integrated, the
processes in each system proceed in unison and in step with
each other. The two systems are then synchronized. When
both systems are linear, synchronization is easy because the
progress of each process can be controlled based on highly
accurate predictions. However, if either system is nonlinear,
synchronization is challenging. Notably, human behavior
can be captured by four nonlinearly connected hierarchies
or bands, that is, biological, cognitive, rational, and social
bands [1]; thus, humans are nonlinear behavior-generating
systems. In the case of action selection, it can be captured
by Two Minds [2][3], comprising a conscious system and an
unconscious system. The conscious system is called System 2.
This is a slow system that operates by feedback control, which
executes inference using knowledge, whereas the unconscious
system is called System 1 and is a fast system that operates
by feed-forward control using intuition.

The behaviors that humans produce in their interactions with
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the environment are the result of integrating the behaviors of
System 1 and System 2, which have different characteristic
times. Regardless of whether the system existing as an envi-
ronment is a linear or nonlinear system, it is necessary to keep
pace with human behavior to create a sense of immersion on
the part of humans. This can be achieved by establishing a
seamless relationship with the nonlinear human system.

When evaluating the alignment of the environment and
humans states, it is not appropriate to simply consider that the
actions of both systems are in sync with each other at time T .
For an interaction event occurring at a certain time, humans
consciously plan in advance and unconsciously coordinate and
execute their actions just before the interaction. They also
unconsciously make adjustments in the neural networks related
to the generation of the action after the interaction. Further,
they consciously reflect on the interaction when the outcome
of the interaction is obtained. The conscious and unconscious
learning after the interaction is used to plan actions when
similar situations are encountered in the future [4]. From the
human perspective, this event occurs within the time range
of the Two Minds process operating before and after the
event. Therefore, it is reasonable to view the synchronization
between the environment and humans involved in the event
generation within that time range. This type of synchronization
with a time width is called weak synchronization. Further, it
is proposed as a necessary condition for the generation of a
sense of immersion. Immersive feeling eliciting condition for
an artificial environment to have the user feel immersive-ness
is defined as follows [5]:

IMMERSIVE FEELING ELICITING CONDITION� �
1) It must be new to them.
2) With an anticipation activated by the artificial

environment, they are able to perform actions
without any breakdown in performing motor-
level actions.

3) They are able to consciously recognize an event
associated with the series of just-finished actions.

4) They are able to reflect on the event to integrate
it with the recognized feeling associated with the
event.� �

The longer the state shown in Item 2 of the immersive
feeling eliciting condition, the longer the immersive sensations
can be felt without conscious intervention by System 2. Here,
a series of actions is generated by feedforward control by
System 1 as a series that is executed unconsciously without
evaluation of the execution results. Let us assume that the
first action is executed at time T and the last action in this
series is executed at time T ′. Subsequently, the interaction
event generated by this action series is denoted by E(T : T ′).
The period [T, T ′] when the action is executed unconsciously
is the time when the action does not come to consciousness.
For instance, the time when the action is interacting with the
environment under feedforward control by System 1 without
conscious intervention by System 2, and it can be regarded

as the immersion time. The longer this time is, the longer the
immersion is held.

The conditions for the establishment of weak synchroniza-
tion that enables a continuous sense of immersion in the
interaction with virtual artifacts depend on the perceptual, cog-
nitive, and motor characteristics of the individual, including
the content of memory, and the individual characteristics of
the combination of these characteristics. This study examines
how immersion is continuously maintained assuming general
individual characteristics, based on Model Human Processor
with Realtime Constraints (MHP/RT) [4][6]. MHP/RT is a
comprehensive theory of action selection and memory, and
provides the basis for building any model to understand
human everyday behavior, including cognitive mechanism.
Then, based on this, we discuss some individual characteristics
that are unique but should be appropriately supported, and
examine means to generate a sense of immersion.

This paper is organized as follows: Section II describes the
outline of information uptake by perceptual processes from
the external and internal environment, memory activation and
execution of cognitive and motor processes through resonance
in Section II-A. Section II-B introduces an important problem
of binding and integrating multiple sensory information to
produce behavior synchronized with spatiotemporal changes
in the environment. Section II-C argues that the basic senses,
that is, the rhythmic, spatial, and number senses, are critical for
incorporating external information through resonance to make
it available for the cognitive and motor processes to follow.
Section III discusses the basic senses from the perspective of
human development, including the prenatal period. Section IV
concludes this paper by suggesting the points to be considered
when designing virtual reality that smoothly connects to
human activities.

II. INTERACTING WITH THE ENVIRONMENT USING
RESONANCE

Satisfying the second item of Immersive Feeling Eliciting
Condition (IFEC) is important for seamless interactions to
continue to run as a feedforward process by System 1. The
key for understanding the human–environment interaction pro-
cess based on MHP/RT is that the communication between
autonomous systems is achieved by a mechanism of reso-
nance [7]. Both environmental systems and human systems
are autonomous systems; human systems include perception,
cognition, movement, and memory. This section describes
how the continuous feedforward processing behind seamless
interactions is supported by resonance mechanisms.

A. Interaction with the Environment Through Memory,
Perception, Cognition, and Motor Processes Using Resonance

When interacting with the environment, humans respond to
physical and chemical stimuli emitted from the external and
internal environment by sensory nerves located at the interface
with the environment and take in environmental information
in the body. The brain acquires environmental information
concerning the current activity of the self through the multiple
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Figure 1. Information uptake by perceptual processes from the external and internal environment, memory activation and execution of cognitive and motor
processes through resonance.

sensory organs. Further, it generates bodily movements that
are suitable for the current environment. The stable and
sustainable relationship between the environment and the self
is established through continuous coordination between the ac-
tivity of the self and the resultant changes in the environment,
which should affect the self’s next action.

Figure 1 shows the process, based on MHP/RT [6][8],
by which environmental information, internal and external,
is taken into the body via sensory nerves, processed in
the brain, and then acted upon by the external world via
motor nerves. This process involves memory, which is mod-
eled as Multi-Dimensional Memory Frame, and perceptual,
cognitive (Two Minds), and motor processes. The mem-
ory structure, Multi-Dimensional Memory Frame, consists of
Perceptual-, Behavior-, Motor-, Relation-, and Word-Multi-
Dimensional Memory Frame. Perceptual-Multi-Dimensional
Memory Frame overlaps with Behavior-, Relation-, and Word-
Multi-Dimensional Memory Frame, for spreading activation
from Perceptual-Multi-Dimensional Memory Frame to Motor-
Multi-Dimensional Memory Frame.

Perceptual information taken in from the environment
through sensory organs resonates with information in the
memory network structured as Multi-Dimensional Memory
Frame, that is, P-Resonance. In Figure 1, this process is indi-
cated by •—•. Resonance occurs first in the Perceptual-Multi-
Dimensional Memory Frame within the Multi-Dimensional
Memory Frame and activates the memory network. After that,

the activity propagates to the memory networks that over-
lap the Perceptual-Multi-Dimensional Memory Frame, which
are the Behavior-, Relation-, and Word-Multi-Dimensional
Memory Frame, and finally to the Motor-Multi-Dimensional
Memory Frame. In cognitive processing by Two Minds, con-
scious processing by System 2, which utilizes the Word- and
Relation-Multi-Dimensional Memory Frame via C-Resonance,
and unconscious processing by System 1, utilizing the
Behavior- and Motor-Multi-Dimensional Memory Frame via
C-Resonance, proceed in an interrelated manner. The mo-
tor sequences are expressed according to the Motor-Multi-
Dimensional Memory Frame, which is the result of cognitive
processing. The memories involved in the production of a
behavior are updated to reflect the traces of its use process
and influence the future behavior selection process.

B. Integration of Multiple Sensory Information to Produce
Behavior Synchronized with Spatiotemporal Changes in the
Environment

Information from the environment is taken in by multiple
sensory organs. The sensory organs are located in different
parts of the body with a certain extent, and the information
collected is spatially distributed. Additionally, the information
received by the sensory organs is time-series information.
Therefore, the information taken in through the sensory organs
is characterized as information that is spatially and temporally
spread out. How, then, do the structured Multi-Dimensional
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Memory Frame and perceptual information resonate? Or how
can P-Resonance occur?

This question is known as the binding problem. It is a
question of following form: How does the brain integrate
different aspects of perception into a coherent experience? or
How does it perceive an object as a single entity while having
distinguishable aspectual features such as shape, color, and
texture?

1) Dennett’s Thoughts on the Binding Problem: Related
to this question, Daniel Dennett, author of “Consciousness
Revealed” [9], was asked by an interviewer, “You’ve talked
about consciousness as something that we feel that’s really
more marvelous than it really is. Why is it?” To this, he
responded as follows:

Yes, I think that consciousness plays tricks on us.
Behind the eyes and in between the ears and the
inner witnesses watching this wonderful show. But
then when you do the, the physiology and you study
perception, you realize it now in fact, you have
a very limited take, you’re only taking sips from
them firehose of information that’s coming in a little
bit from vision a little bit from from hearing, and
there’s in fact this, this competition going on tug
of war between different senses, between different
interpretations of what you’re seeing. All of this
competition resolves itself in the fullness of time and
pretty darn quick to produce the behavior that we’re
capable of and the reflection that we’re capable of.
It seems though, as if there’s, it all comes together
at some place. And that’s just an illusion. There’s
no place in the brain where it all comes together,
for enjoyment and for and for witnessing by an
inner witness. So we have to take all that work that
that inner witness was going to do, and we have to
break it up in little bits and distributed around in the
brain in the time and space that’s available. And no
one of those little bits is going to be conscious, and
yet the sum of all of that work. Witnesses are going
to do that with consciousness.

Subsequently, he adds the following to the “illusion that
everything flows together as one”:

We have that illusion, and it is an illusion, because in
fact, there’s lots of things going on at once. They’re
not all that coherent. And so our brains are very
good at creating the sorts of simplifications that
make that make its own job easier. And so, yes,
consciousness is an illusion of the brain for the
brain, by the brain, if you like.

2) Mechanistic Answers to the Binding Problem: Our
answer to the binding problem is “sensory filter processing
of multiple perceptual information and memory activation
via P-Resonance.” In the theorization of human perceptual,
cognitive, and motor processes and memory by MHP/RT,
the interface between the environment and the brain is per-
formed by P-Resonance in perceptual information processing.

Moreover, the interface between hierarchies in non-linearly
connected hierarchical information processing within the brain
is performed by C-Resonance. Resonance expresses the rela-
tion between two sides connected in a nonlinear relationship.
Furthermore, it is a mechanism to transfer information that is
ordered on one side to be treated as ordered information on the
other side by mapping information. Notably, each information
spreads with a specific manner on a common time axis [10].

C. Theoretical Derivation of Basic Senses

MHP/RT can be thought of as implementing the method
described by Daniel Dennett in Section II-B1 on a system
consisting of perceptual, cognitive, and motor processes and
memory. Given the characteristics of memory described in
Section II-B2, this section discusses perceptual memory, which
is activated by P-Resonance. Further, it shows that basic senses
exist to process perceptual information from sensory organs
in an orderly manner. Basic senses include rhythmic sense
related to time, to be described in II-C6a, spatial sense related
to spatial perception, to be described in II-C6b, and number
sense related to object segmentation in space, to be described
in II-C6c.

1) Information that Perception Takes in: There are two
types of information that perception takes in, which is rep-
resented as a discrete sequence of points spread over a time
axis:

1) Stationary periodic sampling data; and
2) Differential information when it senses changes in the

environment.
Moreover, there are two types of perception that involve

different sources of information:
1) Perception for environmental information outside the

body; and
2) Perception for monitoring the state of activity inside the

body.
Therefore, the objects to be perceived can be broadly

classified into four types depending on whether the data is
stationary or non-stationary, and whether the source is inside
or outside the body. There are various perceptual organs;
each collecting its own perceptual information within its own
perceptible bandwidth.

2) Memory Generation from Perceived Information: The
perceived information concerns generation of memory for
bodily behavior. Initially, memories are formed for different
organs, and even within a single cell, in different forms. Nev-
ertheless, human bodily behavior in general can be understood
almost entirely through the workings of the central nervous
system, which comprises the brain and spinal cord.

However, it is known from genetic analysis that the under-
lying structure of the nervous system is a chain of sensory,
intervening, and motor nerves. An important function of the
perception originated from sensory nerves is the identification
of external objects to be transmitted to intervening nerves. The
information from various perceptions is integrated to confirm
the existence of the object and to store it in memory. Therefore,
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most memories that reside in the cerebral cortex in brain are
object memories.

3) M ⊗N Mapping in Memory: The memory formed by
the chain structure of sensory, intervening, and motor nerves
stores the procedures of actions performed in response to
events in the intervening stage, situated between perception
and motor movement, by means of pairwise relations between
perceptual components of the objects expressed as the M -
dimensional information, that is, perceptual objects, and motor
components of the objects expressed as the N -dimensional
information, that is, motor objects. These procedures expressed
in the intervening nerves can be viewed as chains in the
Behavior-Multi-Dimensional Memory Frame. These are col-
lectively referred to as “M ⊗ N mapping in memory” in
MHP/RT [11].

4) Two Minds: System 1 and System 2: In the range of
everyday behavior, processing is known to occur in the basal
ganglia, that is, a group of neuronal nuclei that connect the
cerebral cortex to the thalamus and brain stem, and below,
where the M ⊗ N mapping in memory is coordinated by
Two Minds. System 1 and System 2 work in parallel. The
System 1 process is mainly responsible for physical activities,
whereas the System 2 process works as an intervention for
the purpose of coordinating activities. The role of System 2
is to intervene effectively in physical actions. This is ac-
complished by enhancing perceptual abilities through recon-
struction of perceptual memory organized as Perceptual-Multi-
Dimensional Memory Frame. For this purpose, System 2
consciously reflects on the results of physical actions con-
ducted for accomplishing then-activated goals and reconstructs
Perceptual-Multi-Dimensional Memory Frame according to
the evaluation.

5) Representing Perceptual and Motor Objects in Rela-
tivized Time and Circulation Networks: The perceptual in-
formation taken in by sensory organs does not contain ab-
solute positional and temporal information. The only shared
feature among the various types of perceptual information is
simultaneity with other perceptual information in the same
time axis. Specifically, parallelism and cross-synchronization
between each perceptual information processing are ensured.
Additionally, it is possible to execute actions coherently as a
procedure by integrating various types of perceptual informa-
tion in a certain period of time on the time axis.

Human behavior forms a cyclic life ecology called circadian
rhythm with a fluctuating bandwidth, which is caused by
the stable day–night periodicity of the earth’s rotation, the
inclination of the axis of rotation with respect to the sun’s
orbital plane, and the slightly elliptical movement of the
orbital circle. Human behavior contains recursive elements in
which the results of one’s actions are returned to oneself.
Therefore, System 1 can act adaptively and flexibly in the
next similar situations, whereas System 2 can obtain new
effective action procedures by reflecting on the results of the
action and organizing the perceptual information accordingly
to reconstruct the existing memory network, that is, the
Perceptual-Multi-Dimensional Memory Frame. In the future,

System 2 intervenes in the sequence of actions generated by
System 1 when it is needed to change its direction based on
the reconstructed memory.

Human behavior can be viewed as an adaptive behavior for
survival in the ever-changing and pseudo-cyclic environment.
From birth to death, human beings act ceaselessly, which is a
cyclic activity encompassing circadian rhythms. Hence, the
neural network concerned with the execution of System 1
forms a circulatory network. Humans transform their behavior
as their environment changes and as they themselves change
with age. Accordingly, the initial circulatory network develops
into a circulatory network with more complex connections and
connection bandwidths by connecting the neural circuits in-
volved in the execution of System 2 as procedures. Conscious
procedure performed by System 2 happens in the operation and
unit task systems in the cognitive band, and rational and social
bands [1]. In MHP/RT, such procedures are represented in the
Relation-Multi-Dimensional Memory Frame as consciously
accessible relations of manipulable objects.

6) Memory Reuse: Rhythm-Based Reconstruction of Cog-
nitive Objects: The earth is almost spherical. However, the
range of human activity is far smaller than the global scale.
Therefore, it is perceived as a three-dimensional Cartesian
space rather than a coordinate system associated with a sphere.

Memories do not contain absolute temporal and three-
dimensional positional information as described in Sec-
tion II-C5. Meanwhile, System 1 and System 2 have to
generate timely behavior appropriate for the time-position de-
pendent situation. It is necessary to reconstruct the information
from the memories by incorporating the time and positional
information to make the time-position free memories available
for System 1 and System 2 in the time position dependent on-
going situation. By doing this, System 1 and System 2 can
reuse the time-position free memories at the point in time
when it becomes necessary.

In Figure 1, the Multi-Dimensional Memory Frame and
System 1 and System 2 are connected via C-Resonance, that
is, the cognitive process incorporates the portion of memory
through resonance that has been transformed into manipulable
forms in the current situation by binding the time and posi-
tion information in P-Resonance, which is called Cognitive-
Objects in MHP/RT [12]. It is considered that, whereas per-
ception of the external situation resonates with the Perceptual-
Multi-Dimensional Memory Frame via P-Resonance, the time-
position free constructs in the Perceptual-Multi-Dimensional
Memory Frame are somehow modified to generate the time-
position dependent constructs, that is, Cognitive-Objects, that
are necessary to instantiate the real actions stored in the
Motor-Multi-Dimensional Memory Frame via Relation- and
Behavior-Multi-Dimensional Memory Frame. Then, how can
it be possible? The key is the concept of rhythm, which
characterizes the timing of the occurrence of an event. That is
to say “binding positional and time information to the time-
position free information by means of rhythm.”

a) Rhythmic Sense: The changes brought about by actual
human action are micro changes on cyclic activity. These
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minute changes alter the relative situation between the actors
themselves and the environment that involves others. However,
from the three-dimensional understanding of human percep-
tion, these changes are perceived as continuous changes along
the time axis. Conversely, if we look at the organs active in the
human body, they have evolved and developed under circadian
rhythms. Consequently, periodically active organs such as the
heart have been formed to provide unique rhythms.

Turning to the environmental side, changes with various re-
producible rhythms occur under the cyclic activity of the earth.
Thus, to adapt to changes in the environment, a “rhythmic
sense of basic perception” should be formed in the connection
circuit of the circulatory network formed by various procedural
memories. This is called rhythmic sense that enables flexible
binding of memory and perceptual information on the time
axis in P-Resonance, with hearing as the core and perception
in general.

b) Spatial Sense through Rhythmic Sense: Bodily ac-
tivity includes movement that involves changing the posi-
tion of one’s own body part in the three-dimensional space.
Recognition of the current situation of the three-dimensional
space is necessary for constructing executable bodily activities
from the information stored in the Motor-Multi-Dimensional
Memory Frame, that is free from absolute positions. The
unique dimensions associated with movement are distance
and time, which are required to make the move. The time
is associated with body’s internal rhythms, which define the
scale for measuring distance. Thus, the information concern-
ing distance between objects in the external environment is
conceived through the rhythm-based scale, that can be called
“spatial sense.” Furthermore, the scale can change overtime
because human behavior changes its orientation and range
of circulation as it grows. Consequently, the cyclic trajectory
thus formed evolves into a complicated web reflecting the
range of variations of movement; humans expand their activity
bandwidth. Inevitably, “spatial sense of basic perception”,
which serves as the basis for spatial cognition, should be
formed in the connection circuit of the circulatory network
formed by various procedural memories, which works in P-
Resonance.

c) Number Sense: For humans to select appropriate
actions in a timely manner in an ever-changing environment,
information related to quantitative comparisons such as larger
or smaller for size, more or fewer for the number of objects,
farther or closer for distance, and longer or shorter for duration
is indispensable. When this information is combined with the
reward response that reflects the appropriateness of the choice,
a basic sense of quantitative discrimination is formed. This
is called number sense [13]. Perceptual information is repre-
sented in M -dimensional information in the Perceptual-Multi-
Dimensional Memory Frame via P-Resonance with rhythmic
and spatial senses. This process takes place in the midst of
synchronization between the environment and human activity,
which is weak synchronization, synchronization within the
width of the time or activity bandwidth [5]. Subsequently, they
are aggregated as cognitive objects by the number sense and

made available to Two Minds via C-Resonance.
d) Summary: The rhythmic sense, spatial sense, and

number sense are applied to generate Cognitive-Objects from
the resonated portion of the Perceptual-Multi-Dimensional
Memory Frame for further cognitive processing carried out
by System 1 and System 2. The accuracy of adaptive behavior
can be increased by repeating the behavior while developing
the rhythmic, spatial, and number senses in the reuse of the
Perceptual-Multi-Dimensional Memory Frame.

III. THE ROLE OF RESONANCE IN THE HUMAN
DEVELOPMENT

Following birth, infants must immediately process and
rapidly adapt to the array of unknown sensory experiences
associated with their new ex-utero environment. However, and
as Dall’Orso and colleagues (2020) [14] said, although it is
known that unimodal stimuli induce activity in the correspond-
ing primary sensory cortices of the newborn brain, it is unclear
how multimodal stimuli are processed and integrated across
modalities.

Despite the relatively immature state of their sensory modal-
ities, newborns have perceptions that are acquired, and are
triggered by, their contact with the environment. More recently,
the study of the fetal origins of the sensory modes has revealed
that in utero all the senses prepare to operate, except for
the vision mode, which is only functional starting from the
first minutes after birth [15][16]. This discrepancy between
the maturation of the different senses leads to the question of
how human newborns come to understand our multimodal and
complex environment.

According to us, and as we wrote previously in this paper,
the information taken from the sensory organs is characterized
as information that is spatially and temporally spread out and
we hypothesize that the Multi-Dimensional Memory Frame
and perceptual information resonate (P-resonance) can be
relevant to describe how multimodal stimuli are processes and
integrated.

Just after the birth, the human newborn nervous system
must also quickly adapt to process the temporal, spatial, and
contextual features of complex inputs which simultaneously
stimulate different sensory systems. This integration between
different sensory modalities is thought to be established
through associative learning during postnatal life as it allows
simple and fast encoding of environmental contingencies [17].

If this integration between different sensory modalities
has multiple roles in early development for biological and
physiological aspects, for example, through anticipating and
overcoming respiratory or thermal challenges during sleep, it
plays also a key role for cognitive and social development
such as behavioral and emotional-self-regulation [18], atten-
tion to facial and vocal expressions [19], linking different
auditory–visual features to make inferences about specific
objects [20][21], and facilitating development of language and
vocabulary growth [22].

Dall’Orso and colleagues (2020) [14] have demonstrated
that the early human brain is already capable of processing
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external and simultaneous multisensory information within the
two distinct primary sensory cortices. We further found that
this multisensory stimulus presentation can directly influence
cortical activity in a crossmodal manner, even in the absence
of its archetypal substrate. They also found that the process of
encoding information during associative learning in the neona-
tal period engages wider cortical association regions across
relevant neural networks. Recent Magnetoencephalography
(MEG)/Electroencephalography (EEG) and functional mag-
netic resonance imaging (fMRI) studies have suggested that
while posterior parietal cortices integrate signals weighted by
their sensory reliabilities irrespective of task context, anterior
parietal cortices encode spatial estimates depending on their
reliability and task relevance [23][24][25]. In anterior parietal
cortices, spatial estimates rely more on the location of the sig-
nals of the sensory modality that needs to be reported. While
these behavioral and neuroimaging findings demonstrate that
observers’ perceptual goals influence how the brain combines
sensory signals to support perceptual inference, the underlying
computational and neural mechanisms remain controversial
and we argue that MHP/RT can provide a relevant theoretical
framework to explain these mechanisms.

And finally, their results confirmed prior results obtained by
other authors who identified the primary sensorimotor cortices
as the encoders of our associative learning task, supporting the
idea that they are not only involved in basic sensory perception
but also higher level processes such as multisensory integration
and experience specific memory encoding [26]. Moreover,
some recent studies investigating multimodal integration for
newborns with perceptual impairments, such as visual impair-
ments [27][28][29] and for children with Autism Spectrum
Disorder, or ASD [30], provide very similar results.

IV. CONCLUSION AND FUTURE WORK

This study argued in Section II-B that binding position
and time to the Multi-Dimensional Memory Frame is essen-
tial to generate situation-adaptive behavior, and derived in
Section II-C basic senses for solving the binding problem.
The memory represented by the Multi-Dimensional Mem-
ory Frame, which has no position and time data, repre-
sents relationships between objects. Therefore, the contents
of the memory can be reused by performing a topological
transformation to match the current time and spatial scales.
Furthermore, the accuracy of current perceptual information
can be enhanced based on past memories and associated
time and space values. This is because the Perceptual-Multi-
Dimensional Memory Frame is simply a memory of object
relationships; the Behavior-Multi-Dimensional Memory Frame
remembers object relationships associated with the time of the
entity’s actions in the procedures of physical behavior; the
Relation-Multi-Dimensional Memory Frame stores object re-
lationships associated with procedures and temporal concepts
recognized by System 2.

Section III discussed the basic senses from a developmental
perspective, tracing it back to the prenatal stage. It also
clarified how we are able to process multimodal information

now that we are living surrounded by various artifacts, which
implements immersive virtual reality. Based on the argument
this paper provided, establishing P-Resonance between the
external environment and the Perceptual-Multi-Dimensional
Memory Frame with the focus of the basic senses. These
include the rhythmic sense, spatial sense, and number sense,
should be critical for smooth integration of the environment
and human being in action. As long as the source of stimuli to
human sensory organs, whether virtual or real, is not smoothly
processed by the basic senses, it will not be taken into the
organism and processed in relation to it. If those stimuli are
Immersive Virtual Reality generated by applying Artificial
Intelligence, they must be generated to achieve some goal,
but if they are not compatible with the basic senses, that goal
cannot be achieved.

In everyday life human beings experience a continuous
stream of information that they perceive through sight, sound,
smell, taste, and touch. Even though this experience is mostly
multisensory, that is, they receive information from multiple
senses simultaneously, psychological research has primarily
focused on studying our senses in isolation. Multisensory
processing refers to the interaction of signals arriving nearly
simultaneously from different sensory modalities. This implies
that information from one modality can influence information
processing in another modality. Information from different
sensory modalities can also be combined into a single multi-
sensory event, a process that is referred to as multisensory inte-
gration [31]. By this way, IVR is used to create virtual worlds
that are as immersive as possible in order to make users feel as
if they are“really there”, immersion referring to the objective
capacity of the technology to deliver sensorial stimulations and
movement tracking, for example, head, hands, comparable to
their physiological manifestations in the physical world [32].
It is assumed that the more immersed someone feels while
exposed to a virtual world, then the more memorable the IVR
experience is specially for children [33]. Even if some studies
show that too much visual stimulations, for example, by a
larger field of view or more visual details, can be responsible
for negative effects and discomfort due to increased eye strain
on the part of the user, that is, cybersickness, the quality of
immersion results from the combination of various factors,
such as field of view (the extent of the visible world), head
tracking, visual fidelity (the realism and details of visual
information) and multisensory information, which is thought
to be a central element in immersion.

At the moment of sampling continuous events in space–
time, which is the moment the memory is formed, absolute
time and coordinate information is lost and associations be-
tween events are made with features that can be mapped to
other events. Therefore, when the events are drawn out at the
time of motion, spatio-temporal information between events
is necessary, so it is interpolated to generate it. P-Resonance
occurs between the external stimulus and the Perceptual-Multi-
Dimensional Memory Frame by rhythmic and spatial senses,
and M -dimensional perceptual representations are generated.
Subsequently, under the condition of weak-synchronization,
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cognitive objects are generated by utilizing the number sense.
C-Resonance occurs between the cognitive object and the Two
Minds, and finally, mapped to the N -dimensional represen-
tation of the Motor-Multi-Dimensional Memory Frame. The
N -dimensional motion representation is interpolated in space–
time and converted into motor-enabled information to generate
motion via motor nerves. The body plan, that is, skeleton,
supports the whole behind the scenes as the base of the inter-
polation program as the default value. For memories created
in a real environment to be effective in a VR environment,
which would be IVR, VR design should be based on these
characteristics.
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Abstract— Although the implementation of “Adaptive Virtual
Reality” is becoming feasible, understanding the main effects of
its realization on users based on cognitive models is essential.
Here, as the first step, we first describe a model of the flow
of information obtained by actual human perception through
avatars in virtual reality (VR) and the resulting human reactions,
and confirm the validity of the user models proposed so far.
We also consider the degree of immersion predicted due to the
integration of multimodal information. The cognitive processes
of VR experiences are largely categorized into “perception and
recognition of information (attention, memory, and decision mak-
ing)” and “perception-based physical actions and interactions
with VR objects”. Based on this, we describe a cognitive model
of VR experiences. In addition, as examples of the discrepan-
cies in sensory perception experienced in real/VR spaces, we
briefly describe the phenomena that occur in communication.
We describe the cognitive models for these phenomena and
qualitatively consider the degree to which sensory information
obtained from the real/VR space affects the degree of chunks
activation. The intensity of human sense is expressed as a
logarithm according to Weber-Fechner’s Law, suggesting that
human senses can distinguish differences even with weak sensory
information. We argue that the “slightly different from the
real world” sense felt in VR content is caused by such slight
differences in sensory information. Overall, we advance the
cognitive understanding of the immersive experience particularly
in the VR space, and qualitatively describe the possibility of
designing highly immersive VR content which are adapted to
each individual.

Keywords— sensory perception; cognitive model; virtual reality;
experience.

I. INTRODUCTION

With the growth in Virtual Reality (VR) goggles and low
cost of equipment for shooting omnidirectional video, VR con-
tent has attracted substantial attention. In addition to games,
a wide range of VR contents have been developed, including
omnidirectional video playback, education, sightseeing, prop-
erty previews, and shopping. VR systems that enable these
contents to be viewed are also growing rapidly. For example,
the following innovations have emerged in content design.
VR systems using Head-Mounted Displays (HMDs) sold to
general consumers cover the user’s field of vision; thus, the
user cannot see their own body. Therefore, VR systems using
HMDs typically display a virtual body drawn from the user’s
first-person perspective. A mechanism for realizing the user’s
first-person perspective is the implementation of avatars. The
effects of avatars have been described by researchers. Steed et

al. [1] suggested that the use of avatars that follow the user’s
movements can reduce the cognitive load of certain tasks
in the VR space. People around the world have been using
VR social networking services, such as VRChat, where users
enjoy interacting with other users using avatars that they have
selected and edited to their liking. Theis shows that avatars
are a means of self-expression in VR communication.

There are many research approaches to VR contents and
systems, including research from the perspective of Human
Computer Interaction (HCI), research on the differences in
sensory perception between the real world and VR, and
research on “Adaptive VR” that incorporates individual adapt-
ability into VR contents.

Among the studies from the perspective of HCI, Mousavi et
al. [2] integrate Emotion Recognition (ER) and VR to provide
an immersive and flexible environment in VR. This integration
can advance HCI by allowing the Virtual Environment (VE)
to adapt to the user’s emotional state.

Research on the difference in sensory perception between
the real world and VR can be broadly divided into two
perspectives: research from the perspective of illusions, and
the other is from a purely cognitive perspective, including
the cognitive load of the Working Memory (WM). Studies
from the perspective of illusions have existed for a long
time, including many on real-world phenomena. The most
famous examples include the illusion phenomenon Rubber
Hand Illusion (RHI) reported by Matthew, Jonathan [3], and
others, the possession illusion and Proteus effect proposed by
Yee and Bailenson [4].

As an extension of the RHI, Slater et al. [5][6] indicated that
it could be produeced for virtual hands on a screen. Sanchez-
Vives et al. [7] indicated that a visuo-haptic synchronization
stimulus can induce a possession illusion for a virtual hand
and suggested that this illusion can be induced without using
a tactile stimulus.

Next, among studies about Proteus effects via avatar include,
Yee and Bailenson showed that the use of avatars with different
levels of attractiveness and height in appearance changes the
way people communicate with others. Similarly, Oyanagi et
al. [8] found that the use of a dragon avatar in a VR space
can reduce the fear of heights. In a study by Tacikowski et al.
[9], participants were exposed to images of the opposite sex’s
body through an HMD. Participants indicated that subjective
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and implicit aspects of their gender identity, and stereotypical
images of the opposite sex changed when they felt a sense of
possession of the opposite sex’s body.

Next, among studies on the relationship between VR and
WM, Chiossi et al. [10] considered the influence of WM load,
which leads to over- and under-stimulation, in the design of
VR space. The authors designed an adaptive system to sup-
port the WM task execution based on electroencephalography
(EEG) correlations between external and internal attention.

In parallel, a concept called by “Adaptive VR” has been
discussed in recent years. Baker and Fairclough [11] de-
scribed it as follows: Adaptive VR monitors human behavior,
psychophysiology, and neurophysiology to create a real-time
model of the user. This quantification is used to infer the emo-
tional state of individual users and induce adaptive changes
within the VE during runtime. Therefore, the authors argued
that the efficacy of the emotional experience can be increased
by modeling individual differences in the way users interact
within a particular VE as a system.

To realize a seriese of practical studies, we need to follow
the VR technological trends. Currently, many common VR
technologies are in practical use. The low cost of HMDs,
such as the Meta Quest2, has made it possible for consumers
to easily experience VR content. There are two types of VR
content: those in which the user does not move much and does
move substantially in the VR space. Examples of the former
include watching video content and browsing the web. In this
case, the user’s movements are mainly button operations and
cursor movements using a controller, and the user rarely moves
in both the real and VR spaces.

Examples of the latter include VR games and VR Social
Networking Service (SNS) such as VR Chat [12]. VR games
include those in which the user’s actual body movements, such
as swinging a sword or boxing, are synchronized with the
movements of the avatar in the VR space, and those in which
the user can move around in the VR space by operating a
controller. Avatars are usually used in contents that allow users
to move around in the VR space. Avatars are 3D objects that
serve as the user’s body in the VR space. Indeed, the use
of avatars improves the realism of the VR experience and
decreases the cognitive load in the VR space.

Given this background, the implementation of adaptive
VR is becoming feasible. However, the main effects of its
implementation on users should be understood based on a
cognitive model. Studies have mainly focused on bottom-up
content design with an awareness of adaptive VR. However, it
is difficult for empirical developments to provide effects that
create new phenomena. Hence, not only a bottom-up but also
a top-down approach is necessary. As a stepping stone to this
goal, we do the following in this study. We describe a model of
the flow of information obtained by actual human perception
through avatars in VR and the resulting human reactions, and
confirm the validity of the user models proposed so far. The
degree of immersion predicted because of the integration of
multisensory information is also discussed. Understanding the
role of multisensory information can enable us to design VR

contents for individual users and how we can control sensory
perception.

The remainder of this article is organized as follows. We de-
scribe the sense-perception cognitive model on VR in Section
II. Next, we present an example of the difference between
real-world and VR. Based on these, we finally explore the
perception in the real and virtual worlds.

II. DESCRIPTION OF THE COGNITIVE MODEL FOR
SENSORY IN VR

In general, physical information in the VR space is rep-
resented as follows. Objects in the VR space (VR objects)
are represented by computer graphics, and their behavior is
based on a program previously written to interact with the
environment and other objects. The sound in the VR space is
provided by artificially preparing audio data that is predicted in
advance to be uttered in the space, and is played continuously
in a background music-like manner, or by using a sound engine
controlled by the user. Specifically, in the latter case, it can be
attached to a VR object and played when certain conditions
are met. Comprised of these elements, all human activities
and virtual experiences in the VR space are performed by
using the avatar as one’s own body The avatar’s movement is
performed by tracking the user’s real-world body movements.
Tracking methods include three-point tracking, which consists
of an HMD and two hand controllers, and full-body tracking,
which uses motion capture and a tracking suit.

Consequently, the human experience in the VR space differs
slightly from perception and cognition in the real world,
and can be said to be the result of the interaction between
avatar and VR objects, as well as the perception of the
accompanying environment such as sound linked to these
objects. Considering this, the model of human perception,
cognition, and behavior in the VR space should be described
with an awareness of the various interactions in the VR space
with those in the real world.

• Perception of information
• Cognition of information

– Attention
– Memory
– Decision

• Body motion based on perception
– Human body motion
– Interaction with VR objects

A. Perception of information

In general VR experiences using current HMDs, visual, au-
ditory, and somatosensory information are used as perceptual
information. The VR experience begins when the user puts
on the HMD and views the images displayed on the lenses;
by moving their head while wearing the HMD, the user can
perceive the virtual space in the same way as they perceive
the real world. Auditory information is output from the HMD’s
built-in or external speakers, and audio is played in response to
the behavior of VR objects. The somatosensory information is
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Figure 1. A Cognitive Model of VR Experience with HMD.

used to make operations in the VR space clearer by vibrating
the controllers in both hands to generate tactile feedback when
operating the User Interface (UI) in the VR space or selecting
VR objects.

B. Cognition of information

1) Attention: Perceptual information moves to the sensory
register, and then only the information to which the user’s
attention is directed passes through the selective filter and into
the WM. Here, each sensory information does not completely
enter the WM at the same time, but one piece of information
passes through per processing.

2) Memory: If the sensory information obtained in the VR
space is similar to that obtained in the real world, the user
perceives the VR space as if it were a real space. In addition,
based on the information in the Long-Term Memory (LTM),
the user anticipates and expects the response of objects in the
VR space to his or her actions, and engagement is generated.

3) Decision: Based on the perceptual information, the next
action is determined. Here, when actions on a VR object are
performed via a controller, the actions in the real world are
converted into the corresponding controller operations.

C. Body movement based on perception

1) Human body movement: The operator (actual body)
moves, and the avatar in the VR space moves in response to the
movement. There are two methods for incorporating human
motion into VR: (1) Image sensing by the camera attached to
the HMD’s basic UI operations (clicking and screen scrolling)
and grasping VR objects (realized by holding something with
a hand gesture) is possible. The high degree of synchronization
between the actual hand and the avatar’s hand motion is an
advantage of this method. Conversely, precise manipulation,
movements large enough to cause both hands to move out of
the camera’s field of view, and very fast hand movements are
weaknesses. (2) Yaw, pitch, roll + relative position by con-
troller. The accurate tracking of position, posture, and motion

information by sensors is possible, and the sense of actual
body motion is directly reflected during the operation, resulting
in a high sense of immersion. However, if the reflection of
body motion by the HMD is not synchronized with the actual
body motion, it may cause a sense of discomfort and reduce
the immersiveness of the VR experience.

2) Interaction with VR objects: VR objects not only appear
to be three-dimensional, but can also be actually manipulated.
Examples include playing a musical instrument or a push-
button switch. Here, the immersiveness of the VR experience
can be enhanced by providing not only a visual 3D effect, but
also contextual information that one’s actions affect the VR
object.

D. Integration of information
Figure 2 shows the timeline of perceptual information in the

WM when the perceptual information moves from the attention
selector to the WM and activates information in the LTM from
within the WM in Figure 1. Here, Information N refers to the
information obtained from sensory organ N (e.g., vision). This
information arrives in the WM at time tN and exists for τN
seconds. N is the number of perceived information. The long-
term memory activated by these sensory information in the
WM is denoted as hM . In the case of Figure 2, there are
two long-term memories activated by each of N = 1, 2, 3,
and M is the number of i, j, k, l, p, and q in the WM.
The time at which hM arrives at the WM from the LTM is
tM , and the residence time is τM . Here, consider the contrast
with perceptual information processing in the real space. For
example, suppose that we now experience an event Erw in
real space. Suppose that Hi, hj , hk, hl, and hp of the
LTM information are activated and processed simultaneously
in the WM. Suppose that when an event Evw close to Erw is
experienced in VR space, the information hi, hj , hk, hl, hp

in long-term memory is activated as a result of obtaining
Information 1, 2, and 3, and processed simultaneously in the
WM. Since the information processed in the WM is similar
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Figure 2. Staying timeline of sensory information stored in working memory and information invoked from long-term memory.

to that processed by the event Erw in the real space, the VR
experience is perceived as real and a sense of immersion is
generated.

III. EXAMPLES OF DISCREPANCIES BETWEEN THE REAL
AND VR WORLDS

A. Example 1: Playing Japanese Taiko

As an example, consider a situation in which the user plays
taiko drums in a VR space. When the user sees a virtual
taiko drum at time t1, only visual information about the drum,
I1, exists in the user’s WM. At time ti, the sighting of the
virtual taiko activates the taiko information hi in the LTM,
which becomes part of the information in the WM. Based
on the user’s experience in the real world, the user picks up
the virtual stick and strikes the taiko, producing sound from
the virtual taiko. At time t2, the audio information reaches
the user. Furthermore, the controllers of both hands vibrate,
and somatosensory information reaches the user at time t3.
However, if the user knows from past experience that they feel
air vibrations in their whole body when they hit the taiko drum,
the information in the LTM does not match the information
in the WM. This may cause a sense of discomfort and reduce
the immersiveness of the VR experience.

B. Example 2: Communication within a VR space

Consider communication using avatars in a VR space. First,
visual information, such as facial expressions and gestures
of another avatar, exists in the user’s WM at time t1. Then,
the voice of the other avatar reaches the user, and the voice
information exists in the user’s WM at time t2. At this time,
if the timing of the visual and audio information in the WM is
off, such as if the other person’s voice is heard from in front
of the user even though the avatar of the conversation partner

is behind the user, or if either of the two sensory information
is unclear, the communication may feel uncomfortable or the
immersiveness of the VR experience may be reduced.

IV. PERCEPTION IN THE REAL/VIRTUAL WORLD

Based on Figures 1 and 2, we consider the perception
of a phenomenon in the real (R) or virtual (V ) space as
follows. The chunk Cj stored in the LTM is constructed from
the information group Ienvi (t) obtained from sensory organ
i(1 ≤ i ≤ 5) in the past. Here, i refers to the five sensory
organs possessed by a person. Each Ienvi (t) passes through the
attention filter F env

i (t) via the sensory register. And at time t,
only the information obtained from a specific sensory organ
passes through. Cj contains the information obtained from
each sensory organ as a set I(t) and is denoted as Cj(I(t)).
Here, I(t) is represented as follows:

I(t) = {I |Ienvi (t)F env
i (t), 1 ≤ i ≤ 5}.

The information that has passed through the attention filter
is stored in the WM for a specific time, and a set of information
I(t) is sent to the LTM at the same time or with a time lag.
In the LTM, Cj(I(t)) is matched with Cj(I(t)) based on the
information in I(t), and the closest or matching Cj(I(t)) is
used as knowledge. The used knowledge is overwritten in the
LTM through the WM in the form that the information in I(t)
is enhanced. Here, we target three sensory organs – visual,
auditory, and somatic. We consider how the information flows
through these three types of sensory organs in turn.

Suppose that at a certain time, a specific amount of infor-
mation Ienvi (t)(i = 1, 2, 3) is received from the external
environment. Ienvi (t) correspond to Information N in Figure
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Figure 3. The trends of estimated Isyn(t) which are changed three perceptual information(visual, auditory, somatic) amplified in Virtual Reality space.

2. Information N simultaneously activates several chunks. Al-
though the degree of chunk activation varies, Ienvi (t)F env

i (t)
is integrated into a single piece of information and sent to
the LTM. In this case, the integration operator G can be used
in various ways. The integrated information Isyn(t) can be
expressed as follows.

Isyn(t) = G( i, j, Ienvi (t)F env
i (t), Cj(I(t)) )

For the sake of simplicity, we simply add the amount of
information and the degree of chunk activation as follows.

Genv(t) =

n∑
i

m∑
j

Ienvi (t)F env
i (t)Cj(I(t)) (1)

Figure 3 shows the trend of Isyn(t) when the degrees to
which visual, auditory, and somatic information are empha-
sized in VR are varied. The solid red line in the figure shows
Isyn(t) when visual, auditory, and somatic information are
received in the real world. Here, we set j = 1, 2. Both visual
and auditory information equal 1 for one, and 2 for the other.
The somatic information is set to 0.5 on one side and 0.3 on
the other. The solid blue lines indicate the degree to which the
same information is distorted in VR.

Figure 3(e) shows the duration of information obtained from
each sense. In contrast, Figures 3(a)∼(d) shows the degree
of integrated information activation calculated by Equation(1).
Figure 3(a) shows the case where auditory is multiplied by a
factor of 2 and somatic by a factor of 0.5. For t < 50, the VR
space is slightly more chunk activated, but the characteristics

are almost same. However, at t ≥ 50, when only somatic
information is perceived, the chunk activation in the VR space
is lower. In Figure 3(b), the visual information is markedly
increased, while the somatic information is not reproduced
in the VR space. For t < 50, the activation of chunk in
the VR space is markedly increased, but at t ≥ 50, the
somatic information is lost; Hence, there is no chunk activation
in the VR space. In Figure 3(c), the somatic information
is lowered to 0.1 and the information is emphasized in the
form of visual<auditory. In particular, at t ≥ 50, the somatic
information is still present, but its effect is much smaller.
Figure 3(d) is the case where the somatic information is also
doubled. Compared with Figure 3(b) and (c), chunk activation
remains high at t ≥ 50.

The intensity of human sensation is expressed as a logarithm
according to Weber-Fechner’s Law. Therefore, as shown in
Figure 3, even if the difference in sensory information is very
slight, it suggests that the human senses can distinguish this
difference. The sense of “slightly different from the real world”
felt in VR content is thought to be caused by such slight
differences in sensory information. The sensory information
obtained in real space is not necessarily large, as shown in the
example in Section III. However, it is easy to understand that
these small differences lead to a sense of discomfort, which
in turn indicates a decrease in immersive perception.

In the present case, we only dealt with a very simple
integration of information. To advance our understanding
of human sensory perception and use knowledge in VR
spaces, scholars should develop a new approach that uses
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operators, such as Adaptive Control of Thought―Rational
(ACT-R) [13] and Model Human Processor with Realtime
Constraints (MHP/RT) [13] which incorporate Two Minds, to
integrate information in a cognitive architecture [14][15][16].

V. CONCLUSION AND FUTURE WORK

To realize adaptive VR, we need to design deeper immersion
resulting from human interaction with real/VR spaces. As
a first step, this study describes a sensory-cognitive model
for VR spaces. The model is based on the integration of
multimodal information, and the relationship between the three
types of sensory information (visual, auditory, and somatic)
and chunk activation. To understand the actual phenomena
based on the described model, we consider and analyze the
example of communication in the VR space with taiko, and
refer to what kind of discomfort is likely to occur and its
underlying causes. Connecting the two issues, multimodal
information and chunk activatin, we undertake qualitatively
research and explain the phenomenon that can occur when
one or more types of information (visual, auditory, or somatic)
is overemphasized or surpressed in a VR space. Expressing
human sensory intensity as a logarithm according to Weber-
Fechner’s Law, we suggest that human senses can distinguish
differences in sensory information, even if the differences are
very slight. Considering these points, we are able to deepen
our understanding of how the VR space realizes the immersive
effect with impressive each other. Moreover, we are able
to design “adaptive” immersive contents. In the future, it is
necessary to investigate in experiments whether the degree of
immersion felt by users changes when they experience VR
content by changing the degree of emphasis of each sensory
information. The metrics used to judge the degree of similarity
between the real and virtual worlds can be defined as the
overlap between the information held in the WM and the
information in the LTM that has been activated up to that
point in time. As the activation of information in the LTM
is considered to be reflected in biological information, future
experiments could be conducted using eye gaze and skin
resistance measurements and subjective evaluation by means
of questionnaires. Hysteresis can be considered based on the
impact of inputs from the environment on the memory of the
time series.
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