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Abstract— This paper presents a method for segmenting a sign 
language sentence consisting of multiple words into individual 
word motions, which is an elemental technique for achieving the 
final goal of interpreting sign language sentences. We propose a 
segmentation method based on the similarity of motions, 
focusing on the fact that the word motion is included in the 
sentence motion. We selected 22 frequently occurring sign 
words and created 5 short sentences using them and acquired 
word and short sentence motion data. The results of the 
segmentation method using these data are presented. In 
addition, we show the results of word classification and confirm 
the feasibility of the proposed method for sentence 
interpretation.  

Keywords- Sign language; Acceleration sensor; 
Segmentation; LSTM; SVM; Motion classification. 

I.  INTRODUCTION 
The hearing of more than 430 million people worldwide is 

impaired [1]. Traditionally, communication with normal-
hearing people using written or text input tools has been the 
norm, but with the use of automatic transcription through 
speech recognition [2], the barriers to communication are 
gradually being lowered. The use of automatic interpretation 
has been increasing for verbal communication between 
different languages, and automatic interpreters have already 
been commercialized in Japan [3]. If automatic interpretation 
for sign language, which is considered to be an extension of 
these technologies, comes into practical use, the 
communication barrier between people with hearing 
disabilities and people with normal hearing will be eliminated. 

Research on sign language interpretation has so far 
focused on word-level recognition of sign language motions. 

A camera, an accelerometer, and a data glove with a built-in 
strain gauge have been proposed as sensors for detecting sign 
language motions [4][5]. In recent years, there have been 
studies using OpenPose, MediaPipe, and other applications 
that can extract skeletal nodal information from camera 
images [6], and multimodal use of multiple sensors for higher 
accuracy [7]. These have ensured a certain level of recognition 
accuracy in word count limitations. 

Since sign language is composed of multiple words, 
similar to a normal conversational dialogue, research is 
currently developing away from a focus on recognition at the 
word level to a deeper recognition of entire sign language 
sentences [8]. In this context, there are initiatives to recognize 
signed sentences using Transformer and Conformer 
technologies, which have been increasingly used in the field 
of natural language processing and speech recognition in 
recent years [9][10]. These are approaches that recognize sign 
language sentences without splitting them into the individual 
words that make up the sentence. However, learning data for 
sign language sentences is required, and a huge amount of 
learning data is needed to make these approaches practically 
workable. Acquisition of sign language motion data also 
imposes a significant burden. 

In contrast, we propose a method to interpret sign 
language sentences from word motion data, considering the 
situation where a database of sign word motions is provided 
to make the proposed method feasible [11][12]. While some 
papers have proposed a method for determining the 
segmentation point of each word in a signed sentence by the 
motion speed, etc. [13], we focus on the similarity between the 
motions of each word in sentences and the hand motions of 
individual words and propose a method for interpreting by 
segmenting the sentence into words. The proposed method is 

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-185-5
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made feasible by limiting the target domain for sign language 
interpretation, meaning that the number of words required can 
be reduced, and existing sign language word data can be used. 

In Section 2, we present the final sign language 
interpretation sequence and the research target of this study; 
in Section 3, we present the method used to segment a sign 
language sentence into its component words and the results of 
our experiments; in Section 4, we present the classification 
results of the segmented motion data and its evaluation; and 
in Section 5, we discuss the results of this paper and future 
work. 

II. SEQUENCE OF INTERPRETATION AND INVESTIGATION 
TARGET 

A. Sequence of sign language interpretation 
The sequence for interpretation of sign language sentences 

is shown in Figure 1. We focus on the fact that the motions of 
each word that makes up a sentence are contained in the 
sentence. We divide the sentence into words using a 
segmentation process, which will be described in Section 3. 
We already have the sign words' motion data and classify the 
segmented words using a learning model for the sign word 
motions.  

This paper clarifies this segmentation method and attempts 
to classify each word based on segmentation results. The 
research target is the region shown by the blue rectangle in 
Figure 1. Modification of the classification results and 
composition into sentences based on a sign language linguistic 
model remains a future work. 

B. Target sign language motions 
From approximately 10,000 sign words in the “New 

Japanese-Sign Language Dictionary” [14], we selected 22 
sign words from those with the highest number of references 
in the dictionary. Short sentences combining these words were 
created by a sign language instructor, and these sentences 
were used for segmentation and word classification. Table I 
shows the 22 sign words and 5 short sentences that are 
combinations of these words. 

C. Acquisition of sign language motion data 
It is not necessary to attach a sensor to the person signing 

when using a camera, which may be advantageous from the 
standpoint of real use. There are applications that output body 
node information from camera images, such as OpenPose and 
Media Pipe, but they are limited to detecting motion in a plane. 
An acceleration sensor can measure the motions of sign 
language in 3D and has a higher sampling rate than a normal 
video acquisition camera, with each of the methods having 
their own advantages and disadvantages. We acquired sign 
language motion data using both an acceleration sensor and a 
camera. Figure  2 shows the data acquisition setup. 

As the purpose of this investigation is to confirm the 
possible practical application of the proposed method, 
detailed finger motions were excluded. In order to acquire 3D 
motions including depth movements, an acceleration sensor 
(model: Analog Devices, ADXL362) was used to acquire 
motion data. The sampling rate was 10 ms, with a maximum 
measurement of 8 G. The sensors were attached at four 
locations on the elbows and wrists of both hands; sensor data 
from the four locations were synchronized for data reception 
using a backscatter communication system [15]. 

Acceleration data were acquired for the motions of 
individual words and sentences. Each word was acquired by 
repeating the sign language motion from a starting position in 
which the signer was standing still with both hands down by 
the sides of the body. The beginning and end of the short 
sentences were the same as for word acquisition. The data set 
used in this study is shown in Table II: 15 samples were 
acquired per word, for a total of 330 samples, and 5 different 
of sentences, 3 samples per sentence, for a total of 15 samples 
per short sentence. Since the purpose of this study was to 
verify the feasibility of the method, it was decided to use data 
from one signer (the aforementioned sign language instructor), TABLE I. TARGET SIGN LANGUAGE WORDS AND SHORT SENTENCES 

 

Short sign language sentences
2. human/animal/difference

(Humans and animals are different.)
1. new/system/create

(Create a new system.)
4. family/put/work/prioritize

(Prioritize work over family.)
3. driving/license/new/update

(Update a driving license.)
5. ordinary/people/familiar/shop

(A shop is familiar to ordinary people.)

Sign language words

6. difference5. animal4. human3. create2. system1. new

12. work11. put10. family9. update8. license7. driving

18. basic17. shop16. familiar15. people14. ordinary13. prioritize

22. law21. election 20. public19. power

 
Figure 1. Sequence of sign language sentence interpretation. 

Motion of sign 
language 
sentence

Segmentation 
into each word

Word motion 
classification

Sentence 
interpretation

Correction Machine learning

Linguistic modelWord motion data Classification model

Research target

 
Figure 2. Data acquisition configuration. [16] 
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whose signing motions are correct and stable. This was done 
to minimize the influence of differences in the motions of 
individual signers. 

III. SEGMENTATION METHOD AND RESULTS 
In this section, we discuss the concept underlying the 

sentence segmentation method and the results of our 
experiments. 

A. Fundamental concept 
Figure 3 shows an example of acceleration data during the 

motions for a word and a sign language sentence (data in the 
x-axis direction for the left wrist). This is for the word “driving” 
and the sentence “driving/license/new/update” which means 
"I renew a driver's license". From this graph, we can see that 
parts of the word motion data are similar to what is seen in the 
sentence motion data. 

Based on this concept, the segmentation method involves 
the extraction of similar portions of word motions from the 
sentence motion data. In a sentence, the interval between word 
actions includes a transition section, which is neither of the 
two motions (shown in Figure 4). This transition section is 
considered to be shorter than the duration of the sign word 
motion and was assumed to be included as part of the sign 
word in this investigation. 

There are two methods for detecting similar parts of 
actions: the Dynamic Time Warping (DTW) method [17] and 
the method based on likelihood information using a Long 

Short Term Memory (LSTM) model [18]. When using an 
LSTM model, it is possible to quickly evaluate similar parts 
taking into account all word data by creating the LSTM model 
in advance, so in this study, we decided to use an LSTM model 
that had been trained by word motions. 

B. Word learning model and likelihood output 
To classify the 22 words, the LSTM model was created 

using 15 samples of each word, with motion data acquired for 
a total of 330 words as described above. The parameters used 
to create the model and the learning curve are shown in Figure 
5. The convergence of the curve indicates that sufficient 
learning was achieved. 

Figure 6 shows the likelihood output from the LSTM 
model when the short sentence “driving/license/new/update” 
is input. Here, the likelihood is the values obtained from the 
softmax layer of the model (a probability value ranging from 
0 to 1, the sum of the elements (22 in this model) is 1). It was 
confirmed that the likelihoods of the words driving, license, 
new, and update, which make up the short sentence, are output 
with the highest values, and that the order of these words is 
also output correctly in this example.  

As another example, Figure 7 shows the results when 
"family/put/work/prioritize" is input to the LSTM model. 
Unlike Figure 6, the likelihood of each word is not stable and 
its variation is large. In the case of Figure 6, it is considered 
relatively easy to divide the words that make up the sentence, 
but in the case of Figure 7, division into individual words is 
difficult and some sort of division criteria must be set. 

The following two conditions were imposed for the 
segmentation of each word using this likelihood information. 
Here, we also added the condition that the segmentation time 
should not be less than 0.3 seconds, considering the minimum 
time required to make a sign language word motion.  

TABLE II. TARGET SIGN LANGUAGE WORDS AND 
SHORT SENTENCES 

 

No. of 
total 
samples

No. of 
samples / 
motion

No. of 
motions

No. of 
signers

33015221Words
15351Sentences

 
Figure 3. Example of acceleration data. 
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Figure 4. Sentence motions and transition section. 
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Figure 5. Parameters and learning curves for LSTM model creation. 
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Figure 6. Example of likelihood (Case 1). 
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(a) Selection of the word that has the maximum value of 
the 22-word likelihood integration value 

(b) Saturation of the integrated value of the likelihood of 
that word 

 

C. Segmentation results 
An example of the segmentation results from the 

likelihood output in Figure 6 is shown in Figure 8. The number 
of words composing the sentence is 4, and the number of 
segments is 4. The position of the segmentation as well as the 
number of segments is important, and in this study, the 
segmentation results were evaluated from the following 
perspective. The segmentation position was evaluated based 
on whether it was in the transition section or not. Since a larger 
number of segments generates a higher number of 
segmentation positions included in the transition section, the 
segmentation position index was calculated according to the 
number of segmentation positions in the transition section and 
the number of segments. Here, the transition section was 
determined visually by a person familiar with the word 
motions. 

(a) Number of segments 
(b) Segment position index: Number of segmentation 

positions in the transition section / number of segments 
The result for 5 short sentences, 3 sentences each, for a 

total of 15 sentences is shown in Table III. The number of 
segments tends to be larger than the actual number of 
constituent words. This indicates that the risk of missing a 
constituent word is small, and from the perspective of sign 
language sentence interpretation, it tends to be better than 
under-division. The segment position index, which indicates 
the probability that a segment position falls within the 
transition section, was 0.31 on average. This leads to a 
decrease in word classification accuracy, and more correct 
segmentation remains an issue. 

IV. WORD CLASSIFICATION USING SEGMENTATION 
RESULTS 

The segmentation results were used to classify word 
motions in that segment. We compared the classification 
accuracy between LSTM and Support Vector Machine 
(SVM) in a preliminary study and found that SVM performed 
better with the current number of data for training. Therefore, 

we used SVM, which has proven performance as an accurate 
classifier, taking into account the small number of samples 
for learning. Based on the results of our previous studies [19], 
the acceleration data for each segmentation section was 
divided into 10 parts, and the mean value and standard 
deviation in this region were used as the feature values. Then, 
a normalization parameter of 10 as the SVM parameter and 
RBF as the kernel were set for the classification model by 
SVM. Table IV shows the results of each word classification 
for each of the 4 segments in Figure 8. The top three 
classification results are shown in this table. Here, the number 
of words to be classified is 22. 

Word classification of the segmented sections was 
performed using the segmentation results for five different 
sentences, a total of 15 sentences. The results are shown in 

TABLE III. EVALUATION RESULT FOR SEGMENTATION 

 

Segment position 
index

No. of 
Segment

No. of 
wordsShort sentences

0.670.330.2533431. new/system/create
0.250.330.0043332. human/animal/difference
0.500.500.2544443. driving/license/new/update
0.430.330.0073444. family/put/work/prioritize
0.400.200.2555445. ordinary/people/familiar/shop

(three sample sentences for each short sentence)

 
Figure 8. Example of a short sentence segmentation result. 
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TABLE IV. WORD CLASSIFICATION RESULT BASE ON SEGMENTATION 

 

4th seg.3rd seg.2nd seg.1st seg.Sentence
systemnewfamiliardriving

driving/license/new/update updatepeoplelicensepeople

drivingdrivinglawlaw

TABLE V. WORD CLASSIFICATION RESULTS FOR SEGMENTED 
SECTIONS

 

Up to 3rd placeFirst place onlyShort sentences
1.000.660.500.660.330.501. new/system/create
0.750.660.330.250.660.332. human/animal/difference
1.001.001.000.750.750.503. driving/license/new/update
0.421.001.000.280.660.504. family/put/work/prioritize
0.600.800.750.400.800.255. ordinary/people/familiar/shop

(three sample sentences for each short sentence)

 
Figure 7. Example of likelihood (Case 2). 
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Table V. As a measure of the classification performance of 
words in a segmented section, the Evaluation Index (EI) was 
defined as expression (1). The order of words was not 
considered, and multiple occurrences of a correct word were 
counted as one. 

 
                    𝐸𝐸𝐸𝐸 = α / β       (1) 

 
where α is the number of words correctly classified, and β is 
the number of segments. 

The classification performance was evaluated for two 
cases by assuming that (a) only the first place out of 22 words 
was correct, and that the classification was correct, and if (b) 
it was included in the third place. Although there were cases 
in which words not included in the sentence were classified, 
basically the words that constituted the sentence were reliably 
classified. It was confirmed that the proposed segmentation 
method enables the classification of words that make up 
sentences, although this is partly because the number of 
words in our experience was 22. 

 

V. CONCLUSION 
This paper proposed a method for segmenting short 

sentences into their component words and evaluated its 
performance. The proposed method is based on the likelihood 
information obtained from LSTM models learned on word 
motions. Twenty-two words and 5 different of sentences 
consisting of those words were created, and sign language 
data were obtained to evaluate the proposed method. The 
word classification rate after segmentation was 
approximately 50% for the first-place criterion and 
approximately 76% when the third-place criterion was 
applied, confirming the feasibility of the method. 

In future work, it will be necessary to examine methods 
for eliminating the effect of transition sections to achieve 
highly accurate word classification, create word learning 
models for more accurate segmentation, and evaluate the 
results using sign language data from a large number of sign 
language users. In parallel, we will collect linguistic 
information, such as word frequency and word order of a 
signed language restricted to a specific field, and investigate 
more accurate methods of interpretation that incorporate such 
information in the segmentation and word classification 
results. 
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Abstract—Large Language Model (LLM)-powered chatbot
agents have proven to be immensely useful in tasks, such as
writing and generating essays, code, and academic text. By using
frameworks such as LangChain, agents can be equipped with
tools to access and analyse custom data, which facilitates bespoke
applications, such as customer service agents with access to
internal documents and tailored reasoning. While the focus of
such applications has mainly centered around textual content,
custom toolboxes could also enable agents to act in completely
different use cases, for instance control theory. Nevertheless,
given the non-deterministic nature of LLMs, merging them with
deterministic software implies challenges in applied contexts such
as privacy, multi-user interactions, and consistency. To pave the
way to reliable LLM usage in various contexts, this work provides
the foundation for expanding the use of LLM agents to the domain
of control systems and human-centric automation. An agent-based
architecture is proposed, which is then implemented within the
context of a shared space heating system controlled by three
personas. Finally, we evaluate the capacity of the system to deal
with scenarios such as normality, erratic user behavior, conflicts
of interest, and system limitations. The findings of this study
highlight the potential benefits and challenges of using LLMs for
appliance control.

Keywords-control; large language models; shared appliance;
LangChain; human-robot interaction; social robotics; generative
models.

I. INTRODUCTION

Large Language Models (LLMs) have transformed the field
of Artificial Intelligence (AI), enabling text understanding and
generation on levels that mimic human capabilities [1][2] and
leading some researchers to hypothesise that modern LLMs are
at an early stage of artificial general intelligence [3]. The rapid
evolution of LLMs has been realised in the domain of language
understanding and generation in text-based tasks, such as
summarising text [4], evaluating essays [5], and generating code
[6]. Furthermore, LLMs have been trained with Reinforcement
Learning from Human Feedback (RLHF) [7] to act as chatbot
assistants, such as ChatGPT, which are estimated to have
significant impact in a variety of fields such as education [8],
medicine [9], and legal practice [10]. Chatbots like ChatGPT
can also act as reasoning agents through frameworks such
as LangChain [11] and HuggingFace agents, where they are
equipped with tools that enable them to call custom built
functions that implement, for instance, retrieval augmented
generation (RAG) [12], loading of custom data, and advanced
data analysis (e.g., llmath [13]).

The agent thus becomes able to interpret human requests, call
custom-built functions, access external data, interpret results,
and return the conclusions to the user [14], which has been used
for a variety of tasks, such as literature reviews [15], customer
service [16], mental healthcare [17], and document management
[18]. Given these impressive characteristics, LLM usage in
other contexts than question answering seems promising [19],
but only a few cases have been explored due to the youth of
these underlying technologies [20].

A. Cyber-physical heating systems

One such unexplored use case is LLM-integrated control
loops, such as optimally controlling the indoor temperature in
a building, in particular with multiple agents or users. Indoor
heating might seem like a trivial problem, solved with a basic
control system. However, increasing sustainability demands
and limitations in energy production require modernisation of
heating control to minimise emissions and cost; for instance,
residential and commercial heating constitute around 40% of
primary energy use in the EU and US. As a consequence,
this has motivated research into predictive temperature control
based on sensors and models in a Cyber-Physical Systems
(CPS) framework.

As the complexity of such systems increases, so does the
scope of human-machine interactions. For example, most office
spaces currently feature employees as human-in-the-plant [21],
where each employee is affected by the temperature control but
has limited power over it. By giving customisability and control
to users, the system switches to a humans-in-the-loop system
[21], where each employee now participates in the control and
is affected by the control. Such systems necessitate a human-
centric design [22] that takes new questions into account, such
as:
Explainability Does every user understand how to use the

new system, or do some feel excluded?
Mediation How does the system resolve conflicts between

preferences such as indoor temperature?
Robustness How can the system safely and efficiently take

user parameters into account?
These are difficult questions to answer. For example, in

explainability, there is a clear trade-off between transparency
and simplicity. Transparency describes how exactly an agent
decision is motivated, and simplicity describes how few data
that the user must interact with. Consider the most transparent
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case, where the control system explains all algorithms used
to control the heating on the screen where temperature is
controlled. This is certainly an overload of information for
most users and an undesirable solution. Consider, on the other
hand, a system in which only the temperature setting is ever
divulged. This is an arcane system for the user, which could
lead to frustration and resentment.

All these considerations place considerable load on the
designer, who has to design a system both flexible and simple
to use. Ideally, the high-level control of the CPS would be
managed by a human mediator, who can take all types of
context into account and make fair assessments, while users
only require natural language to interact with the system
through the mediator. Although human experts for every CPS
would be far too expensive, the aforementioned advances
in LLM chatbot technology could facilitate a human-esque
mediator, serving as the controller of the heating system in a
way similar to voice-controlled homes in the Internet of Things
domain [23].

B. Research questions

Given the previously highlighted issues, this paper seeks
to answer how can LLM agents be used as mediators and
controllers in CPS control systems? More specifically, the aim
is to investigate:

1) What architectures can be used to leverage LLMs for
improving user interfaces within control systems?

2) How can LLMs incorporate user preferences and circum-
stances into a control system?

3) How can LLMs mediate between users with varying
preferences or constraints?

In the following sections, we describe the theory and method
used to implement an LLM agent as a user interface in a control
loop for a case study of indoor heating, describe and discuss
the results, and present a path for future work in this direction.

II. METHOD

In this section, we introduce the general components of an
LLM controller agent and describe a case study featuring a
custom agent connected to a simulated building heater.

A. LLM controller agent definitions

Figure 1 illustrates an LLM controller agent CPS system
with users, an agent, and a system.

1) Users: Users represent any human willing to have an
interaction with the system. The users can chat with the chatbot
and ask it to update the control parameters, as well as ask
questions about the system and the controller. Information
about the users can be stored so that the agent can load chat
history and user preferences to personalise the service.

2) Agent: The agent represents the LLM chatbot with
connected tools. It has three main functions: user interaction,
mediation/decision making, and system control. User interac-
tion with one or more users is achieved with a user interface,
which can be a Graphical User Interface (GUI), a chatbot
interface, or a voice interface. The agent can store, load, and

TABLE I. LIST OF TESTS RUN ON THE DEVELOPED SOFTWARE.

# Description Type User

1 Normal case Normal operation single
2 Normal case Normal operation multiple
3 Insistent user input Normal operation single
4 Insistent user input Normal operation multiple
14 User information gathering Normal operation single
15 User information gathering Normal operation multiple
5 Erratic user input Disturbance single
6 Erratic user input Disturbance multiple
11 Chaos Disturbance multiple
7 Exaggerated input, < lowest set point System limitation single
8 Exaggerated input, < lowest set point System limitation multiple
9 Exaggerated input, > highest set point System limitation single
10 Exaggerated input, > highest set point System limitation multiple
12 Unreachable system Error single
13 Unreachable system Error multiple

update user preferences and user information in a database
to facilitate personalised user interactions. Preferences and
user information, such as heat preference and health status,
also act as constraints that affect the agent’s decision making.
Furthermore, the agent can answer questions related to the
documentation of the system, itself, or other relevant metadata
that is accessible in its knowledge base through RAG. Finally,
the agent interacts with the Proportional–Integral–Derivative
(PID) controller to set or get system parameters, such as
temperature or heater effect.

3) System: The system is the component representing the
(cyber)physical system. It can be any physical system having
a software interface such as Representational State Transfer
(REST), OPC Unified Architecture (OPC-UA), etc. When no
user requests changes, the system must remain in a stable state
that is satisfactory to most users.

B. Case study: Simulation of residential building heating

Based on the previous definitions, a space heating case study
is performed, where multiple users interact with a chatbot which
controls a simulated boiler for indoor heating. The simulation
implements the basic physical properties of a building and
its heating system, where the heat is regulated by a PID
controller, which in turn is controlled by the agent. The
agent is implemented in LangChain, using GPT-4 as the LLM,
and custom built tools to interact with a database with user
information, RAG to access a vectorbase of Q&As related
to the heater, and another set of tools to interact with the
controller via JSON requests (REST API) to set or get system
parameters.

1) Test protocol with users: Table I shows the test protocol
for 15 different tests evaluating normality, disturbance, system
limitations, and system error. The tests use a collection of
three personas with varying age, preferred temperature, and a
weekday and weekend schedule, visible in Table II.

The complete runs are available in the supplementary
materials.

III. RESULTS

The results of the study are split into two parts:
1) a software implementation given the schema in Figure 1,
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Figure 1. Conceptual block diagram describing the information flow of the Humans-in-the-Loop CPS with an agent powered by an LLM chatbot.

2) a simulated case study where the series of tests sum-
marised in Table I are presented.

A. Proposed architecture

The conceptual schema from Figure 1 led to an imple-
mentation following the Unified Modeling Language (UML)
component schema from Figure 2.

Figure 2. UML Component Schema of the control system using LLMs.

This system architecture enables all the interactions required
to facilitate the different flows of information from the
conceptual schema. The REST interface enables two-way
communication between the Simulator and the agent via HTTP.
The user then gets all the necessary feedback through the
web interface; a screenshot of the latter is visible in Figure
3. Furthermore, the simulator values can be followed with a
desktop Graphical User Interface (GUI) implemented using
Tkinter presented in Figure 3. The code for the agent and the
simulation is available on GitHub [24].

B. Case study: Simulation

The following sections present a summary of each type of
test case visible in Table I using personas from Table II.

TABLE II. SHORT DEFINITION OF THE PERSONAS USED IN THE TEST CASES.

Name Age Temperature Weekday Weekend

John Smith 31 20 07:00 - 17:00 09:00 - 23:00
Ronnie Coleman 58 22 06:30 - 18:00 08:30 - 22:30
Robinson Crusoe 25 21 09:00 - 19:00 10:00 - 23:00

1) Normal Operations: For both single and multi-user
contexts, normal operations of the heater did work successfully
given test #1 and #2. However, in insistent scenarios #3 and #4,
the temperature was set without taking into account other users,
both for the single and multi-user context. Furthermore, the
temperature set point has reached values that are much too cold
for a building. In tests #14 and #15, the agent has been reluctant
to provide user information to the current user if the query did
not include the name of the user; otherwise, preferences were
gathered successfully. In some cases, unplanned behaviour did
happen such as confirming the change of temperature set points
without the latter being effectively updated. Also, when asking
for user preferences in a query, the next query simulating a
user login did induce an answer including the user preferences
of this user.

2) Disturbance: When dealing with erratic cases in tests #5,
#6 and #11, the agent behaved successfully in both single- and
multi-user scenarios. When faced with disturbances or unclear
queries, the agent did not stop the flow of conversation but
instead asked for more precision; even when facing chaotic
situation with multiple users. In multi-user context with only
one erratic user, other users could continue having normal
interactions with the agent.

3) System limitations: Represented by tests #7, #8, #9 and
#10, exaggerated queries were formulated above and below
thresholds from normal set points from a house temperature,
within single- and multi-user contexts. When requests went
above the system threshold, the agent asked the user for
another value within the system limits, thus complying with
the expected behaviour to refuse to set such set points. In other
cases where the user asked for temperatures in the range of
the system limitations but with unrealistic temperature for a
house, the agent set these temperatures without any warnings.
When faced with an unrealistic set point, other users could
update the value to any other set point.

4) Error: In scenarios simulating an error such as the
unavailability of the system, the agent provided simple answers
to communicate the issue to the user. This happened in both
single- and multi-user tests.
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Figure 3. Interfaces of the chatbot on the left and the simulator on the right.

IV. DISCUSSION

Structured around three research questions, this study in-
troduces the use of LLM-based chatbot agents to act as user
interfaces and mediators in control systems. To answer the
research questions cited in the introduction, a method with an
implemented software and two use cases yielded qualitative
results, given multiple test scenarios. Following, the three
answers to the research questions will be detailed.

A. What architectures can be used to leverage LLMs for
improving user interfaces within control systems?

Presented in Figure 2, the proposed architecture composed of
an agent and a simulator remains straightforward, thus making
it flexible for all research purposes. This architecture has been
implemented and allowed the suite of test cases in Table I to be
run with various scenarios. For example, in test case #14, the
agent executed queries in the database, successfully used RAG,
and set a temperature set point in the simulator. Therefore, with
this diversity of queries within a single chat conversation, the
first research question is answered. Nevertheless, a successful
control system needs more than an architecture, which will be
discussed in the next sections.

B. How can LLMs incorporate user preferences and circum-
stances into a control system?

To answer the second research question, the case study
simulation and the mediator case study have been performed.
For all test cases in Table I, the results show that given a
decision to make, the agent is only able to gather part of the
information it needs, despite being informed of its available
functions. Nevertheless, when a query is precise enough, the
agent can successfully gather one type of external information,
synthesise its result in natural language, and deliver the answer
to the user, while calling the appropriate function to, e.g., set
the simulator to a desired state.

Therefore, this behaviour already enables simple queries
to be executed as seen in the successful test cases, but has
limitations. This implies that a better reasoning component
might facilitate more complex queries and context to be
answered. For instance, at each query, more additional context
could be injected directly in the prompt, or RAG could be
involved when large documents are required.

In the test cases in Section II-B, only the last two messages
were included to generate an answer. Despite providing enough
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information to answer the request, this drastically limited the
reasoning capabilities of the LLM in its understanding of multi-
user interactions and evolution of one or many personas needs.

Given these tests, the second research question can only
be partly answered; user preferences and circumstances were
incorporated into the agent, but only for simple queries. Since
multi-user contexts already involve more complex queries, such
a scenario has been tested and is discussed in the next section.

A potential next step in user assistance is to incorporate
external information, such as energy price and environmental
impact, by adding tools for real-time data querying. This would
enable users to take such information into account when making
decisions, and might also enable direct optimisation based on
such parameters to facilitate cheaper and more sustainable
operations.

C. How can LLMs mediate between users with varying
preferences or constraints?

The results of the case study clearly show the limitations
of a chatbot that is not set up properly to mediate between
conflicting interests; all tests with the custom agent show how
it always conforms to the latest request, unless it is completely
inappropriate, such as 42◦C, as in test 10 in the supplements.
This is likely due to the LangChain agent implementation being
built on very early LangChain functions, and we believe that
by updating the agent framework to the modern chat chains
this will drastically improve. Hence, the next iteration of the
custom agent should incorporate tools to facilitate chat history
between users and carefully engineered prompts to prevent an
overly accommodating controller.

This could be achieved with a multi-agent system [25][26],
where each user has access to their own personal agent, while
a controller/mediator agent interacts with the personal agents
and the system. The politeness of LLM agents can thus be
leveraged to create an LLM "filter" between the user and the
controller, hopefully preventing abuse by overly persistent and
aggressive users. User privacy concerns can also be addressed
by having chat histories and complete user preferences stored
so that only the personal agent can access them, while the
controller agent receives only relevant information from the
personal agent when necessary.

D. Ethical considerations

The ethical concerns present in this line of work are related
to privacy concerns and value-based judgements.

Privacy concerns are a risk due to the sharing of the agent,
and the storing of personal data where the shared agent can
access them. With good data practice and an agent accurately
prompted to access only the data pertaining to the current user,
this risk can be mitigated, though this is not something we
specifically investigated. Alternatively, a multi-agent framework
as described in Section IV-C can be used to keep data storage
unique to each personal agent, and thus each user.

Value-based judgements are a consideration in any work with
conflict resolution and mediation aspects; who decides what is
right when two parts have conflicting interests that cannot be

jointly satisfied? For instance, if one user is freezing and another
is sweating indoors, is it worse to sweat or to freeze, and is
it easier to put on a jacket than to dress cooler? Furthermore,
is it more ethical to have a cool indoor environment for the
sake of reducing emissions, or is it more ethical to have an
indoor environment that most users favour? These questions
are difficult to answer, and not all humans will agree.

Thus, when using an LLM as a mediator, it is important
to consider who decides GPT-4’s values? A causal language
model, such as GPT-4, trained with self-supervised learning
on vast amounts of text will learn to mirror the values it has
seen during training. Supervised learning is then used to align
the model with our desired outputs, and finally reinforcement
learning from human feedback is used to optimise the chatbot
output based on training participant evaluation. Consequently,
there are three levels of learnt values: the hidden beast of
self-supervised learning, the indirect adjustment of supervised
fine-tuning, and the conforming to desires of RLHF participants.

The question of which values to enshrine is particularly
interesting during RLHF, where the selection of participants
will implicitly alter the "ethics" of the LLM. Hence, the ideal
solutions for custom controller agents would be to set up
pre-trained LLMs locally, fine-tune them on custom tasks,
then define RLHF rewards so that the agents can be further
optimised while running. This would also ensure maximum
privacy, as everything can run locally within protected networks.
However, it is also the most expensive solution in both energy
and development, so different scenarios will likely require
different levels of local versus cloud-based approaches.

E. Future work

In order to improve the usage of LLMs for control systems,
the following improvements are proposed.

First, the ability to understand context coming from multiple
sources. This could be enabled with the implementation of an
algorithm such as Recursion of Thoughts, an improved version
of Chain of Thoughts [27], [28]. This added step would allow
the agent to progressively build an answer given provided
sources of information, thus creating a bigger context.

Second, an improved multi-user ability. So far the afore-
mentioned feature has been simulated, and to enable it would
require a dedicated architecture able to alleviate privacy issues.
A suggested possibility would be to divide the agent in two
parts: a user-agent that is personal and a system-agent that is
part of the control system. This division would increase privacy
since the user-agent would be isolated from the other agents,
which would naturally prevent private information leakage
between agents. Also, with this improvement, the system-agent
could have the possibility to request information from all user-
agents to build its context before taking a decision. In the
case of this study, the system-agent would act as a mediator
taking all user preferences and inputs to propose a new set
temperature.

Third, a scheduler to take into account time-related inputs.
Since controlling a system can include timely inputs, the system-
agent should have some scheduling capabilities. For instance,
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this could be used to adapt set points to user preferences and
inputs dynamically, or take the weather into account.

V. CONCLUSIONS

This study examined the integration of LLMs into control
systems, specifically targeting shared appliances within a CPS
context. The exploration centred around a framework that
facilitated the use of LLMs to manage the heating system of
a shared building, addressing user preferences, and mediating
conflicts. Key findings underscore the LLM’s capability to
function beyond traditional applications, serving as a robust
mediator and decision-maker within a control system. However,
challenges such as handling erratic input and dependency on
user interaction precision were identified, suggesting areas
for future improvement. In addition, ethical considerations
highlighted the need for user data management and the
importance of aligning the LLM’s operational parameters
with ethical standards, ensuring that privacy and fairness are
maintained. Further research should expand the application of
LLMs within CPS by exploring multi-agent and time-dependent
frameworks, to further explore the potential aspects of human-
machine interactions in shared environments.
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