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CENICS 2018

Forward

The Eleventh International Conference on Advances in Circuits, Electronics and Micro-
electronics (CENICS 2018), held between September 16, 2018 and September 20, 2018 in
Venice, Italy, continued a series of events initiated in 2008, capturing the advances on special
circuits, electronics, and micro-electronics on both theory and practice, from fabrication to
applications using these special circuits and systems.

Innovations in special circuits, electronics and micro-electronics are the key support for a
large spectrum of applications. The conference is focusing on several complementary aspects
and targets the advances in each on it: signal processing and electronics for high speed
processing, micro- and nano-electronics, special electronics for implantable and wearable
devices, sensor related electronics focusing on low energy consumption, and special
applications domains of telemedicine and eHealth, bio-systems, navigation systems,
automotive systems, home-oriented electronics, bio-systems, etc. These applications led to
special design and implementation techniques, reconfigurable and self-reconfigurable devices,
and require particular methodologies to be integrated on already existing Internet-based
communications and applications. Special care is required for particular devices intended to
work directly with human body (implantable, wearable, eHealth), or in a human-close
environment (telemedicine, house-oriented, navigation, automotive). The mini-size required by
such devices confronted the scientists with special signal processing requirements.

We take here the opportunity to warmly thank all the members of the CENICS 2018
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors who dedicated their time and effort to contribute to CENICS 2018. We
truly believe that, thanks to all these efforts, the final conference program consisted of top
quality contributions.

We also gratefully thank the members of the CENICS 2018 organizing committee for their
help in handling the logistics and for their work that made this professional meeting a success.

We hope that CENICS 2018 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the field of
circuits, electronics and micro-electronics. We also hope that Venice, Italy provided a pleasant
environment during the conference and everyone saved some time to enjoy the unique charm
of the city.
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Abstract—This paper expands Ultra-Low-Voltage Dual-Rail (UL-
VDR) technology to 2-input logic gates. While previous research
has been focused on inverters, it is important to investigate and
demonstrate the function and speed of ULVDR in bigger, more
complex circuits. ULVDR offers a significant speed increase over
the more traditional Cascode Voltage Switch Logic (CVSL). Using
the industry standard 90 nm CMOS process and a supply voltage
of 300 mV, ULVDR NAND gates are more than 50 times faster
than CVSL, when comparing chain evaluation delay.

Keywords–Ultra-Low-Voltage; high-speed; ULVDR; NAND;
CVSL.

I. INTRODUCTION

Over the past 30 years, electronics have become faster,
cheaper and much more prevalent. This has pushed the industry
towards smaller devices with lower supply voltage, as well as
power consumption. As feature sizes approach a few atoms in
length, further miniaturization becomes impossible.

Wearables, as well as smaller smart / Internet of Things
(IoT) devices, are becoming much more common. All these
devices can be powered by batteries and/or various means of
energy harvesting. Either way the circuits need to be energy
efficient and possibly operate at lower supply voltages. Within
energy harvesting the supply voltage domain ranges from
175mV to 350mV, which is often referred to as Ultra low
Voltage. Exploring alternate circuit topologies is the most ac-
cessible way to reduce supply voltage and power consumption
while maintaining speed. New circuit topologies can be manu-
factured using existing factories and technology are favorable.
Completely new ways to build computers inspired by biology
or quantum physics are still far away from competing with the
silicon electronics industry.

A prominent new logic style which builds on CMOS [1],
CVSL [2] and domino logic [3], namely the ULVDR inverter,
is stated to be 25 times faster than traditional dual rail clocked
CVSL [4]. Our work in this paper contributes to the field
of Ultra Low Voltage (300mV) and is based on the design
logic presented in [4]. In this paper, we present a ULVDR
NAND/NOR gate.

The content of this paper is as follows: In Section II, we
introduce the ultra low voltage dual rail CVSL logic style.
The ULVDR NAND/NOR gates with transistor details are
discussed in Section III with the simulation verifying the logic
is presented in Section IV. In Section IV-D, we compare our
design to a CVSL gate with the simulation environment of a
chain. Finally, a conclusion is included in Section V.

II. ULTRA LOW VOLTAGE DUAL RAIL LOGIC

A ULVDR precharge to 1 (0P1) inverter is shown in
Figure 1. (A 0P1 gate has low voltage on inputs and high
voltage on outputs, during precharge). At 300mV, the delay
of a ULVDR inverter has been demonstrated to be 7% of the
CVSL inverter delay [4].

φ

X’

φ’

A

φ

φ

X

φ’

A’

Figure 1. ULVDR 0P1 Inverter

During precharge:

When ϕ is high, the inverter is in precharge and not
evaluation. Recharge transistors set all floating gates to their
active state, such that both precharge (P) and evaluation
(E) transistors are conducting. The output is brought to
the precharge voltage, 300mV for 0P1 and 0mV for 1P0.
Keeper(K) transistors do not play a significant role during
precharge.

During evaluation:

When ϕ is low, the inverter is in evaluation. Recharge
transistors are turned off, allowing the gate nodes of precharge
(P) and evaluation (E) transistors to float. This is called a
floating gate. When the input rising edge arrives, capacitive
coupling causes the evaluation transistors floating gate to be
supercharged, achieving voltages outside 0 ≤ VGS ≤ 300mV.

1Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-664-4
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The output switches quickly, and the keeper (K) transistors dis-
charge the floating gate, turning the evaluation and precharge
transistors which should not be conducting completely off.

For example, on a precharge to 1 inverter, a gate voltage,
VGS ≈ 550mV allows the output to quickly transition to 0.
Digital circuits limited to gate voltages within 0 ≤ VGS ≤
300mV, like CVSL and CMOS, are much slower as the
transistors are only weakly conducting in this sub-threshold
state. At 300mV, the delay of a ULVDR inverter has been
demonstrated to be 7% of the CVSL inverter delay [4].

III. NAND GATES

A. CVSL NAND gate
CVSL technology is used for comparison. Figure 2 shows a

static CVSL NAND. At 300mV, the CVSL has similar speed
to a static CMOS.

A

B

A’ B’

Y=AB Y’=AB

Figure 2. Static CVSL NAND used for comparison

In CVSL, when the input(s) arrive, one pull-down nMOS
network is active. This pulls the output down to low, which in
turn activates the pull-up pMOS transistor of the other output.
As the other output goes high, the pMOS transistor of the
first output is turned off, eliminating static power consumption.
After some amount of time, an evaluation delay, one pull-down
nMOS network is active, and the other pull-up pMOS transistor
is active.

Sizes used for CVSL NAND gates are shown in Table I.
Transistors are sized using W/L = 120 nm/240 nm, finger
count, N = 1 with exceptions listed in Table I. n and p
are used to specify nMOS and pMOS transistors. ‖ and s
are used for sizes applying to parallel and series transistors,
respectively. This circuit was simulated for all possible input
combinations, and average delays were computed. tdfµ and
tdrµ are the average delays (falling and rising edge on output).
Note that the rising edge is much slower than the falling edge,
due to the relatively weak pull-up pMOS.

B. ULVDR NAND
A ULVDR NAND gate was created based on the CVSL

NAND (Figure 2) and ULVDR Inverter (Figure 1). The evalu-
ation transistors were substituted by parallell(‖) and series(s)
evaluation resistors. The precharge circuitry was duplicated to
accomodate for the two floating gate inputs. Figure 3 shows
both versions of the ULVDR NAND/NOR gate.

TABLE I. CVSL NAND DIMENSIONS

Variable: Value:
W 120 nm
L 240 nm
Nn‖ 2
Nns 4

tie 1 ps
tdfµ 0.826 ns
tdrµ 6.80 ns

When designing ULVDR gates and setting transistor di-
mensions it is important to consider the state of the circuit once
evaluation starts. Before the inputs arrive, all precharge and
evaluation transistors are active, with gate to source voltages,
|VGS | ≈ 300mV. Thus, the output will be pulled by the
evaluation networks away from the precharge value. It is
important to dimension precharge and evaluation transistors
to be at equilibrium around 90% of the precharge value. This
was done by Mirmotahari, Dadashi, Azadmehr, et al. in [4]
and those sizes are used as a starting point. As the ULVDR
inverter has symmetric rails (sides) it is enough to do one such
matching per circuit.

TABLE II. ULVDR NAND DIMENSIONS

0P1
Symbol: Value:
C 7 fF
W 120 nm
L 100 nm
LpP 240 nm
WnE 240 nm
NnE‖ 1
NnES 2
NpP‖ 8
NpPS 4

1P0
Symbol: Value:
C 11 fF
W 120 nm
L 100 nm
LnP 240 nm
NnP‖ 2
NnPS 1
NpE‖ 1
NpES 2

For the ULVDR NAND/NOR gate, each rail is different
and requires separate matching. Series evaluation transistors
are doubled in size (finger count, N ) to account for increased
series resistance. Precharge transistors connected to parallel
evaluation transistors are also doubled, to account for the
increased parallel conductance. New transistor dimensions
can be found in Table II. Recharge and keeper transistors
are minimum sizes, but can be scaled according to timing
requirements.

IV. SIMULATION

A. Logic verification
Figure 4 shows the NAND gate response to a binary

counting sequence. Stimuli sequence 00, 01, 10, 11 produces
the familiar NAND response; 1, 1, 1, 0. A1, B1 and X1 are
the noninverted signals, A2, B2 and X2 are their respective
compliments.

The transient in Figure 5 shows the evaluation transistor
floating gate voltage, FGA1, quickly jump when the input
arrives. It peaks at 565.44mV allowing the nMOS transistors
to rapidly pull the output down to 0.

B. Parasitic delay
Using identical inputs, and ideal clock and voltage sources,

parasitic delays were simulated. Delay was measured from
input switches to output switches (50% to 50%). Another gate

2Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-664-4
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Figure 3. ULVDR NAND; 0P1(left), 1P0(right)
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Figure 4. ULVDR NAND 0P1 response to 4 different inputs
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Figure 5. Floating gate voltage when ULVDR NAND is switching

was connected to the output as a semi-realistic load (opposite
polarity for ULVDR). Table III shows the results for both
CVSL and ULVDR gates.

TABLE III. PARASITIC DELAYS (WORST CASE AND AVERAGE)

CVSL NAND: ULVDR NAND:
te 1 ps 1 ps
tdw 9.032 ns 0.178 ns
tdµ 6.796 ns 0.103 ns

When using ideal inputs and supply (300mV) the ULVDR
gates have parasitic delays ranging from 32.1 ps to 178.0 ps.
The average parasitic delay for ULVDR NAND gates is
approximately two orders of magnitude smaller than for CVSL.
These ideal characteristics are useful for comparison, but not
realistic - Section IV-D shows a better delay estimate, using
chain delay.

C. Monte Carlo simulation

A 200 sample Monte Carlo Sweep was run to show the
effects of mismatch and process parameters (variance). The
results for both CVSL and ULVDR NAND gates are shown
in Figure 6. Both plots are on the same time scale.

D. Chain delay

In Section IV-B, parasitic delay was estimated. An ideal
input signal gives lower parasitic delay than what you can
expect in a real circuit. A more realistic delay can be estimated
using a chain of NAND gates. In this configuration the NAND
gates act as inverters. There are 2 logic states, either the input
(and ouptut) is low, or high. As there are 2 versions of the
ULVDR gate the delays for these states differ.

Figures 7 and 8 show transients from the chain delay sim-
ulations. Two cases were simulated, 00→ 11 and 11→ 00.

V. CONCLUSION

The CVSL NAND gates achieve an average (per gate)
delay of 9.658 ns and 9.738 ns. (For the two simulation cases
mentioned in Section IV-D.) The ULVDR NAND chain has a

3Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-664-4
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Figure 6. Monte Carlo simulation; CVSL NAND (Left), ULVDR NAND (Right)
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Figure 7. Output delay for chain of 30 CVSL NAND gates
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Figure 8. Output delay for chain of 30 ULVDR NAND gates

per gate average delay of 169.705 ps and 141.33 ps. A speedup
factor, s, can be calculated (worst case delays used):

s =
tCVSL

tULVDR
=

9.738 ns

0.169 705 ns
≈ 57

The chain test in Section IV indicates that ULVDR NAND
gates can be more than 50 times faster than static CVSL
NAND gates. The tradeoff is the complexity and size in silicon,
especially when considering necessary clock and precharge
circuits. This paper does not consider power usage, layout,
clock drivers, etc. Further research is needed to completely
characterize the ULVDR NAND gate and the differences be-
tween ULVDR and CVSL in terms of power, speed, robustness,
area, etc.
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Abstract—Spectral efficiency is one of the critical issues, which
has to be considered during setup of large wireless sensor
networks in the Internet of Things (IoT). This paper presents
a real-time hardware/software demonstrator based on a flexible
Software Defined Radio (SDR) and a low-cost multiantenna-
array. The main purpose of this demonstrator is to evaluate
cost-benefit parameters (i.e., required processing power, logic
resources vs. performance of the multiantenna algorithm) of the
overall multiantenna receiver (i.e., antenna, analog and digital
signal processing). Therefore, size and power consumption as
well as miniaturization of the demonstrator are not considered at
this time. To motivate software functions and high-level software
architecture, this paper gives a brief theoretical background of
multiantenna receivers. A highly adaptable and modular C++-
based framework has been developed that realizes all relevant
low level and high level signal processing tasks (e.g., ADC-data
transfer, online system calibration, Direction of Arrival ((DoA)
estimation and interferer suppression), as well as graphical
visualization of the spatial spectrum in a multithread-based
manner. The multithread-based realization of the demonstrator
ensures high performance and a convenient user experience.
First measurements of the whole system (i.e., low-cost antenna,
C++-based high level and low level signal processing, as well
as graphical visualization using a host PC) in a real-world
environment proof functional correctness while demonstrating
real-time capability of the overall system.

Keywords–Multiantenna Systems; Wireless Sensor Networks;
Spectral Efficiency; Software-defined-radio; IoT.

I. INTRODUCTION

During the next years the number of IoT-nodes will in-
crease rapidly [1], [2]. Simultaneously, the IoT-node complex-
ity is widely spread starting with simple sensor nodes, used
for temperature or humidity measurements, to completely in-
tegrated embedded systems which are able to control processes
and act autonomously. Figure 1 shows the exponential increase
of IoT-nodes starting from 1992 and the forecast of the number
of devices in 2025 [2]. Additionally, the world population is
given for the same years and it can be seen that from the
year 2011 on the number of IoT-devices per person will be
greater than one. The dominant drivers of this evolution are
miniaturization, cost reduction and increased power efficiency
of semiconductor and sensor devices. Most IoT-based sensor
nodes exchange data adopting wireless standards suitable for
required short or long-range communication. Thus, since the
spectrum is a limited resource, spectral efficiency will play
a critical role during IoT-transceiver development. Moreover,
communication security and resistance against harmfully in-

terfering signals will be further design objectives, as they are
already today in nearly all other wireless systems [3].
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Figure 1. IoT-Roadmap (based on: [1], [2], [4])

Multiantenna receivers are able to significantly improve
spectral efficiency by using digital beamforming techniques.
Interferer suppression can be realized by nulling techniques in
the spatial domain. Finally, the DoA of signals and interferers
can be estimated, which can be used to increase received
signal strengths and improve the security of the communication
channel by digital post-processing in the spatial domain [5],
[6]. Figure 2 shows a simple stack of a wireless sensor
node, featuring data sink/source, sensor data preprocessing,
and analog and digital multiantenna processing.

Sensor or general data sink/source

Multiantenna signal processing (analog)

Multiantenna signal processing (digital)

Sensor data (preprocessing, compression, 

encryption, …) 

Figure 2. Simple model of an IoT-sensor node

The major drawbacks of multiantenna transceivers are the
increased amount of required digital signal processing, as well
as the complexity of algorithms and software-code. Therefore,
a clear code structure, as well as efficiency, flexibility and
re-usability of the code play a central role, when realizing
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the digital signal processing part of the receiver. Also, for the
sensor node, special care must be taken during the realization
of the analog part and the data transfer to the digital domain.
Especially, interferer suppression and DoA-estimation rely on
coherent signal reception and processing. Therefore, this paper
describes the used SDR and digital calibration techniques to
allow for these algorithms to be realized. Finally, the antenna
array drives size and costs of the receiver and therefore is
the key for user acceptance and suitable application domains.
This paper focuses on the two upper layers (i.e., digital and
analog multiantenna signal processing) shown Figure 2 and
the antenna array. Since, during the design and evaluation
process, flexibility is the key challenge, a flexible SDR-
approach is adopted to implement these layers of the sensor
node. The SDR has been programmed in a very modular way.
Thus, the proposed system is very flexible and can be easily
adapted to other receiver standards and frequency bands (e.g.,
DECT, GPS). Finally, a generic antenna design can be used
to test receivers in various frequency bands and for different
applications. For all examples in this paper a receiver setup
for the 2.4 GHz ISM-band is assumed. The rest of the paper
is organized as follows. Section II gives a general discussion
of the problem from the application’s and user’s point of view.
It can be seen that the DoA-estimation is a crucial part during
beamforming and interferer suppression, as well as during the
process to gain information about the current environment.
For a mathematical description, Section III defines the signal
model and presents the simulation and receiver test environ-
ment. Afterwards, Section IV gives an in-depth description
of the hardware used throughout the paper. The central part
of the presented receiver is the SDR, which allows to select
various frequency bands and to define sampling frequency
and receiver bandwidth. Additionally, this section provides a
high level overview of C++-based receiver software (low-level
and high-level Digital Signal Processing (DSP)) and Graphical
User Interface (GUI) programming, as well as a description of
the various external and internal interfaces of the system, while
details of the receiver software are discussed in Section V. The
final part of Section IV presents some details of the low-cost
antenna design and setup. Section V is devoted to the software-
realization of the receiver and gives implementation details of
the main blocks of the receiver software (e.g., recording of
the incoming frontend samples, calculation of the covariance
matrix, DoA-estimation and visualization of the time plot and
the DoA-spectrum. Special emphasis lies on the thread-based
realization to ensure real-time performance, portability and
flexibility). Therefore, this section deals with three central
points:

• Parallel realization of the receiver software tasks.

• Object oriented programming to ensure flexibility and
cope with large code-complexity.

• Cross-platform realization of the software-code.

In Section VI, the used measurement setup and measure-
ment results are described to show the potential of the overall
receiver hardware/software-concept.

Section VII summarizes the paper and shows the intended
optimization steps of the receiver hardware/software (i.e.,
miniaturization, introduction of new algorithms, introduction
of new applications).

II. PROBLEM DEFINITION

IoT-nodes and IoT-node networks suffer from the operation
of a large amount of nodes in close vicinity and indoor
operation. As discussed in the introductory part this leads to:

• Interference and
• Multipath (especially in an indoor environment).

While multiantenna concepts are able to mitigate these
problems, hardware and software development is time-
consuming, and power consumption of the sensor node is
always a critical issue [7]. Therefore, the critical task is to
perform a cost-benefit-analysis (e.g., minimal power consump-
tion vs. meeting application defined DoA-estimation accuracy
as well as interferer suppression) in short time.

To quickly develop and evaluate IoT-nodes that fulfill the
required user demands, performance needs to be observed i.e.,
the quality of several different DoA-algorithms and low-cost
antenna setups for various real-world signal-situations under
real-time conditions. Thus, the first step is to develop a mod-
ular PC-application that uses SDR-hardware as input source,
runs various estimation algorithms and visualizes their results
in real-time using a GUI. This application acts as a proof-
of-concept demonstrator and shall help to judge performance
of the algorithms and arrays under various circumstances and
trigger critical estimation edge cases to ultimately develop
better or cheaper algorithms and arrays. This research approach
is followed by a design and realization phase of the low-cost
and low-power sensor, analog and digital signal processing
hardware (cf. Figure 2).

III. SIGNAL MODEL AND SIMULATION

This section describes the signal model and the simulation
setup, as well as simulations results. Furthermore, the main
algorithms for DoA-estimation (e.g., Capon-Beamformer and
Multiple Signal Classification (MUSIC) algorithm [8]) are
introduced and the respective equations are given.

A. Signal Model
In this section the signal model, based on the theory

described in [6], [5] and [8], is briefly summarized while the
description is restricted to one received signal. We assume that
we are in the far field of the sending antenna, the narrow band
assumption holds and that the antenna has a flat frequency
response. Then the vector u, which might be used to describe
signal and interferer, can be defined. Figure 3 shows an
arbitrary antenna array with N antenna elements and the vector
u.
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Figure 3. Multiantenna Model
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Then, u can be written, depending on φ and θ as

u(φ, θ) =

(− sin θ cosφ
− sin θ sinφ
− cos θ

)
(1)

and the wave number k, relative to the origin of the given
coordinate system can be calculated as

k(φ, θ) =
2π

λ
· u(φ, θ) (2)

In the following, the angles φ and θ are omitted. If it is
now assumed that an N -element antenna (cf. Figure 3) receives
this signal from a defined DoA the resulting equation, which
describes the time-dependent output vector, is:

x(t) = exp (−jpk)s(t) + n(t) = as(t) + n(t) (3)

Afterwards, the so called spatial covariance matrix can be
estimated using the estimation operator E{·} as

R = E{x(t)xH(t)}
= aE{s(t)sH(t)}aH + E{n(t)nH(t)}
= aPaH + σ2I

(4)

Equation (4) can be written using a unitary matrix U and
a matrix of the Eigenvalues Λ = diag{Λ0, ...,ΛN−1} [9].

R = UΛUH

= UsΛsU
H
s + UnΛnUH

n

(5)

The Eigenvalues of noise (index n) and signal (index s)
have been separated. For a real-word implementation only
a limited number of samples can be recorded and used to
estimate the spatial covariance matrix. Following [8] this
matrix is called R̂.

In this work two DoA-estimation algorithms are con-
sidered. First the Capon and second the MUSIC algorithm
[8]. Both algorithms generate a spatial spectrum, where the
maximum gives an estimate of the DoA of the incoming signal.

For the Capon beamformer, the spatial spectrum is defined
as:

PCAP =
1

aH(φ, θ)R̂−1a(φ, θ)
(6)

The MUSIC spectrum is defined as:

PM =
aH(φ, θ)a(φ, θ)

aH(φ, θ)ÛÛHa(φ, θ)
(7)

For interferer suppression a simplified version of the Ap-
plebaum [5] array will be used.

B. Real-time Receiver Tests
The whole receiver signal processing chain has been de-

veloped and simulated in MATLAB. This Golden Reference
model has been used during the receiver design process (see
Section V) to validate the correctness of the real-time C++-
based receiver results.

Therefore, modulated carrier signals with random elevation
and azimuth angles were generated in MATLAB for each
sensor element and for various array geometries (i.e., circular,
rectangular and uniform linear). Additionally, additive white
Gaussian noise has been added to the signals (cf. equation (3)).
These signals were used as input signals for the C++-based

and MATLAB based offline processing, by using a simple file
format developed for this purpose.
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Figure 4. MATLAB and Real-Time C++ Comparison

Both processing paths in Figure 4 estimate covariance
matrix, spatial spectrum, as well as the azimuth and eleva-
tion angles using floating-point precision (see Section V for
implementation details). Since input signal and data precision
are identical, the results could be directly compared, which
eases the debugging of the real-time capable C++-receiver.
Additionally, the effect of a reduced precision (e.g., single
precision calculations) can easily be investigated. The results
show that while the spatial spectrum of the Capon Beamformer
is slightly degraded the MUSIC-spectrum is identical with a
resolution of 1◦ (see Section V).

IV. SDR-BASED RECEIVER OVERVIEW

The following subsections give an overview of the hard-
ware (i.e., SDR, host computer and low cost multiantenna)
used to realize the DoA-estimation task, while the soft-
ware is described in detail in Section V. Mainly an Ettus
SDRs, equipped with daughterboards and connected to a host
computer using 10 GBit/s connections are used for analog
preprocessing, analog-to-digital conversion and realization of
the signal processing algorithms (cf. Figure 5). On the host
computer the Ettus API is used to establish the connection,
control data transfer and configure the Ettus daughterboards.
Moreover, the DoA-estimation and calibration algorithms, as
well as the GUI are implemented on the host computer. For
maximal flexibility (i.e., center frequency, antenna dimensions
and geometry, as well as number of antenna elements) and
minimal costs, the receiver antenna array is manufactured in-
house based on simple dipole antennas.
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Figure 5. General Schematic of a Multiantenna-Receiver
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A. Receiver Hardware-Setup
A general approach of low cost multiantenna receivers for

Global Navigation Satellite System (GNSS) receivers has been
described in [3]. Since the hardware should be used to evaluate
various DoA and interferer suppression algorithms, the concept
presented in this work replaces the FPGA development board
used in [3] with a commercially available SDR [10]. This ar-
chitecture features substantially more flexibility, which comes
at significantly higher costs, which are acceptable during this
early phase of the receiver design. The proposed receiver
hardware is based on an Ettus SDR USRP X300 equipped
with two SBX daughterboards [10]. Each daughterboard has a
frequency range from 400 MHz to 4.4 GHz, allows duplex op-
eration, 40 MHz bandwidth and 16-bit ADC resolution. X300
device can be equipped with two daughterboards, therefore
a 4 channel SDR-receiver requires four SBX daughterboards
and two X300. Each X300 is connected to a host PC using a
10 GBit/s connection.

Figure 5 shows the setup based on multiple, independent
receiver units each generating their own LO (Local Oscillator)
signal. As the phase relation of the received signals is a key
factor for most DoA- and interferer suppression algorithms,
and the LO-phase will be added to the input signal phase,
totally unsynchronized LOs will generate totally useless input
signals. If the phase offset between the individual LOs is
known, they can be easily canceled out by correcting the
unwanted phase shift in software. To overcome this issue, the
SDR-receivers, used in the presented setup, have two separate
inputs, one connected to the antenna and one connected to a
synchronization signal that is distributed to all receivers from a
central signal source. Measuring results showed that switching
over to the synchronization signal each five seconds to re-
calibrate the LO-phase error correction values is sufficient to
get an overall stable measurement situation. Additionally, a
time-invariant phase error is introduced by slightly different
cable lengths (i.e., connections between antenna array and
receiver). This error was measured once and is added as a
time-invariant complex correction factor to the dynamically
measured correction factors.

B. Software Overview and GUI
A high level schematic of the demonstrator software is

shown in Figure 6. On the left hand side the four 16-bit
digital input streams enter the signal processing stage and the
spatial covariance matrix is calculated. The subsequent block
performs the calibration of the spatial covariance matrix by
applying time-varying and time-invariant complex correction
factors.
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Figure 6. Real-Time Demonstrator Schematic

Based on the corrected covariance matrix, the estimation
algorithm (e.g., MUSIC, Capon) generates the spatial spec-
trum, which is displayed in the GUI. A parallel task searches

for the maximum in the spatial spectrum. Its numerical results
(i.e., elevation and azimuth) are also displayed in the GUI
(c.f. Figure 10). For debugging purposes the software allows
reading out the four channel input data, as well the output
of the estimation algorithm. The data files can be used to
compare the results of the C++-based processing of the real-
time demonstrator and the MATLAB-based Golden Reference
model (see Section III).

C. Antenna Setup
For tests in the ISM-band an array with four ground plane

antennas has been designed. This type of antenna is low cost
and easy to build and allows simplified antenna tuning [11].
Figure 7 shows the VSWR-plot of a single antenna, which
shows a minimum at the desired frequency f = 2.45 GHz.

V
S

W
R

Frequency in MHz

Figure 7. VSWR-Measurement used for Antenna Tuning

The driven element and the four radials do have a me-
chanical length of around l = 3 cm, which is approximately
λ/4 for the selected center frequency of 2.45 GHz. As can
be seen in Figure 8 the rectangular array features an inter-
element spacing of λ/2 ≈ 6.1 cm. In the construction shown,
the electronic beam pattern is omni-directional for the azimuth
angle while there is no radiated energy at an elevation angle of
φ = 0◦. While this is a prefect setup for ground based signals
and interferers it will lead to problems if the desired signals
have larger elevation angles.

6.1 cm

Figure 8. Low-Cost Multiantenna Realization

V. RECEIVER SOFTWARE REALIZATION

This section discusses details of the signal processing block
realization in Figure 6. As mentioned in Section II the software
should meet the following key constraints:

• Modular software architecture, e.g., implementing a
new estimator or interferer suppression algorithm
should be as easy as programming the algorithm itself.

• Modular hardware architecture, e.g., changing antenna
array dimensions should be as easy as changing the
description of the antenna positions, changing the
center frequency should just be a change of a single
variable.
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• Optimum real-time DSP performance without
any sample-drop combined with an optimal GUI-
operation.

Furthermore, the phase-synchronization described in Section
IV has to be implemented. To achieve these goals, state-of-
the-art DSP-software design flow is employed. The software
is solely written in C++, using a cross-platform capable
framework, originally developed for professional audio DSP-
applications [12]. Besides the ability of displaying the current
measurement snapshots of the input signals in the time domain,
the resulting spatial spectrum can be captured at any moment
in time and stored to data files. This allows to analyze all
parameters for various signal situations using software like
MATLAB afterwards (see Section III).

A. Concurrent Data Processing
To make use of modern multicore-CPUs and meet the

throughput requirements, the work is spread over multiple
threads running in parallel, arranged in a software-pipeline
structure, where each thread is a consumer of the previous
thread’s data and a producer for the following thread. Passing
data from one thread to another is done by simply swapping
buffers.

Figure 9. Multithreaded Software Pipeline

Figure 9 shows the data flow. All data-exchange buffers are
allocated twice at start-up. As memory allocation is a system
call with unpredictable execution time on general purpose
operating systems, avoiding memory allocation on the high
and medium priority threads narrows down the operations
invoked on these threads to function calls with fully predictable
execution time. This guarantees that the thread’s job will be
predictably finished before the next data buffer is passed for
processing.

Samples are received by blocking calls to the Ettus UHD
API [13], which invokes the 10 GBit-Ethernet interface and
returns as soon as a whole block of samples has been received
from the hardware units and filled into the buffer passed to the
API call. This buffer is forwarded to the sample processing
thread afterwards, which returns the buffer it processed in
the previous run to the receive thread to be filled again. This
enables the new sample block to be processed, while another
thread handles the acquisition of the following sample block
in parallel. The sample processing thread fills a buffer for
the scope if needed and then accumulates samples into the
covariance matrix. Computation of this matrix is done by

extensive use of SIMD-instructions on sub-vectors that exactly
fit one cache-line of the CPU and uses an additional thread,
not shown in the figure, to parallelize the matrix computation
even further.

After a covariance matrix calculation finished, the phase
correction factors are applied to the matrix, which leads to
much smaller computational overhead, compared to correction
on a sample-basis. Depending on the covariance matrix ac-
cumulation length, which can be modified using the GUI at
runtime, the accumulation process is done over several sample
blocks. Thus, in general it takes several runs of the sample
processing thread until a covariance matrix is handed over
to the covariance matrix processing thread, which realizes
the current estimator algorithm. This is why the update rate
of the covariance matrix thread is slightly lower. However,
the DoA-algorithms invoked on this thread, usually do some
computational heavy tasks like eigenvalue-decomposition and
matrix inversion, so the broader time-slot for this thread gives it
the ability to finalize computations, before the next covariance
matrix will be passed.

The estimation algorithms in general are expected to gen-
erate a spatial spectrum in the form of a 90x360 matrix (in
case of a usual angular resolution of 1◦ - other values are
possible) and two vectors with azimuth and elevation angles of
the estimated source positions. Those buffers are again handed
over to the GUI-thread that visualizes the spatial spectrum and
prints out the positions of sources detected in a given interval.
As updating the GUI is scheduled by the operating system,
frame drops are theoretically possible at this point. However,
those drops won’t interrupt the processing activity. Practically,
a GUI framedrop almost never happens, which leads to a
smooth presentation of the spatial spectrum.

A special case is handled when the receiver switches over
to the synchronization signal. In this case, the covariance
matrix computation will be paused and the phase correction
value table will be updated, depending on the measured input
signal phase offsets.

B. Object-Oriented Signal Processing
Object-oriented signal processing increases flexibility, as it

allows a modular structure that directly models the signal flow
block-diagram. Classes are used to encapsulate, e.g.,

• SDR-hardware
• Sample buffers
• Covariance-matrix calculation
• Phase correction measurement and application
• DoA-algorithm
• Spatial spectrum visualization

An important feature of C++ is the ability to describe (fully
virtual) interface classes. This feature has been to describe a
generic DoA-algorithm class, consuming a covariance matrix
and generating a spatial spectrum, as well as a pair of esti-
mation vectors that can be overridden by an actual implemen-
tation. A Capon Beamformer, as well as a MUSIC-estimator
algorithm have been implemented, which can be chosen at
runtime. As mentioned in the earlier sections, further algorithm
development is one of the main goals. Thus, implementing new
algorithms and switching from the one the other at runtime,
while remaining within the same real-world signal situation, is
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a highly powerful feature of the demonstrator. Another pow-
erful options comes from the SDR-hardware abstraction layer,
which is currently under development for its next iteration.
This next generation will allow to use a completely different
receiver hardware, abstracted by the same IO-interface class
thus requiring minimal or no changes to the algorithm and
visualization part of the software.

C. Cross-Platform Implementation
The abstraction approach described in the previous subsec-

tion allows for portability of the code to various processing
platforms. In a first version, this allows to build software
from the same codebase that runs on all three major operating
systems (Microsoft Windows, Linux and Mac OS) without
code changes. Therefore, various parts of the software can
be implemented on different operating systems and could be
seamlessly integrated. This approach significantly speeds up
development time as team members could exactly use their
development tools of choice. For the final application this
results in the key benefit that the whole application or parts
of it can be easily ported to an IoT-device. By design, an
embedded Linux platform, as used for most IoT-devices, is
a fully compatible target for the application, which radically
enhances the code re-use factor for upcoming development.
Furthermore, deployment to mobile platforms, like Android or
iOS, are suitable options.

VI. MEASUREMENT SETUP AND RESULTS

The described SDR-based demonstrator featuring the low-
cost multiantenna array has been used to perform some indoor
measurements in the ISM-band at 2.45 GHz. Since multipath
and interfering signals are expected in the utilized frequency
band the environment close to the real application and the
measurement quality will be degraded. Nevertheless, first
qualitative results show an accuracy of the DoA-estimation
around 5◦ for the azimuth θ and approximately 10◦ for the
elevation angle φ. Moreover, the real-time GUI (cf. Figure 10)
shows a correct dynamic behavior. The GUI features some
additional options (e.g., taking a data snapshot, real-time
modification of receiver parameters, selection of the DoA-
Algorithm), which help to improve measurement results, and
ease software debugging.

Receiver Parameter Setting Save Rx-Data

MUSIC-SpectrumDoA, Number of Sources

Signal in Time Domain

Figure 10. Graphical User Interface of the Multiantenna-Receiver

Besides the qualitative test a first profiling has be conducted
to evaluate the computational requirements of the three threads
shown in Figure 9. The profiling shows that about 53% of the
overall processing time is consumed by the GUI and the user
interaction (i.e., the green block in Figure 9) while 45% is

required for the covariance matrix calculations and the DoA
algorithm (i.e., blue block in Figure 9). The high priority thread
(i.e., red block in Figure 9) only consumes about 1.5% of the
overall processing time. These numbers are a good starting
point for optimization and for comparison of various DoA-
estimation algorithm.

VII. CONCLUSION AND FURTHER DEVELOPMENT

Spectral efficiency, robustness and security are critical
design parameters of wireless IoT-sensor nodes. Since costs
(i.e., silicon area, power consumption) of multiantenna IoT-
sensor nodes, compared to single antenna sensor nodes, are
significantly higher, a detailed cost-benefit analysis has to
be performed in a first step. This paper presents a modu-
lar and flexible hardware-/software-architecture, based on an
SDR, which realizes the analog preprocessing and the AD-
conversion. The modular C++-code realizes all digital signal
processing parts, allows simple debugging and features easy
extendability. The presented modular and generic approach
supports porting the existing software to embedded platforms
to reduce size and power consumption in a next step. Finally,
a simple technique to realize low-cost antenna arrays supports
the overall approach. Measurements and simulations validate
functional correctness and the demonstrator shows real-time
capability of the overall receiver.
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Abstract—The A Large Ion Collider Experiment (ALICE)
upgrade strategy is based on collecting more than 10 nb-1 of
Pb-Pb collisions at luminosities of 6x1027 cm-2s-1 which
corresponds to a collision rate of 50 kHz for Pb-Pb and 200 kHz
for pp and p-Pb. Such high beam luminosity requirements
cannot be met with the presently existing electronics having a low
readout rate of 5 kHz. This work presents the design of a new
front-end readout electronics for the Charged-Particle Veto
detector (CPV) module located in PHOton Spectrometer (PHOS).
The proposed new architecture, when compared to prior systems,
allows the parallel readout and processing of all 480 silicon
photomultiplier pads that are connected to digital signal
processing cards. Preliminary results demonstrate that this work
will enable the CPV detector to reach an interaction rate of at
least 50 kHz. The system design consists of three modules, each
containing two segment boards, two Readout Common Boards
(RCBs) and 16 digital signal processors called DiLogic cards.
This paper presents the architecture layout and preliminary
performance measurement results for the proposed new design.
This work concludes with recommendations for other future
planned updates in hardware schema.

Keywords— Electronics; Detector; Field-Programmable Gate
Arrays; CPV; ALICE; PHOS.

I. INTRODUCTION

The ALICE experiment is dedicated to study and collect
data for comparison about heavy ion and proton-proton
collisions in heavy ion-physics. The current system still leaves
open physics questions that need to be addressed, and these
questions relate to, among others, hadronization, nuclei, long
range capability correlations and small x-proton structure
[1][2]. The photon spectrometer PHOS is a lead-tungsten
calorimeter designed to detect, identify and measure the
4-momenta of photons. The CPV is a charged particle veto
detector for photon identification located in PHOS consisting
of a multiwire proportional chamber (MWPC) with cathode
readout. CPV electronics consist of dedicated Application
Specific Integrated Circuit (ASIC) devices in each column,
Gassiplex for analogue signal processing and DiLogic for
handling the digitized information. Every column consists of
10 Gassiplex cards, called 3-GAS cards interfaced directly on
the backside of the MWPC cathode. A customized electronic
board called 5-DiLogic contains five channels of 12-bit
Analogue-to-Digital Converter (ADC) modules and five

DiLogic (5-DiLogic) processors [3]. Each column contains
480 pads connected with two 5-DiLogic cards and a group of
Field-Programmable Gate Arrays (FPGAs) called column and
segment controllers that are used to process signals from a
column and provide the necessary interface with DAQ (Data
Acquisition) and Central Trigger Processor (CTP) systems.
The CPV consists of three electronic modules, one of them
shown in Figure 1, where each CPV module contains sixteen
columns and 7680 channels for amplitude analysis.

Figure 1. Hardware for one CPV module.

A typical event size consists of 1.3 Kbytes for Pb-Pb
particles. The maximum event readout rate that the detector
can presently reach is 10 kHz for an occupancy of 1% [4],
therefore, due to this technical limitation, a new front-end
readout electronic system is being developed to collect more
than 10 nb-1 of Pb-Pb collisions at luminosities of up to 6x1027

cm-2 s-1.

The rest of the paper is structured as follows. Section 2
gives an overview of the developed system hardware.
Section 3 provides a description of the implemented firmware
architecture. Preliminary results are shown in Section 4.
Finally, Section 5 presents the conclusion and future work.

II. OVERVIEW OF SYSTEM HARDWARE ARCHITECTURE

Figure 2 illustrates the architecture of the new Front-End
Electronic (FEE) Readout detector hardware. The proposed
hardware architecture for one module includes the re-design of
a motherboard interface card called Segment board used to

7680 Gassiplex-
Channels

5-DiLogic
Processor

Cards

Readout
Common

Board
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concurrently process four DiLogic cards via an FPGA Altera
column controller card containing a 28nm Cyclone V GX
device. A Readout Common Board (RCB) is used for
transmitting information to run the experiment over a radiation

tolerant Gigabit transceiver (GBT) link chipset [5] to a Data
Acquisition (DAQ) Common Readout Unit (CRU) at a high
speed of (~5 Gb/s). The custom RCB card solution uses a
Stratix IV FPGA device with four full duplex transceivers to
transfer event data from column controllers to the GBT over
optical Small Form-factor Pluggable (SFP) link for processing
by DAQ CRU. Furthermore, the radiation-hard GBT link
provides the simultaneous transmission of trigger and
experiment control data over the same optical link. One SFP
for Versatile transceiver link (VTRx) to CRU and a Detector
Data link version two (DDL2) interface shall be optionally
included to comply with ALICE standards. The newly custom
developed hardware shown in Figure 2 enables the
simultaneous readout of all column analogue patterns
concerning the 480 channels thus drastically reducing the
readout time of DiLogic cards by more than 50% when
compared to the present CPV and High Momentum Particle
Identification Detector (HMPID) readout detector systems.
Additionally, this architecture shall reduce the implementation
costs because, unlike the existing system, every FPGA column
controller is processing signals from two columns instead of
one.

III. FIRMWARE DESIGN AND DEVELOPMENT

The firmware is divided into two separate top system
VHDL (VHSIC Hardware Description Language) modules for
column and RCB or Readout Receiver Card (RORC)
controllers.

A. RCB Top System Module

The RCB Top level entity combines all lower level entities,
as shown in Figure 3, into the Altera FPGA controller. The
GBTx_BANK entity includes several GBT links, where each

GBT link is composed of a Gigabit Transmitter (GBTx)
component that encodes and scrambles transmitted parallel
data, a Gigabit Transmitter/Receiver (GBTRx) component that
decodes and descrambles incoming data, and a Multi-Gigabit

Figure 3. RCB control top VHDL module.

Transceiver (MGT) that serializes, transmits, receives and de-
serializes the data. The RCB segment controller VHDL
module is responsible for the synchronization logic between
the FPGA Transceivers, GBTx link and the Standard Interface
Unit (SIU) DDL2 module. Additionally, it processes L0 CTP
signal via the Timing, Trigger Control system (TTC) and
issues a Busy flag for the reduction of the overall dataflow.
The Busy flag is issued from the arrival of the L0 trigger to the
end of the transmission of event data, as shown in Figure 6.
The RCB segment controller includes also the implementation
of the standard SIU protocol as an optional feature for the
event data transmission to DAQ or Destination Interface Unit
(DIU) experiment recorder.

Figure 4 illustrates the command sequence adopted and
implemented in VHDL RCB Top module for transmitting
event data from the FEE to RCB or Readout-Receiver Card
(RORC). The transmission of the Ready to Receive (RDRYX)
command is then acknowledge by SIU and followed by a
group of commands, as explained in [6]. The maximum DDL2
data transfer rate between SIU and the DIU is 5.125 Gb/s full
Duplex.

Figure 2. Block diagram of custom developed front-end electronic cards.

12Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-664-4

CENICS 2018 : The Eleventh International Conference on Advances in Circuits, Electronics and Micro-electronics

                            19 / 22



B. Column Controller Top System Module

A VHDL top entity implemented in the Cyclone V GX
column controller FPGA device consists of at least two main
low-level components called Gassiplex.vhd and
Read_sm_simple.vhd. The Gassiplex.vhd component is
responsible for the control logic of the Gassiplex chips,
consisting of a charge-sense amplifier with a long decay time
to acquire the detector analogue signal.

Figure 4. The event data transmission transaction [6].

A Track/Hold (T/H) signal is used to store charges in
Gassiplex sampling capacitors using T/H switches. A burst of
clock pulses triggered by the column controller FPGA device
is then generated to operate the multiplexed readout of the
stored charges on a single output line. The
Read_sm_simple.vhd contains the hardware logic for the
simultaneous readout of two 5-DiLogic cards, as described in
[7]. The 10 MHz clock is used for reading DiLogic First-In,
First-Out (FIFO) memory. Every 5-DiLogic card contains five
DiLogic signal processing chips each having a FIFO of 512
18-bit words, strobe and enable pins StrIn_N, EnIn_N,

EnOut_N to initiate and indicate the termination of FIFO
readout [8][9]. Each DiLogic chip is put in analogue readout
mode when the EnIn_N is set low. Successive StrIn_N cycles
cause all DiLogic modules in one 5-DiLogic card to
sequentially output the digitised data on an 18-bit data bus
starting with the simultaneous readout of the first DiLogic
chips labelled DiLogic 0 and DiLogic 5 in the chain, as shown
in Figure 5.

An enable signal is then passed from the EnOut_N pin to
the EnIn_N pin of the next DiLogic module after finishing the
transfer of digitised data for one event-word on the data bus.
The concurrent readout of DiLogic cards contributes to a two-
fold increase in reading event data from DiLogic cards when
compared to the previous and present CPV electronics
architecture.

Each event-word contains the selected channel address and
digitised amplitude information that need to be transferred via
the FPGA transceivers at a rate of 3.125 Gbps then finally to
the RCB controller for further formatting and transfer to DAQ.

The RCB and column controller’s FPGA transceiver IP
blocks include a built-in 8B/10B encoder decoder, byte
serializer and deserializer modules enabling the simultaneous
transmission of data packets from various FPGA column
controllers to always start in a known byte lane and therefore
allowing the RCB FPGA controller to correctly decode and
properly recover the event frame before any further processing
by the RCB fabric. Additionally, on-chip FPGA power supply
decoupling to satisfy transient current requirements at high
frequencies of 3.125 Gbps have been configured so to reduce
the need for on-board decoupling capacitors.

The timing diagram obtained via Altera Signal Tap Logic
Analyzer for a data block transfer initiated on receiving L0
trigger signal from CTP for the event-word number 3354h
consisting of 10 words (40 bytes) for Common Data Header
(CDH) followed by event data from RCB to DAQ is shown in
Figure 6.

Figure 5. FPGA column controller card for the simultaneous readout of two 5-DiLogic card processors (right) [8].
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Figure 6. Timing diagram obtained using Altera signal-tap logic analyser for data transfer between RCB and DAQ.

IV. PRELIMINARY MEASUREMENT RESULTS

A test jig was setup to evaluate the prototype performance
of this new readout electronics architecture. The test jig,
shown in Figure 7, consists of a Windows workstation
terminal for FPGA programming, a Linux terminal for
displaying performance results, two RORCs modules and
DAQ servers for storing event data, and a Local Trigger Unit
(LTU) for issuing the CTP L0 trigger signal. The busy time of
the data collection is mainly defined by the CTP waiting time
for the completion of the readout electronics to transmit event
data from FEE to DAQ server. The detector busy time due to
readout in general depends on the event size. Increasing the
trigger rate up to 200 Hz, the measured busy time averaged
over a one-minute time interval and, as shown in Table I, is
10 us, which is equivalent to an estimated event size of
2.6 Kbytes (2.5 Columns, 5.2% occupancy of total detector
channels). This measurement result leading to an estimated
event readout rate of 100 kHz is above the required target for a
detector occupancy of 1.3 Kbyte Pb-Pb collisions.

Figure 7. Test jig setup for CPV front-end readout prototype electronics.

The event readout rate measurements of the prior system is
shown in Figure 8, thus indicating a maximum estimated
readout rate of 5 kHz, twenty-fold slower than this work. The
major contribution of our work is the re-design of new
electronics, including concurrent readout of DiLogic cards and
use of high speed 3.125 Gbps FPGA transceiver links.
Another test workbench containing a Cyclone V GT 28 nm
FPGA technology was setup in [10] to characterize GBTx
performance in Single Event Upset (SEU) and therefore allow
GBTx users to estimate SEU errors. GBTx was irradiated
using high penetration particles at different angles to estimate

the SEU and possible bit-error mechanisms under a luminosity
of 1034 cm-2s-1. The location of the proposed new readout
electronics presented in this work will be in the ALICE
detector where the measured radiation doses are estimated to
be 0.1 kRad and 1.9x1010 charged particles/cm2, which puts
CPV electronics in a safe operating side by 3 to 4 orders of
magnitude [11].

Figure 8. Estimated event readout rate for prior system.

TABLE I. ESTIMATE READOUT RATE FOR VARIOUS EVENT SIZES

Event Size
(Bytes)

~Busy Time(us)
[This work]

Detector
Occupancy
(channels)

Number of
Columns

536 5.62 0.5 Columns 1%

1196 6.68 1 Column 2.1%

1752 7.56 1.5 Columns 3.125%

2152 8.22 2 Columns 4.1%

Additionally, as described in [12], to detect and protect the
system against errors caused by SEU in the FPGA memory
cells, a threefold way is to be adopted:

- An efficient error detection scheme based on parity check
logic,

-8/10 bits of data coding as part of the DDL2 and
GBTx/GBTRx low level protocols have been implemented,

-A Cyclic Redundancy Check (CRC) will be accompanying
data on its way between FEE and RCB board.
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The obtained preliminary measurement results shown in
Table II indicate an event readout time of ~10 us (100 kHz)
for this new architecture leading to a performance
improvement in data transfer rate between column controllers
and DAQ by almost a factor of two when compared with the
present Scalable Readout Unit (SRU) (~21us), Time
Projection Chamber (TPC), 100us for High Momentum
Particle Identification (HMPID) readout detector electronics as
reported in [13], [14] and [15] respectively.

TABLE II . READOUT RATE COMPARISON WITH OTHER DETECTORS.

Detector Estimated Readout Rate (us)

(this work) 10

SRU [13] 21

TPC [14] 33

HMPID [15] 100

V. CONCLUSION

This paper presented the design of a new CPV Front-end
Readout electronics system which attains the ALICE Readout
rate goal of 50 kHz. The preliminary prototype measurements
indicate an estimated event Readout rate of 100 kHz, twice the
target value. The newly designed upgrade offers significantly
improved electronics performance. Such an improvement in
event readout rate when compared with the prior CPV, TPC,
HMPID and SRU readout detector electronics is mainly due to
the parallel readout and processing of column controllers and
the adopted GBTx/SIU transceiver link speeds between DAQ
and readout electronics of around 3.125- 5Gb/s. Additionally,
the integrated CRC hard Intellectual Property (IP) FPGA
block, shall detect and correct errors due to SEU, thus
ensuring a reliable operation of the newly developed CPV
electronics. A further study to be considered is the evaluation
of data reliability versus the improvement in readout trigger
rates.

Initial prototype cards have been completed and full
production of all electronic cards is planned to be ready in the
second half of year 2018. Finally, the old 700 nm 5-DiLogic
card technology shall be replaced with an ASIC chip, thus
leading to a better system performance, throughput and
maintainability.
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