
CLOUD COMPUTING 2022

The Thirteenth International Conference on Cloud Computing, GRIDs, and

Virtualization

ISBN: 978-1-61208-948-5

April 24 - 28, 2022

Barcelona, Spain

CLOUD COMPUTING 2022 Editors

Sebastian Fischer, Technical University of Applied Sciences OTH Regensburg,
Germany

                             1 / 40



CLOUD COMPUTING 2022

Forward

The Thirteenth International Conference on Cloud Computing, GRIDs, and Virtualization (CLOUD
COMPUTING 2022), held on April 24 - 28, 2022, continued a series of events targeted to prospect the
applications supported by the new paradigm and validate the techniques and the mechanisms. A
complementary target was to identify the open issues and the challenges to fix them, especially on
security, privacy, and inter- and intra-clouds protocols.

Cloud computing is a normal evolution of distributed computing combined with Service-oriented
architecture, leveraging most of the GRID features and Virtualization merits. The technology foundations
for cloud computing led to a new approach of reusing what was achieved in GRID computing with
support from virtualization.

The conference had the following tracks:

 Cloud computing

 Computing in virtualization-based environments

 Platforms, infrastructures and applications

 Challenging features

 New Trends

 Grid networks, services and applications

Similar to the previous edition, this event attracted excellent contributions and active participation from
all over the world. We were very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the CLOUD COMPUTING 2022
technical program committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and effort to contribute to CLOUD COMPUTING 2022. We
truly believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the CLOUD COMPUTING 2022 organizing committee
for their help in handling the logistics and for their work that made this professional meeting a success.

We hope that CLOUD COMPUTING 2022 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the area of cloud
computing, GRIDs and virtualization. We also hope that Barcelona provided a pleasant environment
during the conference and everyone saved some time to enjoy the historic charm of the city
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An Automotive Penetration Testing Framework
for IT-Security Education
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Ostbayerische Technische Hochschule, Regensburg, Germany
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Abstract—Automotive Original Equipment Manufacturer
(OEM) and suppliers started shifting their focus towards the
security of their connected electronic programmable products
recently since cars used to be mainly mechanical products.
However, this has changed due to the rising digitalization of
vehicles. Security and functional safety have grown together and
need to be addressed as a single issue, referred to as automotive
security, in the following article. One way to accomplish security
is automotive security education. The scientific contribution of
this paper is to establish an Automotive Penetration Testing
Education Platform (APTEP). It consists of three layers rep-
resenting different attack points of a vehicle. The layers are the
outer, inner, and core layers. Each of those contains multiple
interfaces, such as Wireless Local Area Network (WLAN) or
electric vehicle charging interfaces in the outer layer, message bus
systems in the inner layer, and debug or diagnostic interfaces in
the core layer. One implementation of APTEP is in a hardware
case and as a virtual platform, referred to as the Automotive
Network Security Case (ANSKo). The hardware case contains
emulated control units and different communication protocols.
The virtual platform uses Docker containers to provide a similar
experience over the internet. Both offer two kinds of challenges.
The first introduces users to a specific interface, while the
second combines multiple interfaces, to a complex and realistic
challenge. This concept is based on modern didactic theory, such
as constructivism and problem-based learning. Computer Science
students from the Ostbayerische Technische Hochschule (OTH)
Regensburg experienced the challenges as part of a special topic
course and provided positive feedback.

Keywords—IT-Security; Education; Automotive; Penetration
testing; Education framework.

I. INTRODUCTION

Automotive security is becoming increasingly important.
While OEM have developed vehicles for a long time with
safety as a central viewpoint, security only in recent years
started becoming more than an afterthought. This can be ex-
plained by bringing to mind, that historically vehicles used to
be mainly mechanical products. With the rising digitalization
of vehicles, however, the circumstances have changed.

Recent security vulnerabilities based on web or cloud com-
puting services, such as Log4j, can be seen as entry points
into vehicles, which an attacker can use to cause significant
harm to the vehicle or people. To combat this, the development
and release of new standards are necessary. The International
Organization for Standardization (ISO) 21434 standard and
United Nations Economic Commission for Europe (UNECE)

WP.29, show the importance of automotive security in recent
years.

However, there are other ways in which automotive secu-
rity can be improved. Jean-Claude Laprie defines means of
attaining dependability and security in a computer system,
one of these being fault prevention, which means to prevent
the occurrence or introduction of faults [1]. This can be
accomplished by educating current and future automotive
software developers. Since vulnerabilities are often not caused
by systemic issues, but rather programmers making mistakes,
teaching them about common vulnerabilities and attack vec-
tors, security can be improved. Former research shows further-
more that hands-on learning not only improves the learning
experience of participants but also increases their knowledge
lastingly. Therefore, a framework for IT-security education has
been developed, which was derived from penetration tests on
modern vehicles.

The ANSKo was developed as an implementation of this
framework. It is a hardware case, in which communicating
Electronic Control Unit (ECU)s are simulated, while their
software contains deliberately placed vulnerabilities. In a first
step, users are introduced to each vulnerability, before being
tasked with exploiting them themselves.

This paper aims at establishing a realistic and effective
learning platform for automotive security education. There-
fore, the following research questions are answered:

• (RQ1) - What content is appropriate for an automotive
penetration testing framework for IT-security education?

• (RQ2) - How could an automotive security education
platform be implemented?

The structure of the paper starts with the related work in
Section II. Section III introduces an architecture derived from
modern vehicle technologies. Those technologies are then
classified into layers and briefly explained in Section IV. The
structure and used software of the ANSKo itself are presented
in Section V. Section VI presents the learning concept and its
roots in education theory. The paper ends with a conclusion
in Section VII.

II. RELATED WORK

Hack The Box (HTB) is a hands-on learning platform with
several vulnerable virtual systems that can be attacked by the
user. Thereby, a big focus of this platform is gamification.

1Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-948-5
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TABLE I
COMPARISON OF THE DIFFERENT APPROACHES

HTB HaHa SEP RAMN ANSKo
Virtual approach YES NO NO YES
Hardware approach NO YES YES YES
Automotive specific NO NO YES YES
Gamification YES NO NO YES
IT-Security YES YES YES YES

They do not offer automotive-specific systems and access
to physical hardware is also not possible [2]. One approach
that focuses on hardware-specific attacks is the Hardware
Hacking Security Education Platform (HaHa SEP). It provides
practical exploitation of a variety of hardware-based attacks
on computer systems. The focus of HaHa SEP is on hardware
security rather than automotive security. Students who are not
present in the classroom can participate via an online course.
A virtual version of the hardware cannot be used [3]. The
Resistant Automotive Miniature Network (RAMN) includes
automotive and hardware-related functions. The hardware is
very abstract and is located on a credit card-sized Printed
Circuit Board (PCB). It provides closed-loop simulation with
the CARLA simulator but there is no way to use RAMN
virtually. The focus of RAMN is to provide a testbed that
can be used for education or research. However, it is not a
pure education platform [4].

The fundamental and related work for the APTEP are real-
world attack patterns. The technologies used for connected
vehicles represent a particularly serious entry point into the
vehicle, as no physical access is required. Once the attacker
has gained access to the vehicle, he will attempt to penetrate
further into the vehicle network until he reaches his goal.
This can be done with a variety of goals in mind, such
as stealing data, stealing the vehicle, or even taking control
of the vehicle. The path along which the attacker moves is
called the attack path. Such a path could be demonstrated,
for example, in the paper ”Free-Fall: Hacking Tesla from
wireless to Controller Area Network (CAN) Bus” by Keen
Security Labs. The researchers succeeded in sending messages
wirelessly to the vehicle’s CAN bus [5]. The same lab was also
able to show further vulnerabilities, e.g., Bluetooth, Global
System for Mobile Communications (GSM), and vehicle-
specific services [6]. Valasek and Miller demonstrated the
vulnerability of a vehicle’s infotainment system [7]. Using
various attack paths, they managed to make significant changes
to the vehicle.

Teaching at universities is often theory-based. As a result,
many graduates may lack the practical experience to iden-
tify vulnerabilities. But it is precisely this experience that
is of great importance in the professional field of software
development, security testing, and engineering. The idea is
to develop the competence level from a novice to an experts
level, which can be guided by ”Security Tester” certified Tester
Advanced Level Syllabus. The described APTEP presents an
ecosystem to establish such learning arrangements in which

constructivism-based learning will happen [8][9].

III. ARCHITECTURE

The attacks from the previous section show, that attacks
follow a similar pattern. There is an entry point through
which the attacker gains access to the vehicle. He then tries
to move through the vehicle network by exploiting further
vulnerabilities. He does this until he reaches his target. To
represent this procedure in the architecture of ANSKo, it was
divided into different layers.

Fig. 1. ANSKO Architecture

As shown in Figure 1, the following three layers were chosen:
Outer layer, inner layer, and core layer. They delimit the
respective contained interfaces from each other.

A. Outer Layer

The automotive industry is currently focusing heavily
on topics, such as automated driving functions, Vehicle-to-
Everything (V2X) networking, and Zero-Emission Vehicles
(ZEV). In these areas, new trend technologies can lead to valu-
able new creations. But unfortunately, this development also
favors the emergence of new and more critical points of attack.
For this reason, the outer layer was included in the APTEP
as part of the architecture. It contains all the functionalities
that enable the vehicle to communicate with its environment.
This includes the two V2X technologies Cellular-V2X and
WLAN-V2X as well as other communication protocols, such
as Bluetooth and GSM. In addition to the communication
protocols, there are also interfaces, such as various charging
interfaces, sensors, and much more.

The outer layer represents an important component because
many interfaces contained in it represent a popular entry point
for attacks. This is the case because the technologies used there
are usually an option to potentially gain access to the vehicle
without having physical access to the vehicle. Even if the sole
exploitation of a vulnerability within the outer layer does not
always lead to direct damage in practice, further attack paths
can be found over it. In most cases, several vulnerabilities in
different areas of the vehicle system are combined to create
a critical damage scenario from the threat. Therefore, vehicle
developers need to be particularly well trained in this area.

B. Inner Layer

The inner layer of the APTEP represents the communica-
tion between individual components. While modern vehicles

2Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-948-5
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implement different forms of communication, bus systems like
Controller Area Network (CAN), Local Interconnect Network
(LIN), and FlexRay used to be predominant. Since modern
vehicle functions connected to the Outer Layer, like image
processing for rearview cameras or emergency braking assis-
tants [10], require data rates not achievable by the previously
mentioned bus systems, new communication systems, like
Ethernet, have been implemented in vehicles.

Depending on the scope, the mentioned bus systems are still
in use because of their low cost and real-time capabilities.
From those communication technologies, different network
topologies can be assembled. Individual subsystems connect-
ing smaller components, e.g., ECUs, are themselves connected
through a so-called backbone. Gateways are implemented to
connect the subsystems with the backbone securely.

After gaining access to a vehicle through other means, the
inner layer represents an important target for attackers since
it can be used to manipulate and control other connected
components. While the target components can be part of
the same subsystem, it is also possible, that it is part of a
different subsystem, forcing the attacker to communicate over
the backbone and the connected gateways. The inner layer thus
represents the interface between the outer - and core layer.

C. Core Layer

Manipulating the ECUs of a vehicle themselves results in
the greatest potential damage and therefore represents the best
target for a hacker. In the APTEP, this is represented as the
core layer.

Vehicles utilize ECUs in different ways, e.g., as a Body
Control Module, Climate Control Module, Engine Control
Module, Infotainment Control Unit, Telematic Control Unit.
In addition, electric vehicles include further ECUs for special
tasks, such as charging.

If attacks on an ECU are possible, its function can be
manipulated directly. Debugging and diagnostic interfaces, like
Joint Test Action Group (JTAG) or UDS (Unified Diagnostic
Services), are especially crucial targets since they provide
functions for modifying data in memory and reprogramming
of ECU firmware.

The impact of arbitrary code execution on an ECU is
dependent on that ECUs function. While taking over, e.g., a
car’s infotainment ECU should only have a minor impact on
passengers’ safety, it can be used to attack further connected
devices, via inner layer, from an authenticated source. The goal
of such attack chains is to access ECUs where safety-critical
damage can be caused. Especially internal ECUs interacting
with the engine can cause severe damage, like shutting off the
engine or causing the vehicle to accelerate involuntarily.

IV. INTERFACES

This section describes some chosen interfaces of the pre-
viously presented layers. The selection was made from the
following three categories: ”Radio Frequency and Charging
Interfaces”, ”Network Interfaces” and ”Hardware Diagnostic
Interfaces”.

Implemented in the ANSKo is one interface from each ar-
chitecture layer - NFC from the outer layer (Section IV-A1c,
CAN from the inner layer (Section IV-B1), and UDS from the
core layer (Section IV-C2). This facilitates the cross-domain
challenges described in Section VI.

A. Radio Frequency and Charging Interfaces

The outer layer contains the interfaces of the category
”radio frequency and charging interfaces”. They all have in
common that they enable the vehicle to communicate with
its environment. Furthermore, the included interfaces can be
divided into the following classes: short-range communication,
long-range communication, and charging interfaces.

1) Short-range Communication:
a) Bluetooth: Bluetooth is a radio standard that was

developed to transmit data over short distance wireless. In the
vehicle, the radio standard is used primarily in the multimedia
area. A well-known application would be, for example, the
connection of the smartphone to play music on the vehicle’s
internal music system.

b) RFID: Radio frequency identification (RFID) enables
the communication between an unpowered tag and a powered
reader. A powered tag makes it possible to increase the readout
distance. RFID is used, for example, in-vehicle keys to enable
keyless access.

c) NFC: Near field communication (NFC) is an in-
ternational transmission standard based on RFID. The card
emulation mode is different from RFID. It enables the reader
to also function as a tag. In peer-to-peer mode, data transfer
between two NFC devices is also possible. In vehicles, NFC
is used in digital key solutions.

d) WLAN-V2X: The WLAN-V2X technology is based
on the classic WLAN 802.11 standard, which is to be used in
short-range communication for V2X applications. However,
almost all car manufacturers tend to focus on Cellular-V2X
because long-range communication is also possible in addition
to short-range communication.

2) Long-range Communication:
a) GNSS: The Global Navigation Satellite System

(GNSS) comprises various satellite navigation systems, such
as the Global Positioning System (GPS), Galileo, or Beidou.
Their satellites communicate an exact position and time using
radio codes. In vehicles, GNSS is mainly used in onboard
navigation systems. Furthermore, it is increasingly used to
manage country-specific services.

b) Cellular-V2X: Cellular-V2X forms the communica-
tion basis for V2X applications. It uses the cellular network
for this purpose. In contrast to WLAN-V2X, it enables both
V2V and vehicle-to-network (V2N) communication.

3) Charging Interfaces: To enable charging or communi-
cation between an electric vehicle and a charging station, a
charging interface is required. Due to the high diversity in
this area, there is not just one standard.

a) CHAdeMO: The CHAdeMO charging interface was
developed in Japan where it is also used. The charging process
can be carried out with direct current (DC) charging. Mainly
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Japanese OEMs install this charging standard in their vehicles.
Some other manufacturers offer retrofit solutions or adapters.

b) Tesla: Tesla predominantly uses their own charging
interface, which allows both alternating current (AC) and DC
charging. However, due to the 2014/94 EU standard, Tesla is
switching to the Combined Charging System (CCS) Type-2
connector face in Europe.

c) CCS: The official European charging interfaces CSS
Type-1 and CSS Type-2 are based on the AC Type-1 and
Type-2 connectors. The further development enables a high
DC charging capacity in addition to the AC charging.

B. Network Interfaces

Network interfaces describe the technologies used to com-
municate between components, like ECUs or sensors. It rep-
resents the inner layer.

1) CAN: CAN is a low-cost bus system, that was developed
in 1983 by Bosch. Today it is one of the most used bus
systems in cars since it allows acceptable data rates of up
to 1Mbit/s while still providing real-time capabilities because
of its message prioritization. Its design as a two-wire system
also makes it resistant to electromagnetic interference.

Traditionally in a vehicle CAN is often used as the back-
bone, providing a connection between the different subsys-
tems. It is also used in different subsystems itself, like engine
control and transmission electronics.

2) LIN: The LIN protocol was developed as a cost-effective
alternative to the CAN bus. It is composed of multiple slave
nodes, which are controlled by one master node, which results
in a data rate of up to 20Kbit/s.

The comparatively low data rate and little fault resistance
result that LIN being mainly used in non-critical systems,
like power seat adjustment, windshield wipers, and mirror
adjustment.

3) MOST: The Media Oriented System Transport (MOST)
bus provides high data rates of 25, 50, or 150 Mbit/s depending
on the used standard. It was developed specifically for use in
vehicles and is typically implemented as a ring.

As the name suggests the field of application for the MOST
bus is not in safety-critical systems. but in multimedia systems
of a vehicle. Since transmission of uncompressed audio and
video data requires high data rates, MOST are suited best for
those tasks.

4) FlexRay: FlexRay offers data transmission over two
channels with 10Mbit/s each. They can be used independently
or by transmitting redundant data for fault tolerance. Further-
more, FlexRay implements real-time capabilities for safety-
critical systems.

FlexRay was developed with future X-by-Wire (steer, brake,
et al.) technologies in mind [11]. Even though FlexRay and
CAN share large parts of their requirements, FlexRay improves
upon many aspects, leading to it being used as a backbone,
in powertrain and chassis ECUs and other safety-critical
subsystems.

5) Ethernet: Automotive Ethernet provides a cost-effective
transmission protocol with high data rates of 1Gbit/s. While
the underlying Ethernet protocol is not fit to be used in systems
with electromagnetic interference and also offers no real-time
capabilities, this can be remedied by using the BroadR-Reach
and Audio-Video-Bridging (AVB) standards respectively.

Due to the constant increase in required data rates in new
technologies, such as image processing, Ethernet was adapted
for its use in vehicles. Because of its widespread use even
outside of vehicles, it offers many different protocols, which
are constantly being improved.

C. Hardware-Diagnostic Interfaces

The hardware-diagnostic interfaces are classified in the
core layer. They describe technologies, that allow interaction
between a person, such as a programmer, and an ECU to allow,
e.g., reprogramming of the software.

1) Debug: Debug interfaces are used in embedded de-
velopment to allow debugging, reprogramming, and reading
out error memory of the circuit boards. Vehicles implement
various debug interfaces, depending on their integrated circuit
boards. The most common interfaces include Joint Test Action
Group (JTAG), Serial Wire Debug (SWD), Universal Asyn-
chronous Receiver Transmitter (UART), and Universal Serial
Bus (USB).

Interacting with the debug interfaces requires special equip-
ment, like adapters.

2) UDS: Modern vehicles implement a diagnostic port as
well to allow independent car dealerships and workshops
functionalities similar to the debug interfaces while not being
unique to one particular OEM. It uses the communication
protocol Unified Diagnostic Services (UDS), defined in the
ISO 14229 standard.

UDS utilizes CAN as the underlying protocol to transmit
messages. To prevent unauthorized access to the diagnostic
port, UDS provides different tools, like ”Diagnostic Session
Control” which defines different sessions, such as default,
diagnostic, or programming. OEMs can choose which service
is available in each session. Security-critical services can also
be further guarded by using the ”Security Access” which
protects the respective service through a key seed algorithm.

3) Side Channels: The final interface in the core layer are
side channels. A computing unit emits certain side-channel
data while performing operations, such as the consumed
energy while encrypting data. They allow attackers to gain
information about secret parts of the computer system like the
used keys for cryptographic operations. Side-channel data can
therefore be used to attack otherwise secure computer systems.
Possible different side channels include time, power, fields,
and temperature.

V. STRUCTURE

The presented APTEP is implemented in the ANSKo, which
consists of a hardware and a virtual level. Their required
components and used software are described in the following.
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A. Hardware-Level

The goal of the ANSKo is to provide a low-cost learning
environment for automotive security. A picture of the hardware

Fig. 2. ANSKo Hardware

contents can be seen in Figure 2. The currently included
components are marked by colors. It is intended to further
extend the platform by the listed interfaces in Section IV.

• Yellow - Ethernet Switch: The Ethernet switch connects
to both Raspberry Pis and allows additional connection
to the user.

• Red - Display and Raspberry Pis: The main compo-
nents of the case are two Raspberry Pis, which simulate
ECUs in a vehicle. They possess a PiCAN Duo board
allowing two independent CAN connections. One of the
Raspberry Pis possesses a display, simulating a dashboard
with a speedometer and other vehicle-specific values.

• Green - CAN Bus: The CAN Bus is the main communi-
cation channel in the current structure. Connected devices
can be disconnected by removing the respective cables.

One implemented challenge in the ANSko is a Man-in-the-
Middle attack. The goal is to lower the displayed mileage of
the car to increase its value. A user working with the ANSKo
needs to read the messages being sent between the simulated
ECUs. They can interact with the CAN Bus by connecting to
the CAN Bus via USB cable and an included Embedded60
microcontroller.

The operating system running on the Raspberry Pis was
built by using pi-gen It allows generating and configuring a
Raspberry Pi OS image. By using the automation software An-
sible, challenges can be installed on all cases simultaneously.
Challenges are started as a systemd service after copying the
required files to the cases.

B. Virtual-Level

During the Covid-19 pandemic holding education courses
hands-on was not possible. To still provide the advantages
of the ANSKo during lockdowns, an online platform with
identical challenges has been realized.

The virtual challenges are accessible through a website,
which allows the authentication of users. A user can start a
challenge, which creates a Docker container. This ensures an
independent environment for users while also protecting the
host system. Users can receive the necessary CAN messages
by using the socketcand package, providing access to CAN
interfaces via Transmission Control Protocol/Internet Protocol
(TCP/IP).

The unique docker containers for each user allow them
to stop and start working on the challenge at any time but
limits the maximum amount of users attempting the challenges
concurrently. Validation of a correct solution also does not
have to be carried out manually by sending a unique string
of characters on the CAN bus which can be compared to the
back end by the user.

VI. LEARNING CONCEPT

ANSKo’s concept of learning is based on the theory of
constructivism. It allows learners to achieve the higher-order
learning goals of Bloom’s Taxonomy. They are more capable
of analyzing facts and problems, synthesizing known informa-
tion, and evaluating their findings [12].

Learning concepts are used to encourage learners to actively
think rather than passively absorb knowledge, e.g., Problem-
Based Learning (PBL). ANSKo consists of several real-world
problems, so-called challenges. Support for problem-solving
uses the scaffolding approach, i.e., learners initially receive
theoretical knowledge, optimize their learning progress in
groups, and solve the problem independently [12].

The challenges can be divided into two categories:
”Domain-specific challenges” and ”Cross-domain challenges”.
The two types each pursue different learning objectives.

Fig. 3. Domain-specific Challenge

As shown in Figure 3, ”Domain-specific challenges” are
about learning the functionalities and vulnerabilities of a single
interface within a domain. A challenge is considered complete
when the learner has found and exploited the vulnerability.

Fig. 4. Cross-domain Challenge
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Cross-domain challenges aim to teach the learner how to
find and exploit attack paths. Figure 4 shows an example of
a cross-domain challenge. Here, interfaces from the different
layers are combined. The difficulty level of these challenges is
higher and therefore the respective domain-specific challenges
for the required interfaces have to be solved first.

Computer science students from the OTH Regensburg were
able to work with the ANSKo as part of a special topic course
for the 6th & 7th semesters. The course evaluation, which was
answered by the students, showed the benefit of the learning
platform. They reported a positive experience when working
with the ANSKo, e.g., when asked about understanding the
importance of automotive security or their learning progress.
The selected challenges were quoted as adequately difficult to
be solved using the underlying learning concept.

VII. CONCLUSION

The presented vulnerabilities at the beginning of this pa-
per and the listing of strengths and weaknesses of existing
learning platforms justify the need for an automotive-specific
IT security learning platform. For this reason, an APTEP was
developed on which participants can learn about vulnerabilities
in practice.

To realize this, an architecture for the APTEP was chosen
that maps the described attacks. The architecture consists of
three layers - outer layer, inner layer, and core layer. Each
of them contains different interfaces, such as the Radio Fre-
quency interface as well as the Charging interface in the outer
layer, Network interfaces in the inner layer, and Hardware-
Diagnostic interfaces in the core layer.

The APTEP is implemented on the Hardware level to
provide a realistic learning environment, but also offers a
virtual level, which allows users to work with the platform
remotely since the Covid-19 pandemic prevented hands-on
work.

To keep the challenges as realistic as possible while pro-
viding learners with an appropriate level of complexity, the
tasks were divided into two categories. There are ”Domain-
specific challenges,” which deal with only one interface per
challenge. A ”Cross-domain challenge” cannot be solved until
the associated ”Domain-specific challenges” have been solved
for each included interface. The ”Cross-domain challenges”
combine different interfaces and teach learners to find and
exploit attack paths.

Future work includes the implementation of electric vehicle-
specific challenges, e.g., charging interfaces. Side-channel
attack challenges will be included as well.

To support the individual learning progress eye tracking will
be included and analyzed. The learner’s cognitive load will be
determined by AI-based classification results. Finally, this will
improve individual learning success.
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Abstract—The ongoing digitization and digitalization entails
the increasing risk of privacy breaches through cyber attacks.
Internet of Things (IoT) environments often contain devices
monitoring sensitive data such as vital signs, movement or surveil-
lance data. Unfortunately, many of these devices provide limited
security features. The purpose of this paper is to investigate
how artificial intelligence and static analysis can be implemented
in practice-oriented intelligent Intrusion Detection Systems to
monitor IoT networks. In addition, the question of how static and
dynamic methods can be developed and combined to improve net-
work attack detection is discussed. The implementation concept is
based on a layer-based architecture with a modular deployment
of classical security analysis and modern artificial intelligent
methods. To extract important features from the IoT network
data a time-based approach has been developed. Combined with
network metadata these features enhance the performance of
the artificial intelligence driven anomaly detection and attack
classification. The paper demonstrates that artificial intelligence
and static analysis methods can be combined in an intelligent
Intrusion Detection System to improve the security of IoT
environments.

Keywords—Intrusion Detection; Artificial Intelligence; Machine
Learning; Network Security; Internet of Things.

I. INTRODUCTION

Demographic change is a particular challenge worldwide.
One consequence of demographic change is an aging popu-
lation. However, because of the now higher life expectancy,
the risk of illness for each older person is also increasing [1].
For this reason, measures must be taken to enable the aging
population to live more safely.

To imporve safetiness Ambient Assisted Living (AAL) is
used. AAL refers to all concepts, products and services that
have the goal of increasing the quality of life, especially
in old age, through new technologies in everyday life [2].
The intelligent Intrusion Detection System (iIDS) described
in this paper is part of a publicly funded research project
Secure Gateway Service for Ambient Assisted Living (SE-
GAL). Within SEGAL, a lot of sensitive information such
as heart rates, blood sugar or blood pressure are measured.
These are needed so that people in need of care can live in
their familiar environment for as long as possible. This is
made possible by developing an AAL service for SEGAL.
Within the AAL service, the recorded data from Internet of
Things (IoT) devices are sent via the smart meter gateway to

the AAL data management of the responsible control center
from the AAL-Hub. The smart meter gateway is a secure
communication channel, as a certificated communication path
is used for the transmission of the recorded data [3]. However,
the exchange of data between the IoT devices and the AAL
hub is not necessarily to be considered secure and can be
seen as a target for attacks. Therefore, there is the need to
secure the communication between the IoT devices and the
back end system, so that there is no theft and manipulation of
the transmitted data. In this case, the iIDS is used to protect
the sensitive recorded data, as it is intended to detect possible
attacks. The individual layers of the iIDS are designed to be
easily integrated into cloud structures. This allows cloud to
take advantage of flexibility and efficiency to monitor network
security optimally. Therefore, security services can be scaled
depending on the circumstances [4]. In addition, the cloud
offers the possibility to improve new innovative Artificial
Intelligence (AI) security analytics and adapt them to the
supervision of different networks.

This paper is a continuation of [5], in which the architecture
of the iIDS has already been presented in detail. The imple-
mentation of the intelligent and model-based iIDS, including
the explanation of attack detection methods is shown in this
paper.

The structure of this paper is organized as follows: Section II
describes the related work. Section III presents the architecture
of the iIDS. In Section IV the rule-based modules of iIDS are
described in detail. Section V deals with the explorative data
analysis, while Section VI describes data preprocessing which
is required for the AI modules. The used AI based modules of
the iIDS are shown in Section VII, followed by a conclusion
and an outlook on future work VIII.

II. RELATED WORK

In recent years, AI methods have been increasingly used in
many different sectors including the healthcare sector. The in-
creasing number of IoT networks needs to be detected reliably
and conscientiously from cyber attacks. Different approaches
are used for the respective iIDS. Vinayakamur et. al [6]
are using self-taught learning as a deep learning approach.
Two steps are required to detect attacks. To begin with, the
feature representation is learned from a large collection of
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unlabelled data. Subsequently, this learned representation is
applied to labelled data and thus used for the detection of
attacks. Summerville et. al [7] use anomaly detection as their
main detection method. The basis is a deep packet analysis
approach, which uses a bit-pattern technique. The network
payload is described as a sequence of bytes, also called bit-
pattern. Feature extraction is done as an overlapping tuple
of bytes, also known as n-grams. McDermott et. al [8], on
the other hand, use a machine learning approach to detect
botnets in IoT networks. They developed a model based on
deep bidirectional Long Short Term Memory using a Recurrent
Neural Network. Burn et. al [9] are using a deep learning
approach for detecting attacks, in which they use a dense
random neural network.

The approach for the iIDS differs in some aspects. On
the one hand, we use common network analysing methods
further described as static methods and on the other hand
we use state of the art AI aproaches to detect anomalies and
classify attacks. The previous mentioned approaches can detect
anomalies, but none of them can classify attacks. It is also
our goal to achieve a zero false positive rate by using AI
algorithms and the static based models. As mentioned in our
previous paper, we still do not know of a familiar combination
that uses the same AI algorithms combined with the static
based models.

Therefore two major research questions are to be answered
in this paper:

• RQ 1: Can artificial intelligence and static analysis be
sustainable implemented in practice-oriented intelligent
Intrusion Detection System?

• RQ 2: How can static and dynamic methods be developed
and combined to improve network attack detection?

The goal of this paper is to answer the identified research
questions by presenting procedures and techniques for achiev-
ing advanced network monitoring.

III. ARCHITECTURE

The architecture of the iIDS consists of 5 layers, with a
Data Collection Layer (DCL) as it’s foundation and a Reaction
Layer as top layer. The organization of the individual layers
and their connections are shown in detail in Figure 1.

Figure 1. Architecture of the Intelligent Intrusion Detection System [5]

The DCL implements the capturing and conversion mech-
anism to monitor network traffic and to extract the required
transmission information. All data is also stored in a MySQL
database for later usage. On top of the DCL, several rule-
based modules are implemented to analyse and filter probably
malicious traffic with static network observation methods.
Also, the data preparation for the upcoming machine learning-
based modules is part of this section. The third layer locates
the different AI modules used to detect intrusions and to
classify the type of attack. For example, a neural network
module for anomaly detection is realized at this point of the
architecture. A deeper insight into these methods will be given
in Section VII. All our modules, rule-based and AI-based, are
designed to return an assessment over their predicted outcome.
In the penultimate layer, all the return values are evaluated and
the probability of an intrusion will be calculated. Based on this
calculation and through additional information for example,
from the classifier in the third layer the last layer can deploy
dedicated security actions to prevent or limit damage to the
system. Possible countermeasures could be notifications to
an administrator, the shutdown of a connected device, or the
interruption of the Internet connection as a final action.

To get a light weighted and expandable system, all major
components, like the iIDS itself, the AI-based modules, or the
MySQL database, are deployed in their own Docker containers
and can be managed independently.

IV. RULE-BASED MODULES

As mentioned in Section III, the rule-based modules are
part of the second layer in the presented architecture. They
act as a first security barrier and are capable to give roughly
feedback about security issues based on the port and address
information of Layer 2 and 3 of the ISO/OSI network model.

A. Analysing Port Information

Two different modules are implemented to analyse the
network’s port information. The first one allows monitoring
the individual port usage. With an analysis of the network
packages, the commonly used ports of the network participants
can be discovered, which enables the ability to whitelist these
ports. In reverse, packages which do not have at least a
whitelisted source or destination port number will be treated
as a possible malicious package and an intrusion assessment
value for the subsequent evaluation will be addressed to the
next layer. The second module is designed to discover port
scan attacks. The purpose of a port scan is to evaluate the
open ports of a target system which can be used to set up a
connection. Despite a port scan is not an illegal action, at least
in Germany, it is often used to get information about a target
for later attacks. Because of this common intention and their
easy execution with open-source software like Nmap [10], port
scans will be treated as a threat indicator for the iIDS.

B. Analysing Address Information

Part of the captured data from the Data Link Layer and the
Network Layer is the address information. Based on the unique
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MAC-Address and the allocation of a static IP the trusted
network members can be verified. To further enhance security
also the state of the dynamic host configuration protocol is
analysed for violations of thresholds, such as IP range limits.
The obtained information is also used to support the AI-based
modules and provides important indicators for the reaction
layer to defend against attacks.

V. EXPLORATIVE DATA ANALYSIS

Explorative Data Analysis (EDA) provides a statistic insight
into a given data set, enables the recognition and visualisation
of dependencies and anomalies, and forms the basis for further
feature extractions [11].

A. Data Insights

The used data set for training and testing the AI-based
modules is based on a laboratory replica of a smart home
(SHLab) that delivers network data from common IoT devices.
Table I shows the scope of the used data set based on
different labels. Two-thirds of the data are packages from
normal daily data traffic, one-third are attack packages. Most
of the malicious data are Distributed Denial of Service (DDoS)
attacks, divided into SYN-, PSH-ACK-, FIN-, ICMP- or UDP-
floods, but also Wi-Fi-Deauthentication attacks are included.

TABLE I
COMPOSITION OF THE USED DATA SET

Intrusion Class Packages
Normal Data 908355
Wi-Fi-Deauthentication Attack 32049
DDoS Attacks 468769

— SYN-Flood 147849
— FIN-Flood 27408
— PSH-ACK-Flood 20971
— ICMP-Flood 185058
— UDP-Flood 87483

Combined Dataset 1409173

The focus of the iIDS is on the metadata analysis of the
header information. The payload information is also only cap-
tured as metadata because it is often transmitted in encrypted
form. Overall, 52 different data features are captured from the
OSI layers 2, 3 and 4. This includes the address and port
information mentioned in IV and furthermore data from the
Transport Layer, for example, the TCP flags or checksums.

A correlation analysis allows a better insight into the
correlations between important features. How well the features
fit together is indicated by the correlation coefficient. The
coefficient scales from – 1 to 1, whereby a value of 0 indicates
no correlation between two features and -1 and 1 both indicate
a strong linear correlation. Figure 2 shows a correlation matrix
of the most important metadata.

One of these important features is the packet length. A
comparison of normal data and attack data showed that attack
packages have a significant lower packet length. Furthermore,
the evaluation revealed that the attacks don’t change the packet
length over the attack time span. Another feature is the data
offset of TCP packages, which is an indicator for the header

Figure 2. Feature Correlations

size because it contains the position of the payload in a packet.
In addition to a shorter packet length, a more detailed insight
showed that attack packages also have a shorter header length,
which leads to a smaller data offset. DDoS attacks aim to
flood their target with a large number of packages. To achieve
this, it is useful to have the bare minimum of packet size.
This contains a small payload size and the least amount of
header options and as a result, a small data offset. These
and several additional network characteristics, such as port,
flag, protocol information, are examined in order to be able to
derive sustainable input for the iIDS modules.

B. Feature Extratction

For the extraction of new features from the data set two
different concepts were developed. Both approaches derive ad-
ditional information from the temporal context of the network
packets. However, a distinction is made here as to when or
to what extent network packets are measured at the node.
In both processing methods, the incoming network packets
are aggregated into small blocks of different characteristics
further called as block-based approach. Hereby the data is
ether combined to a specific number of packets measured on
the order of arrival on the node or measured on passing the
node in specific time windows.

Quantity-Blocks: Combines the data captured by the obser-
vation level of the iIDS to equal sized blocks calculated on a
specific count value.

Time-Window-Blocks: Combines the data captured by the
observation level of the iIDS to equal sized blocks based on
fixed time frames.

However, the best results have been achieved by combin-
ing both concepts together. To detected network attacks the
incoming packets of each local network member is separated
by destination IP or MAC addresses. These packets are then
processed by both methods and combined to quantity- and
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time-based blocks. This allows a device-specific analysis of
the network traffic (Figure 3). Through this combined concept

Figure 3. Feature Generation Process

time-based correlation can be used for each device to extract
additional features to enhance AI-based attack pattern recogni-
tion. This modern, unconventional approach makes it possible
to find new classification patterns and integrate them into the
analyzes of the iIDS.

VI. DATA PREPROCESSING

Preprocessing the data is also performed on the second layer
alonge the rule-based modules. Data preprocessing consists of
cleaning, labeling, encoding, normalization and standardisa-
tion of the caputred data.

A. Encoding

The encoding of the captured package data is an important
step for later usage. Some network information like the MAC
or IP addresses but also the different protocol types like TCP,
UDP or ICMP are stored in a MySQL VARCHAR data format.
Another already mentioned reason for encoding parts of the
data is to make it accessible for the AI modules. The majority
of ML models require specific data types.

There were two options to cope with that problem. The first
one was to exclude this data from later usage. This is not a
suitable option because of the importance of the information
for the classification. To make the information usable for the
AI-based modules a label encoding function is used. Label
encoding replaces the distinct categories, i.e. the unique MAC
addresses, with a numeric value. Through this, the specific
value gets lost, but the overall correlation is still intact, which
is important for the ML usage.

B. Cleaning

Missing data and NaN values are an additional problem for
most ML models. Due to the huge variety of protocols used
in network traffic the entries in the data set often contains
empty fields. In example, an IPv4 package has no specific
IPv6 information and vice versa. Features with more than 20%
missing data entries are removed from the data set, because
no statistical interpolation parameters can be calculated from
the limited data stock, which can fill the missing gaps without
errors. This doesn’t apply for all network values like e.g. TCP
flags. Therefore and for the other features we use different
interpolation methods based on the specification of the feature
to deal with missing data. This includes the use of mean and
median interpolation for the empty data fields.

C. Normalization and Standardisation

Feature rescaling is an often-done step in the data prepro-
cessing phase of most AI-based models. It is not an essential
requirement and not all algorithms benefit in the same way
from this process. However, it can lead to better learning
performance because most AI-based models perform poorly
if the input features have significant different scales. Features
with a bigger scale have more weight in each iteration and
subsequently dominate the training process. Through rescal-
ing, this disparity in weighting between the features should be
minimized.

There are two major ways to perform feature rescaling:
normalization and standardisation. The normalization, also
often called min-max-scaling, converts the original range of
individual features to a general scale for all features. A
common interval for this scale is [0, 1] [12, p. 44]. Figure 4
shows on the left side the original range of the port numbers
with a scale of 0 to 65535. On the right site the port numbers
have been normalized with a Min-Max-Scaler.

Figure 4. Comparison of Original and Normalized Data

The standardisation shapes the feature values in the pro-
portion of a normal distribution. The mean value of the
normal distribution is calculated over the elements of a feature.
Unlike normalization, the interval limits are not given values.
However, the standard deviation from the mean value is used
to set the scale for the feature rescaling. Standardisation is
often used for data with a natural standard distribution [12, p.
44].

D. Snorkel

Snorkel is a python package for labelling AI training data
based on the work of Alex Ratner [13]. The proposed solution
is, to enable the developer to implement labelling functions,
which programmatically imply rules to label the data.

The implementation process starts by aggregating the data
over 10 second time intervals. As already mentioned in Sec-
tion V-B this is necessary to improve the performance of
the AI-based modules and Snorkel is able to benefit from
this procedure too. The aggregated data is used to generate
specific indices for each intrusion class. Most flooding attacks
don’t change their parameters during an attack, therefore the
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assumption is that the most common parameter subsets belong
to flood packages. For a TCP flood, this leads to an index with
the destination port and the packet length as parameters. This
approach is also flexible enough to handle continuous new
data from the SHLab without the need for changes. Trained
on the data set mentioned in Section V-A Snorkel is able to
classify all aggregated entries with an accuracy of 90-95%.

The difficulty is to find a classification model with two
important properties. The first requirement is a good train-
ing result with the aggregated and labelled data delivered
from Snorkel. The second requirement is a high accuracy
on normal network data delivered from the SHLab. To test
these requirements different classification models are used,
like a Nearest Neighbour Model, a Support Vector Machine,
a Logistic Regression Model, a Decision Tree and a Random
Forest. All models accomplish the first requirement with an
average accuracy of 90%. The second requirement is more
difficult for some models. The Nearest Neighbour Model and
the Support Vector Machine achieve 10% accuracy, followed
by the Logistic Regression Model (75%) and the Decision
Tree (85%) with noticeably better results. The Random Forest
fulfilled both requirements with 90% accuracy.

Figure 5. Confusion Matrix of the Random Forest Model

Figure 5 shows the detailed result of the Random Forest
in form of a confusion matrix with the performed attacks
and the distribution of the actual and predicted classes. The
vertical axis represents the actual class of the input value.
The horizontal axis represents the predicted class calculated
by the classifier. The area percentages of a confusion matrix
clarify how precise parts of the data set can be predicted.
The evaluation reflects the already addressed good results but
shows also some minor problems with the FIN-flood, SYN-
ACK-flood and the Wi-Fi-deauthentication attack.

VII. AI-BASED MODULES

Artificial intelligence enables the consistent analysis of
complex data through the use of special architectures and neu-
ral network techniques. In the following, the two architectures
of the developed neural networks are presented. As shown
in Figure 1, the AI-based modules are located in the third

layer of the architecture. Two different models are developed.
One is used to dectect anomalies through the use of an
neural network, which is based on our previous publication
where we described the theoretical approach. The other one is
trained to classify attacks and is based on a pretrained VGG19
Convolutional Neural Network (CNN).

A. Anomaly Detection

To detect an attack there are two major ways, Signature
Detection (SD) and Anomaly Detection (AD). The advantage
of SD is, that known attacks can be detected very fast and
with a high degree of precision. The downside is, that this
method needs a well-maintained database with historical and
actual attack signatures. This leads to a higher administrative
burden and consequently, the system would be more costly.
The AD avoids this disadvantage by monitoring the network
and building a reference for the usual daily traffic. This
allows the AD to recognize new and unknown attacks which
would be overlooked by a SD-based system. But due to this
characteristic, the AD is also prone to false-positive alarms
because changes of the network traffic, for example, by bigger
updates, can exceed the normal frame of reference.

1) Autoencoder-Anomaly-Detection-Model: To detect
anomalies, we use a special neural network construction
called Autoencoder. Their specific process logic allows the
neural network to learn without any supervision. Autoencoder
are useful tools for feature detection and can analyse
unlabelled data with a large variety of different protocols.
Autoencoder reduce a given input to the smaller dimensions.
This has the consequence that the most important network
information is elaborated. From this point on a reconstruction
process is started to extrapolate the original input from the
smallest reduced dimenson called bottelneck, as shown in
Figure 6.

Figure 6. Basic Architecture of a Deep Autoencoder

After the training phase, the Autoencoder has learned to
reconstruct the input information only based on the reduced
information in the bottleneck. This means the reconstruc-
tion error of an extrapolated package compared to the input
package is small. In reverse, the reconstruction of an attack
package is not part of the trained behaviour of the neural
network. Therefore the reconstruction error differs compared

11Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-948-5

CLOUD COMPUTING 2022 : The Thirteenth International Conference on Cloud Computing, GRIDs, and Virtualization

                            21 / 40



to reconstruction error of normal network traffic. Based on
the characteristics of the reconstruction error we can calculate
the probability of an network anomaly. However, the Autoen-
coder cannot specify the specific kind of attack, this means
classification models are good enhancements.

B. CNN-Classification-Model

Through a precise classification of threats, we gain addi-
tional information which can be used to deploy countermea-
sures in the reaction layer. The used classification model is
based on the VGG19 Model, which was developed by the
Visual Geometry Group of the University of Oxford [14].

1) CNN: The implementation of the classifier follows the
assumption that the conversion of network packages into
images can lead to better classification performance. To trans-
form a packet into an RGB image all parameters had to be
converted into a numerical value between 0 and 255. This
range represents the 8 bits for each RGB colour channel. As
described in Section VI-A all non-numeric values had to be
transformed before rescaling. Based on this, a normalization
with an Min-Max-Scaler was performed. Different to the
procedure in Section VI-C the range for the Min-Max-Scaler
was set to 0 – 255. To convert the rescaled data into an
image, an array with 3072 elements was declared. The VGG19
algorithm requires 3 layers with a size of 32 by 32 pixels. Each
layer represents the values of one RGB colour, i.e., red, green
or blue. This leads to a bare minimum size of 3072 pixels for
each image. Before the packet data is transferred, the array is
initialised with 0, which can be seen as a representation of a
fully black image. Thereafter the packet data is copied into the
array and split into three parts, one for each layer. Every part
is transformed into a 32 by 32 pixel layer and recombined with
the other 2 layers to create a colour tensor that can be used
by the VGG19 Model. First tests with this classification model
delivered promising results. However, further tests with larger
and more heterogeneous data sets are necessary to verify these
results.

VIII. CONCLUSION AND FUTURE WORK

The presented architecture provides the basis for the im-
plementation of the static and AI-based methods for the
iIDS. The conceptual design of iIDS is to combine different
network monitoring methods in such a way that they can be
operated both locally and in the cloud. The static methods are
analyzing information of the recorded network traffic. In the
same layer as the static analysis, EDA and data preparation
are performed. The gathered information of EDA derives the
most relevant features for the subsequent AI modules. Data
preprocessing prepares the data set for the usage in static
and AI modules. Different AI algorithms are implemented.
The first module is used to detect anomalies using a special
architecture of neural networks. By dimension reduction of
the input space and subsequent extrapolation from the smaller
dimension space, network anomalies can be detected by ana-
lyzing the reconstruction error expression. The second module
is used for the classification of attacks. Here, data blocks are

processed by time and number to create RBG image data.
The convolutional neural network can then classify network
attacks based on certain patterns within the image data. The
data processing steps and data analysis methods described
in the paper show that static and dynamic methods can be
developed and combined in practice to provide better network
monitoring.

In the future work, a more detailed evaluation layer is to
be developed. In order to achieve the desired improvement,
an algorithm will be developed to enhance the aggregation of
the static and AI-based module results. Due to this changes
the iIDS should be able to find even more appropriate coun-
termeasures for detecting attacks.
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Abstract—Cyber security for SMEs is a challenging activity.
Since large corporations started to improve their cyber security
process and strategies, this has made life considerably more
challenging for attackers. This has resulted in a change of
approach by attackers to pursuing SMEs. They have found
such companies to be far less focussed on achieving really tight
systems that are difficult to penetrate, to the extent that they
would rather attack SMEs than large corporations. This is an
important problem to deal with, because while large corporations
who get successfully breached find the result expensive and time
consuming to rectify, they usually have adequate reserves and
resources to survive. This is seldom the case for SMEs, and
up to 50% of successful breaches on SMEs can result in their
bankruptcy. However, since SMEs have neither the reserves,
resources nor sufficient skill levels of employees to help them
deal with this difficult challenge, they are left at a considerable
disadvantage. We propose a simple, economic approach that can
improve security, ensure retention of a full forensic trail, all
within their financial means.

Index Terms— SMEs, mobile devices, cloud security, audit trails

I. INTRODUCTION

There is little doubt that keeping corporate systems secure
presents a major challenge for businesses and in the UK,
the Government Cyber Security Breaches Survey in 2020 [1]
noted that almost half of all business suffered a breach during
the previous year. While many large corporations have the
necessary expertise and resources to deal with breaches, the
same cannot be said for Small and Medium Sized Enterprises
(SMEs). Why do we care about SMEs? Based on the World
Trade Report, the International Federation of Accountants
(IFAC) note that SMEs represent over 90% of the business
population, 60-70% of employment and 55% of Gross Do-
mestic Product (GDP) in all of the developed economies [2].
For SMEs, there are often serious constraints on resources,
and limited expertise in this area among employees.

We have also seen a rapid evolution in business architec-
ture, leading to new paradigms, such as cloud, distributed
systems and so on. The evolving widespread shift to mobile
communications and the ever increasing power of mobile
phones, means that many employees will no longer operate

just from a desk with a desktop computer, but instead might
use a range of devices. Often any individual might have, in
addition to the desktop, a laptop, a tablet, a mobile phone,
or two, perhaps a smart watch to name but a few. These
changes can offer improvements to the way business can
operate more efficiently, but they also bring more risk. The
traditional approach to security has been the “castle” approach
to protect the centralised systems. Now add to this the effects
of the pandemic and the move to working-from-home, often
using completely insecure domestic network connections to
add to the already precarious security approaches, and it is
clear that a great many SMEs could be heading for disaster.

With limited expertise and resources and often limited
understanding of the risks they face, this can put them at a
serious competitive disadvantage. Perhaps far more worrying,
will be the impact of their limited resources to spend on
proper cyber security, leading to a continually increasing risk
footprint. Another example might be that instead of using the
largest Cloud Service Providers (CSPs) operated by ‘big tech’
companies such as Amazon Web Services, Microsoft Azure
and Google Cloud, as well as traditional large corporations
such as IBM and HP, many might be tempted to use smaller
firms offering cheaper services, but who do not have the same
security procedures in place as can be provided by the big
CSPs.

Another important incentive concerns the ability to be
compliant with ever more legislation and Regulation specif-
ically targeting the proper control of Personally Identifiable
Information (PII), such as we have seen with the introduction
of the EU General Data Protection Regulation (GDPR). For a
GDPR breach involving the PII of any EU resident, and UK
residents, since it has been adopted by the UK since Brexit,
fines can be levied at up to the greater of C20 million or 4%
of annual turnover.

In Section II, we will consider the background on cyber
security risks. In Section III, we will consider Cyber Security
and SMEs and will introduce the framework for this interpre-
tative study, where we will address Cyber Security Threats,
SME behaviours, SME awareness and SME decision-making.
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In Section IV, we will consider some proposed corporate
solutions, looking at how these might be overly complex and
costly for SMEs to adopt. In Section V, we will consider how
we could adapt these for SMEs in a more cost-effective and
simple way to make them attractive to SMEs to implement.
Finally, in Section VI, we will discuss our conclusion.

II. BACKGROUND ON CYBER SECURITY RISKS

Proper risk management for SMEs has become an ever
more urgent and serious problem to address, often due to the
availability of minimal resources and limited understanding
of why this could be such a vital asset to the company [3].
All companies face a continuously increasing range of risk.
While traditional disaster type risks are reasonably easy to
understand, when it comes to data, the majority of these risks
are adversarial risks, which can be much more difficult to
predict, and thus identify properly. The big problem for SMEs,
is that they stand a much higher chance of going bankrupt
after a large breach, due to their much lower level of available
resources [4].

Almost 40 years ago, Hollman and Mohammad-Zadeh
[5] recognised the importance of proper risk management
for SMEs, and 8 years later Miller [6] developed a very
straightforward framework suitable for SMEs to use for this
purpose. While the risks faced since that time have changed
significantly, that is no excuse not to bother doing a good job
of risk management, as the ultimate risk if nothing is done
could lead to bankruptcy.

Falkner and Hiebl [7] suggested that SMEs generally faced
6 main categories of risk:

• Interest rate risk;
• Raw material price rise;
• E-business and technology risks;
• Supply chain risks;
• Growth risks;
• Management and employee risks.

The authors suggest that it is clear the area that SMEs need
to focus on will be E-business and technology risks, and in
particular, cyber security risk management. The vast majority
of such risks faced are adversarial in nature, making them
a much bigger challenge to deal with properly. Research in
this area has been a bit on the sparse side, but back in 2003,
Tranfield et al., [8], put some useful base information together
in their paper that provides a good understanding to start from.
It is very clear that the more SMEs can start to understand the
true nature of the risks they face, the better they will be able
to prepare themselves to defend against them.

III. CYBER SECURITY AND SMES

Recently, Alahmari and Duncan [9] wrote about the chal-
lenges faced by SMEs and wrote about 5 areas of importance
that ought to be considered:

• Cyber Security Threats in SMEs;
• Cyber Security Behaviours in SMEs;
• Cybersecurity Practices in SMEs;
• Cybersecurity Awareness in SMEs;

• Cyber Security Decision-Making in SMEs.
Thus we will consider their observations in each of the

following 5 sub-sections:

A. Cyber Security Threats in SMEs

One of the key takeaways from this area is that a major
challenge is to be able to articulate properly the concept of
what exactly cyber security is and how it can impact on their
business. Some of the key risks arise from cyber attacks that
seek to breach data systems in order to steal, modify or delete
data, or to make it inaccessible to the users of the business
[10]. To this day, these risks continue to present the same level
of challenges, other than that the frequency of such attacks has
intensified during the past 7 years [11]. It is noticeable that
attacks against SMEs have also increased during the pandemic.

On the risk assessment front, Barlette et al., [12], suggest
it can be challenging for SMEs to be able to quantify exactly
what the impact of breaches can be. The authors also suggest
that while many SMEs believe they are not vulnerable because
of their size. That is precisely why they are being attacked,
since they present a much easier target than large corporations,
due to their limited resources and understanding of what they
face.

B. Cyber Security Behaviours in SMEs

Barlette et al., [12] also suggest that employee behaviour
can expose SMEs to greater threats due to such practices as
ignoring information policies, organizational guidelines, and
company rules can lead to exposing the SME to much greater
risk. Training and education are vital tools that can be used to
improve user awareness. Of course, in some cases, [13], this
might still not be enough, as they found in a previous study
that while training uptake was 85%, the actual behaviour was
much lower at 54%.

There is little doubt that user commitment and behaviour are
vital elements that can play a significant role in the success
of the business’s ability to achieve a high level of security
[14]. Indeed, Gundu [13] avers that the real problem is not
employees knowledge and understanding, rather it is their
general negative cyber security behaviour as a whole that is
the cause.

C. Cyber Security Practices in SMEs

It has long been a concern in the literature that the SME
approach to cyber security has been the lack of seriousness.
SMEs have often failed to respond to the warnings coming
from the cyber security community about cyber threat [15],
and observations have often been made of how authorised
people participate, albeit unconsciously, in risky practices
which could have an adverse impact on the cyber security
success of the SME.

Osborn and Simpson [16], suggest that most cyber security
experts believe that current security practices used by SMEs
could be a barrier to efficiency due to the lack of their
engagement with the research community. The authors believe
that is such a pity, since large corporations are benefitting
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greatly from that relationship. While adopting outsourcing
facilities such as the cloud could make a big contribution to
the cyber security success of SMEs, their effectiveness would
be seriously degraded by bad practices. As Bada et al., [17],
suggest, failure to change those practices will perpetrate the
continuing success of attackers leading to ever more attacks.

D. Cyber Security Awareness in SMEs

SME awareness of cyber security risks has traditionally been
low, and Kaur and Mustafa, [14], suggest this has continually
led to considerable risks to SME assets. Osborn and Simpson
argue that the lack of knowledge of SME users significantly
detracts from their awareness of cyber attacks, which leads
to an adverse impact on achieving an adequate level of cyber
security.

Osborn, [18], suggests that SMEs need additional infor-
mation about possible vulnerabilities, rather more than they
need the implementation of tools for evaluating self-assessed
risks, meaning they should develop the content of their specific
awareness programmes immediately. Gundu [13], suggests that
creating the best possible awareness program could be far more
productive for SMEs as a help to reduce the potential risks to
an acceptable level.

The threat to cyber security has been recognised as the
greatest threat to SMEs and that addressing this challenge by
deploying protective measures alone is not enough. Kabanda
et al., [15], suggest that increasing awareness is likely to have
a far more positive impact.

E. Cyber Security Decision-Making in SMEs

In considering decision-making in information risk man-
agement, SMEs have adopted out-sourcing as part of their
digital strategy. Successful out-sourcing has improved the
web presence of SMEs and increased efficiency. However,
outsourcing may have created a cyber security knowledge
gap in SMEs. If cyber security is recognised, it is seen as
a secondary issue to the presence. There is a lack of focus
on security by design methodology in SMEs. Owners and
managers generally play a major role [19] [12] [15], which
demonstrates the importance that is understood at a managerial
level. Such a pity that by the time it gets to implementation
in SMEs that such poor results are achieved.

IV. EXISTING CORPORATE SOLUTIONS

In this section, we will take a look at a number of corporate
solutions which have been developed to address a number
of key areas to give a flavour of what large corporations
can achieve with their vast reserves, resources and in-house
expertise, in collaboration with the research community.

In 2016, Duncan and Whittington warned about forensic
issues which they described as the Cloud Audit Problem [20],
[21] and proposed a possible approach, although warning of
some of the potential barriers faced. They followed this in
2017 with a suggestion on how to create such an immutable
database and how to set it up to carry out such a task.

In 2018, Duncan and Zhao [22], considered the use of
blockchain as an alternative to some of the conventional
databases, which were limited in what they could do. At this
time Neovius et al., [23] looked at the use of distributed ledger
technology to provide much higher level security, and later
adapted this approach to address IoT security weaknesses [24].

In 2019, Westerlund and Jaatun [25], addressed the chal-
lenge of dealing with the cloud forensic problem, while
ensuring compliance can be achieved with the GDPR

In response to the serious weaknesses inherent in Internet of
Things (IoT) devices, Wikström et al., [26] developed a high
security approach using blockchain, but this time incorporating
Ethereum smart contracts to extend the power of the work.
This work would go on to be implemented to demonstrate the
viability of the concept.

It would be important to recognise that these concepts
were specifically targeted towards large corporations, meaning
that they would have both sufficient resources available to
develop and implement the full system and also would have
sufficient in-house expertise to ensure proper configuration for
the implementation would be carried out.

We must be clear that the required level of resource avail-
ability and in-house calibre of staff would likely be far in
excess of anything that a great many SMEs would be able to
provide. Thus we considered how we might come up with an
effective, yet economical approach that could allow them to
greatly improve their security capabilities.

V. ADAPTING EXISTING CORPORATE SOLUTIONS

The key requirement was therefore to keep it simple and
find an approach that would be relatively straightforward
to provide a much higher level of cyber security, without
pushing them beyond their often constrained budgets. We also
considered the fact that not all SMEs are equal. They might
vary from a one man operation up to a large company size with
many employees, much more resources than the smallest, and
possibly more technically competent staff as well.

We decided to attempt to propose a basic level approach,
then add incremental options depending on the resources and
in-house expertise of the SME.

Even the smallest SME would likely operate with a con-
siderable range of disparate devices, many of which would
use different operating systems, different software and apps,
which presents many SMEs with their first challenge. With
insufficient resources and limited skills in the workforce, how
could they do anything constructive from there?

Asking them to make changes to devices, or to update
specialised software, would likely be a challenge too much
for many. In many cases, there could also be a further issue,
namely the Bring Your Own Device (BYOD) approach in
many SMEs. Added to this would be the recent trend towards
Working From Home (WFH) brought on by the Covid-19
pandemic.

A. The Basic Proposal
We felt the sensible thing would be to re-think how we

might accomplish dealing with costly solutions for SMEs with
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very limited resources. Since all devices used offsite, and with
the BYOD use in the office, the sensible approach would be
to set up a Virtual Private Network (VPN), require all sign-
ins to corporate systems to be addressed through the VPN and
capture the forensic records in one place. In this way, no mater
whether company devices, BYOD devices on users working
on site could all login to the VPN, which would provide better
security and privacy and the relevant data collected from the
VPN without any company users noticing any change in what
they had to do, other than a new login method. In this way,
all direct logins to the company systems could be blocked to
enforce login via the VPN.

Many large providers can deliver a cloud-based VPN service
for a very reasonable monthly cost. They can also provide
systems geared for growing businesses. It is possible to rent a
company dedicated server to ensure increased availability and
having connecting up/down speeds of 1Gbps. These company
based solutions offer a dashboard to monitor and control what
is going on with the company network. An SME without any
other provisioned public endpoints than a VPN, would be
able to effectively block off external system access. Certain
providers can also offer VPN access based on multi-factor
authentication (MFA) that further strengthen the authentication
by utilizing a secondary key. Hence, if user id and password
combination leak, a secondary physical key will still hinder
unauthorized VPN access.

We would need to add an immutable database, and a new
open source offering came to market just over a year ago,
called immudb, which offers the fastest of database capabilities
without it being possible to tamper with the data contained
within the database. This addresses all of the traditional issues
with slow or unusable systems. The combination of the use of
the VPN in conjunction with the immutabe database, not only
addresses improving the security of access systems, it also
offers to ensure complete forensic trails are maintained, all
without the need for SMEs to to spend huge sums the simply
do not have.

The immutable database can be be kept remote from the
VPN server and could even be based on a cloud system. As
long as security is tight for this server, then it will provide
exactly what any SME would wish to have. A full forensic
trail of every device attempting to access company systems.
In this way, the company will be assured that only staff ac-
cessing company systems would be able to be granted access.
All external users of company systems would effectively be
blocked off completely, leading to much tighter security for
the SME.

This setup could include ALL devices, including mobile
phones, but some companies might prefer to have a more
structured approach. We therefore look at how we might meet
this need.

B. Adding Mobile Devices to the proposal

In the business world, the most popular mobile phone
systems use either Android operating systems, as developed
by Google, or Apple systems for a more up-market approach.

Google, for example, offer a mobile desktop package that
provides a management dashboard, known as Android En-
terprise. This can be developed in conjunction with Google.
The mobile is connected through the VPN, using a business
profile configuration, thus allowing the corporation to monitor
for threats and hinder access.

VI. CONCLUSION AND FUTURE WORK

SMEs must realise that they can no longer afford to ignore
the need to pay serious attention to detail in matters of security.
They must also start to realise that in order to remain compliant
with the range of legislative and regulatory compliance, there
is a strong need to address cyber security risks head on.

Legislators and regulators will not accept any excuses when
it comes to cyber breaches, especially where personally iden-
tifiable information is involved. There are no excuses, and the
legislators and regulators are right to bring those companies
who fail to keep users’ data properly secured to account.

These proposals we have offered provide a minimum step
on the route to proper security. This needs to be done properly,
and we do recognise that many SMEs simply do not have the
resources to achieve a robust level of security. These proposals
offer a potential route to achieving a much improved level of
security for an extremely modest cost. With the bare minimum
of expense, an SME could begin the process of bringing their
systems to a much more robust level.

It is fair to say that these proposals are designed as a first
robust step, and there will be considerable improvements that
can be made in future. This proposal allows for the easy add-on
of additional protections, thus building on what would already
be there.

We plan to test this approach in the near future to demon-
strate how well this basic approach can work for SMEs. Once
we confirm the effectiveness of the approach, we would look
to develop the extra advances that would allow additional new
features to be added.
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Abstract—Cloud applications are moving towards
microservice-based implementations where larger applications
are broken into lighter-weight and loosely-coupled small
services. Microservices offer significant benefits over monolithic
applications as they are more easily deployable, highly scalable,
and easy to update. However, resource management for
microservices is challenging due to their number and complex
interactions. Existing approaches either cannot capture the
microservice inter-dependence or require extensive training data
for their models and intentionally cause service level objective
violations. In our work, we are developing a lightweight
learning-based resource manager for microservices that does not
require extensive data and avoid causing service level objective
violation during learning. We start with ample resource
allocation for microservices and identify resource reduction
opportunities to gradually decrease the resource to efficient
allocation. We demonstrate the main challenges in microservice
resource allocation using three prototype applications and show
preliminary results to support our design intuition.

Index Terms— Microservices; Resource-Management; Cloud-
Computing; Service-Level-Objective; Kubernetes.

I. INTRODUCTION

Cloud applications have been evolving from monolithic
architecture to microservice architecture. For instance, leading
IT companies, such as Netflix, Amazon, eBay, Spotify, and
Uber are adopting microservices [1]–[3]. In contrast to mono-
lithic applications with a few large layers [4], microservice
architectural style consists of a set of loosely coupled small-
scale services deployed independently, each with its process
and database. The services communicate via lightweight com-
munication mechanisms, such as HTTP API, gRpc [2], [5]–
[8]. Figure 1 shows the difference between monolithic and mi-
croservice architectures. Compared to monolithic applications,
microservices are more easily deployable, highly scalable,
easy to update components, and have better fault tolerance.

Microservices, however, come with their own sets of chal-
lenges. As shown in Figure 1, microservices have complex
communication between them. To complete a request, a mi-
croservice may call one or several other microservices in
parallel or sequential order. Due to these complicated rela-
tionships, microservice resource management becomes chal-
lenging. Naive approaches may waste resources by over-
provisioning or violate the Quality of Service (QoS) by
underprovisioning. Moreover, current solutions for resource
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LOGIC

Monolithic Microserivce

Fig. 1. Architecture of Monolithic and Microservices. Monothilic application
blocks are defined and deployed as single units. Microservices offer more
flexibility by decoupling an application into several small units and deploying
independently.

management of clouds are for monolithic applications [9]–
[14]. Although they provide excellent solutions for existing
monolithic applications and data centers, they fail to capture
the complicated relationship among microservices. As a result,
these approaches can not be applied directly to microservices.

With the need for efficient resource management systems,
research in resource management for microservices is gain-
ing momentum in academia [15]–[21]. Prior works focus-
ing on adopting popular approaches from monolithic appli-
cations such as allocation rules and model-based resource
management fail to capture microservice inter-dependences
and interactions in scalable fashion [15], [16]. Meanwhile,
Machine Learning (ML) based approaches require extensive
training data for building reliable models [17]–[19]. Their
heavy dependency on data makes them slow to adapt to
changes in microservice deployment such as software updates
and hardware changes, even to changes in resource demand
due to change workload intensity. More importantly, ML based
approaches need to create Service Level Objective (SLO)
violations to train the models intentionally [18], [20].

In this paper, we present our preliminary results towards
developing a lighter-weight resource manager for microser-
vice that learn efficient resource allocation through iterative
interaction with the microservice application, yet do not
rely on extensive data and avoid intentional SLO violation
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during the learning process. As a work-in-progress work,
we show the key challenges of efficient resource allocation
using three prototype microservice implementations. We then
present our solution approach where we start with sufficient
resource allocation for every microservice and then identify
resource reduction opportunities to allocate efficiently. We
avoid causing SLO violations during the learning since we
always maintain at least more resources than required for
each microservice. We also present experimental results from
the prototype applications supporting our solution intuition.
Finally, in future work, we discuss the technical challenges in
our approach and our plans to address them.

The rest of the paper is organized as follows. We discuss
related works in Section II. In Section III, we introduce
the problem of microservice resource management and its
challenges. We present our proposed solution in Section IV
followed by concluding remarks and directions for future work
in Section V.

II. RELATED WORK

Existing efforts on microservice resource management can
be categorized as heuristics-based, model-based, and machine
learning-based approaches. Kubernetes [22] is a popular con-
tainer orchestration system that scales container resources
horizontally and vertically. It decides resource allocation by
defining thresholds for performance metrics such as CPU
Utilization and Memory Utilization [23]. Kwan et al. [15]
propose a rule-based solution to autoscale resources based on
CPU and memory utilization. These rule-based systems require
application profiling for identifying the threshold values that
vary from application to application and require frequent
updates with system changes. To ease these efforts, several
other studies model-based resource management systems such
as queue network, and application profiling based approach to
find optimal resources [16].

ML is another heavily used approach in resource manage-
ment for microservices. ML approaches can be divided into 1)
data-driven and 2) Reinforcement Learning approaches. Data-
Driven approaches usually work by finding the relationship
between performance metrics and response time [17]–[19].
Jindal et al. [17] collected data to calculate the serving
capacity of microservices without violating SLO. Yu et al. [19]
proposed an approach to identify scaling needed services by
using the ratio of 50 percentile and 90 percentile response time
and used Bayesian optimization to scale them horizontally.
Zhang et al. [18] proposed a space exploration algorithm to
gather data to train two machine learning models - Convo-
lutional Neural Network and Boosted Trees. These models
are then used to generate resources for various workloads.
Although these papers consider microservice complexity when
deciding resources, they need extensive experimental data and
intentional SLO violations to train the models. For example,
Zhang et al. [18] collected performance data after intentionally
causing response time going 20% above the SLO. Such
intentional SLO violations may not be feasible for production
systems. Reinforcement Learning or Online Learning is used
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Fig. 2. Impact of resource distribution among microservice in response time.
The X-axis shows the microservices in each applications, and the Y-axis shows
the CPU allocation of each microservices.

to manage resources dynamically for microservices [20], [21].
Qiu et al. [20] first identifies bottleneck microservices using a
support vector machine and then uses reinforcement learning
to provide resources for bottleneck microservices. However,
they injected anomalies into the system to generate training
data which may not be possible in real life. The AlphaR [21]
uses a bipartite graph neural network to determine the appli-
cation characteristics and then uses reinforcement learning to
generate resource management policy. Although reinforcement
learning provides online learning, they can suffers from a long
training time.

III. OVERVIEW

In this Section, we formalize the problem statement, discuss
the challenges in finding efficient resources, and describe the
experimental settings for implementations.

A. Problem Statement

Using a discrete time-slotted model indexed by k where
the resource management decisions are refreshed once every
time slot, we formalize the microservice management as
the following optimization problem, Efficient Microservice
Management (EMM) where the objective is to minimize the
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total resource allocation with the performance satisfying the
SLO.

EMM: minimize
r(k)

N∑
n=1

rn(k) (1)

subject to L(r(k)) ≤ SLO, (2)

Here, N is the number of microservices, r(k) =
(r1(k), r2(k), · · · , rN (k)) is the resource allocation, and
L(r(k)) is the performance of the microservice application
which is a function of the resource allocation vector r(k).
We define the microservice performance (i.e., L(r(k))) as the
end-to-end 95th percentile response time.

B. Prototype Applications

To study EMM, we deploy three benchmark microservice
applications - a ticket booking platform Train Ticket [24],
a reservation application Hotel Reservation [8], and a e-
commerce website Sock Shop [25]. The Train Ticket, Sock
Shop, and Hotel Reservation applications consist of 41, 13, and
18 microservices, respectively. We deploy these applications
on a Kubernetes [22] cluster with three nodes, each with two
20-cores Intel Xeon 4210R processors. In our resource allo-
cation problem, we mainly consider CPU resource allocation
for each microservice. As memory allocation cannot be easily
changed without restarting the containers, we allocate enough
memory to each container to ensure that the memory does not
become the bottleneck resource. We can set the memory and
the initial CPU allocation following offline profiling used in
typical cloud applications [26]. Notably, in cloud deployments,
it is a common practice to overprovision (e.g., allocate 20%
more resource than required), which fits perfectly with our
solution approach.. We also use Prometheus [27] and Linkerd
[28] to collect performance metrics from containers and the
applications. For all of our prototype implementations, we
consider 95th percentile end-to-end response time as the
performance metrics.

C. Challenges in EMM

Solving EMM is particularly difficult for microservices be-
cause it is very hard to accurately estimate L(r(k)) in practice.
The main reasons are that microservices are interdependent,
and the behavior of microservices changes based on the
workloads and CPU allocations. Moreover, each request to the
applications needs to be processed by several microservices.
Hence, all the microservices in the execution path dictate a re-
quest’s end-to-end response time. If one microservice becomes
a bottleneck, the end-to-end response time will increase. As a
result, even with a fixed total CPU allocation, different CPU
distributions (i.e., different r(k)) among microservices may
produce widely different response times. Figure 2 shows a
motivating example, where we see that for the same amount
of CPU allocation, the response time varies significantly when
the resource distribution among microservices change.

In Figure 2(a), we see that the response time for train ticket
increases more than 20% with an unfavorable allocation. In
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Figure 2(b), sock shop shows 74% increase and in Figure 2(c),
hotel reservation shows more than 300% increase in response
time due to change in resource distribution.

IV. OPPORTUNISTIC RESOURCE REDUCTION

To circumvent the challenge of estimating the response
time L(r(k)), we adopt a feedback-based approach where we
do not need to know L(r(k)), instead we use the feedback
from the application to find the response time for a given
resource allocation. We collect this performance feedback at
the end of a resource allocation time slot. We then can find
the minimum resource allocation that satisfies the SLO by
iteratively interacting (i.e., allocating resource and tracking its
impact) with the application. This iterative interaction can be
interpreted as a learning-based solution where we learn the
efficient resource allocations.

However, since we are using a live system for the learning,
we need to carefully decide our resource allocation in each
iteration to avoid SLO violations. Hence, instead of finding
efficient resource allocation, we reframe our solution approach
to finding resource reduction opportunities. More specifically,
we deploy our applications with sufficient resources to satisfy
the SLO and then identify opportunities for resource reduc-
tion from different microservices based on the application’s
performance. Figure 3 illustrates our approach on sock shop
application where we start with CPU allocation of “5” for each
microservice and gradually reduce the resources in iterations
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to reach the optimum allocation. Since we start from a high
resource, no microservice becomes the bottleneck to cause
SLO violation during this iterative resource reduction.

To corroborate the intuition of our approach, we run prelim-
inary experiments on our microservice implementations. Our
goal in these experiments is to show that a gradual decrease
in the resource can lead to the optimum allocation. We first
find the optimum resource allocation for each application by
exhaustive trials and errors. We run each application several
times, and during each new run, we increase the resource of
a few randomly selected microservices. The response time of
these experiments is shown in Figure 4 where we normalize
each application’s response time to their respective SLO and
resource allocation to their respective optimum. We see that
a gradual decrease in the resources leads the response time
closer to the SLO. This results support our resource reduction-
based design intuition. Moreover, it proves that, we can reach
the optimum resource allocation eventually.

Note that, the trail and error approach is not applicable in a
live system due to its impact on the QoS. Finally, in the above
experiment that we randomly increase the resource instead of
resource reduction as we have yet to develop our resource
reduction algorithm. Nonetheless, the observation of the evo-
lution of the response time with resource allocation changes
in these experiments holds for the reduction algorithm.

V. CONCLUSION

This paper is part of our ongoing project of developing a
complete resource manager that finds the optimum resources
for every application without human intervention and without
degrading the Quality of Services (QoS).

The preliminary results demonstrate the potential of op-
portunistic resource reduction. To identify the resource re-
duction opportunity, we plan to use the difference between
the response time and the SLO. This is because, in general,
resource reduction increases in response time. Hence, any
room for response time increase (i.e., the difference between
response time and SLO) can be interpreted as a resource
reduction opportunity. The response time is an application-
level metric and does not reveal which microservices are
the best candidates for resource reduction. Hence, we plan
to incorporate microservice-level performance metrics in our
resource reduction algorithm. We will follow two principles
to avoid SLO violations for future iterations. First, we will
maintain microservice-level performance (e.g., utilization) up-
per limits for SLO compliance. We will refrain from further
resource reduction if current metrics exceed the upper limit.
The limits will be dynamically updated based on SLO satis-
faction. Second, we will be conservative in resource reduction.
Instead of reducing a considerable amount of resources in
one iteration, we will use a gradient descent approach to
reduce a small number of resources and then examine the
system performances. This way, it will be guaranteed that
even if the system can not find exact optimum resources, it
will not violate SLO. In addition to avoiding SLO violations,
we will also incorporate workload changes to the optimum

resource allocation as the workload intensity directly affects
the resource requirement for satisfying SLO.
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Abstract—Traditional modeling and simulation-based HPC
workloads demand a platform optimized for low latency node-to-
node communication and a write intensive IO load. Cloud-based
applications tend to not need the fast communication and are
frequently heavily read dependent. Both of these workloads are
immensely important and demand larger and larger machines
to handle the demand. Unfortunately, budgets demand that
large scale compute be a shared resource for both workloads
in spite of this opposed design priority. Through the use of
persistent memory (PMEM) devices on node, dynamically we
can reconfigure the nodes to either support fast reading through
using the on node-PMEM as a reading cache or as slow DRAM
to reduce the time spent communicating with logical neighbor
nodes. We outline a vision for a machine hardware and software
architecture dynamically shifting to simultaneously support both
workloads as demand dictates with minimal additional cost and
complexity.

Index Terms—HPC, Cloud, hybrid computing, hybrid work-
loads, persistent memory, job scheduling

I. INTRODUCTION

Modern large scale computing is no longer just used for uni-
form modeling and simulation (modsim) workloads, but also
incorporates data intensive workloads like machine learning
and other data analytics techniques. The tools on both sides
have matured considerably and both offer excellent support for
their respective workloads. The new challenge is the realiza-
tion that traditional HPC workload data is being processed by
these newer data analytic techniques. The arriving challenge
is that the generated modsim data needs to be processed as it
is generated eliminating the need to store raw data.

Traditional HPC platforms are organized to best support
large-scale, scale-up workloads. These are a single task that
work on a single or a small number of very large data items
iteratively to explore physics phenomena in some way. These
very large data items can be 1 PB or larger demanding
spreading the computation across many nodes not just for
processing speed, but also simply to be able to hold the data
in working memory.

These scale-up platforms use high performance, low la-
tency interconnect networks, such as InfiniBand [1] and
Slingshot [2], to reduce the communication overheads of
the frequent data exchange operations. Each large data item
represents something, such as a volume of air in a room.
To look at air flow patterns, the individual air molecules, or
some representative value, must be tracked on a short distance

periodic basis in the entire volume. The aggregate size can
be extremely large if extended to something like the global
atmosphere. To evolve the computation, some force in the form
of air molecules with directional velocity are inserted pushing
the existing molecules forming air currents. To perform the
calculations, the data is split into sub-volumes, each assigned
to a compute unit of some sort, and calculated independently.
Since the force is not confined to any given sub-volume, after
each calculation round, the edges are exchanged with the
logical neighbors to enable more independent computation.
Periodically, all of the data is written to persistent storage
for offline analysis of the simulation evolution. One challenge
being faced today and continuing to worsen is that the storage
IO bandwidth is not growing fast enough to absorb data at
the rate scientists are willing to pay for. In essence, unless
the scientists want to spend the vast majority of their compute
time allocation performing IO to storage, they need to write
far less often than they would prefer. Instead, they want to
perform their data analysis and processing tasks, which can
reduce data volumes dramatically, as part of their computation
process.

The new generation HPC workloads run on platforms
organized to best support large-scale, scale-out workloads.
These are many tasks that are used to process a very large
number of relatively tiny data items and use parallelism to
accelerate the computation. Additional compute nodes are used
to increase compute speed, but each computation is largely
independent, allowing seemingly unlimited scaling with linear
speed increases simply by adding more compute capacity.

This new generation, as it encompasses such a large number
of new markets and types of data processing, has prompted
developing rich, accessible tools that with a little work, can
also process the scale-up data. The quality of these tools has
prompted scientists to demand support for incorporating them
directly into their workflows with no regard to the underlying
hardware and software system support. System administrators
are left trying to best support user demands, but with the wrong
tools.

The underlying software infrastructure required for these
scale-out tools generally fits better in an orchestration system.
Current examples such as Kubernetes [3], OpenStack [4], and
Docker Swarm [5] are optimized to dynamically start and
stop a number of service instances on an as demanded basis.
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Resource sharing performance penalties are a lower concern
since processing is largely independent.

Further motivating this situation are budgetary concerns
from funding agencies. High-end machines are very expensive
to field and operate and the thought of fielding two machines
of similar scale, but a bit different design just to support
two different workloads is not seen as a responsible use of
budget. Instead, the funding agencies have been prompting the
laboratories to find ways to make these workloads co-exist on
a single, slightly larger platform. This will be slightly more
expensive than one to both field and operate and still be able
to handle the aggregate computational needs.

While cloud bursting [6] and multi-cloud deployments may
be able to address the needs in theory, other policy or security
concerns may demand a fully secured, on site deployment.
Export controlled, sensitive, or classified data or processing
have special requirements of the cloud platform and the
connection with it. Certification [7] can allow workloads and
data for some while higher consequence and more sensitive
information still cannot use these infrastructures. This prompts
a need for hybrid on-site resources that can easily handle both
the traditional modsim workloads as well as the data analytics
workloads.

The cost of provisioning a system to fully support both
workloads is prohibitive. Excess DRAM capacity would go
unused for many workloads while node-local high capacity,
low cost storage (e.g., disk or equivalent) introduces even more
costs and failure points. This excess is financially impossible
in essentially all cases. Instead, there needs to be a technology
that can serve both to expand DRAM capacity as well as serve
as node-local storage. Persistent Memory (PMEM) offers such
a solution.

PMEM devices live on the memory bus and are accessed via
load/store instructions. At the same time, compared to DRAM
prices, they are cheaper for capacity. This makes them ideal
for expanding DRAM capacity at a reasonable cost. PMEM
devices, because they offer the additional persistence property,
also offer a way to store larger data quantities on node with
less concern about failures. This dual property makes PMEM
an intriguing solution to the hybrid device need. Unfortunately,
hardware alone is not sufficient to realize the gestalt platform
ideal.

This paper explores a potential systems and software ar-
chitecture leveraging persistent memory devices, such as the
Intel Optane [8], that could offer higher memory capacity
for heavily compute intensive workloads and near-compute
storage for data throughput-intensive workloads.

The rest of this paper is structured as follows. First, in
Section II, we discuss persistent memory devices, their char-
acteristics, and how we propose they can be used. Section III,
we describe the software environment required to support these
hybrid workloads. Two use cases are presented demonstrating
the potential of this design in Section IV. Next in Section V,
we discuss some related work. Finally, Section VI offers
takeaway requirements and challenges we need to address as
a community to achieve a true gestalt platform capable of

easily supporting any mix of traditional HPC mod-sim and
data analytics workloads simultaneously.

II. PERSISTENT MEMORY

Persistent memory (PMEM) devices offer higher capacity at
lower performance and cost than traditional DRAM devices.
One commercially available option is the Intel Optane [8].
Unfortunately, confusing naming hides these devices among
different technology suppressing marketplace visibility. In
spite of this, considerable work [9]–[16] has been done explor-
ing the potential for use as both extended memory (volatile-
style) and storage (persistent-style) devices. This hybrid nature
offers a dual use technology that can be the key enabling
hardware for a gestalt workload.

Typically, to extend memory into a persistent storage media
requires going through a special interface, such as SATA [17]
or the PCIe [18] bus based NVMe [19] devices. Fast, solid
state devices can be deployed through these interfaces, but
interacting with them is fundamentally different from access-
ing regular memory. Instead of a typical load/store instruction,
working through a device driver of some sort is required. The
access granularity is typically a block, which may range from
4 KB to even 1 MB. Reading a single byte from these devices
causes accessing an entire block at a time. The block is then
managed in the device driver’s memory and the single byte is
returned to the caller.

While systems like mmap [20] can hide a block-storage
device behind a memory-like standard API, all it does is to
translate the memory accesses into block-storage accesses with
a memory page granularity. Systems like DAX [21] can more
directly map devices for access, but it is specialized hardware
for accessing slower devices than PMEM.

Prior to PMEM devices, NVMe devices held the fastest
storage devices title. While NVMe is relatively expensive
compared to spinning media (i.e., disks), the performance is
dramatically different making it a difficult choice to deploy
disks except for large capacity, slow access devices. NVMe
devices are not without their limitations. Ceph [22] rewrote
their low-level device access code because their disk and
SSD (over SATA) optimized code was too slow to enable
streaming to NVMe devices at hardware rates. Achieving the
full performance potential is possible, but takes some work.

Compare that configuration against how PMEM devices are
deployed. PMEM devices are placed on the memory bus and
are accessed via load/store instructions within the CPU. The
access granularity is a cache line. Compatible CPUs have been
modified to tolerate the longer latencies involved with using
PMEM devices to avoid timeouts or other failure conditions.
As far as the machine code is concerned, these are normal
main memory devices with no special software drivers or other
interfaces necessary. The performance characteristics are 3x-
5x faster than an NVMe device.

Alternatively, technologies like CXL [23] offer a way to
place these devices across the interconnect for shared use.
Through a CXL accessible pool, a large scale, shared, persis-
tent store can be configured for the machine simplifying and
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accelerating data sharing among nodes. A recent announce-
ment that Pacific Northwest National Laboratory and Micron
are partnering to investigate this setup to accelerate HPC with
ML/AI workloads [24].

Standard IO routines are tuned for standard IO interfaces
making NVMe devices easy to deploy. A little software
tuning and significant performance advantages can be realized.
PMEM devices require specialized interface code to achieve
the full potential. The pMEMCPY [16] library demonstrates
that without special tuning, even a highly optimized IO library
can only achieve about half the available performance of a
PMEM device. The extra copies in the OS kernel must be
avoided to get the full performance benefits.

A. Machine Architecture
Our proposed hardware architecture is illustrated in Fig-

ure 1. It consists of a CPU and GPU both with high bandwidth
memory and additional PMEM devices capable of holding
as much as 3x the CPU and/or GPU memory. This 3x
capacity has been used for several DOE Leadership Computing
capacity calculations for burst buffers (e.g., Summit at ORNL).
Adopting this standard makes reasonable sense based on this
standard. This enables compute to swap to the PMEM devices
for significantly longer independent computation phases, the
ability to write data for slower migration off node, and to hold
a significant corpus for data analytics tasks to avoid going off
node to load data.

Fig. 1. Proposed Node-level architecture

The interconnect would need to be a traditional HPC-
style interconnect optimized for low latency, high bandwidth
operation, such as InfiniBand. Storage would be in a large,
shared pool that would serve as scale-up scratch for offloading
from the compute nodes or for staging into the compute area
prior to running an analytics job.

Otherwise, the machine architecture could be relatively
“standard”. For example, the scratch/shared storage pool could
be a large scale distributed or parallel storage system with
various tiers from scratch to campaign storage to archive. This
part of the architecture is typically very similar for cloud
or HPC deployments. The main differentiator would likely
be in a cloud deployment, there is more redundancy with
assumed failures while HPC would focus on more reliability
and ability to recover from failures. With standard components
used across both types of machines, the costs are essentially
the same with the software layer differentiating the operational
aspects.

B. Discussion

PMEM devices can fit into the niche needed to take largely
similar platforms and enable them to dynamically adapt to
whatever workload is deployed on them. With an adequate
software layer on top, this gestalt can be achieved.

Complicating this picture are the pricing differences. PMEM
can achieve around 3x the performance of NVMe devices, but
cost 5x as much. Unless that performance gain is essential and
tuning the IO libraries to fully take advantage of PMEM is pos-
sible, it is unlikely worth the extra cost except in specialized
cases. For the purposes of this paper, we are considering two
cases. The first is where the cost is less important than the raw
achievable performance for time sensitive applications. The
second is the potential for eliminating an entire platform’s cost
by deploying this more expensive technology into an existing
platform and adapting the software infrastructure to form the
gestalt.

III. SOFTWARE

Software infrastructure has a long way to go. The cloud
native structure of using a minimal virtual machine to host
containers for the functionality is the right start. For this
system design, we could configure for deployment a minimum
of two Virtual Machines (VMs) or a spectrum with different
ratios of memory-configured or storage-configured PMEM
devices. HPC system administrators are starting to understand
the benefit of this approach, but are still concerned about
performance loss. Given the financial realities, accepting a
tiny performance loss to support diverse workloads may be
the price paid.

While the cloud-native software infrastructure may seem
to be adequate, it does not support bulk-synchronous parallel
workloads well. Cloud-like infrastructure focuses on spinning
up or down independent service instances, potentially all of the
same type. Scale-up HPC best supports a single large instance
spread across potentially all of the nodes. Startup times should
be very similar to avoid wasted compute times as no process
can really get started until all of them have started. The
same is true for the synchronization points. All task processes
communicate to exchange data after each computation phase.
While alternative programming models, such as Charm++ [25]
and Legion [26] seek to break this dependency, they instead
rely on oversubscription to cores and delayed computation
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to handle communication overheads and delays. That way
computation is never waiting for data to arrive. Net compute
time may reduce, but wall clock time may increase, but on
fewer resources. Further, re-architecting codes into this model
is considerable, non-trivial effort. Finally, the compatibility
of this scale-up model with cloud software infrastructures is
unproven.

Using containers for software deployment makes sense for
many reasons. First, immutable, stored containers offer a
precise reference to what code was run for future publications
and reproducibility. Second, containers eliminate missing or
conflicting third party library problems. As long as the con-
tainer itself can work, then it can work in any compatible
container hosting environment. Third, Continuous Integra-
tion/Continuous Deployment infrastructure is often designed
to work with containers to perform the regular automated
testing tasks. We propose using containers for all of the
software elements given the natural deployment capabilities
developed in the cloud space in addition to others. A simple
picture of this software architecture is presented in Figure 2.

Ideally, all data would be in containers as well. A prototype
of this model called Data Pallets [27] later updated in Olaya’s
Master’s thesis [28], shows the potential for enhancing not just
reproduciblity, but also traceability and understandability for
workflows.

Immutable rather than ephemeral containers are a key ele-
ment. By preserving, unchanged, the containers, reproducibil-
ity is easier to verify. Associating container hash values with
the resulting output offers a strong connection to how the data
is created.

This reproducibility benefit can be enhanced by storing
the virtual machine images used, along with the container
hash codes, to offer a stronger reproducibility foundation for
research. Long term, hardware emulators would be necessary
to replace obsolete/unavailable CPUs or other infrastructure,
but that is a solvable problem.

Finally, combining all of these together requires a system
such as a fully realized Fuzzball [29], to manage deployment.
Better effort on simplifying the system and improving perfor-
mance is needed. Application startup time should be at most
seconds rather than several minutes, as it stands in the pro-
totype version available today. Fuzzball seeks to support both
traditional scale-up and scale-out workloads simultaneously
with a ground-up re-build of the support infrastructure. This
kind of rethinking of the software layer is essential to a hybrid
platform and it requires PMEM, or some similar concept, to
be able to contain costs while meeting the true gestalt.

IV. USE CASES

The first use case is a traditional modsim workload that
couples with data analytics code on separate, or even the
same, node(s) to form a single workflow. The second use case
is a traditional cloud data analytics workflow. A third is a
traditional modsim alone.

Fig. 2. Proposed software architecture

A. Use Case 1: Modsim + Data Analytics

Consider a case with a large scale physics simulation,
such as LAMMPS [30]. LAMMPS is a molecular dynamics
simulator that shows the behavior of molecules or atoms under
various conditions. Depending on the physics complexity, the
amount of data per process can vary widely. For this use case,
assume the physics is moderately complex and LAMMPS
is configured to run on a few dozen nodes. For example,
a fracture simulator or a material melting would both be
appropriate. In both cases, the material volume would be split
across many processes, but the interaction with neighboring
atoms and molecules affects what happens with each other. On
several additional nodes, analysis code evaluates the data to
determine the presence or absence of a fracture, determined by
inter-atom distances, or does a visualization enabling storing
just the image rather than the raw data.

LAMMPS would run normally pushing data to the analysis
nodes periodically. With moderate physics, LAMMPS can use
more on-node memory swapping from HBM to the PMEM
to reduce the communication overheads. For the data anal-
ysis/visualization processes, they need the data to do their
analysis and rendering making storage a better choice. For
many of these routines, they are already written assuming they
will read from storage rather than memory. Reconfiguring the
PMEM to be storage devices enables these codes to run against
PMEM as storage without modification.

B. Use Case 2: Cloud Data Analytics

For a large scale machine learning model generator, reading
and re-reading LOTS of different data items can be necessary.
To avoid contention in both the interconnect and on storage, it
is best to pull the data down to the nodes once and then read
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and re-read as appropriate. In this case, deploying all of the
PMEM as storage devices makes the most sense.

C. Use Case 3: Traditional Modsim

Using the LAMMPS example again from above, consider
if LAMMPS is running alone and just needs to push output
to storage periodically. In this case, the PMEM could be con-
figured partially as memory and partially as storage to serve
as a staging area (burst buffer) that is sent asynchronously to
off-node storage during the computation intensive phase.

D. Discussion

For all cases, the underlying hardware can be adapted to
best suit the needs of the particular software involved. In the
first case, the simulation code uses the PMEM as on-node fast
swap, but pushes output to the PMEM on the nodes with data
analytics code for further processing and ultimately permanent
storage. In the second case, the PMEM is all allocated for
read-ahead buffers accelerating the processing. The third case
balances use between two needs enabling both more memory
and node-local fast storage. These cases show the potential of
the hardware/software design.

V. RELATED WORK

Related work focuses on scheduling systems and some
specialized platforms. First the various kinds of scheduling
systems are briefly discussed and then the platforms are exam-
ined. This examined more in depth in previous work [6]. Task
scheduling system generally fall into one of three categories
with some newer systems attempting to bridge either the
categories, platforms supported, or both.

A. Grid Scheduling

Grid systems predate clouds and were limited by deploying
on system specific hardware and software. Cloud abstracted
much of that away making it easier to move code from one
system to another. In spite of that, the grid era has technology
that is still relevant and useful today.

Globus [31] offers a tools suite to handle much of the data
movement needs, but it does not offer the mature compute
differentiation needed by these platforms.

To handle hybrid workloads, cross-platform grid scheduling
was attempted [32]. This work, and all similar work, all
suffered from complexity of different back-end system features
and architectures, among other limitations. In short, it was
unable to expose the desired functionality at a complexity level
acceptable to users.

B. Scale Up Task Scheduling

Traditional HPC, scale-up workloads use long standard
schedulers, such as Slurm [33]. As an open source tool with
strong community support, it has grown to handle most HPC
compute management needs. Slurm has grown new features,
such as multi-resource scheduling [34], but that is different
than what the gestalt is trying to do. For multi-resource
scheduling, it assumes that a resource has a single purpose
and just needs to be scheduled along with another resource

(e.g., burst buffer capacity along with compute notes). We are
proposing a different model with uniform hardware that is
dynamically configured based on the workload needs. This
eliminates the need for the more complex multi-resource
scheduling.

A next generation HPC scheduler, Flux [35] is trying to offer
a hybrid HPC and cloud scheduling capability. However, Flux
is just starting to explore how to incorporate cloud resources
and has only scratched the surface of the vast complexities
involved. It will take considerable time and effort for Flux
to successfully integrate a single cloud platform. Much like
Slurm, this is focused on placing workloads on uniform
platforms strictly optimized for one workload type or the other.
Data movement issues are a daunting problem they have not
addressed.

C. Scale Out Task Scheduling

The scale-out schedulers focus on large numbers of small
tasks that often run quickly and exit. Scheduling throughput
of 1000s of tasks per second is needed to keep the machine
busy. Orchestration systems, discussed later, are a variation on
this approach with some different constraints.

The need to handle scheduling a large number of short
running tasks prompted the creation of Sparrow [36] and
similar systems. This shift from the traditional very large
single task with a long run time demanded these new tools
to better handle resource use.

Spark [37] is another popular system that generally scales
well. Mesos [38] with systems like Aurora [39] and Yarn [40]
offer examples of high throughput task oriented schedulers.

Other systems like Omega [41] were built in frustration
of the need to support heterogeneous clusters that evolved as
new hardware was added over time with broken and obsolete
hardware decommissioned. The priority for a system like this
is to support a wide variety of hardware features and enable a
reasonably efficient mapping from job requirements onto the
available hardware balancing needs against availability. This
is different from our goal of uniform hardware, but varying
software.

Some modern software engineering architectures, such as
function-as-a-service [42], embrace this kind of short task
execution model as a central feature.

D. Container Orchestration

The alternative approach for job scheduling has shifted
more to container management rather than task management.
Systems like Kubernetes [3] and Docker Swarm [5] offer
increasingly rich and complex environments for deploying
long-lived services that can dynamically scale on demand.
This architecture has compatibility issues with traditional HPC
workloads, such as deployment time and potentially resource
sharing. For service orchestration, all instances being fully
deployed at nearly the same time is not as important as all
of them running eventually, but soon. That makes this model
less attractive to those wanting more efficient machine usage.
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E. Hybrid Schedulers

New systems, like Fuzzball [29], intend to work like Flux,
but are rethinking the environment from the ground up. While
the ideas are inspiring, these systems need considerable work
before they can achieve the goals outlined above. For example,
the software system configuration for Fuzzball requires a full
Kubernetes system install to manage the scale out workload
and it does not address the very large scale data items in terms
of moving compute to different kinds of resources. While
these are planned to be addressed eventually, the fully needed
functionality is still an unsolved and unimplemented problem.

F. Other Related Work

The literature that discusses HPC systems at national labo-
ratories [43]–[45] provides rich information about HPC usage
trends, resource utilization metrics, evolution of supercomput-
ers over time, among many other user- and system-centered
topics. Most of the existing studies on HPC environments—
both historic and also recent—pay little attention to cloud
computing and its benefits, considering integration with clouds
to be secondary or optional in nature. With the shifting work-
load demands, revisiting these investigations is an important
priority.

Among the counterexamples, a study of computing re-
sources at the Texas Advanced Computing Center (TACC) [46]
stands out as it describes a considerable number of cloud-
style jobs being processed as a result of integration of TACC
facilities with Jetstream [47], a cloud computing facility spon-
sored and managed by the USA’s National Science Foundation
(NSF).

Chameleon Cloud [48] offers a bare-metal-as-a-service
cloud option. While this is an NSF supported effort focused
on supporting both research and education, the resources are
not as extreme as leadership computing facilities. Instead, the
focus is on supporting smaller scale efforts with a strong
tie to educational environments rather than production-style
workloads. The bare metal aspect is quite appealing for our
model as the full software stack is deployed at runtime on
a per job basis. Shifting this to be more dynamic to a per
node or per core basis would make this a fine contender for
supporting the gestalt we propose.

An additional advantage of this approach concerns power
usage [49]. By using PMEM devices, the energy footprint can
be reduced. This also applies to ML applications [50].

The final part of the related work concerns cloud burst-
ing. These systems look at how to use a cloud resource as
“overflow” for an onsite or just another large scale compute
resource. Work on these bursting approaches [51]–[53] show
the challenges and potential for making these systems work.
Microsoft, with the Azure platform, offer this as a fundamental
part of their cloud strategy. They encourage users to install an
Azure instance at their premises and to use Microsoft’s private
cloud instances as bursting capacity. This enables customers to
right size their on site compute resources to control costs while
not hitting limits for transient peak workloads. Achieving this
kind of balance for HPC and Cloud would offer an excellent

balance by deploying jobs that do not need the HPC platform
characteristics onto the associated cloud when there is demand
for the HPC platform specific characteristics by jobs. However,
these capabilities still do not exist. Further, the most daunting
problem of moving large data items from one platform to
another is left completely unaddressed.

G. Discussion

The kinds of workloads each of these system classes
addresses is different and difficult to address with a single
scheduler and resource management system. This has led to
the fragmentation of platform development efforts, where each
platform is essentially treated as an independent direction for
research and development and optimized to best address its
own, particular subset of the workloads.

The need for a hybrid use platform as we describe exists
today. With machine learning tools being incorporated into
scientific simulations, both worlds must co-exist simultane-
ously on the same platform or latency will dominate the
computations. For climate simulations [54], [55], machine
learning models are substituting for parts of the model that
may have too many parameters or the physics is not fully
understood. Using models generated from observational data,
reasonable estimates of these effects improve the simulation
model quality overall. Using ML to perform initial analytics
is also growing in popularity.

VI. CONCLUSIONS

Overall, we propose that using persistent memory devices,
along with appropriate system software that can dynamically
on a node-by-node, job-by-job basis make a single platform
capable of efficiently handling both traditional modsim scale-
up workloads coupled with data analytics scale out work-
loads. While persistent memory devices are currently cost
prohibitive, NVMe devices offer a more affordable, and still
relatively performant option that can work similarly with
a little software help. We propose that this architecture be
adopted for future systems.
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