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Foreword

The Sixth International Conference on Advanced Cognitive Technologies and Applications
(COGNITIVE 2014), held between May 25-29, 2014 in Venice, Italy, targeted advanced concepts,
solutions and applications of artificial intelligence, knowledge processing, agents, as key-players, and
autonomy as manifestation of self-organized entities and systems. The advances in applying ontology
and semantics concepts, web-oriented agents, ambient intelligence, and coordination between
autonomous entities led to different solutions on knowledge discovery, learning, and social solutions.

We take here the opportunity to warmly thank all the members of the COGNITIVE 2014
Technical Program Committee, as well as all of the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to COGNITIVE 2014. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the COGNITIVE 2014 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope that COGNITIVE 2014 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the area of advanced
cognitive technologies and applications.

We are convinced that the participants found the event useful and communications very open.
We hope that Venice, Italy, provided a pleasant environment during the conference and everyone saved
some time to enjoy the charm of the city.
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Modeling Interaction in Automated E-Coaching
A Case from Insomnia Therapy

Robbert Jan Beun, Fiemke Griffioen-Both,
René Ahn

Information and Computing Sciences
Utrecht University (UU)
Utrecht, The Netherlands
R.J.Beun@uu.nl, F.Griffioen-Both@uu.nl,
R.M.C.Ahn@gmail.com

Abstract—This paper presents the work in progress on the
Sleepcare-project. The aim of the project is to enhance the
understanding of personalized self-help therapy with the aid of
existing (mobile) technology, in particular in the domain of
insomnia. For that, an agent-based e-coaching system is being
developed in which various persuasion strategies for sustaina-
ble behavior change are evaluated. The e-coach is considered
as a cooperative partner that combines various interaction
modalities (e.g., dialogue, buttons, sensors) and that supports
the individual with various exercises for insomnia therapy.
Central in the approach is to improve the individual’s adher-
ence to these exercises. In this paper, we focus on the basic
interaction model of the e-coach and some of its requirements,
such as transparency, mutual commitment and adaptation.

Keywords-cooperative agent; interaction model; e-coaching;
cognitive behavioral therapy; insomnia.

l. INTRODUCTION

Personal coaching covers a variety of areas: there are
sport coaches, sleep coaches, time-management coaches, and
even life coaches in psychology. Personal coaching is re-
garded as a systematic application of behavioral science to
the enhancement of work performance and well-being for
individuals that do not have clinically significant mental
health issues or abnormal levels of stress [1].

With advancing research in the field of information tech-
nology (IT), early attempts are made to replace a human
coach with an automated system. In particular, health coach-
ing dialogue systems have been developed on the basis of
research methods from persuasive technology and behavior
medicine, ranging from the treatment of depression to sleep
disorders [2][3][4][5]. Below, we will refer to these automat-
ed coaching activities as e-coaching. N.B. Strictly speaking,
e-coaching also covers the inclusion of human therapists that
communicate by means of IT.

Compared to traditional human-human coaching, (mo-
bile) e-coaching offers important advantages: mobile 1T
permits the assessment of relevant momentary information
and the delivery of fully automated feedback tailored to the
individual and the current context; its infrastructure enables
the obtainment of objective data from non-obtrusive sensory
measurement and integration of these data into the treatment;
and its communication platform facilitates information ex-
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change between user groups, i.e., peers, human therapists,
and medical institutions. The e-coach can be part of a
stepped health-care structure where human care providers
take over when problems are detected.

This paper presents the general interaction model of an
agent-based e-coaching system for Cognitive Behavior Ther-
apy (CBT). The model is applied in the context of the Sleep-
care-project [6], where a mobile e-coach is being developed
that mimics the role of a personal coach and that offers a
tailored counseling program in the domain of insomnia. In
the project, we carefully try to separate coaching and insom-
nia related knowledge, and aim at experimental validation of
persuasive strategies that improve adherence to exercises.
Before we discuss the details of the model (Sections Il and
1V), we first briefly focus on some relevant properties of
CBT for Insomnia (CBT-I, Section II).

Il.  INSOMNIA THERAPY

Insomnia is a sleep disorder with a prevalence of about
10% in the general population [7]. People with insomnia
have difficulty initiating and/or maintaining sleep which
impairs daytime functioning [8]. Insomnia can have severe
consequences (e.g., concentration problems, emotional insta-
bility, increased risk of accidents).

Today, it is widely accepted that non-pharmacological
treatments, such as CBT-I, produce sustainable positive
changes in the condition of insomnia [9]. CBT-I is designed
to change dysfunctional beliefs, attitudes and behavior that
support sleep-disruptive habits, thoughts and emotions, and
offers a variety of exercise types that differ in aim and prop-
erties [10]. For instance, relaxation exercises aim at a relaxed
body and mind; sleep restriction involves curtailing the time
spent in bed to build up a sleep debt during the day; sleep
hygiene aims at managing environmental factors and non-
sleep related behavior that may be either detrimental or bene-
ficial for sleep. In human-human therapy, the actual interven-
tion is usually preceded by a one- or two-week baseline sleep
diary monitoring period, but some exercises, such as relaxa-
tion, may be started right from the beginning.

In general, the therapy has a particular time frame, a vari-
ety of assignments that may be scheduled in a particular
order (allowing overlap), and a periodic evaluation of the
assignments. We will return to this in Section IV-C.



COGNITIVE 2014 : The Sixth International Conference on Advanced Cognitive Technologies and Applications

One of the major problems in CBT is non-adherence to
the therapy [11] and CBT-I is no exception to this. In CBT-I
there may be various reasons for non-adherence. Exercises
may be too strenuous: people may enthusiastically start the
therapy and discover that sizing down the time spent in bed
or getting out of bed in the middle of a cold and dark night
requires a great deal of effort. In addition, people may have
doubts that an exercise contributes to a solution of the prob-
lem. Research has been done on improving the treatment
efficacy of self-help therapy by the inclusion of persuasive
strategies to support adherence to therapy exercises [12][13].
For instance, it was demonstrated that adding feedback to an
online treatment for insomnia enhanced both adherence and
efficacy [14]. Mimicking the persuasive characteristics of
human coaching could be an important factor in the im-
provement of adherence, but introducing these strategies
requires careful analysis of the coaching process.

Ill.  THE COACHING PROCESS

The coaching process can be considered as a series of
conversations between two individuals — the coach and the
coachee — for the benefit of the coachee in a way that relates
to the coachee’s learning process [15]. Crucial element is a
relation of trust between coach and coachee. Often, therapy
related activities are extrinsically motivated (by the coach
telling the coachee what to do) and the coachee may not
experience immediate intrinsic reward after performing an
exercise. Within certain limits, the coach controls the life of
the coachee. Therefore, a coach that suggests exercises that
are too demanding or that do not manage the coachee’s ex-
pectations with respect to the required effort or outcome, will
likely cause mistrust, frustration and premature withdrawal
from the therapy.

A coach should act as a cooperative partner who not only
helps to set therapy related goals, but who also offers support
to develop a personal treatment plan and uses persuasive
strategies to improve adherence to the exercises. To apply
this approach, the coaching process should have at least the
following elements: a. the coach should be transparent about
the source of, the importance of and rationale behind exer-
cises; b. the coach and coachee should agree on the invest-
ments in the therapy in terms of closing a contract (c.f. [16])
and c. the intervention and support should be adapted to the
individual coachee on the basis of the unique circumstances
and characteristics of the coachee [13]. These three elements
will form the basis of the interaction scheme presented in
Fig. 3 that models the interaction between e-coach and
coachee.

IV. BEHAVIOR MODEL OF THE E-COACH

Fig. 1 shows the interaction scheme between the coachee,
who interacts through a (mobile) communication device,
external sensor devices, a communication medium, such as
the internet, and the e-coach system. Sensor devices may
deliver, for instance, sleep related and environmental infor-
mation, such as wake/sleep stage, and light and sound condi-
tions.

The e-coach system consists of various interaction chan-
nels, an 1/0O-Manager that deals with technicalities of the in-
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Figure 1. The basic interaction of a CBT-I adherence e-coach

and output, and a supportive agent that communicates with
the coachee to initiate and support the coaching process in
accordance with the therapy and communication standards.

A. Constraint based dialogue act generation

For the generation of supportive behavior by the e-coach,
we propose a constraint-based approach [17]. The basic idea
is that the coaching model of a well-formed coaching process
needs to conform to a number of constraints. Whenever
constraints are violated and detected, they have to be re-
paired by the e-coach by the generation of a dialogue act.

A constraint describes, for example, that the coachee
should adhere to the details of a commitment: doing relaxa-
tion exercises twice a day. This constraint is violated when
the coachee performs less relaxation exercises and the coach
resolves the conflict with a dialogue act, e.g., by explaining
the importance of the assignment.

Violations are not necessarily negative, however: if the
coachee shows an outstanding performance and the coach
did not generate a compliment, this is an undesirable state
that has to be repaired. In this respect, the coaching process
may be regarded as the maintenance of a balanced state [18];
as long as the coaching model is balanced, nothing happens.

The constraint approach is depicted in Fig. 2. The e-
coach detects violations (constraint checker) and generates
dialogue actions (dialogue action generator) on the basis of
three types of information: background knowledge about
timeless information (e.g., information about sleep disorders,
persuasive strategies, constraints), the coaching process
(history, plans, therapy schedule), and a repository that re-
flects information from the coachee’s point of view (e.g.,
feelings, sleep quality, circumstances). Together, they form
the information base of the coach. The generated dialogues
are communicated to the coachee through the 1/0 manager
using one of the communication channels. The 1/0O manager
sends new information arising from the interaction with the
coachee to the information base (via the updater).

E-coach system

Information base
- Background

- Coaching process
- Coachee info

Constraint
checker

channel

channel 1/0

échannel 7}/ manager

Dialogue action
generator

Figure 2. A constraint-based e-coach system.
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B. Conversational Behaviour

There are a number of dialogue actions between the
coachee and the coach that update the information base
(coaching process and repository) of the coach and change
the state of the coachee. They can take place through various
channels, most of them on a smartphone. Dialogue actions
are the basic communicative actions that are the building
blocks of more elaborate interaction recipes, such as intro-
ductions and evaluations of an exercise.

Both coach and coachee can take the initiative to start the
interaction. The partners make working agreements as soon
as possible and plan regular briefing sessions where they
discuss, negotiate and plan the therapy and the coach pro-
cess.

In one of the early introduction sessions, the coach intro-
duces the schedule, which is essentially a shared agenda that
corresponds with an object in the coaching model. All plans
and agreements the coach and coachee make are stored into
the schedule, where they can be viewed by both partners. In
addition, both coach and coachee can initiate a conversation
if one of them does not agree anymore with the specifics of a
plan or agreement.

C. Interaction model of basic coaching process

The coaching process (introduced in Fig. 3) consists of
three phases: an opening phase consisting of a two-way
learning process between the coach and coachee, an inter-

1. Opening phase

o > w| Introduction
E Y >
= coach/coachee
i N
«< A 4
¢ <> Inclusion/ Introduction
exclusion advice therapy

> Plan & commit

A

2. Intervention phase
-
N
e
% T %
8 X
9 i
[$]
N ~f M
Q
P |2
< > © )
2 e [T
< AINENE
7| 2 L2
] .
i
3. Closure phase
<—>»| Close therapy

Figure 3. The interaction model of a basic coaching process.
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vention phase where the actual therapy is conducted and a
closure phase during which the therapy can be ended.

The goal of the opening phase is twofold: improving
transparency through a process of alignment and establishing
commitment to the therapy in the form of an agreed contract.
Depending on the extent of the process, alignment may refer
to various types of information at three different levels [13]:
the therapy level (time and effort investments, goals, insom-
nia-related knowledge), communication level (interface
design, gender) and ethical level (privacy, trust, risks). Based
on the information exchange, the coach may advise the
coachee to withdraw from the therapy, for example on the
basis of contra-indications in CBT-I, such as addiction and
depression. In that case, the coach may refer the coachee to
an experienced human therapist or a general practitioner
(inclusion/exclusion advice). The coachee however, makes
the final decision about whether to continue.

The intervention phase consists of different types of ex-
ercises, all aiming at support to reach the coachee’s goal. The
timing of each exercise is entered into the schedule in the
introduction phase. The coach uses the schedule to initiate
communication about a new exercise. Fig. 3 shows four
exercises partially overlapping, as an example of a therapy
plan.

The closure phase starts after all exercises have been
performed or when the coachee desires to withdraw from the
therapy. In this phase, the coach and coachee may evaluate
the progress of the coachee, have a discussion about why the
coachee ends the therapy, or make plans for relapse preven-
tion. Discussing the (ending of the) therapy may give im-
portant information for future support strategies.

D. Exercise support

Although the exercises can be very different, they follow
the same four steps (see Fig. 4). Every exercise starts with an
introduction to the exercise (step A). During step B, the
coach explains what is expected of the coachee and they can
negotiate about the specifics of the exercise (e.g., frequency
and timing of the assignments). When the coach and coachee
agree, they establish a commitment by ‘signing’ a contract.
The exercise properties are stored in the schedule, so that the
coachee can view and adapt them and the coach can respond
to constraint violations (e.g., by sending reminders to the
coachee if the task is not executed on time). Step C consists
of the coachee performing the exercise based on the schedule
agreed upon in the plan & commit process. The final step D
is a briefing session evaluating the performance at a sched-
uled time (committed to in the contract in step B). The coach
may use adherence data and will ask the coachee about their

Exercise
2 |
A. Introduction—>| B. Plan_& C. Ta'?k —>[D. Evaluation
commit execution
A A A A
Y Y Y Y
| Schedule |
time —>»

Figure 4. Interaction model of an exercise.
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opinion. After evaluation, the exercise either ends, or contin-
ues with discussing the plan for the next cycle of the exer-
cise.

V. DISCUSSION

This paper presents a generic constrained based interac-
tion model applied in the domain of automated CBT-I. Since
CBT-I is considered as an amalgam of a wide range of indi-
vidual and communicative activities, it is to be expected that
the model pertains to other mobile e-coaching domains as
well. Therapy related exercises can be viewed as a particular
type of activities that should be scheduled and adhered to by
the coachee. Moreover, in all domains, e-coach and coachee
should align, build mutual agreement about the investments,
and evaluate and adapt exercises and communication to the
individual characteristics of the coachee.

To improve exercise adherence, three elements were in-
cluded that play a crucial role in the communicative behavior
of the e-coach: transparency, adaptation and commitment to
contracts. These elements can be found in various stages of
the therapy. Transparency is implemented in the extensive
introduction of the therapy and exercises at various levels;
adaptation to personal circumstances or preferences is estab-
lished in the introduction stage (plan and commit) and the
various briefing sessions; the closing of various contracts is
implemented in the introduction and intervention phases
where the coachee can either commit to an agreed plan or
withdraw from the treatment or exercise.

VI.  CONCLUSION AND FUTURE WORK

The aim and strength of the Sleepcare project is the ge-
nericness of the approach, i.e., developing a system that can
be applied to many coaching domains. In addition, develop-
ing a mobile phone app allows the coach to support the
coachee at any time, not only during therapy hours. The
generic nature together with the limitations of smartphone
applications (limited resources, small screen, etc.) provide a
challenge: the need for designing an efficient system with
many functionalities and still compact enough to run on a
mobile phone.

Currently in the Sleepcare project, a smartphone app is
being developed and tested. The latest version contains a
sleep diary tool, a relaxation exercise and is able to send
reminders. Three reminder settings are currently being tested
in an experiment: no reminders, self-scheduled reminders
and opportunity detection reminders.

Future work consists of further development, implemen-
tation and empirical validation of the model in the domain of
CBT-I. Important questions to be answered are how coach-
ing strategies and sleep related knowledge can be separated
to guarantee the generic nature of the coaching model and
how the abstract interaction scheme can be transformed into
user-friendly and natural interface characteristics.
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Abstract — While a number of agent-based software
engineering frameworks have been proposed in the
recent years, a few have been suggested specifically for
the data privacy procedure. Yet still, one of the
challenges in designing agent-based data privacy
frameworks is that the very definition of privacy remains
ambiguous and a case-by-case approach would have to
be adopted. Therefore, as a contribution, we take a look
at the literature on agent-based software engineering and
present SIED (Specifications, Implementation,
Evaluation, Dissemination), a conceptual framework
that takes a holistic approach to the data privacy
engineering process by looking at the Specifications,
Implementation, Evaluation, and finally, Dissemination
of the privatized datasets by autonomous intelligent
agents.

Keywords — Data privacy engineering; autonomous
agents; statistical disclosure control.

I. INTRODUCTION

In 2009, a privacy-by-design challenge was put forward
and described by Cavoukian [1], in which privacy is
entrenched and embedded into the engineering requirements
of different methodologies and technologies [2]. Moreover,
recent revelations by Edward Snowden concerning covert
electronic operations by US Government security agencies
and the alleged infringement of personal privacy [3], have
pushed to the forefront the importance and necessity of
privacy by design, and in this case, engineering privacy into
the design of software and autonomous multi-agents. Yet
still, engineering data privacy remains an ongoing challenge
largely due to what considerations the definition of data
privacy should encompass [4][5]. Consequently, one of the
problems of data privacy engineering, is that the notion of
privacy is ambiguous, normally misidentified with data
security, thus making it difficult to engineer and implement
[4]1[51[6][7]. To appropriately design and implement data
privacy agents, an all-encompassing approach for describing
data privacy should entail the legal, technical, and ethical
features; as such, providing an understandable logical
context for all shareholders in the data privacy process [8].
While efforts have been made to theoretically explain data
privacy, human perceptions such as, ambiguousness and
evolutions of personal understanding of privacy, remain a
crucial influence in the design and implementation of data
privacy [9]. As a result, any design and implementation of
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privacy agents has to imperatively consider what personal
information entities see as appropriate for public revelation
[51[6][7]. Therefore, to assist in a thorough data privacy
requirements elicitation, we employ software engineering
concepts outlined by Sommerville (2010), and have been
effectively used to capture ambiguous requirements in the
software engineering domain [10].

As a contribution, a literature review on agent-based
software engineering frameworks is presented; SIED, as
conceptual framework for agent-based data privacy
engineering, is suggested. Moreover, to aptly deal with the
intricacy of data privacy engineering, the abstraction,
decomposition, and hierarchical perspectives of dealing with
complexity as outlined by Booch (1994) have to be

considered [11].
ENVIRONMENT
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Moreover, our aim in this paper is to give an abstraction
and conceptual view (Figure 1) of an agent-based data
privacy engineering framework, while keeping the
decomposition and hierarchical aspects to future works. At
the same time, while SIED is proposed as a framework for
agent-based data privacy engineering, the same framework
could be generalized for basic non-autonomous data privacy
implementations. The rest of the paper is organized as
follows. In Section II, a review of literature on related work
is given. In Section III, the SIED conceptual framework is
explained. In Section IV, a conclusion and future works is
given.

Figure 1. An Abstract of a data privacy agent.

II. RELATED WORK

While few works exist on engineering privacy in agents,
considerable amount of work has been done in the area of
agent-based software engineering; providing principles that
could be applied in the data privacy engineering domain. For
instance, Wooldridge (1997) [12] noted three essential
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considerations when engineering multi-agents, namely, (i)
how agents should be specified, (ii)) how to turn the
specifications into agent implementation, and lastly (iii) how
to validate that the newly developed agent meets the original
specifications. The Wooldridge (1997) [12] three essential
considerations are relevant for the design and engineering of
data privacy agents, in that a meticulous elicitation of
privacy specifications, in this case requirements, has to be
done. Yet still, Wooldridge and Jennings (1999) [13] warned
about some of the pitfalls when it comes to agent-based
software engineering. Wooldridge and Jennings (1999) [13]
noted that one of the common pitfalls, is the tendency to
offer generic architectures for intelligent agents, yet such
costly one-size-fits-all architectures would rarely work for
every agent-based software problem. This observation by
Wooldridge and Jennings (1999) [13] is an essential
consideration for agent based privacy engineering, as each
privacy problem tends to be unique and based on the privacy
definition of that particular user [5]. Additionally, Jennings
(2000) [14] observed that while agent based software
engineering was being used to address real world problems,
building such systems remained complex and difficult, due
to the interactions between different components that are
rigidly defined, and inadequate methods available to
represent a systems architecture. The Jennings (2000) [14]
study is applicable when it comes to agent based privacy
engineering. The very definition of what constitutes privacy,
makes building such systems complex and therefore a case-
by-case perspective has to be done, especially when
communication and data transaction between various
autonomous privacy agents is taken into account.

Yet, from a legal perspective on technology, calls for
Privacy Enhancing Technologies (PET) were issued as in the
case of Borking and Raab (2001) [15], who made an
elaborate elucidation of PETs and how data safety systems
and legal processing of personal data could be enhanced by
such technologies. Among the guidelines noted by Borking
and Raab (2001) [15] are (i) reporting of data processing, (ii)
transparent data processing, as required data processing, (iii)
legitimacy of the data processing, (iv) data quality, (v) rights
of parties involved in the data processing, (vi) data traffic
across international borders, (vii) processing personal data
by a processor, and (viii) protection against loss and
unlawful processing of personal data. In the same period of
time, Kenny and Borking (2002) [16] defined privacy
engineering as a methodical endeavor to embed privacy
applicable legal primitives into technological and
governance blueprints. Kenny and Borking (2002) [16]
proposed DEPRM, a Design Embedded Privacy Risk
Management framework, to integrate both privacy
engineering and risk management. While Kenny and
Borking (2002) [16] did not distinctively define privacy
engineering for the purposes of designing autonomous agent
systems, their definition of privacy engineering certainly
remains relevant and pertinent in designing privacy
conscience agents today. Furthermore, Van Blarkom,
Borking, and Olk (2003) [17], in their case for PETs in
intelligent software agent systems argued that PETs would
be helpful in tackling privacy threats caused by intelligent
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agents that illegally disclose a user’s personal information.
PETs would also help in dealing with threats caused by
external intelligent agents that act on behalf of adversaries
via traffic flow monitoring, data mining, and covert attempts
to obtain personal information directly from a user. On a
remarkable note, the term “privacy engineering” by Kenny
and Borking (2002) [16], was being used and appearing in
legal literature then, while mainstream software engineering
and data privacy domains would begin to pick up this term at
a later point. Research on privacy enhancing technologies
was ongoing in the legal communities while such efforts
were not obvious in the software engineering domain.

On the issue of norms and behaviors in intelligent agents,
y Lopez, Luck, and d’Inverno (2004) [18], proposed a
normative framework that would instruct agents on how to
behave prescriptively, socially, and under peer pressure. y
Loépez et.al, noted that autonomous agents while working to
satisfy their own goals, still have to comply with social
responsibilities [18]. While a number of norms could be
considered for agent based software engineering, in this
article, we are interested in what privacy norms an
autonomous agent could be engineered to observe. For
example, not revealing an entity’s sensitive information
could be considered as a social norm that an autonomous
agent would be expected to observe. On agent-based
software  engineering, Bresciani, Perini, Giorgini,
Giunchiglia, and Mylopoulos (2004) [19], proposed Tropos,
an agent based software engineering methodology that
utilized the very definition of an intelligent agent, its, goals,
plans, and environment in software requirements and
implementation phases. While Tropos provided a framework
for the development of agent-based software, engineering
privacy in the design of such agents was not the main focus,
a trait in many earlier agent-based software engineering
frameworks. Besides, Zambonelli and Omicini (2004) [20]
observed and argued at that time, that while agent-based
software engineering was experiencing a great amount of
research, one of the challenges included how to turn
generated agent-based software abstractions into practical
tools to solve complex problems. Yet still, to this date, the
same challenge remains when it comes to privacy. Given the
complex and ambiguous definition of privacy, turning
generated agent-based privacy engineered abstracts into real
useful tools that could help solve some of the privacy
problems, remains a challenge.

On the other hand, Sooyong and Vijayan (2005) [21],
proposed using a goal based approach in the problem
domain requirements analysis such that each autonomous
agent could appropriately get mapped to the system’s refined
goals. In this paper, we take a similar approach to Sooyong,
and Vijayan (2005) [21], by emphasizing the specifications
phase of the engineering process to comprehensively map
out the environment, goals, and actions of a data privacy
agent. Bellifemine, Caire, Poggi, and Rimassa (2008) [22],
gave an elaborate overview on JADE, a Java based software
framework for developing multi-agent applications. While
JADE is still a popular framework utilized to this date, the
challenge is how to implement agent based privacy
engineering using JADE.
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However, Weyns, Parunak, and Shehory (2008) [23]
argued that despite the interest in agent based software
engineering research, implementation was still a challenge
due to disconnect between proposed frameworks in
academia and implementation in industry. Weyns et al.
(2008) [23] observed that this disconnect between academia
research and adoptability in industry was largely due to a
poor understanding of industry needs. To address this
problem in the privacy domain, we suggest a thorough case-
by-case requirements analysis in the specifications phase of
an agent development. Cossentino, Gaud, Hilaire, Galland,
and Koukam (2009) [24], proposed ASPECS, a framework
that utilizes a holonic structural meta-model and offers a
step-by-step  monitoring,  from = requirements  to
implementation, with modeling in each phase of the
development cycle. However, Léauté and Faltings (2009)
[25], proposed an agent based privacy engineering solution
using constraint satisfaction model by mapping out privacy
constraints in the domain. In such a scenario, each agent
makes decisions that keep with the privacy norm -
constraints in this case; for example, by not revealing
sensitive information when communicating with other
agents [25]. On the subject of meta-modeling, Gascueiia,
Navarro, and Fernandez-Caballero(2011) [26], observed that
Model-Driven Engineering (MDE) allowed developers and
stakeholders to use abstractions closer to the domain than
generalized computing concepts. However, due to the
relatively growing research on agent-based data privacy
engineering, not many such models exist.

Furthermore, Cavoukian (2011) [27] outlined seven
privacy by design principles that included: (i) proactive, not
reactive privacy design; preventative not remedial design
approach; (ii) engineering privacy as the default; (iii)
privacy embedded into design; (iv) full privacy functionality
by avoiding needless trade-offs; (v) end-to-end security and
life cycle protection privacy design; (vi) visibility and
transparency of privacy practices; and finally (vii) respect
for user privacy. However, to fully meet the seven privacy
by design principles outlined by Cavoukian (2011) [27], we
strongly believe that a comprehensive specifications and
requirements solicitation and analysis has to be done,
especially when it comes to engineering data privacy agents.
More recently, Such, Espinosa, and Garcia-Fornes (2012)
[28], in their extensive survey on privacy in multi-agent
systems, noted that the concern of privacy in multi-agents is
still a problem, and has increased due to the robust growth
and utilization of the internet for data transaction. Among
the privacy violations that autonomous agents engage in, as
noted by Such et.al., include, (i) secondary use, such as
profiling, (ii) identity theft, (iii) spy agents, (iv) unauthorized
access, (v) traffic analysis, and (vi) unauthorized
dissemination of data [28]. Such et.al., argued that to combat
some of these agent based privacy vices, agent based privacy
solutions should be incorporated in the design of information
technology systems [28].

Nevertheless, Aggarwal and Singh (2013) [29], presented
a mechanism for the reuse of already existing software
agents in the development of specific software, by utilizing
the abstract description of an agent and reusing such systems
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in other specific domains. Still, as in the case with Gascuefia
et.al. (2011) [26], on model-driven engineering and reusing
abstractions that are closer to the domain, the Aggarwal and
Singh (2013) [29], model of reuse, would not be without
challenges in the data privacy domain. Engineering such
agents remains difficult and would have to be done on a case
by case basis, due to the very subjective definition of what
privacy is among various entities. As we noted in Mivule,
Josyula, and Turner (2013) [6], the definitions of privacy
vary, are fuzzy, indistinguishable, and are largely attached to
how humans see privacy and what data they are willing to
share or consider private. However, despite such challenges,
intelligent autonomous agents offer possibilities when it
comes to engineering privacy in agents. For instance, agents
could be designed to learn privacy norms after a methodical
privacy requirement analysis is done for that specific case.

III. THE SIED FRAMEWORK

The motivation behind the SIED framework is to create a
systematic outline that can be followed for the data privacy
engineering process. Given any original dataset X, a set of
data privacy engineering phases should be followed from
start to completion in the generation of a privatized dataset
Y.
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o Analysis of privacy requirements
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Figure 2. The SIED conceptual framework.

In this article, SIED, as shown in Figure 2, is proposed as a
holistic conceptual approach that could be employed for the
data privacy engineering process. The four main phases of
the SIED data privacy engineering framework are as
follows:

A. Specification phase

In this phase, data privacy engineers gather data privacy
specifications and requirements from the client. In the
suggested SIED framework, requirements solicitation and
analysis is the most crucial phase of the agent-based data
privacy engineering process. While a series of questions
could be generated to comprehensively assess the data
privacy requirements of a user, we suggest the following
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questions as being essential for a holistic agent-based data
privacy specifications analysis:

e What are the data privacy legal
compliance requirements?

e What is the client description for Personal
Identifiable Information (PII), quasi, sensitive, and
non-confidential attributes?

e What are the current client data privacy threats or
vulnerabilities?

e How far would client data be affected by auxiliary
data?

e How is the client planning on dissemination of
privatized dataset?

e Will privatized data access be by query access,
published categorical data, or tabulated data?

e Will the privatized dataset be in microdata or
macrodata form?

e What type of original data from the client is to be
handled, continuous or categorical?

and policy

SPECIFICATIONS

o PHASE 1- LEGAL AND POLICY PRIVACY
REQUIREMENTS AND ANALYSIS.

.

7

o PHASE 2 -DATA PRIVACY IMPLEMENTATION
REQUIREMENT AND ANALYSIS.

FAN

o PHASE 3 -DATA PRIVACY AGENT REQUIREMENTS
AND ANATYSIS.

Figure 3. Suggested specification phases.

e What is the variable size for the original data,
univariate or multivariate?

e  What type of partitioning on the original data will be
required, horizontal or vertical partitioning?

e What types of Statistical Disclosure Control (SDC)
methods are required by client, non-perturbative, or
perturbative?

e What nonfunctional requirements are suggested by
the data privacy engineers?

e  What is the client expected data privacy needs?

e  What is the client expected data utility needs?

e  What trade-offs can be accommodated between data
privacy and utility needs?

PHASE 1 - LEGAL AND POLICY PRIVACY
REQUIREMENTS SOLICITATION

o Get legal privacy and 0 Get PII and sensitive data
policy requirements. recuirements.

o Get current data privacy

threats and vulnerabilities. data on privacy.

~
] [ o Get effects of auxiliary

Figure 4. Phase 1 of the specifications solicitation.
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While this set of solicitation questions is not exhaustive, the
responses generated could be used to construct a set of
beliefs and inference rules for the data privacy autonomous
agent. In addition, specification is done in three
requirements phases, as shown in Figure 3, namely, (i) Legal
data privacy requirements solicitation and analysis, (ii) Data
privacy application requirements solicitation and analysis,
and (iii) Data privacy agent requirements solicitation and
analysis.

Phase 1: Legal data privacy requirements solicitation and
analysis: In the first phase of specification analysis, a review
of issues pertaining to legal privacy and policy compliance is
done, as illustrated in Figure 4:

e Solicitation and analysis of legal privacy and policy

compliance requirements is done.

e Assessment of user description of what constitutes
PII, quasi, sensitive, and non-confidential attributes is
carried out.

e Assessment of current client data privacy threats or
vulnerabilities is done.

e Assessment of how user data privacy would be
affected by auxiliary data, such as, posts on social
media is carried out.

e Assessment of privacy threats and vulnerabilities,
including effects of auxiliary data, is done in Phase 1.

Requirements solicitation and analysis generated from this
phase will later be used in creating a beliefs set and IF-
THEN rules for the autonomous privacy agent.

Phase 2: Data privacy application requirements
solicitation and analysis: In the second phase of the
specification analysis, a review of issues pertaining to how
data privacy will be implemented by the autonomous
privacy agent is done, as shown in Figure 5.

PHASE 2 - DATA PRIVACY IMPLEMENTATION
REQUIREMENT SOLICITATION )

N\
o Get SDC methods — Non-
perturbative or Perturbative. —

o Get Data type — Microdata or
Macrodata

AN 7

Y4

a'd
o Get type of original data — o Get statistical evaluation
Continuous or Categorical methods — Non-parametric or [~
data. parametric methods.

2\

\, J
'S )
o0 Get nonfunctional

requirements — Input from the -._)

data privacy domain experts.

Y4

o et variable size — Univariate
or Multivariate.

o (et data partitioning —
Horizontal or Vertical data
partitions.

»
Figure 5. Phase 2 of the specifications solicitation.

The main question asked in this phase is what action the
data privacy agent would take in response to a privacy
violation. The type and characteristics of the data should be
analyzed and included in the specifications. As such, the
data privacy agent should be able to do the following:

e  Assessment of the data type — microdata or macrodata

form.
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e Assessment of the type of original data from the
client to be handled — continuous or categorical.

e Assessment of the variable size for the original data —
univariate or multivariate.

e Assessment of the partitioning on the original data —
horizontal or vertical partitioning.

e Assessment of SDC methods required — non-
perturbative or perturbative.

e Assessment of evaluation requirements -
parametric or parametric methods.

e Assessment of the nonfunctional requirements from
the data privacy engineers.

Non-functional requirements, as noted by Summerville

(2010), are requirements not suggested by the client but
suggested by an expert in the field who might see other
necessary needs that a non-expert might not see; in this case,
the expert is the data privacy engineer [10].

Phase 3: Data privacy agent requirements solicitation and
analysis: The requirements solicitation and analysis done in
the Phase 1 and Phase 2 is utilized to generate specifications
for the data privacy agent. Following Wooldridge’s (1997)
[12] articulation on the characteristics of an agent, it is at
this point that subsequent features of a detailed agent-based
data privacy requirements is done as outlined in Figure 6.

non-

PHASE 3 - DATAPRIVACY AGENT
REQUIREMENTS SOLICITATION AND ANALYSIS
/
n
o Beliefs requirements o Goals requirements
solicitation. solicitation.
>
o Communication o Actions requirement A
requirements solicitation. solicitation.
o
Figure 6. Phase 3 of the specifications solicitation.
e  Beliefs requirements solicitation: Beliefs could
include information about the environment

concerning privacy, and the inference rules that need
to be generated. Generated belief requirements could
then be transformed into privacy centric IF-THEN
statements and rules [30].

o Communication requirements solicitation: At this
point, it would be important to know what privacy
specifications and rules the agent should follow when
communicating with other agents. This could include
what privacy information is shared, when and how,
with other agents.

o Goals requirements solicitation: In this solicitation
phase, the overall goal of the agent should be
stipulated. In the case of privacy, the aim of the agent
is to ensure confidentiality of data by following a set
of beliefs and inference rules.

e Actions requirement solicitation: Some of the
questions that could be asked in this phase could
include, what action should an agent do when PII is
detected in a data set? In this case, the agent could
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decide to suppress, generalize, or perturb such
sensitive information based on the inference rules.

B. Implementation phase

In this stage, design, application, and implementation of
the appropriate specifications for the data privacy agent is
done. Specifications are then used to build both the belief
and action set of the data privacy agent. Appropriate data
privacy algorithms for the appropriate data types are selected
as part of the belief system for the data privacy agent. The
implementation phase takes the specification analysis
recommendations for implementation and executing the data
privacy process. Various data privacy algorithms are chosen
based on the specifications and requirement analysis and
added to the agent belief set and action plan, as shown in
Figure 3. A detailed description of the data privacy
algorithms, statistical disclosure control methods, data
characteristics, statistical analysis methods, and data
partition methods, is given by Mivule and Turner (2013)
[31]. The goal of the implementation phase, is to have the
appropriate data privacy belief set generated from the
requirements solicitation, that the agent could appropriately
use to apply data privacy. Some of following set of IF-
THEN statements and rules, generated and recommended
from the user requirements, could be used as a set of beliefs
for the data privacy agent, as highlighted in Figure 7:

IMPLEMENTATION

Requirements Analysis Recommendations

Recommended data variable size
¢ IF univariate THEN report variable size as univariate.
o [F multivariate THEN report variable size as multivariate.

Recommended data partitioning:
e IF horizontal THEN do a horizontal data partition.
o IF vertical THEN do a vertical data parfition.

Recommended SDC methods:
¢ IF non-perturbative THEN apply non-perturbative methods.
s IF perturbative THEN apply perturbative methods.

Figure 7. The SIED Implementation phase.

o Detecting the data variable by agent:
o IF univariate THEN report variable size is
univariate. IF multivariate THEN report
variable size is multivariate [31].
e Data partitioning by agent
requirements:
o IF horizontal THEN do a horizontal data
partition. IF vertical THEN do a vertical data
partition [31].
o Type of SDC methods to be applied by agent:
o IF non-perturbative THEN apply the
following non-perturbative methods:

based on user
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Suppression, Generalization, k-anonymity, 1-
Diversity, among others [31].

o IF perturbative THEN apply the following
perturbative  methods based on the
dissemination method: Noise Addition,
Multiplicative noise, Logarithmic
multiplicative  noise, Differential data
privacy, Data swapping, and Synthetic
datasets [31].

e  Statistical analysis to be applied on data by agent:

o IF numerical data THEN apply parametric
methods. IF categorical THEN apply non-
parametric methods.

e Data dissemination by agent:

o IF privatized query results are requested
THEN apply Differential Privacy. IF
Privatized published micro and macro data
are requested THEN apply Noise Addition
[31].

C. Evaluation phase

In this phase, as shown in Figure 8, statistical evaluation of
both original and privatized data is done by the data privacy
agent. The goal of the agent at this stage would be to test if
acceptable levels of both data privacy and utility are met,
based on user requirements for a particular data set. Some of
the evaluation questions that could be raised in this phase
include:

e What are the expected client data privacy needs?
What is the expected client data utility needs?

e  What trade-offs can be accommodated between data
privacy and utility needs?

o Answers to these questions would help formulate the
evaluation belief set of the data privacy agent.

W,
_ﬁ Evaluation
w/

Statistical analysis
o Evaluatebothoriginal and privatized data

Non-parametric methods
o For categorical data

A

Parametric methods |
o For continuous Data

—

Machinelearning classifiers
o To gauge for data utility

Trade-offs
o Makedata privacy and utility trade-offs

Figure 8. The SIED Evaluation phase.

Moreover, the data privacy agent would take into
consideration the type of original data being handled. If the
data type is numerical (continuous) then the agent would
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apply parametric statistical methods in evaluation, such as,
mean squared error and entropy. If the data is categorical,
the agent would apply non-parametric methods such as
frequency count analysis. Because finding an optimal
balance between privacy and utility needs is intricate [32],
trade-offs are a necessity and made by the agent in this
phase. It is in this phase that metrics used to measure data
utility are implemented by the agent. Such metrics could
include the mean, entropy; mean squared error, and
classification error. The data privacy agent would measure
the statistical traits of both the original and privatized data
and find the difference. If the difference, say between the
mean values of both the original and privatized data is
higher than a set threshold (set by user or derived from the
requirements solicitation), then data utility is low but privacy
is high. The goal would be to find an optimal balance.

Furthermore, trade-offs are decided at this point in the
evaluation phase. In addition, data privacy and utility
expectations of the client are taken into consideration.
Therefore, a data privacy agent would need to know at what
point to autonomously make such trade-offs. While this is a
difficult problem and would be one of the most challenging
for the data privacy agent to make, a methodical
specification analysis would help generate the appropriate
belief sets and inference rules needed for the agent to take
action. A number of evaluations could be considered in this
phase:

e Assessment of the client expected data utility needs.

e Assessment of data privacy and utility trade-offs.

e Assessment of how privatized data would be

disseminated.

For this particular data privacy engineering framework, we
envision evaluation using machine learning classification as
a gauge, as outlined in Mivule and Turner (2013) [7].
Basically, in the initial phase, the data privacy agent would
apply privacy on data and pass the results through a machine
learning classifier. The classification accuracy would be
measured, with higher accuracy indicating better data utility
but perhaps lower privacy. If the classification accuracy
meets a set threshold, then the agent would proceed to
publish the results, otherwise, the data privacy agent would
adjust the parameters in the data privacy algorithm and then
re-classify the data. The agent would repeat this process
until the threshold criteria is attained.

_] DISSEMINATION L,

4 . L A4 . . 3
~| © Publish privatized o Publishprivatized

Query results Micro datasets
. J J
4 S )
o Publish privatized o Grantaccess to
Macro datasets privatized data
K_, et
" J J

Figure 9. The SIED Dissemination phase.
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D. Dissemination phase

The last phase of the SIED framework is concerned mainly
with how the data privacy agent disseminates privatized
data, as shown in Figure 9. Publication of the privatized data
set would largely depend on user requirements. For instance
if the user requires that query results to be privatized,
differential privacy could be applied in the initial stages on
the original data and the disseminated results would be
privatized query results. On the other hand the user might
require publication of micro and macro tabulated results.
However, the requirements might be that the agent
communicates privatized results to other agents for further
processing. Therefore, agent dissemination of privatized data
would largely depend on the user requirements.

SIED DOCUMENTATION
REPORT

A 4

o Specifications documentation report

\

o Implementation documentation report

o Evaluation documentation report

LN

o Dissemination documentation report

e
Figure 10. The SIED documentation outline.

As illustrated in Figure 10, documentation is done at
every phase of the SIED data privacy engineering process,
resulting in a final complete documentation report on the
data privacy engineering process for that particular data set.

IV. CONCLUSION AND FUTURE WORK

We have presented an abstract view of SIED, an agent-
based data privacy engineering framework that could be
employed for a systematic data privacy design and
implementation. We believe that this a contribution to the
privacy-by-design challenge. In addition, we presented a
literature review of related work on agent-based software
engineering and the influence of such work on data privacy
engineering. While SIED is proposed as a framework for
agent-based data privacy engineering, it could be
generalized for other non-agent-based data privacy
processing as well. The subject of data privacy remains a
challenge and more research, design, implementation, and
metrics is needed to accommodate the ambiguous and fuzzy
privacy requirements of individuals and entities. We believe
that intelligent agent-based architectures offer optimism for
data privacy solutions. For future works, we plan on
expanding this study to take a decomposition approach in
dealing with the complexity of agent-based data privacy
engineering.
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Abstract—Whatever the professional sector of activity,
achievements are the results of dedicated processasd skill
usage. If a project is successful, the knowledge @know-how
that have been used have to be capitalized for a ggible use in
other projects. However, this is a dynamic processSkills are
always evolving. The issue is how to improve the magement
of skills to make them more efficient over time. Anew
approach is proposed to address this problem. It ibased on
the management of objectives through a multi ageriearning
system where skills are represented as agents. Bgin
autonomous entities, and having their own learningabilities,
skills will enforce project efficiency, capitalizing on past
iterations. The key point of our approach is the apropriate
exploitation of past objectives to help the user ehtifying the
required skills for the new project.

Keywords-Multi-agent systems; objectives; skills; governance

l. INTRODUCTION

Whatever the goal is (e.g., improve the energyriusaf
a house by installing photovoltaic panels on thef oo win a
rugby match next Sunday), the problem is alwaytedtas
doing something to achieve something. Then, thgegro
comes into place. Goals and objectives are statsntkat
describe what the project will accomplish. Eachjgmbis
defined (structured) by a set of resources and egsEs
according to a specific schedule. The processebamed on
a set of required skills. Importantly, the definiti of the

project may evolve according to the environmental

conditions, the past experiences, meaning thatligtheof

skills required to reach the goal may not alwayshisesame.
Let us consider the goal of “building a house”. Evethe

process is almost the same, different construatiaterials
(like cinderblocks or bricks) may be used. This liegp
different skills for each building project. Consithg past
experience in the domain, a dynamic dimension seoked
for each project over time.

Then, the point is how to improve the management OBro

skills to make them more efficient, throughout potg, and
over time. If a user wants to address a new gaal to

define the project and what are the skills needed t

implement it? How to get benefits from past prgectn
order to solve the problem, it is suggested to wamkthe
goals and skills of past projects using a learmndti-agent
system [1] [2] [3], where skills are autonomousrdagg4].
Our proposal is based on a “Skill sharing” multeay
system (MAS). It has already been presented ineaiqus
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paper [4] and implements learning abilities tha elose to
"Case Based Reasoning" mechanisms [13]. In this new
paper, Section Il starts with a short reminderhaf MAS. A
new method is then proposed to help the user defiainew
project based on previous objectives, objective alomand
skills used to implement past projects. The fiestufts are
shown in Section Ill. Section IV concludes this doent.

Il.  MODEL

A. Theissue

Let us present one of the missions of “Conseil Garde
la Gironde” (CG33). As a local authority, CG33 def
policies and practices for the Sustainable DevelniSD)
of the "département" (a territorial division lowehan
regions). In Gironde, 61 of the local authorities part of an
“SD Network”. When looking for feedbacks about SD
projects, each Network Member (NM) uses an inforomat
system, where they share experience and skillsvVi4ien
defining an (potentially new) SD project, each Nikds to
identify the skills needed to make his project ecess. It is
also interesting to get benefits from past expegeon
similar projects to build the new one. Let us iiate with
the objective: I'want to put photovoltaic panels on the roof
of my housk | have to find the skills required for this new
project. At time T, taking into account my needsd an
experience of past projects, there are two options:
| find a past project that reflects exactly what |
want to do. Thus, what | need is to find a way to
retrieve all the skills of this project, and prodde
my new project creation using this list.

« | find a past project, but it is not exactly what |
want to do. Thus, what | need is to retrieve a subs
of the skills of this project, and proceed to myne
project creation using this restricted list.

The two points above are efficient if the user $ind
jects that already required all or part of tkilssrequired
to implement the new one. However, this is not giwvthe
case. Skills may be scattered throughout variougegts.
Thus, the point is to find a way to answer to aitkah
expression of needs at specification level. Forngte,
consider we have already in the system the twopragtcts:
“wind turbine implementation” and “hydraulic micgpwer
implementation”. They both belong to the same “dorha
“new means of energy production”. If the user waatbuild
a new project, in the same domain (e.g., the impfeation
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of solar panels), an interesting idea is to loakskills used
in all the past projects of this domain. Thus, skistem will
suggest integrating the skills that were fluentbedi across
all projects in the domain. It is possible to gafiee this
example. Each professional sector of activity hasgdures
and processes, each of them used to reach spgadls or
objectives. Each objective may be declined througho
concrete projects, themselves composed by skibsie@lly
speaking, it may be difficult to make processesh&/o
according to environmental constraints. When swsfakghe
knowledge and know-how that have been used shoaild
capitalized for a possible use in further proje€isally, an
important issue is to find a way to improve the agement
of skills to make projects more efficient over tinTeo do
this, it is possible to build new projects, workiog past
projects or objective domains. The goal of this kvisrthus
to dynamically improve new projects definitions atml
identify the skills needed to make them a success.

B. Working with objectives: theoretical proposal

1) Main concepts

Let us consider an example to illustrate the use
"objective” in our MAS: To make energy savings, | want to
put a better insulation into the walls of my flafThis
example drives us to the definition of five consefitrther
used in this paper.

a) Environment

the ‘integration of glass wool into waflés proposed. It will
start next week, will stop in 15 days, and requseseral
skills. Finally, the project is implemented and lerated at
the end using the Elementary Competencies (EC&ach
skill.

e) Skills

As already mentioned in [4], the skill is the alilto
exploit some knowledge and know-hows in order teesa
class of problems. It is different from a competgmehich is
enerally accepted as a set of behaviors or acti@mishave
0 be successfully implemented within a particuidantext
[8]. Skills are used into projects to reach the |ghe
objective).

2) Obijectives’ type
For a user, the problem is to reach a goal. Itsisally
defined by a simple assertion likewant to do somethirig
In order to reach the goal, the user will defineim system a
new project. He does not often have the knowingllagkills
that have to be used into the project. As it ifidift to give
a unique answer, depending on the user requeshatT,

ofwo approaches are proposed to build new projétis.first

one is based on completed projects and their dbgecthe

second consists of building the new project usindy o
concerns about the objective's domain, and evéntttad

environment. This case occurs when the user wantiot
actions in a particular domain of activity, but domot

exactly know what to do.

An environment is viewed as a professional secfor o

activity. In our example,sustainable building sectbrs the
environment in which the user request occurs. Tdithe
highest level of abstraction and it is related ftrwe t
professional sector of activity.

b) Objective domain

An objective domain is a group of objectives,
concerned by the same thematic of activity. Inexample,
“thermal insulation improvemeéhts the objective domain
in which the user request occurs. Another domairdcbe
“air tightness improvemeént The idea is to position
objectives into one or several objective domains.

c) Objective

An objective is a simple textual description of @abto
reach (the term "goal" would have been more appatgr
but "objective" was chosen from the start for corgat
reasons and links with the French language). Iregample,
the objective is to gut a better insulation into the wdlls
This objective is part of thetfermal insulation improvement
domairi. Considering this simple question from the user,
constraint about materials or skills used to rethehgoal is
expressed. Another objective could limgrove air tightness
in my flat. In our implementation, arObjective agent is
available. To transpose an objective in “real lifé’ is
mandatory to firstly define first a project.

d) Projects

A project is defined by an objective, a start date,end
date, resources (like human actors) and processehéedule
the list of skills to use. In our example, a projdefined by
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C. Skill Agents

1) Integrating feedbacks from experience

As described in a previous work [4], at CG33 antraal
life”, numerous SD projects have been realizedirjorove
future SD projects efficiency, feedbacks show thats
important to enhance human cooperation, and thelh ea
actor has only a partial knowledge of the capaddibf the
other. An information system, accessible by albextoffers
to each of them a better view of their various etipe
areas. Even if the final goal is to know who iseatd do
something, defining the need as precisely as plesslihe
key Thus, the proposed information system is cedtem
skills and not on actors [8]. Furthermore, as skilways
evolve, and it is often difficult to explicit therthe proposal
is to use a multi-agent system with skill agentaclE of
these agents considers human actors as resoutiessiot
determine its elementary skills over time (selfini&bn),
and aims to be involved in SD projects. Generaljzithe
challenge is to allow each stakeholder of a prdjecthare
and learn more about the expertise and know-howhef
others. A traditional approach is to consider dirkitks
between actors and skills, in a “static point afwi. Here,
the central role of skills, and not of actors, xpleit. Thus,
at CG33, an online collaborative skills sharingl teas been
elaborated.
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2) Definition

met for the first time. The user would probably koow

It is assumed that a skill is unique and can behow to address the problem and how to exploit pasects.

implemented as an agent in a multi-agent systenskif

agent is cognitive, non-conversational and nonedial [1]

[7]. It has resources (a list of physical actors) és own life
cycle. For the sake of simplicity, it has been as=d that a
skill is a sum of ECs [8] within projects. Each HE
evaluated after realization and contributes to ldaning
abilities. Doing so, defining the “embodiment” [6][of skill

agents, an EC is part of the global skill defimtid@he skill

agent environment is defined by indirect (througtother
technical agent calletiVebRequesterinteractions with the
users. It has:

There is nevertheless a solution to help the Ude.idea is
to determine all the skills involved in past prdgein the
same objective domain, or eventually in the same
environment. In our system, a skilénts to be involved” in
the new project according to a degree of involvenrepast
projects (see further). In contrast to what we hanaposed
in paragraph D, this method is not limited to arhange
with the Objective agent. In cognitive science, effective
agents are obtained by the embodiment of mindgh]If a
skill alone has no perception, no motivation andreans to
perform an action and change its environment, #lvgays

+  Perception It listens to information broadcasted by possible to define them artificially. Several typed
other agents or environmental evolutions, e.gewa n motivations have been lntegrated in skill agem)sﬂm:butlon

project starts.

e Internal attributes It is defined by a list of
elementary competencies, a creation date,
domain(s) of activity, and a specifiag€'.

to new projects, determine the list of elementary
competencies that define themselves [4], and datertheir

gelationships with the other skills [4]. Let us d&p an

example showing the motivation of being involvedniew

«  Actiont It updates its behavioral rules and the weightProjects. A user defines a project in thermal insulation

of elementary competencies that define it.

3) Learning mechanisms

The main concerns of the learning mechanism, fekila
agent, are actors’ selection (identifying a humarspn for
the embodiment [5][6] of the skill), links estalbliment with
other skill agents, and improving skills managemasing
objectives. The link establishment decision is Hasa
similarity studies, like common involvement intoofacts
over time. Behavioral rules’ evolution is a consage of
those learning mechanisms. Skills management ingpnewnt
concerns will be detailed further.

D. Building new projects from past Projects

improvemerit objective domain. No more detail is
forwarded to the systerfiThermal insulation improvement”
is an objective domain and is part of the enviromime
“sustainable building sectorThe answer of our system is
defined by the following process:

» TheObjective agenteceives the user request.

» TheObjectiveagent sends (broadcasts) the request to
all skill agents within the MAS.

» Each skill agent computes aefevance coefficient”
according to the request content, and returns an
answer to the Objective agent (see next paragraph).

* The Objectiveagent consolidates all answers from
skill agents, and returns the list of candidatethto
user

Each skill agent is autonomous and decides if fita/éor

Two cases are available to build the new projectnot) to contribute to the new project. The key painthe

duplicating, or customizing existing ones. From previous
example, we will suppose that the user finds thejept
“integration glass wool into wallsOne may then:

e Think that it is exactly his objective. Thus, helwi

computation of the relevance coefficieltis the percentage
of projects in which the skill has been involvedtlire past
among all projects of the objective domain. If Xceeds a
threshold, the skill agent wants to be involvedthie new

duplicate this project and all its skills, without project.
creating a new one, changing only contextual

information like the start date for example.
e Think that it is not exactly his objective, butvsry

I1l.  IMPLEMENTATION AND RESULTS

close. He decides to create a new project an .
customizes the list of skills associated to theting A The mas archltectur.e .
project. A new objective is thus created with a new The model has been implemented using the JADE MAS

list of skills built from a subset of the previooise.
Finally, in both cases, a new project instancesisegated
from the objective. In our implementation, thosempions
are done throughout our uniqu@bjective agent into the
MAS. As those actions are based on historical data,
communication with skill agents themselves is ndede

E. Building new projects from an objective domain

Let us assume that a new project has to be builtrding
to the user needs. There is sometimes a limiteteegjpn of
needs at the specification level and the objeatight be

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-340-7

and standard multi-agent tools [4][9][10][11][12]se€
Figure 1, where the focus is on exchange of flows).
Synthetically, the WelRequester ServietGateway and
WebRequesteAgent are java components used for the
management of the exchanges between human usetiseand
MAS itself. The WebRequesteAgentis in charge of the
interactions with the human user, forwarding retgids
other agents, and sending back their answers.atagtees
(FIPA compliance [11]) that no direct exchange asgible
between human users and skill agents. @bgectiveAgent,
according to Ferber’s classification, is reactit¢ When a
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new project creation request is received from tlseru
through the technical agen¥ebRequesterthis agent
retrieves “existing projects” or sends broadcagtslt skill

agents. At CG33, 110 skill agents are active amthing

into the JADE MAS [4].

User HMI JADE Multi-Agent System
(Apache Tomcat) :-éﬁlér-s_kl_ll_-:
L _Agent i
G
Web Requester N Broadcasts
Servlet T
3 3 Sldll
E Ohjective Agent
W Agent
b
D ¥ [WehRe quester
— Agent
[ =
Figure 1. The MAS - Focus on broadcasts
B. Results

1) Real context

As already seen, in Gironde, there are 61 “SD Netivo
members. They share their experiences and skiltsugfn
the collaborative Sustainable development Skill Sharing
Systerh application. Skills have been classified into a
preliminary list of 9 objective domains: politicalishes,
sensitization, diagnostic, prospective, developirige
strategy, elaborating the action plan, implemeatabtf the
action plan, evaluation, and continuous improvemehts
application started to be used by the beginninthefyear
2013. The first skills concern the management of S
projects. Thus, the results presented below areesgpd in
this context.

2) Case 1: new projects from past Objectives
The user request, through th&ebRequesterAgents
transmitted to th©bjectiveagent (see figure 2).

(=& ]=s

1B sniffe0@SMA_OC - Sniffer Agent
Actions About

= HH ez

[+]:

.y

o

£2 AgentPlatforms
£2 ThisPlatform
2 Main-Container
™ Cg33_Containe

EQUEST:1(
I

FORMO( 277

INEQRM:1 ¢ 897 1Y

B R a0

Agent: ObjectiveAgent

Figure 2. Case 1 - Exchanges between agents into the JADE MAS
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Figure 2 is a screen copy of the JADE MAS Sniffeol t
that monitors message exchanges among agents.efthe |
part shows the MAS Agent tree where an agent it qiea
container, a container belongs to a platfoiithigPlatformn)
and a platform is included in all agent platforms
(AgentPlatForm} The right part shows three “boxes”:
Other. reflects other agents within the MAS, or in
this case, the JADE gateway that manages exchanges
with the external users
ObjectiveAgentsee next paragraph for details.

The arrows (1 to 4) show the message exchangels, wit
their type (REQUEST or INFORM for the answer), and
their directions (from sender to receiver).

The ObjectiveAgentensures the treatments, based onto
historical data, to retrieve projects instances agldted
skills. At the end, it processes the answer by meznan
XML flow (see Table 1 of this flow).

TABLE I. LIST OF THE XML FIELDS INTO THE ANSWER FOW

XML Tag Comment

answers Main tag encapsulating the answers

answer Main tag for each answer, 1 for each project
Boolean value indicating that the project is ngw.

newObjective | Value always false here because the project is pver
and taken into the historical

objective Main tag for the past project
The past project code within the projects dataljase

code
table

description The_ past project textual description within the
projects database table

startDate The past project start date

endDate The past project end date

skills Main tag encapsulating the skills list

skill Main tag, 1 per skill

code The current skill code within the skills datsé table

description The current skill textual description within the
database table

At the front-office user level, a list of projecad skills is
proposed. The new user project is then generatautdiog
to one of the 2 identified methods: duplicate, wstomize.

3) Case 2: new projects from objective domain

The user request is sent to tBbjectiveAgenthat does a
broadcast to all skill agents, consolidates theswaer. At
the end, the answer is also returned to the usanasML
flow (see Case 1 for details). Please note thatval lof
“genericity” for the broadcasting mechanisms isadticed
(see figure 3).
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Figure 3. Case 2 - Exchanges between agents into the JADE. [8A&text.

Figure 3 is also a screen copy of the JADE MAS f8nif

7.

tool. Only the right part of the window is shownitaprove

the visibility. The first three “boxes” are iderdicas those

described for figure 2. Please note tBabadcastAgenis a

technical agent. It receives a message from aninatig

sender, broadcasts it to all agents, and consekdatl
answers into a single one. The global answer, ath X®v,

8.

A third one, entitled:

Project formulation and appraisal for national and
international aid agencies
Training on small-hydro technology and economics

ihstallation of a biodiesel

generation system to power up a highway constrocite’.
Let us assume the project also shares the 3 corpimases,

is then sent back to the original send&li. other boxes on and hag} specific ones

the right are all skill agents within the MAS. The screen 1.

copy above shows only two skill agents. 2.
3.

For illustration, let us reuse the example where th 4.
objective domain isrfew means of energy productionA 5
project for a Wind turbine implementatidrhas 5 phases:

1. Project management /implementation

2. Definition of power requirements 6.

3. Selection of the best technology of wind turbine 7.

among models and worldwide suppliers

4. Logistic definition (transportation organization)

5.  Wind turbine installation

A second project, entitled hydraulic micro power

Identify the best site

Environmental benefits evaluations

Project management / implementation

Definition of power requirements

Selection of the best technology of biodiesel
generation system among models and worldwide
suppliers

Logistic definition (transportation organization)
Biodiesel generation system installation

Considering these phases as skills (of course figla

level of abstraction), let us introduce into thetsyn a new

user request where the new project isoldar panels

implementatioh This project also belongs to the objective

implementatiofy shares 3 (over 5) common phases with thedomain ‘hew means of energy productioriThe requested

first project, and has $pecific ones

1. Project management / implementation

2. Definition of power requirements

3. Selection of the best technology of hydraulic micro
power among models and worldwide suppliers

4. Logistic definition (transportation organization)

5. Hydraulic micro power installation

6. Technology transfer of appropriate designs to

Copyright (c) IARIA, 2014.

developing country manufacturers
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minimum value for the relevance coefficient is 75Phus,
according to our algorithm:

The ObjectiveAgent send (broadcasts) the user
request to all the skill agents within the MAS @&
common + 5 specifics according to the second and
third project phases)

Each skill agent computes its dedicated relevance
coefficient. If this computed value is greater tlihe
requested one, that means the skill agent “wamts” t
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contribute to the new objective, and the boolean IV. CONCLUSION AND FUTURE WORK

value true” is returned to th@bjectiveAgent Over time, more and more objectives will be cotizeel
* The ObjectiveAgentconsolidates the results where through projects, and more and more informatiorl
the answer istfue’. Finally, it returns to the user the gavailable to help the user. This work suggestsrésting
list of the skills as an XML flow: perspectives. From a professional point of viewjoeoning
a - Project management / implementation the problem of skills management, the analysis laliss
b - Definition of power requirements applications through projects provides a wealth of
c - Logistic definition (transportation organizatip  information. After a period of running, managens diuman
+ Through the front-office interface, the user thenresources management services will be able toifyiete
validates (partially or totally) the skills list taild its ~ key skills, the cross-domain skills, the evolutiosf

new project. This validation is stored into memory. “sensibility” of each skill into the professionalector
processes, and all of this over time. This work nmarpduce

real benefits in human resources management toifzatt
C. Discussion future evolutions of needs in terms of collaborafmnofiles.

The proposed information system proposes soluttons N our proposal, the adaptation over time is made
the problems of each SD Network Member at CG33, wh0ssible by the computation of a relevance coefficialue.
needs to identify the required skills to make hisjgct | NS value is stored into the memory of each sigént. One
successful. Whatever the activity sector, projec®f the future directions of works is to implement
management is usually carried out through Softwaré;omplemgntary .Iearnlng mec;hamsms to optimize the

o . . computation of this value over time.
applications, where tasks are defined and described
static way. The definition of a new project regsirthe

identification of human actor(s) for each of thefrwo

problems may be encountered: ]

Copyright (c) IARIA, 2014.

The first problem occurs when an evolution of the[
processes is considered. A traditional approadb is [2]
statically update the list of tasks for the project
Setting renewals have to be done by administrators,
or advanced users, into the project management to?gl
itself. This update is often generating costs, beea

in some cases an external help (e.g., of the softwa
editor) is required. This way, there is a lack of[4]
efficiency, inducing at least a waste of time, and
sometimes substantial costs overruns.

Another problem is the management of the dynamic
nature of projects according to the evolving neg&fds [5]
users. As a project reflects the user needs atengi
date, there can be as many projects as user neelfs
expressions within the system. The global skill
sharing system presented in this paper is 1
collaborative and adaptive tool. The new projects a
built “on the fly”, from the real user needs. Thise g
list of new skills is built from those available frast
projects and reflects the user needs at the tinteeof
request. As the number of projects grows in our
collaborative system, the global list of skills atin (9]
objective domains evolve and may converge. At g,
global level, our system learns from the requests o
the users and reflects the evolution of activityerov
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Abstract—Models of the human driving behavior are essential
for the rapid prototyping of assistance systems. Based on
psychological studies, various percepts and measures have been
proposed for the lateral and longitudinal control in driver
models without demonstrating the generalizability of results
to natural settings. In this paper, we present the learning of a
probabilistic driver model. It represents and mimics the lateral
and longitudinal human driving behavior on virtual highways
by performing situation-adequate lane-following, car-following,
and lane changing behavior. Because there is considerable
uncertainty about the relevant percepts in natural driving
behavior, we select hypothetically relevant percepts from the
variety of possibilities based on their statistical relevance.
This is a new approach to generate hypothesis about the
relevant percepts and situation-awareness of drivers in dynamic
traffic scenes. The percepts are revealed in a structure-learning
procedure using a discriminative scoring criterion based on
the Bayesian Information Criterion. Discriminative learning
maximizes the conditional likelihood of probabilistic models,
whereas the traditional generative learning maximizes the
unconditional likelihood. This way, it attempts to find the
structure with the best performance for the intended use, which
in our application is the best prediction of driving actions given
the available percepts.

Keywords—Probabilistic Driver Models; Bayesian Autonomous
Driver Models; Machine-Learning; Structure-Learning; Discrim-
inative Learning.

I. INTRODUCTION

The Human Centered Design of intelligent transport
systems requires computational models of human behavior
and cognition. Particularly models of the human driving
behavior (i.e., driver models) are essential for the rapid
prototyping of error-compensating assistance systems [1].
Various authors proposed control-theoretic models (e.g.,
[2]), closely related perception-action models (e.g., [3][4]),
and production-system models implemented in cognitive
architectures (e.g., [5]). Due to the variability of human
cognition and behavior, the irreducible lack of knowledge
about underlying cognitive mechanisms, and the irreducible
incompleteness of knowledge about the environment [6],
we conceptualize, estimate, and implement models of hu-
man drivers as probabilistic models: Bayesian Autonomous
Driver (BAD) models.

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-340-7
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In earlier research [7], we developed a BAD model
with Dynamic Bayesian Networks (DBNs), based on the
assumption that a single DBN representing a single skill is
sufficient for lateral and longitudinal control. Later, we re-
alized that for modeling the complex competence of human
drivers, a skill hierarchy (e.g., Figure 1) is necessary. We
developed a hierarchical modular probabilistic architecture
that allows to construct driver models by decomposing
complex behaviors into pure behaviors and vice versa:
Bayesian Autonomous Driver Mixture-of-Behaviors (BAD
MoB) models [8][9][10].

Based on psychological studies (e.g., [11][12][13]
[14][15]), various percepts and measures have been recom-
mended for the lateral and longitudinal control in driver
models. These proposals are partly contradictory and often
depend on special experimental settings, like straight roads,
winding roads, low speed, and/or the absence of other traffic
participants. Other and more natural scenarios may provide
and require different perceptual cues that are not yet fully
understood or formalized. A general computational vision
theory of driving behavior is still pending.

Because there remains considerable uncertainty about the
relevant percepts in natural driving behavior, we propose the
use of structure-learning procedures to select hypothetically
relevant percepts from the variety of possibilities based on
their statistical relevance. We used the proposed procedure
to learn the relevant percepts for a BAD MoB model that
represents and mimics the lateral and longitudinal human
driving behavior on virtual two-lane highways according
to the skill hierachy shown in Figure 1. We assume that
the overall complex driving behavior can be decomposed
into the simpler behaviors lane-following, car-following,
performing lane changes to the left and lane changes to the
right.

Highway

Lane
Change Left

Lane Change

Lane-Following Right

Car-Following

Figure 1.  Skill hierarchy representing the human driving behavior on
virtual two-lane highways.
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The paper is organized as follows. In the following
section we give a brief overview of percepts and measures
that have been recommended in the literature for modeling
the lateral and longitudinal human control behavior. Section
IIT introduces the fundamentals of BAD MoB models. In
Section IV, we describe a structure-learning procedure for
selecting the pertinent percepts from a universe of hypotheti-
cally available percepts, using a discriminative version of the
Bayesian Information Criterion. In Section V, we present a
resulting BAD MoB model that mimics the human driving
behavior on virtual highways and discuss the meaningfulness
of the learned percepts with respect to the literature. Finally,
we conclude with Section VI.

II. A UNIVERSE OF PERCEPTS

For the most part, the literature considers three types
of percepts as important for lateral control: bearing angles
[13][14][3][16], splay angles [13][14][17], and the optic flow
[13][14][17] (Figure 2).

Bearing angles are defined as the angles between the
driver’s heading (the driver’s body axis, assuming that he is
belted in) and the direction to specific reference points in the
driver’s field of view (Figure 2a) [14]. If available, obvious
choices for such reference points are the lane edges. When
aligned with the course of the road, a conceivable strategy
for lane-keeping on a straight path is to keep the bearing
angle to a reference point on the left lane edge and the
bearing angle to a reference point on the right lane edge
constant [14].

Bearing angles to single reference points that drivers tend
to visually target are also known as visual direction angles
[13]. Notable proposed examples for such targeted reference
points are points on the future path of the driver, the
centerline, lead-cars, and for curved roadways, the tangent
point [3][18][19].

Splay angles are defined as the optical projections of
lane edges or the centerline around a reference point on the
driver’s retina relative to a vertical line in the driver’s field of
view, e.g., the heading [14] (Figure 2b). Similar to bearing
angles, when aligned with the course of the road, a valid
strategy for lane-keeping would be to keep the splay angle
to the left lane edge and the splay angle to the right lane
edge constant.

The optic flow denotes the global image motion of the
environment projected on the retina when one moves in the
world [14][16]. Similar to bearing and splay angles, we can
define flow angles as the angles between the driver’s heading
and the direction of the optic flow of reference points in the
driver’s field of view (Figure 2c). A simple strategy for lane-
keeping using the optic flow would be to align the focus of
expansion (specified by the intersection of two flow angles)
with the intended target direction.

For longitudinal control, the literature mainly discusses
the time-to-contact/collision (TTC) [13][20][21] and the
time-headway (THW) [21][22]. The TTC of a vehicle A
with a speed v4, following a vehicle B with a speed vp,
in a distance d, is defined as TTC = d/(va — vp) and
denotes the remaining time until A reaches B. As a special
case of the TTC, the THW denotes the remaining time until
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A will reach the current position of B and is defined as
THW =d/va.

III. BAYESIAN AUTONOMOUS DRIVER
MIXTURE-OF-BEHAVIOR MODELS

Throughout this paper, we will be concerned with prob-
ability distributions over sets of discrete random variables.
Variables and set of variables will be denoted by capital let-
ters, while specific values taken by those (sets of) variables
will be denoted by lowercase letters. For time series, we
assume that the timeline is discretized into time-slices with
a constant granularity of 50ms. We will index these time-
slices by non-negative integers and will use X! to represent
the instantiation of a variable X; at time t A sequence

DEID CARNN ¢ w111 be denoted by X7* and we will
use the notation * for an assignment of values to such
sequences.

A Bayesian Network (BN) is an annotated directed
acyclic graph (DAG) that encodes a joint probability over
a set of variables X = {Xj,...,X,}[23]. Formally, a
Bayesian Network B is defined as a pair B = {G,60}.
The component G is a DAG, whose vertices correspond to
the random variables X1,...,X,,, and whose arcs define
the (in)dependencies between these variables, in that each
variable X; is independent of its non-descendants given
its (possibly empty) set of parents Pa(X;) in G. The
component 6 represents a set of parameters that quantifies
the probabilities of the network. We assume that 6 contains a
parameter 0,,q(x) = P (2[pa (X)) for each possible value
x € X and pa (X) € Pa(X). Given G and 6, a Bayesian
network B defines a unique joint probability distribution
(JPD) over X as:

n

Py (X) =[] P(XilPa(X5)). 8))
i=1

DBNs extend BNs to model the stochastic evolution
of a set of variables X = {X;,...,X,,} over time [24].
A DBN D is defined as a pair D = (Bl,B*), where
! = (G',6") is a BN that defines the probability dis-
tribution P (X 1) and, under the assumption of first-order
Markov and stationary processes, B~ = (G7,07) is a
two-slice Bayesian network (2TBN) that defines the CPD
P (X' X'!) for all t. The nodes in the first slice of the
2TBN do not have any parameters associated with them,
but each node in the second slice of the 2TBN has an
associated CPD which defines P (X}|Pa(X})), where a
parent X; € Pa (X}) can either be in time-slice ¢ or ¢ — 1.
The JPD over any number of 7" time-slices is then given by:

HHP Xt Pa (X})).

t=14=1
A. Definition of BAD MoB models

In essence, a BAD MoB model is a combination of
several DBNs, whose functional interaction allow the gener-
ation of context dependent driving behavior by sequencing
and mixing simpler behaviors according to a skill hierarchy
[9][10] (e.g., Figure 1).
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T Heading

T Heading

T Heading

Figure 2.

Let A denote a set of discrete random variables rep-
resenting the lateral and longitudinal control actions of a
driver. In this paper, we assume the use of steering wheel
angles for lateral control and the position of a combined
acceleration and braking pedal for longitudinal control. P =
{P1,...,P,} denotes a set of discrete random variables
representing hypothetical percepts that could be available to
the driver due to foveal and ambient vision [25]. Given a skill
hierarchy, decomposing a complex behavior in a number of
n simple behaviors, B denotes a discrete random variable
with n values for the n simple behaviors.

We assume, that the sensor-motor schema of each of the
n simple behaviors in the skill hierarchy can be modeled
by a distinct DBN m; that defines a JPD Py, (AYT, P17,
Due to their purpose, we refer to these models as action-
models. In addition, we assume that the appropriateness of
the simple behaviors in a given situation can be modeled by
a DBN 7 that defines a JPD Py, (BT, P1T), which we
refer to as a behavior-classification-model.

A BAD MoB model 7 is then defined as a DBN that
combines both action- and behavior-classification-models,
using a technique called behavior-combination [26]. The
combination is achieved by specifying the CPDs of =
as queries to be inferred by the action- and behavior-
classification-models. Under the assumption of first-order
Markov and stationary processes, the JPD of m for any
number of 7' time slices is defined as:

Pﬂ- (ALT,BLT,PLT)

=

P (PY) P (BB, P P (AA P BY). (3)
1

t

The CPD P (B!|B'"!, P') represents the appropri-
ateness of each simple behavior in the given situation
and is defined as a query Py, (B'|[B""!, P') to be in-
ferred by the behavior-classification-model 7. Each CPD
P (A'|A'=1, P!, B' = i) represents the motor-output of a
specific behavior in a given situation and is defined as a
query Py, (A'|A*"!, P') to be inferred by the action-model
m; that realizes the sensor-motor-schema of the correspond-
ing behavior. We would like to emphasize that the structure
of  itself is predefined and fixed. In contrast, the structures
of action- and the behavior-classification-models will be
obtained via structure-learning procedures.

B. Definition of component-models

Action- and behavior-classification-models are defined in
the same manner, and we will therefore simply refer to them
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Ilustration of bearing angles (a), splay angles (b) and flow angles (c).

as component-models. Each component-model 7. is a dis-
tinct DBN that defines a joint distribution Pr_(X'7, P17
and will be used to infer the query P, (X'|X'~! P!
(where X = A in the case of action-models and X = B in
the case of behavior-classification-models).

We model component-models in the fashion of state-
observation models [23], in that they consist of a transition
model P (X*|X'~1) and an observation model P (P'|X").
We rely on the assumption that not all of the available
percepts P are necessarily relevant for the realization or
classification of driving behaviors. Accordingly, we can
separate P into two mutually exclusive sets P C P and
P; C P, where Pg consists of the relevant percepts and Py
consists of the irrelevant percepts.

This allows us to decompose P (P!{X?) to
P (PL|IX") P (P}). For P (PL|X"), we assume that
the percepts are conditionally independent given X%:
P(Py|IX") = Tlpep, P(P/X"). As the irrelevant
percepts P; have no influence on the estimation of X, we
can replace the CPD P (P¥) by HPjGPI P (P]t)

A schematic graph-structure of component-models is
shown in Figure 3. The JPD over all variables for any
number of 7' time-slices is then given by:

Pﬂ- (XlzT Pl:T)

)

P(x'x= I P(PHxY) IT P (P

PicPr PjeP;

“

The query P, (X! X'~ P!) needed for the specifica-
tion of the BAD MoB model can be inferred by:

Pr (X'|X*1, PY)
P(XtXtY) [ P(PYXY)

_ P,ePr (5)
C Y PetXtl) [T P(Pfat)
zteXt P;cPr

As each component-model is a distinct DBN, each may
use a different set of relevant percepts. The problem is
to decide, which of the available percepts P; € P are
relevant and which are irrelevant. Due to the considerable
uncertainty about the relevant percepts for realization and
classification of natural driving behaviors, we use machine-
learning methods to learn the graph structure of component-
models and obtain the statistically relevant percepts in natu-
ral driving behaviors from the variety of proposed percepts.
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IV. LEARNING BAD M0OB MODELS

We derive the structures of component-models by a
machine-learning method, based on the score and search
paradigm, where a search in the space of possible graph
structures is guided by a scoring function that evaluates the
degree of fitness between the model and a set of experi-
mental data. From a Bayesian perspective such a scoring
criterion can be defined as P (G|0), the probability of a
graph structure G, of a model = given a dataset § [23].
Using the Bayes’ rule, P (G|d) is given by:

P (Gz|6) = P (6|Gx) P(Gx) /P (6), (©)
where P (§|G;) is the likelihood of the data given the
graph structure, P (G,) is a prior over possible graph
structures, and P (§) is a constant that does not depend on
the actual graph structure and can therefore be neglected
[23]. The likelihood of the data given a graph structure can
be computed by integrating over all possible parameters 6,
of 7 [23][24]:

P(5|G7r):/P(5|GW,BW)P(0W|Gﬂ)d0W, ©)

where P (6|G, 0,) is the likelihood of the data given 7 and
P (0,|G) is a prior distribution over the possible parameter
values for a graph structure G,. A common approach for
evaluating the integral, is to use an approximation derived
from the asymptotic behavior of (7) for infinite datasets,
which results in a scoring criterion known as the Bayesian
Information Criterion (BIC) [23][24][27][28].

Although their structure is fixed, we derive our structure-
learning approach for component-models from the hypo-
thetically learning of BAD MoB models. Let § denote a
complete database consisting of n samples 5t = (a’,b%, p%),
0, denote the maximum likelihood estimator, and Dim [r]
denote the number of independent parameters, the BIC score
for a BAD MoB model 7 is defined as:

Di“; " ogn. ()

BIC (G, : §) = log P (5|G,r,éﬂ) -

For a BAD MoB model =, the log—like}ihood
log P(6|G,0) is given by log Py (a'™, b%" pti" : 0, (in

Pr :
Py :
Figure 3. Schematic structure of action- and behavior-classification-

models, defined by a BN and a 2TBN.
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the following we will drop 0, for clarity). Using (3) this can
be rewritten as a sum of terms:

IOg Pﬂ' (al:n, bl:n’pl:n) — ZIOgP (bz|bz—1)pz>
=1

+ ZlogP (aj|aj_1,b7,pj) + ZlogP (k‘) ()
k=1

As the structure of a BAD MoB model is predefined, its
score only depends on the structure of its component-models
and their consequential ability to infer their corresponding
queries. This translates the task of learning a BAD MoB
model into the task of learning the graph structure for each
component-model individually. Consequently, using (9), we
can decompose (8) in order to define a scoring criterion for
component-models.

J=1

A. Discriminative learning of component-models

Let 0. denote a subset of & consisting of only the n.
samples §* = (2%, 2°~1, p?) related with a component-model
7, the portion of the BIC score for . would be given by:

Ne

Zlog Py, (xi\xi*17pi) — DlmT[WC] -logn.
i=1

(10

In contrast to maximizing the unconditional log-
likelihood in (8), we now aim to maximize a conditional
log-likelihood CL (éﬂc : 55) =Y log P, (xf]2'~1, pt).
Learning in order to maximize a conditional (log-)likelihood
is known in the literature as discriminative learning
[23][28][29][30][31]. Accordingly we will refer to the scor-
ing criterion for component-models as a Discriminative BIC
(DBIC).

For discriminative learning based on the BIC, it has
been recognized that its penalty term tends to have a too
high impact on the score, resulting in too simple model
structures [29][30]. As a consequence, [30] propose to adjust
the penalty by multiplying it by a parameter S < 1, they
proposed as 3 = 1/10. Following this, the DBIC for a
component-model is then defined as:

Dim [r.]

DBIC (G, : 6.) = CL (ém : 66) b

logn. (11)

B. Learning Procedure

For each component-model, the goal of the learning
procedure is to find the graph structure from the space of
possible graph structures that maximizes the DBIC. Even
given the severe structural constraints of component-models
(cf. Section III-B), there exist 2™ possible graph structures
for a number of m available percepts. As it is not feasible to
evaluate all these possibilities, we rely on heuristic methods
to find a good but not necessarily optimal solution.

By now, we use a common greedy hill-climbing search
procedure [23]. We start with an initial “blind” model that
does not utilize any percepts (hence with the observation
model P (P'|X") = [[", P (P})) and compute its DBIC.
For each available percept P; € P, we then construct
a model in which we utilize P; by adding an edge in
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the graph from X' to P} (therefore replacing P (P}) in
the observation model with P (Pf|X t)) and compute its
DBIC score. Intuitively, a percept P} leading to the highest
improvement of the DBIC when utilized can be seen as the
most pertinent percept of the given possibilities and will be
permanently added to the initial model. The process is then
repeated until no further added percept improves the DBIC.
Eventually, this learning procedure selects a minimal set of
relevant percepts.

V. A BAD MO0OB MODEL REPRESENTING THE HUMAN
DRIVING BEHAVIOR ON VIRTUAL HIGHWAYS

We used the described method to learn the relevant
percepts for a BAD MoB model based on the skill hierarchy
shown in Figure 1, representing the lateral and longitudinal
human driving behavior on virtual highways. For this, we
selected approx. 800 percepts that hypothetically could be
relevant for the human lateral and longitudinal driving
behavior.

Primarily, we selected bearing, splay, and flow angles
(c.f. Figure 2), utilizing a variety of possible reference
points. Reference points were placed in different fixed
(25m, 50m, . ..,250m) and time-dependent (i - speed, i =
{1s,2s,...,10s}) distances, both relative to the driver’s
current lane (on the lane edge or centerline left to the
driver, on the middle of the driver’s lane, and on the lane
edge or centerline right to the driver) and absolute (on the
left lane edge, the middle of the fast lane, the centerline,
the middle of the slow lane, and the right lane edge).
As additional reference points only applicable for bearing
angles, we selected the far point, as proposed by [3] (placed
on the tangent point if available and on the vanishing point
otherwise), and traffic participants in the vicinity of the
driver (the nearest cars in front and behind the driver on
the two lanes of the highway).

To enable the possible use of strategies that utilize two
angles resp. reference points simultaneously (cf. Section
II), we considered percepts that represent the differences
between bearing, splay, and flow angles of the reference
points on the left and right lane edges or one of these lane
edges and the centerline.

From the percepts obtainable from traffic participants
in the vicinity of the driver, we selected distances, speed
differences to the driver, TTCs, and THWs of the nearest
cars in front and behind the driver on the two lanes of the
highway.

As further percepts that obviously could have an effect,
esp. on longitudinal control, we included the driver’s speed
Vego» the prescribed speed limit vjimi, and the combination
of both, which we will refer to as the speed potential,
representing the allowed speed gain (resp. prescribed speed
reduction) defined as Upor = Vlimit — Vego-

A. Experimental Data

The database needed for the learning procedure was
obtained in a simulator study using a fixed based driving
simulator that comprises a mockup of the driver’s cab of
a real car, positioned amidst three projection surfaces for
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a simulated 3D-environment, providing a realistic field of
view of 170° (Figure 4).

The study was conducted with eight participants (four
male, four female) between the age of 24 and 30 and
with normal or corrected-to-normal vision. The scenario
comprised approximately 37 km of a four-lane highway
based on a section of the German highway Al, with two
lanes in each direction and moderate traffic, generated by
a number of non-controlled automated vehicles traveling
at varying desired speeds and able to pass other vehicles
(including the driver’s car).

The experimental procedure consisted of three phases.
In the first phase, each participant was introduced to the
simulator and performed a training session. In the second
phase, the participants drove one trial without other traffic.
They were instructed to obey the shown speed-limits (100-
130 km/h) and perform lane changes when being asked by
the instructor. In the third phase, the participants drove two
trials with other traffic. They were instructed to obey the
German traffic rules. For the second trial with other traffic,
left-hand curvatures were inverted to right-hand curvatures
and vice versa. A single participant (participant 1, male)
attended two times and in each case performed an additional
third trial with other traffic.

During the trials, with a frequency of 60 Hz, we recorded
the values of all defined percepts, the steering wheel angle,
and the position of a combined acceleration-braking pedal.
This led to an experimental database of approx. 1900000
data samples §° = (a’, p’) comprising a total time of approx.
525 minutes. In order to define the missing behavior values,
we manually completed each sample §° with the shown
behavior b° according to the skill hierarchy (Figure 1).

B. Results and Discussion

By now, we used the experimental data of participant
1 (male, approx. 550000 data samples) to learn a BAD
MoB model representing an individual driver. In total, twelve
percepts were selected during the learning procedure (Table
D). In the following, we will attempt to discuss their mean-
ingfulness with respect to the literature.

1) Lane-Following: A single percept was learned as
relevant for lateral control, representing the bearing angle

Figure 4. Fixed based driving simulator.
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TABLE I PERTINENT PERCEPTS FOR ACTION-MODELS REPRESENTING THE BEHAVIORS FOR LANE-FOLLOWING,
CAR-FOLLOWING, LANE CHANGES TO THE LEFT, AND LANE CHANGES TO THE RIGHT.
Behavior Relevant Percepts for Lateral Control Relevant Percepts for Longitudinal Control

Lane-following
Car-following

Lane changes to the left

Lane changes to the right

1. Bearing angle between the heading and a reference point on the
middle of the driver’s lane in a distance of vego - 55

1. Flow angle between heading and the optic flow direction of a
reference point on the centerline in a distance of vego * 35

1. Bearing angle between the heading and a reference point on the
middle of the right lane in a distance of 100m

2. Bearing angle between the heading and a reference point on the
left lane edge in a distance of vego - 25

1. Flow angle between the heading and the optic flow direction of
a reference point on the middle of the right lane in a distance of
75m

2. Bearing angle between the heading and a reference point on the
right lane edge in a distance of veg, - 35

3. TTC to the lead-car on the fast lane (bumper-to-bumper distance,
allowing positive and negative values)

4. TTC from the car behind on the slow lane (Euclidean distance,

1. Speed potential

1. TTC to the lead-car (bumper-to-bumper distance, allowing
positive and negative values)

1. TTC to the lead-car on the fast lane (bumper-to-bumper distance,
only positive values)

1. TTC to the lead-car on the fast lane (bumper-to-bumper, only
positive values)

only positive values)

between the driver’s heading and a reference point on the
middle of the driver’s lane in a distance of veg, - 5s. Under
the assumption that the middle of the lane can be seen as an
approximation of the future path of the driver, this percept is
consistent with the proposals of [13] for roads with gentle
curvatures, and findings of [19] and [32], who report that
drivers often fixate the center of the road resp. the future
path. In contrast, the far point, as proposed by [3] for lane-
following, was only the 114" highest-rated percept.

The single relevant percept selected for the longitudinal
control represents the speed potential. This seems reason-
able, as it should be sufficient for a driver to keep an intended
target speed as implied by the current speed limit. However,
as German traffic rules prohibits to overtake on the right,
we expected a second percept, associated with the lead-car
on the lane left to the driver. Indeed, the percept that would
have been selected as the second relevant percept (but was
rejected due to the increasing penalty) represents the distance
to the lead-car on the fast lane.

2) Car-Following: The single percept learned for the
lateral control in car-following represents the angle between
the driver’s heading and the optic flow direction of a
reference point on the centerline in a distance of veg, - 3.
This is in contrast to [33], who found that drivers tend to
primarily fixate the lead-car during car-following. Based on
these findings, [3] concluded that in the presence of a lead-
car, the lead-car would act as the primary reference point
and consequently proposed the angle between the heading
and the lead-car as the most relevant percept for lateral
control during car-following. Maybe surprisingly, this angle
was only the 353" best-rated percept.

However, the single relevant percept for longitudinal
control in car-following represents the TTC to the lead-car.
This is consistent with the proposals of [20] and [21] and
would imply that the driver indeed primarily focuses the
lead-car. Our model would therefore imply that during car-
following, the driver primarily depends on ambient vision for
lateral control, while using the foveal vision for longitudinal
control.
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3) Lane Changes: For the lateral control during lane
changes to the left, two percept were selected. They rep-
resent the bearing angle to the middle of the right lane in
a distance of 100m and the bearing angle to the left lane
edge in a distance of veg, - 25. These percepts are consistent
with findings of [34], who report that during lane changes to
the left lane, drivers direct their gazes primarily and almost
equally to the left and the right lane.

In contrast, during lane changes to the right, drivers
direct the majority of their gazes to the right lane, while
dividing the rest of their gazes equally between the left
lane and the mirror [34]. As shown in Table I, the selected
percepts are indeed consistent with these findings. The
two most relevant percepts represent the angle between the
heading and the optic flow direction of a reference point on
the middle of the right lane and the bearing angle between
the heading and a reference point on the right lane edge.
The third percept represents the TTC to the lead-car on the
fast lane, which implies a certain attention to the left lane.
The last percept represents the TTC to the car behind on the
slow lane, which implies a certain attention to the mirror.

Concerning the longitudinal control, for both lane
changes to the left and to the right, the single selected
percept represents the TTC to the lead-car on the fast
lane. This may be explained by a rare and unpredictable
tendency of non-controlled traffic participants to surprisingly
and recklessly change lanes, which enforced the participant
to perform all-out brakings during lane changes. However,
this also gives us a hint to explore the use of separated skill
hierarchies for lateral and longitudinal control in our future
research.

VI. CONCLUSION

We presented the learning of a hierarchical and modular
probabilistic driver model that represent and mimics the lat-
eral and longitudinal human driving behavior on virtual high-
ways. Its relevant percepts were selected in a discriminative
structure-learning procedure from a set of hypothetical per-
cepts proposed in literature. The performance of the learned
BAD MoB model is very promising (videos available at
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http://www.lks.uni-oldenburg.de/46350.html). The selected
percepts are sufficient for the modeling and simulation of the
lateral and longitudinal human driving behavior on virtual
highways, including situation-adequate lane-following, car-
following, and lane changing behavior. The selected percepts
seem reasonable and for the most part consistent with find-
ings reported in psychological studies. This indicates that the
proposed method can be used to generate hypothesis about
the relevant percepts and situation-awareness of drivers in
dynamic traffic scenes to be validated by experiments with
human drivers.

In our future work, we will expand our selection of
hypothetical percepts and will explore the use of different
and separated skill hierarchies for lateral and longitudinal
control.
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Abstract—Robotics in the 21st century will progress from
scripted interactions with the physical world, where human
programming input is the bottleneck in the robot’s ability to
sense, think and act, to a point where the robotic system is able
to autonomously generate adaptive representations of its
surroundings, and further, to implement decisions regarding
this environment. A key factor in this development will be the
ability of the robotic platform to understand its physical space.
In this paper, we describe a rationale and framework for
developing spatial understanding in a robotics platform, using
knowledge representation in the form of a hybrid spatial-
ontological model of the physical world. While such a system
may be implemented with classical ontologies, we discuss the
advantages of non-hierarchical modes of knowledge
representation, including a conceptual link between
information processing ontologies and contemporary cognitive
models.

Keywords-Human Robot Interaction; Autonomous Navigation;
Knowledge Representation; Spatial Ontology

I. INTRODUCTION

The process of transitioning away from hard-coded
robotics applications, which carry out highly pre-determined
actions such as the traditional manufacturing robot, is
already well underway. With notions such as cloud robotics
[1] entering the zeitgeist, and highly publicized events such
as the DARPA Robotics Challenge (Dec 19-21 2013, Miami
FL) bringing public attention to these advances, it is
foreseeable that robots will be entering the mainstream
realm of human activity — more than in fringe applications
(robotic vacuum cleaner; children’s toys), but in key areas
such as caring for the aged [2], operating vehicles [3],
disaster management [4], and undertaking autonomous
scientific investigation [5].

The hurdles that must be overcome in reaching these
goals, however, are neither few nor small. This can be
plainly seen, for example in the aforementioned 2013
Robotics Challenge, in which simple spatial tasks that are
routine for a human being (open a door, climb a ladder) are
still critically difficult for even the most advanced and
highly funded robotics projects. While the state-of-the-art is
impressive, it is evident that physical robotics hardware is
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far in advance of the control systems that are in place to
guide the robot. The challenge is, thus, to develop systems
whereby a robot can perceive a physical space and
understand its position in that space, the components that
exist within the space, and how it can or should interact with
these components in order to achieve implicit or explicit
goals. This is furthermore impacted by the requirement that
robotic systems be able operate in outdoor environments
where distributed connections may not be available;
however, describing the development of long-range data
networks for robotic communication is beyond the scope of
this paper.

While there are a number of ways that the problem of
providing a robot with a spatial understanding can be
approached (e.g., neuro-fuzzy reasoning [6], dynamic
spatial relations via natural language [7]) it is our
proposition that leveraging the current advancements in
knowledge representation via ontologies [8][9], in
combination with an understanding of human spatial-
cognitive processing [10][11], and enabled by real-time
scene modeling [12] will provide a powerful and accessible
methodology for enabling spatial understanding and
interaction in a mobile robotics platform. As argued by
Sennersten et al. [13], the advantage of using cloud-based
repositories of perceptual data annotated with ontology and
metadata information is to take advantage of humanly-
tagged examples of sense data (e.g., images) to overcome
the symbol grounding problem. Symbol grounding refers to
the need for symbolic structures to have valid associations
with the things in the world that they refer to. Achieving
symbol grounding is an ongoing challenge for robotics and
other intelligent systems (see, for example, Brooks, 1999
[14]). Using cloud-based annotations attached to sensory
exemplars takes advantage of the human ability to ground
symbols, obviating the need for robots to achieve this
independently of human symbolic expressions.

This paper provides a conceptual overview of how
spatial understanding can be developed in a robotics
platform. We discuss traditional knowledge representation
(classical information processing ontologies), describe the
development and use of “cognitive” ontologies, and how
this may be transitioned into the development of a physical-
spatial ontology, including a possible system of
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comprehension for spatial position. Finally, we discuss the
notion that truly non-hierarchical systems such as complex
chemical structure, and such as the human cortex, may
require the development of systems of knowledge
representation that transcend the structural limits of today’s
systems.

Il. KNOWLEDGE REPRESENTATION

The development of specific nomological hierarchies for
concept representation is currently taking place across many
fields of academic endeavor (e.g., genetics, medicine,
neuroscience, biology, chemistry, physics). Under the guise
of the philosophical concept of an Ontology, such
applications seek to outline the knowledge which exists
within a domain at three levels of representation: Classes,
Properties, and Relationships. These nomological
hierarchies provide a way of describing the precise
relationship that terms in a given domain have to one
another. As an information processing construct, the
definition of an ontology is refined as an “explicit formal
specification of the terms in the domain and relations among

113

them”, or more concisely, “a specification of a
conceptualization” [15].
A system that operates with such knowledge

representation within its core functionality may be
considered to be ‘knowledge-based’. A knowledge-based
system is a computer program that stores knowledge about a
given domain (also known as an “expert system”, when the
knowledge is considered to be from a highly specialized
domain). However, an ontology does not intrinsically
represent the kinds of truth-functional mappings or
procedures captured by rules in more complete knowledge
bases. Hence, an ontology provides classifications and the
ability to infer associations via subclass/superclass
relationships. More complex forms of reasoning required for
most forms of useful cognitive task performance require
task-oriented rules. As such, the domain knowledge in a
knowledge base includes ontology representations, while
most task-oriented reasoning is achieved by the use of rules
that refer to ontological constructs in the form of domains
within rule tuples.

The system attempts to mimic the reasoning of a human
specialist by conducting reasoning across rules and in
reference to a database of atomic facts. Matching sense data
against metadata/ontology-annotated sense data on the web
can provide a method of automatically mapping a current
sensed situation to the annotations of past situations stored
in the cloud. This allows the system to retrieve
representations of the situation in an atomic form, as
statements formulated using the symbolic forms of
annotations which are retrieved by matching against
associated sense data. Ontologies hold the potential,
therefore, to provide the constructs for symbolic atomic fact
expressions that rule-sets can then process for automated
cognitive task performance.
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A. Cognitive Ontologies

An increasing number of ontologies are available on-line
that can potentially support this symbolic structure
generation  process. Knowledge representation via
ontological structure has been applied to the field of
cognitive science, both in relation to terminology used
within the domain (e.g., DOLCE - Descriptive Ontology for
Linguistic and Cognitive Engineering [16][17]) and for
concepts relevant to empirical testing paradigms (e.g.,
CogPo [18]). Indeed, several cognitive ontologies have
been developed in the recent years, including DOLCE,
WordNet [19], CYC [20], and CogPo.

WordNet is an online lexical knowledgebase system,
whose design is inspired by current psycholinguistic
theories of human lexical memory, where each cognitive
artifact can be semantically classified into English nouns,
verbs, and adjectives, with different meanings and
relationships in real-world scenarios. DOLCE is developed
by Nicola Guarino and his associates at the Laboratory for
Applied Ontology (LOA) [21]. It captures the ontological
categories underlying natural language and human common
sense. DOLCE, however, does not commit to a particularly
abstract level of concepts that relate to the world (like
imaginary thoughts); rather, the categories it introduces are
thought of as cognitive artifacts, which are ultimately
dependent on human perception, cultural imprints and social
conventions.

The Cyc project goal is to build a larger common-sense
background knowledgebase which is intended to support
unforseen future knowledge representation and reasoning
tasks. The Cyc knowledgebase contains 2.2 million
assertions (fact and rules) describing more than 250,000
terms, including nearly 15,000 predicates.

Finally, the Cognitive Paradigm Ontology (CogPo) is
developed based on two well-known databases, namely, the
Functional Imaging Biomedical Informatics Research
Network (FBIRN) Human Imaging Data base [22] and the
BrainMap database [23]. The CogPo Ontology has
categorized each paradigm in terms of (1) the stimulus
presented to the subjects, (2) the requested instructions, and
(3) the returned response. All paradigms are essentially
comprised of these three orthogonal components, and
formalizing an ontology around them is a clear and direct
approach to describing paradigms. This well-formed
standard ontology guides cognitive experiments in
formalizing the cognitive knowledge.

While these ontologies are of great value to the
community of researchers, and while the knowledge-based
mapping of concepts within particular domains may enable
robotic systems to rapidly access the linguistic identity of
physical objects and their relations within the domain, they
do not provide a means whereby the robot may become
spatially aware. To achieve this goal, we will need to
provide the robot with the ability to identify the spatial
characteristics particular to an identified object, and the
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physical relations between these objects and the surrounding
environment. A robot requires an internal representation of
three-dimensional space. It could access two dimensional
images on the web, by content-matching those images with
contents of its own visual system. The matching process,
and especially the ongoing three dimensional interpretation
of the images, could be greatly aided if the
ontology/metadata  associated with images includes
representation of the three dimensional context of image
capture. The “ontological” schema of knowledge
representation for images may provide this means if it is
extended to include three dimensional spatial annotations.

I11. REPRESENTING RELATIONSHIPS IN THREE
DIMENSIONS: SPATIAL ONTOLOGIES

We propose here that this same methodology for
specifying semantic relationships between concepts (the
ontological structure of knowledge representation, i.e.,
Classes, Properties, and Relationships) may also be useful in
specifying spatial relationships between physical objects.
While a traditional ontology will hierarchically represent a
concept and its relation to other concepts in a domain, a
spatial ontology (e.g., Figure 1) will represent an object,
(class), its spatial properties including a detailed 3d
representation in a language such as the X3D XML-based
file format, and its positional relation (X,y,z) to other objects
existing within the scene by using the datatype properties.

Human1

Data property assertions:
Human1 Has_Z_Coordinate ""*string
Human1 Has_¥_C cordinate ""*string
Hurman1 Has_x¥3D _File ""“string
Human1 Has_¥_C cordinate ""*string

I # Human1 | Carl
— Data property assertions:
HUMAN CLASS I Carl Has_xaD_File " *string

Carl Has_¥_Coordinate " *string

Carl Has_Z_Coordinate " string
| # can

Ca2
Data property assertions:

. = Carl Has_¥_Coordinate ™ *string
| G CARCLASS |
) & Car2

BUILDING_CLASS Car2 Has_Z_Coordinate "“string
== Car2 Has_x3D_File "*string
# Building1 Car2 Has_¥_Coardinate ™#string

Car2 Has_¥_Coordinate " *string

Building1

Data property assertions:
Buildingl Has_%3D _File "“"string
Building1 Has_¥_C oordinate ""“*string
Building! Has_Z_Coordinate "™ *string
Buildingl Has_X_C oordinate """"strin

Figure 1. Example of a simple spatial ontology
(Note that the relations between objects are represented via “Data
Properties” here.)

An entity (the “individual”) in a prototypical ontology is
comparable to an entity in a spatial ontology, being an
object in the physical world. Class indicates the category
into which the individual falls, for example “person”, or
“boat”. Attributes traditionally describe the individual —
features, properties, or characteristics of the object: a person
has arms; a boat has a hull. In a spatial ontology this
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information will be appended with configural information
regarding the object, for example the parent-child node
relationship of a human body, including torso, appendages,
etc. The relation between individuals is where the power of
the traditional ontology arises, by specifying the precise
ways in which different individuals relate to one another
(e.g., “a catamaran is a subclass of boat”). Once again, in a
spatial ontology the relation will be a precise indicator (a
reference, or an ‘object index’) of the relative positionality
of items in the physical space, as described in the following
section. By thus, leveraging the existing functionality of
ontological representation, augmented with relevant and
necessary spatial referencing information, we may develop a
knowledge-based system that enables a level of spatial
awareness in a robotic platform.

A. A system of comprehension for spatial position

Following the above discussion about relationships in
3D space, we look into how coordinate systems can be
synchronized. The physical scale requirement that a robot
needs to have can be measured by the accuracy the robot
needs to operate in via its navigation system. An
autonomous robot must be able to determine its position in
order to be able to navigate and interact with its
environment correctly (e.g., Dixon and Henlich, 1997 [25]).
When the Class of “robot” navigates from A to B it is a
basic motion, which is similar to the movement of an in-
game character via a default keyboard set-up where the key
“W” moves the character forward, turning left using key
“A”, turning right using key “D” and go backwards using
key “Z”. The 3D digital world uses the X, Y, Z coordinate
system called the Cartesian Coordinate Method (CCM) and
is expressed in meters (m). To measure distance between
two spherical points; X1, Y1, Zt and X2, Y2, Z2 we take the
Euclidean distance using a Cartesian version of Pythagoras’
Theorem (1). The distance is the sum of their individual
point differences in square.

oo %+ v+ g 2

(1)

To determine a position in the physical world and
navigate the robot in map-referenced terms to a desired
destination point from A to B, Dixon and Henlich use what
they call 1) Global Navigation. The positioning accuracy
with a standard consumer Geographical Positioning System
(GPS) is accurate within a range of 8 feet which is
approximately 284 centimeters. This does not give high
fidelity position accuracy. As such, when the robot has to
operate in a typical indoor manufacturing environment, it
needs detailed position support in order to create 3D
reference points within the space. What Dixon and Henlich
call 2) Local Navigation, is to determine one’s own position
relative to the objects (stationary or moving) in the
environment, and to interact with them correctly. If we think
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of Human Robot Interaction (HRI) and the robot arm and its
gripper(s) (hand/s), the gripper(s) must via eye(s) be able to
recognize the object it will manipulate and how it shall be
manipulated. The spatial centre points for individual objects
are of importance, as well as group of objects and the
robot’s own centre point in relation to actual manipulation
centre point for gripper. From a spatial ontology point of
view, the centre points have to be able to change
dynamically depending on interaction purpose.

For example, the Puma robot arm series has three
different arms with slightly different sophistication and
these are Puma 200, Puma 500, and the Puma 700 Series.
These robot arms execute 3) Personal Navigation [D&H]
which make the arm aware of the positioning of the various
parts, its own positioning, and also in relation to each other
and in handling objects. The Puma 200 Series has been used
for absolute positioning accuracy for CT guided stereotactic
brain surgery [26]. The Puma 200 robot has a relative
accuracy of 0.05 mm. There are already 3D Spatial Vision
Systems for robots out on the market which are driven via
several cameras. This creates a local world solution for 3D
vision robot guidance where the software first make the user
calibrate the cameras and the robot and then loading
standard CAD files of parts the system shall track.

IV. BEYOND ONTOLOGIES - COMPLEX
RELATIONSHIPS, AND ALTERNATIVES TO
HEIRARCHICAL DATA REPRESENTATION

As we move from relatively canonical data sets for
which the information processing ontology was designed
(i.e., semantic relations within a particular knowledge base)
to more complex relationships (such as ad-hoc physical
relations) in which the hierarchical order is not nearly so
explicit, or potentially non-existent, will the classical
ontology suffice? Or alternately, will something more
adaptive need to take its place? Because relationships in the
physical world are multifaceted and multidirectional, it is
useful to have a schema which can represent this
interconnectedness. The key strength of an ontology is that
it provides a concrete nomological environment from which
to operate within the chosen domain. Table 1 summarizes
the traditional information processing ontology.

TABLE 1: TRADITIONAL ONTOLOGY CHARACTERISTICS

- allows a common understanding of the structure of information
- enables reuse of domain knowledge

- makes domain assumptions explicit

- separates domain knowledge from operational knowledge

- defines a common vocabulary for researchers

- provides machine readable definitions of basic concepts and the
relationships among them

However, there are instances (albeit few as of this
writing) in which it is being recognized that the intrinsic
limitations of the “ontology” such it is commonly
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understood in 2014, (e.g., OWL-based [Web Ontology
Language]) are sufficient as to demand a modification
whereby the innate complexities of a real-world
phenomenon may be modeled. That is: complex, potentially
non-hierarchical relationships.

For example, it has been noted in the field of chemical
molecular informatics that while ontologies are able to
represent tree-like structures, they are unable to represent
cyclical or polycyclical structures [27]. Similarly, the
difficulty in building classifications of nano-particles has led
some researchers to begin to look into taxonomies based on
“physical / chemical / clinical / toxic / spatial”
characteristics of an object, supplemented by structural
information, in order to account for shapes, forms and
volumes [28]. Other examples of representing complex
structural relations which stretch the boundaries of
ontological representation include using Description Graph
Logic Programs (DGLP) to represent objects with arbitrarily
connected parts [29], and a hybrid formalism whereby the
authors propose a “combination of monadic second order
logic and ordinary OWL”, where the two representations are
bridged using a “heterogeneous logical connection
framework™ [30].

It is evident that the potential applications of a
formalism such as the ontological method of information
representation far outreach the initial conceptualizations of
the language. While it may be possible to model 3
dimensional spatial information within the constraints of a
hierarchical ontology, it is also to be considered that this
notion, as well as applications such as those described
above, may require the development of progressive, flexible
alternatives, which capture the strengths of the ontology
(i.e., the points from Table 1), while managing to represent
arbitrary or non-hierarchical relationships.

A. Cognitive Models and Ontologies

One information system where a non-hierarchical
organization may be necessary, when attempting to map the
internal structural relations, is the human brain. For more
than half a century, researchers across many fields (e.g.,
Cognitive Psychology, Neuroscience, Cognitive Science)
have been using models to posit and test hypothetical
interpretations of how the human brain is structured. These
range from the very simple (e.g., Baddely’s working
memory model, [31]) to complex neurological models (e.g.,
[32]), though no current model has even begun to approach
the actual complexity of the human brain. On a neuronal
level, and certainly even on a functional level such as
between brain regions, this is a non-hierarchical system.

It is remarkable that at a superficial level, the
development of ontologies draws a strong parallel with
some theoretical interpretations of how the human cognitive
system might be structured (see Table 2). This relation is
further discussed in Sennersten et al. [13].
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TABLE 2: COMPARISON OF CLASSIC
ONTOLOGY, OAR, AND ACT-R MODELS

OAR Ontology ACT-R
Model Components ACT-R/E
Object(s) Class ChunkType
Attribute(s) Properties Chunk Slot(s)
Relation(s) Relationship(s) Function(s)

In OAR (Object, Attribute, Relation) Wong [10]
develops a model which most certainly shares conceptual
roots with ontological knowledge representation. Likewise,
parallels may be drawn with Anderson’s ACT-R model [11]
and Trafton’s “embodied” version [32] ACT-R/E. In each
model, Objects in the real world possess characteristics (i.e.,
attributes, or properties) and also relations with one
another. If we can augment these heretofore largely
semantic components with a functional representation of
three dimensional space (e.g., at the 3 levels Global, Local,
and Personal), we may have the fundaments of a system of
Spatial Understanding for a robotic platform.

V. SUMMARY

One of the few certainties regarding the immediate
future is that robotic control technology will advance from
systems which are coded for specific applications, to
systems which are designed with an innate adaptability to
unexpected environmental situations. This will require new
methods of providing on-the-fly relational information to
the robot, in order for it to gain an understanding of both its
spatial position, and the position of other objects in the
vicinity, their characteristics, and the ways in which it can
relate to them. A reworking of the traditional OWL-based
ontology, with an eye for 3-dimensional spatial relations on
1) Global, 2) Local, and 3) Personal levels of specificity
may be sufficient to this end.

It is also noted that as data sets become more complex,
and especially as we begin to consider that most complex of
biological control systems, the human cognitive system, it
may very well become necessary to develop hybrid
ontological-type systems of knowledge representation which
1) encompass the full realm of advantages provided by the
use of specific nomologial hierarchies, and 2) enable the
encoding of arbitrary or non-hierarchical relationships. The
development knowledge-based systems that can account for
abstract, non-hierarchical relations could potentially
facilitate the next generation of spatially aware robotics
applications.
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Abstract—Visual recognition in multi-robot systems is afflicted ettt A Herarchical ivariants Perception Model (PM) } - - -~~~ - - - - ~ N
i i i B : Describing Representation of Target | Calculating Repres- Sharing a Viewpoint-

with a peculiar problem that observations from different view- entational Priority Invariant Decision Tree

points present different perspectives. Moreover, a representation | Shicas o ]

of the same target object is highly affected by the viewpoint or e o) (o)

environmental condition. Hence, realizing cognitive sharing of ; ( semantic | weaosh ) | [(Ambieuy ) |(2)

the object among robots in an _uncor_rst_ructed environment has i'..f"ﬁi‘i b ) cromicr ) | (o)

become challenging. To cope with this issue, we have proposed R e ™ S

a Hierarchical Invariants Perception Model (HIPM) in which '\@’ shape [ Rectangle ) n

____________________________________________

multiple representations; color, shape, geometric relation, are
dynamically evaluated and selected by the robot. In this paper,

we propose consensus-making algorithms to acquire viewpoint- Figurel. Hierachical Invariants Perception Model
invariant representations. Experimental results show the ability of
cognitive sharing significantly improved by the proposed method.
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However, visual recognition in multi-robot systems has a
peculiar problem that representations are highly affected by
the robot’s viewpoint and environmental condition. Since ob-
servations from different viewpoints present different represen-

| INTRODUCTION tatic_)ns, all representations cannotlbe shared. Also, unstructured
environments abound with unavoidable disturbances, such as

Cognitive sharing of an object is a primary issue in multi- illumination changes, object occlusion and sensor faults, that
robot task execution, where robots with different perspectivévould disturb cognitive sharing and even object recognition.
are expected to cooperate in our daily unstructured environ-
ment. As robots engage in more varied and difficult tasks, theY
will become a ubiquitous part of our daily life in the future nv
[1]. Researchers generally agree that multi-robot systems
inherently distributed character may behave more robustl
and effectively and accomplish cooperative tasks that are n
possible for single robot systems [2].

Keywords-cognitive sharing; multi-robot; consensus making

To cope with these issues, we have proposed a Hierarchical
ariants Perception Model (HIPM) [6] which deals with the
&gognitive sharing and object tracking simultaneously (Figure
). A robot describes different classes of representation from
nsing data (Describing Representations of Target), and evalu-
ates theambiguity, which estimates the risk of recognition fail-
ures for the target in the ROI, amstlationaritywhich indicates
However, cognitive sharing methods in conventional worksthe steadiness of the ambiguity over time. The robot selects
are generally difficult to be applied to unstructured environ-a unique and stable representation based on ambiguity and
ment. The conventional cognitive sharing has been based atationarity (Calculating Representational Priority). Then the
the premise that the target is attached by an artificial marketobot combines the representations and constructs a decision
such as RFID [3] and QR code [4], and that the target is dree. By comparing and adjusting the representations in the
single-colored sphere [5]. decision tree through communication, robots reach a consensus
(i.e., what representations can be shared). Finally, when the

~ We deem that visual information is suitable for the cog-rohots share the same decision tree, the target is identified
nitive sharing in unstructured environment. One of the mairysharing Viewpoint-Invariant Decision Tree).

issues in the cognitive sharing is to avoid misrecognition of

the target object. Since visual information gives many kinds In this paper, we extend the HIPM in that a definition
of representations of an object, we deem that, by using af a relation representation and sharing a viewpoint-invariant
combination of the representations, robots can verify whethedecision tree are formulated, and experimentally illustrated.
or not they observe the same object. Although the cognitivédlthough we have proposed the technique of autonomous
sharing may be realized by sharing a global position oflandmark generation [7], in which some peripheral objects near
the target, localization errors by robots will make difficult the target are selected as landmarks in real time to relate the
cognitive sharing based on positional information. The positiortarget to the surroundings, problems resulting from differet
of the target in a global coordinate with errors only enablesviewpoints are not considered and a geometric relation among
robots to share a region of interest (ROI). the target and multiple-landmark has not been used.
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This paper is organized as follows. The System overviewthe histogram similarity function is expressed by histogram
is described in Section Il. Visual representatiopsimitive  intersection [12]. Histogram intersection is computationally
representatiorand geometric relation-based representation arefficient and robust against partial occlusion and resolution
presented in Section Ill. The method of identify the targetchanges. The histogram axis is divided into 32 sections for
and consensus-making algorithms are elaborated in Section I¥omputational efficiency and recognition accuracy. The simi-
Experimental results are described in Section V. Finally, thdarity of color representatiofk is calculated from
conclusions are discussed in Section VI. 32

Ha HP) = min(H3(i), H®(i 1
Il. SYSTEM OVERVIEW S(HHY i; (HA(0), HA0), @)

The purpose of the proposed approach is to share one targghere H2 and H® represent the hue histogram of objedg
object in unstructured environment between two robots: roboand O, respectively, andH(i) represents the value of i-th
A, which recognizes the target, and robot B, which does nohistogram’s bin.
know any information on the target. Several assumptions are

made as follows. Also, hu moments of a contour is used as a shape repre-

sentation in this paper. Hu moments are invariant with respect
(@) Environment: Some objects in the environment ar&o scale changes and rotation. By following the definition in
similar to the target. The objects do not move. An appearancg 4], the similarity between two moments can be calculated
of the objects may change as a result of a change in viewpoint.
(i) —mb(i)'

An occlusion of the objects may occur. a b
S(h?,h°) = s 2
(h%,h°) .Z\ )

(b) Robots: The robots can localize themselves though the

localization has errors and are equipped with a RGBD Sensof o e

The proposed approach based on the HIPM has the two ) ) _ )
features: m(i) = sign(h(i)) - loglh(i)],

e Describing representations of the targe(in Section h® andh® represent hu moments of obje®t and Oy, respec-
lI) Robot A describes representations of the targettively, andh(i) represents the value of i-th hu momemts.
from a RGBD image. In this paper, color, shape
and geometric relation-based representation (GRR) arB. Object Segmentation

employed. To describe the primitive representation of each object,

e Sharing viewpoint-invariant decision tree (in Sec-  the input image has to be divided into objects and the other
tion 1V) Robot A constructs a decision tree, which areas, and the boundaries have to be contours of objects. In
is a suitable combination of the representations forgeneral, a computationally efficient segmentation method is
identifying the target from the viewpoint of robot required because the robots are supposed to move around.
A. Robot B receives the decision tree and decidedn this paper, we employ a segmentation method based on
which representations are viewpoint-invariant. If robotthe depth information obtained using an RGBD sensor [15].
B concludes the received decision tree includes norRGBD sensors (Kinect or Xtion) can output sensing data at
viewpoint-invariant representations, robot A sends aa frame rate of 30 Hz and this method can extract accurate
new decision tree. Through this process, robots shareontours by using the depth information. Fortunately, because
a viewpoint-invariant decision tree gradually. the depth information can be captured under any ambient

. . o . . light conditions, the shape representation is invariant against
Calculating representational priority is addressed in [7]. S'”C%rbitrary illumination changes.

we do not assume drastic illumination changes, this component

Is not discussed in this paper. C. Similar Primitive Representation from Different Viewpoints

I1l. DESCRIBINGREPRESENTATIONS OFTARGET In general, a primitive representation will be highly affected
A Primitive R tati by changes in viewpoint. However, empirically, a similarity
- Frimitive Representation of primitive representation between the same object from

We employ color and shape features as the basic represegifferent viewpoints lies within a certain range.

tations to recognize an object, which are referred tprrsi- Assume a color representatibif and shape representation
tive representatiorin this paper. In visual recognition, image ya of an objectO, are sent from robot A. When a color

features (e.g., color [.8]’ shape_ [9], and feature point [1(.)]) haV(?epresentation-lt‘ of object Oy, which is perceived by robot
been used to recognize an object. Although feature points may " s tisfies ’

be salient and therefore suitable for object recognition, they aré
susceptible to viewpoint changes. However, color and shape &(Ha,Hb) >0.7, 3)

features tend to be robust against viewpoint changes. i . )
we defineOy has a similar color representation kf. Also,

Because the robots have different viewpoint, the primitivewhen a shape representatibhof Oy, satisfies
representation should be invariant with respect to scale and il-
lumination changes in the visual recognition. A hue histogram S(h?,h°) <03. (4)
is known to be an invariant representation with respect to scale,
illumination direction, and angle changes [11]. In this paper, we defineOy has a similar shape representatiorhfo
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If robot B perceives only one similar color (shape) repre-1V. SHARING VIEWPOINT-INVARIANT DECISION
sentation toH? (h?) after sharing a ROI, definél? (h?) as TREE
viewpoint-invariant representation. H2 or h? is viewpoint-

invariant, O, and O, may be the same object. A. Construction of the Decision Tree

We use a binary decision tree that consists of combined
D. Geometric Relation-Based Representation representations to identify the target because it is very rare

when the target object can be uniquely identified by means of

_In this paper, as the relation representation, we use geomef-gingle representation. Such a limited case is the following:
ric relation between the target and sharable surroundings. Use

of geometric relation offers two advantages: 1. the error for (i) When a primitive representation is employed, no

the relative positions of objects is comparably smaller than the similar representation is found closely to the target
error of global position and 2. the information is independent object.
of robot localization and odometry. Therefore, this relation is (i) When a GRR is employed, only the target object is
viewpoint-invariant. included in the decomposed ardaof the GRR.

Two processes are needed to form a GRR as follows. In order to construct the decision tree, we employ the

. . ranch and bound algorithm. In the cognitive sharing, since
1) Select candidate objects of GRR components th e data of the target class is only one, conventional methods

) gave absaltlﬁnt prlmltlvte. repr:astgntatlon. the {e.g., C4.5 and CART) cannot be used because these methods
) escribe the geometric refation among the targe equire adequate data to select an effective node.

and the components of GRR based on a distance
information. The branch and bound algorithm has the advantage of

) _ o ) constructing a decision tree that can minimize the required

An object which has no similar representation from robothumber of nodes. Redundant information may increase search-
As viewpoint is likely to be identified uniquely. Therefore, ing time because not all representations can be shared owing to
such objects are suitable for candidates of GRR componentgppearance changes and occlusion. The solution to the problem

Three objects of the same kind of primitive representatio/€Sulting from viewpoint changes is discussed in Sec. IV-B.

(e.g., three objects which have unique color representations) The branch and bound algorithm is given as follows:
are selected from the candidates, and a triangle is formed. Th&ssume a set oh objects O = {O3,0y,--,0,}, Which is
reason why the same kind of primitive representation shoulgherceived by robot A. An objed®;(c O) is described by color
be selected is that color and shape representations are invariggpresentation i.e., hue histograih, shape representation i.e.,
with respect to different disturbances (e.g., color representatioy momentsh' andm GRRsd' (j € M = {1,2,...,m}). From

is invariant to partial occlusion and shape representation igypot A's viewpoint, candidatjes of the target obj&k(c 02

invariant to changes in lightning conditions). The reason why.an pe reduced by using the target's representatitng, g
a triangle is chosen is that it is the minimum unit neededaccording to !

to divide a flat space into a closed area and other geometric

shapes can be represented by a combination of triangles. Rj ={0; € 0|0 eAtj} (jeM), (5)
A GRR divides the recognition area into 7 arega c Rmi1={0i € O[S (H',H') > 0.7}, (6)
{1,2,...7}). The decomposed are®, is represented by the Rni2=1{0i € o|ss(ht,hi) <0.3}. (7)

triple set of + and - sign as shown in Figure2. The decomposed )
area where the target belongs is denotedApy Assuming HereR;,Rm1, andRm,2 represent a set of candidates reduced
| candidates for the GRR components, the number of corPY using similarity criteriag, h', andH' respectively.

structed GRRm is |C3. A GRR is regarded as viewpoint-

invariant when all GRR components are viewpoint-invariant. (i) Objective Function and Constraint Condition

Let us denote a collection of the target's candidate

" sets byR = {Ry,Ry,...,Rn,Rm+1,Rms2}. The goal
) A, ={ep,e3,631) is to find a combination of the target's representa-
re @ O A ={——+} tions that can narrow candidate objects of the target
e Ay =t} down to one such that the number of tree nodes
A2 Iy M Py . A2 B {_’+’+} is minimized. The objective function and constraint
TN Jen @as A3 B {+’ ’ | condition are defined as follows:
4 = ’—,— ) ) ]
32 X As = {+,—,+} minimize |X|=|Nrer Re|, (R CR), (8)
A3 2= Ag = {++,-} subject to [X| > 1, |R| <3, 9)

Q. A7 ={+,+,+
A 7= bty where|-| represents the cardinality of a set.Rf=
{R1,Rm+1}, 1st GRRg} and color representatior’
Figure2. Representation of Target Position. The components of a GRR are are employed as nodes of a decision tree. In order to

denoted byn;, nz,n3 an_d connected in the counterclockW|st_a direction. A link reduce redundant information, the number of nodes
vector (@2,e3,€31) which connects to the components will decompose the

recognition area into two domains. The left-side of the link vector where each R is limited to 3.
vector is linked counterclockwise is denoted as the positive sign (+) and the (i)  Branching
right-side of each vector is denoted as the negative sign (-). SubproblemP, ( breadth first search)

Minimize |X| subject to|R| =i (i € {1,2,3})
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(i)  Bounding When all representations in the decision tree are identified
Prune if|X| <z zis the minimum upper bound seen and candidates of the target object are found, robot B change
among subproblems examined so far. the state: change the state to finish cognitive sharing if the
Finish if |X| = 1. number of the candidates is one, change the state to adjust

a decision tree if the number of the candidates is more
B. Comparing and Adjusting Representations than one. When the number of the candidates is zero or all

) ) o representations in the decision tree is not identified, robot
As mentioned in Sec. IV-A, a decision tree sent by robot AB |asts searching. Robot B change the state to invariants
can include representations which cannot be shared betweggrception when finishes searching around the ROI.

the robots resulting from different viewpoints. In this sec-

tion, we discuss how two robots perceive viewpoint-invariant  3) Invariants Perception(Figure 3¢3): Representations
representations and share a viewpoint-invariant decision treghich are not identified though robot B finishes searching
through communication. Figure 3 shows a state transitio@round the ROI are regarded as non viewpoint-invariant repre-
diagram of robot A and robot B. The consensus-makingsentations. Robot B takes different actions according to a kind
algorithms are composed of four functional parts; ROI sharing®f the non-viewpoint-invariant representation.

searching, invariants perception, and decision tree adjustment. o .

We explain how robot B changes its state mainly because robot () Primitive representation of the target

A changes its state according to robot B’s request. Two situations are conceivable: the appearance
of the target may change or the occlusion of the

Finish Cinish et target occurs. In order to verify whether the occlu-

o S'fogg g oning sending @ sion occurs or not, robot B changes its viewpoint
shacing decision wait S,g;ge:g:;g;g:'] and searches around the ROI again. In this paper,

free Receve Feceve changing viewpoint is achieved by moving a certain

" reaue distance to a tangential direction of a circle whose

dedision tree -®d‘;‘g{;§tn reprasantations center is the received global position of the target
Receive global  Finish tree and the distance is defined as 0.8[m] empirically. If

postion of Sharing Y eresentation the primitive representation cannot be identified even

Finish
cognitive
sharing

after changing viewpoint, robot B requires robot A
to send a new decision tree which does not include

Wait for
hlz(r)i{-l receiving
9 decision tree

n=0 Y\:igivs;;g the primitive representation because its description is
A number of © . likely to be varied.
PN L o B i) GRR
Occlusion may oceur When not all components of a GRR in the received
Figure3. State Transition Diagram of Robot A and B decision tree are identified, robot B requires robot A
] ] . to send a new decision tree which does not include
1) Sharing ROI(Figure 3¢D): To verify whether or not a the unidentifiable components of the GRR. When the
representation is viewpoint-invariant, a ROI has to be shared. GRR is shared but the number of candidates narrowed
Without sharing the ROI, robots cannot determine the cause down by using the GRR is zero, robot B changes
of the misrecognition by searching another region or a non- its viewpoint and begins searching again because an
viewpoint-invariant representation. occlusion of the target objects may occurs. If the
In this paper, since we assume robots can localize them- candidates are not found after changing viewpoint,
selves and get depth information from RGBD sensor, robots the GRR is regarded as non-viewpoint invariant.
can calculate a global position of objects. We define a region Then, robot B requires robot A to send a new decision
around a global position of the target as a ROI. The robots tree.

share the ROI by sharing the global position of the target. How-
ever, since the robot localization has errors, cognitive sharingne
cannot be achieved by only using the positional information.

4) Decision Tree Adjustment(Figure®): Even though
robots successfully share viewpoint-invariant representa-
tions, robot B sometimes may fail to identify the target when

Robot A sends the global position of the target to robotthe primitive representation is not viewpoint-invariant. For
B. On receiving, robot B moves to a position only a certainexample, this would occur when an object out of robot As
distance away from the global position of the target and finistview exists inA; of the GRR or when the objects near the
sharing the ROI. In this paper, we define the distance as 1.5ntarget inA; change their appearance.

2) Searching(Figure 3¢2): After sharing ROI, robot A In these situations, robot B has to determine what in-
sends a decision tree. On receiving the decision tree, robdbrmation is needed autonomously. Robot B calculates the
B starts searching. Since robot B can calculate a positiosimilarity of primitive representations among the candidates
of objects in robo-centric coordinate, robot B searches whileas reduced by using the received decision tree. If the primitive
making a map of objects. Considering an area that has beeepresentations of the candidates are not similar, robot B
searched, robot B decides where to search. After rotation, roboéquests the primitive representation. Then, robot B adds the
B perceives objects and updates the map. Robot B compargsimitive representation to the decision tree and tries to identify
objects in the map with the received decision tree and moves tihe target. Robot B also requests another decision tree if the
a position where objects which has identified representationsumber of candidates cannot be reduced by using only the
in the decision tree can be observed. primitive representation. Robot B will finish searching when
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thenumber of candidates is reduced to one or when the numb_—
of candidates obtained by using the decision tree is the san]
between the robots.

V. EXPERIMENT
A. Experimental Conditions

This experiment demonstrates that the proposed approar
has robustness against following problems:

e Robot B mistakes the target for a similar object.

e Not all representations can be shared because &
occlusion and appearance change may occur resultin e
from different viewpoints. o el

The experiment environment is shown in Figure 4. Each robogs
(robot A: amigobot; robot B: Pioneer 3-AT) is equipped with I
a Xtion Pro Live and a communication module (OKI UDv4).
The initial position and pose of a robt,y, ) are defined by
adding random nois&/;, Wz, w3 with a Gaussian distribution
having standard deviation 0.3 to true valG&ue, Yirue, Grue)-

(Xa Y, 6) = ()(true+Wl7Ytrue+W27 9[rue+W3)~ (10)

The robots localize themselves using odemetry. Robot £+
recognizes the target in the middle left of Figure 4 and robo
B does not knowa propri target information. There exists a
similar object to the target in the environment in the middlerigures. Snapshots of Searching (Top row: robot A's view (left), robot B's
of Figure 4 labeled as "dummy”. We assume that dramatiwiew (right). Middle and bottom row: robot B's view (left), a map made by
illumination changes and the movement of objects will notrobot B (right). )

occur during cooperation.

Figure7. Snapshots of Invariants Perception (Left column: robot A's view.
Right column: robot B’s view. )

Figure4. Experiment Environment
B. Experimental Result

Snapshots of the experiment are shown in Figure 5-9. Th
constructed decision tree is shown in the upper left of eacl
image. Robot’s action and communication condition are showi
in the above each image. The red bounding box in the image
represents the target and the blue bounding boxes represérure8. Snapshots of Change Viewpoint
identified components of the GRR. The objects with white - E—— T —— T
crosses represent non viewpoint-invariant representations. - m

1) ROI Sharing: By t = 3[g], robot B received the global
position of the target and start sharing the ROI. By 8]g], ,
Robot B moved 1.5m away from the received global coordinats
and finished ROI sharing (Figure 5).

Since the. i.nitial ppsition of robots are added random nOiseIfigure 9. Snapshots of Finish Cognitive Sharing. (Left: Robot B's view,
a target position estimated by robot B has an error as showgight: a map made by robot B)
in Figure 10. Only using positional information of the target,
robot B may fail to identify the target because the estimated
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M

Figure10. true and estimated position of robots and the target. Red robot:

Figure11.

t=100[s] (Robot B)

Snapshots of Other Experiment

true position of robot A. Pink robot: robot A's position estimated by robot Shape representation in this situation. By 100f], robot B
A. Blue robot: true position of robot B. Light Blue robot: robot B's position succeeded in cognitive sharing by adding the shape represen-
estimated by robot B. Green circle: true position of the target. Red circle: targefation to the decision tree.

position estimated by robot B. Black circles: surroundings near the target (not
all). Lines are drawn at intervals of 0.5m.

position is closer to position of surroundings than the trueI
position.

VI. CONCLUSION AND FUTURE WORK

We proposed cognitive sharing algorithm based on visual
nformation. A decision tree including geometric relation-
based representation allows robots to share precise ROI and

2) Searching:By t = 16]s], robot B received the decision avoid mistaking the target for a similar object. The Consensus-

tree from robot A and started searching. By 19[s], robot B

making algorithms serve to acquire viewpoint-invariant repre-

found two components of the GRR and then continue searchingentations.

in the ROI to find the rest of components. By= 365,
although robot B finished searching in the ROI, robot B did not
find the rest of the components. Therefore, robot B change
its state to Invariants Perception. (Figure 6)

For future work, an important issue will be adaptation to
isturbances. Although we assumed that dramatic illumination
hanges and the movement of objects would not occur in
the experiment, such disturbances occur in unstructured en-

3) Invariants Perception:By t = 40]g], robot B regarded vironment. Evaluating ambiguity and sta.tionarity in a HIPM, _
the unidentifiable component of the GRR as non-viewpointfobots should select robust representations against a certain
invariant, and required robot A to send a new decision treglisturbance.

which did not include the unidentified component of the GRR.
In fact, an occlusion of the component occurred.

By t = 47[s] (Figure 7), robot B received a new decision [
tree. However, one component of the GRR did not found. 2!
Therefore, robot B regarded it as non viewpoint invariant and 3]
required the new decision tree. In fact, the appearance of the
component changed resulting from different viewpoints.

A

By t = 43[g] (Figure 7), robot B received the new decision “
tree and succeeded in identifying the GRR in the decision
tree. However, candidates of the target were not found in thel®
decomposed area of the GRR. Robot B considered that the
target was occluded, and changed its viewpoint. 6]

By t = 84s], robot B finished changing its viewpoint by
moving 0.8[m] to a tangential direction of a circle whose center [7]

is the received global position of the target as shown in Figure -
8.

4) Finish Cognitive SharingBy t = 91s] (Figure 9), robot (o]
B found a candidate of the target in the decomposed area in
the new viewpoint. Because the color representation of the
candidate corresponded with the color representation of thél

second tree node, robot B succeeded in sharing the target. (1]

5) Decision Tree adjustmenfAinother experiment was con-
ducted to demonstrate the necessity of decision tree adjustmer]
as shown in Figure 11. By=95s], the robots shared the deci- (13
sion tree composed of the viewpoint-invariant representations.
However, similar color object appeared in the decomposed arej4]
owing to an appearance change, so robot B did not make
a difference between these candidates. Robot B determined
the necessary representation autonomously and requested the
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The Role of Expert Judgement in Optimising Preventive Maintenance and System
Architecture
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Abstract-In the current industrial practice, optimisation of
maintenance schedules is typically done using expert
judgement but not via exhaustive exploration of all possible
options for scheduling. Recently, it has been shown that search
heuristics such as genetic algorithms can be used in
conjunction with stochastic reliability prediction to optimise
the maintenance schedules of components in a system. In this
paper, we extend this framework to include the optional
modelling of informed decisions by expertsin terms of thetime
at which maintenance actions could be performed on
components and decisions about which implementations of
components should be in the final design. With this method,
useful human knowledge and experience can be incorporated
in a process that allows extensive exploration of the space of
possible options for optimal or near optimal architecture and
maintenance scheduling. The approach is demonstrated on a
simplified model of fuel system.

Keywords-maintenance; expert judgement;
genetic algorithm.

optimisation;

l. INTRODUCTION
Typically, during components inspection, more atten

is given to components that have shown signs ofr poo

condition. Such signs may be wear and tear, lo@sene
stiffness, low or high level of content, etc aapplies to the
component in question. In a case where the compdaen
viewed by maintenance personnel as repairable, su
component undergoes maintenance actions otherwi
replacement is performed. Preventive maintenanocegies
carrying out maintenance intervention even befor
components show sign of poor condition. The timesfaith
such intervention (maintenance actions) is perfornig
however, difficult to determine.

Preventive Maintenance (PM) is normally performed

periodically which implies a constant maintenanaeerival.
The interval at which maintenance actions are perd on
a given component is termed PM tirfip. Hence each
component of the system will have a PM tifyg wherei =

i

Yiannis Papadopoulos

Department of Computer Science
University of Hull,
Hull, United Kingdom
e-mail: Y.l.Papadopoulos@hull.ac.uk

and (ii) not late when component reliability hagnsiicantly
dropped. The probabilistic evaluation is propowibto the
shortest PM tim& of the system. The shortest PM time of
the system is chosen such tfids less than the mean time to
failure (or mean time between failures as approgyiaf the
component that fails most often within the systé#ience
eachT,; is a multiple ofl" as shown in Equation 1 [3].

Tpi = aiT (1)
where:q;is the coefficient of maintenance interval CoMI
of thei-th component.

The CoMl a;is an integer value ranging from 1 to
AimaxWherea,,,...is obtained from Equation 2 below [1].

(. (MTTF;
| Q ( T ) ; MTTF; < RT
Aimax = { @)
RT
k Q (?) ; MTTF; > RT

where:Q is the integer quotient of the division;
RT is the system risk time, also referred to as usiédy
MTTF; is the mean time to failure for theth component;

However, a scenario may exist where the failuréepat
a given component becomes familiar over a logrgool of
use under same condition. Another scenario thatewesy is
he lack of failure data which could be used tedatne the

M time via probabilistic method. Under either aottb
scenarios, the use of expert opinion, which isrimid by
knowledge and experience becomes helpful.

Similarly, at the design stage of a system, eaclitsof
constituent components may have several optionstsof
implementation. It is possible to consider all the
implementation options of all the components atsystem’s
design stage; giving rise to variants of the systdggada et
al. [1] demonstrated how such system variants {f@atlires)

1.m, m being the number of components of the system thaly |4 pe optimised. The optimised set of the systariants
have been identified for PM. Nggada et al. [1] usedgngists of those implementation options that nsgstem

probabilistic method to determine the time at whachiven

requirements. Similar to the case of componenuraijl a

component is maintained using the Proportional Ageetter implementation option which should be ineltidn
Reduction (PAR) model [2]. This method uses compbne ihe system design may be known to the expert.

failure data and ensures that the PM tifpefor thei-th
component is (i) not too early, incurring unnecegsast,
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The use of a stochastic method and expert opinion i

deciding PM time and implementation option of stddc
components and the overall evaluation of the systerdel
is the focus of this paper. Hence, the remindehefpaper is
structured as follows. Section Il discusses exjelement
in PM time while Section Il discusses expert juchgat in
implementation option. Section IV discusses theaffof
expert judgement on the system and maintenancel st
optimisation algorithm and process. The modellintgd a
system optimisation process have been implementétiH-
HOPS, a state-of-the-art tool [11] that is the ltestimore

than fifteen years of research on model-based rsyste

dependability analysis and architecture and maamtea

optimisation. A case study on maintenance schegluiging

this tool is presented in Section V. Evaluatiors presented
in Section VI, while conclusions are drawn in SectV/Il.

Il.  EXPERTJUGDEMENT IN MAINTENANCE TIME

Expert judgement as defined in this paper referthéo
elicitation of informed opinions from persons wijthrticular
expertise. Expert judgement has been applied irerabv
areas. For instance, expert judgement has bedsedtiin
specifying the number of failures for a componerithiv
time interval. The elicitation of such lifetime dafrom
several experts are combined into a consensushdtin
which is then updated with failure data. Such comation is
done through defined procedures [4]. Another aréerev
expert judgement has been used is reliability ptedi in
early stages of product development process. #iioit of
expert opinion on lower bound (belief) and uppeurab
(plausibility) of failure time interval is perforrde[5]. An
increased use of risk assessment in organisatiagsatso

increased the role of expert judgement in providing

information for safety related decision making. ©nduch a
decision making, expert judgement is required irsthad the
steps of risk assessment, for instance hazardifidation,
risk estimation, risk evaluation and analysis amif6].

Under preventive maintenance as used in this paper,

expert opinion is used in determining the regulanet
interval for which a component is to be maintainkdthis
paper, the time specified by an expert at whichiverg
component is to be maintained is referred to aseEXpM
time (EPMT). In complying with the expert judgement it is
considered appropriate for the PM time of the comepb to
be less or equal to i&PMT; T,,; < EPMT;. The rationale
for this is straightforward: so that the likelihoadf the
component to experiencing unplanned maintenance
minimised. The definition is thus as shown in Eqra8B.

EPMT, ;EPMT; <RT
RT ; ET,>RT

where:

3)

EPMT; is the expert PM time specified for
thei-th component

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-340-7

In order to follow a similar pattern of evaluatias for
components with non-expert specified PM times, the
maximum CoMI for thei-th component under expert
judgement is obtained as shown in Equation 4.

( . (EPMT;
|Q ; EPMT; < RT
T
Xiemax = €))
RT
Q (T) ; EPMT; > RT
where: djemar IS the maximum CoMI of thei-th

component under expert judgement.

Therefore, the PM time of a component under expert
judgement is evaluated similar to Equation 1 shawn
Equation 5.

)

Tpi = QiemaxT

I1l.  EXPERTJUDGEMENT IN IMPLEMENTATION OPTION

Assume the following sub-system with two components
shown in Fig. 1. Xand Y; are the implementations of their
respective component types X and Y. Fig. 2 showariant
of Fig. 1 where each component type consists of 3
implementation options.

in X, Y, oul
Figure 1. Two components sub-system
|nI X, : ; Y, Iou1

ol ek

bl Xy HL] vy

Figure 2. Two sub-system with implementation oggion

In Fig. 1, X = {X;} and Y = {Y} while in Fig. 2, X =
{X1u, X5, Xstand Y ={Y4, Y,, Ya}. In Fig. 2 X, is the active
implementation of component X and similarly, ¥s the
‘Rctive implementation of component Y. The set of
components {% Xz} and {Y, Y3} are the alternative
implementations of components X and Y respectiviely. 2
implies that the sub-system is a possible comlmnatf any
of the implementation options in X and Y. Thusthié sub-
system is represented by,S then the potential design
models of the sub-system are shown below.

Ssub= {{X1, Ya}, {X'1, Yo}, {X 1, Y3},

%, Yib, {X 2, Yo}, {X 2, Y3},
%, Y}, {X 3, Yo}, {X 5, Y3} }
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Each of the subsets of potential sub-system desigsolution. A collection of all potential feasible lgtions
models is referred to as a variant of the sub-gysfehis  defines the feasible region.
scenario also applies to a full system model. Atitifancy Hence, to define the PM optimisation in this pake,
design stage of a system, as illustrated by Nggadh [1], a effect of expert judgement will be considered asst@ints
stochastic process could be used in determiningséteof  to the optimisation. The constraints are definedhia next
variants which meet design requirements. The ergine section.
could then select one (or more as appropriate)hebe . N
variants which will be impflemented. PpIop ) A. Constraints of the optimisation

In certain scenarios, the engineer would like tecty The constraints guide search algorithm towards the
which components are to be included in the systesdetn feasible region. When an expert specifies PM timeviat
Such action is an expert opinion that is informgdthe  implementation option is active and excludes trst ire the
engineer's knowledge and, or experience of theegysiver  optimisation, the size of the feasible region ierald. The
time. Hence, in addition to stochastically deteimgnthe size of the feasible region is resizable and withany
implementation option of a given component typsialso  defined constraint the size is same as the solugjuace.
helpful to provide the engineer with an option fmesify  Firstly, the constraint under PM time is defineddaed by
which of the implementation options should be ideld in ~ component substitution.
the system model. To achieve this, the engineerldvou B. PM Time Constraints
simply select the active implementation of the cormgnt

while the alternative options are excluded by usirigg. Constraints guide the selection of individuals with
feasible region, where solutions meeting designirements
IV. EFFECT OFEXPERTJUDGEMENT ONOPTIMISATION exit. The constraint of PM time under expert judgamis

simply a modification of Equation 3. The time atigrh
maintenance actions are performed when an expectfigs
time is the product of the maximum CoMI and thetesyss
shortest PM interval. Thus, the following consttaipplies.

An optimisation problem could have single or multi
objective, depending on the problem and the apprdac
optimising the solutions. The work in this papernisilti-
objective in nature and maintains a multi-objectipgproach
to optimising the solutions. In general a multiedijve

optimisation problem is defined as follows [7][ 8]. EPMT; ;EPMT; < RT

maxF(x) = {f1(x), (%), fa(x), .., f2.1(x), F2(x) } RT ; EPMT; > RT

such that:

X € X & ((expert_judgement;

gx¥)<b; j=1.k = true)a (EPMT; > T)) (C1)

where: f, T, f3, .., .4, f, are objective functions. where: expert_judgement; is a Boolean variable
X is the solution space of all potential that is flagged true for a component that is
solutions. identified for expert judgement and false
X = (X, X, .. Xn1 Xm). In genetic otherwise.
algorithm terminology x is referred to as
decision variable vector, while each ig When an expert specifies a PM time, Equation 3 ressu
referred to as decision variable. that this time is a multiple df, and if not then converted to

g(x) < b is referred to as constraint, such. Additionally constraird1 is enforced if the expert PM
where k is the number of constraints time is not less than the system’s shortest PMniate
imposed on the optimisation. ConstraintC1 only applies to components that are subjected
to expert judgement. Thus for other components the
The left hand side of the constraingxy is a real value constraint is same as those defined in [10] alsaatbelow.
function, whereas;lzould either be a predefined value or the

result of another real value functioR(x) is referred to as 1

decision vector. The goal of the optimisation peoiblcould T< TH (€2)

be either maximisation (max) or minimisation (maf)the

decision vector. The decision vector consists gedlve 1 < L (€3)
functions as seen in the definition. The objectiwections Ay

are attributes of the system design and normadijude cost Where: ) is the failure rate of the component that
and one or more of the following: reliability, aladility, ' fails most frequently.

safety, weight, etc. The equatioffx < by is known as the A is the failure rate of thieth component.
inequality constraint. If this is in the form(@ = b, then it is

referred to as equality constraint [8]. When a oamst is ConstraintC2 implies that the shortest PM interval

present, the optimisation must conform to it. Ausioh xe X st he smaller than the mean time to failure (MTaFthe
which satisfies the constraints is said to be &sifida component that fails most often in the system. Séeond
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constraint defines that for every componieiitis PM interval  system (FOSS) which supplies fuel to the main engiha
must be smaller than its MTTF. These two constsagnisure  ship. The FOSS is shown in Fig. 3 and its desonps same
that maintenance is effective and is not schedtdedlate as in [1]. The system incorporates a service tafiichv
when the reliability of components has droppednh. contains stored fuel oil. The booster pump convagsoil to
- . the mixing tank through a filter and flow meter. tHie
C. Component Substitution Constraint pressure level in the mixing tank exceeds a thidslevel,

Component substitution refers to the process daoipy  fuel oil is released back into the service tanktigh a pipe
the current active implementation with one of itermative  connecting the two. The circulation pump then cosvieiel
options. The role of expert judgement under compbne oil to the main engine through a heater, viscasigfer and a
substitution is to select and to specify the activefilter. Excess fuel oil not used in the main engimeeleased
implementation of the component, and disable suclio the service tank via the mixing tank.

substitution. The constraint used by Nggada €flglwhich In order to analyse the model of the fuel oil semvi
was implemented in HiP-HOPS, could be reused teemeh system, its constituent components were annotaitdHiP-
this, and is as shown below. HOPS failure behaviour data. Due to space limitatia

detailed presentation of the annotations is imbessi
however the component failure behaviour is simglach
component has a single failure mode which causéssan
of outputs while input failures propagate to thépats of the

substitute_component(i, k;)

(substitute; = true)

& (c4) components.
(k ; 0) Main engine
i
Component substitution is performed by a functialted Service Indlcator
substitute_component and has two parameters. The first is tank

the indexi of the component under consideration, and then a

Viscosimete@
second indexs of its current active implementation. The

N\

details of the function are contained in Nggadalet[1].

ConstraintC4 implies that a component is substituted if and O R & NI @
only if thei-th component’s Boolean parametetbstitute; Booster  sytomatic Flow ~Monitoring C"gf,'r'ﬁgon Heater
is flaggedtrue and that there exist at least one alternative PUMP. e meter tank

implementation option. This therefore entails tloafring
component failure annotation in HiP-HOPS the ergine

would simply disable substitution for theth component Similarly due to space limitation, short names aleo

once an active implementation is selected. Hengeafo oo to represent the actual component namesedf@SS
component which the expert has selected to be fixeahese short names are as shown in Table I. '

throughout the optimisation, thsubstitute; = true is

Figure 3. Fuel oil service system (FOSS)

replaced witlsubstitute; = false. TABLE |. COMPONENTS AND THEIR
D. Defined PM Optimisation RESPECTIVE SHORT NAMES
Having defined the optimisation constraints, the 20?]210'1?”;.“ S:cwort Name
optimisation is, therefore, defined as follows. utomatic lter | a
Booster purp bp

minF(a) = { U(a), C(a) } Circulation pum | cp

such thata € A, C1, C2, C3, C4. Flow mete fm
Heate ht
. . ) . Indicator filtel if
Where:a is a decision variable vector consisting of Main engin: me
CoMis of constituent components of the system. Mixing tank mt
A is the PM solution space Service tan S
C1, €3, €3 andC4 are the defined constraints. Viscosimete vm

U andC are the objective functions; unavailability
and cost respectively.

The goal of the optimisation is to minimise the
objective functions.

Table Il shows the components that were subjeated t
expert judgement on PM time. The table also shdwves t
corresponding EPMTSs.

V. CASESTUDY

The case study used in Nggada et al. [1] is adopted
which the defined PM optimisation problem is evédda
The case study is a simplified model of the fuélservice
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TABLE IIl. COMPONENTS AND EXPERT PM TIMES T \B t —nTA\PB
Upc(t) =1— exp [—n (—p) ]exp [—( p) ] (6)

Components Expert PM Time ©

Main engine 1500 nT, <t < (n+1)T,

Service tank 1260 . I
Viscosimeter 870 where:Uy is component unavailability under PPM

tis the age of the component
n is the number of PM stages
B is the Weibull shape parameter
0 is the Weibull scale parameter
The system unavailabilityl) is evaluated using the

TABLE Ill. COMPONENTS, IMPLEMENTATIONS AND ~ ESa@ry-Proschan approximation [12]. The total PMt aafs
SHORT NAMES the system is the summation of the individual congts

All the components have implementation options;
however, those that were subjected to component
substitution are shown in Table IlI.

Component | Implementations | Short Name cost anf shown in Equation 7.
Heater ht 1
Heater Heater | ht 2 ¢= 2("icvpmi + Cet) @
Heater . ht 2 L
Heater . ht 4 Where:mis the number of system components
— C is the system cost under PPM
Mixing_tank_1 mt_1 . . .
o Mixing_tank_: mt_2 Cppmi 1S the cost of performing PPM for theh
Mixing tank — > = component
Mixing_tank_: mt_< . . ,
Mixing_tank 2 mt 2 Ceiis the unit cost of theth component
— = n;is the total number of PM stages for théh
Flow_meter fm_1 componentp; is evaluated using Equation 8
Flow_meter_ fm_2
Flow meter | Flow_meter_ fm_3 The number of PM stages for each component is
Flow _meter . fm_4 evaluated using Equation 8.
Flow_meter fm_E& (. (MTTF
e\ ; MTTF < RT
The components which the expert specified as fixed { P (8)
throughout the optimisation are shown in Table IV. - RT
LQ e ; MTTF = RT
TABLE IV — FIXED COMPONENTS THROUGHOUT T,
THE OPTIMISATION
Component Short Name Additionally, the following parameter values were
Automatic filtel af assumed
Booster pum bp '
Circulation pum | cp Weibull shape parametgr= 2
Indicato filter i Weibull scale parametér= 1500

FOSS shortest PM interval T = 180
VI, EVALUATIONS Maintenance improvement factor= 0.875
: Maximum optimization generation = 5120
In order to evaluate the defined PM optimisationtioe
case study, the evaluation models for the objedtinetions The improvement factor is simply the effectivenekthe
need to be defined. Similarly the optimisation alfpon that  maintenance action. The details of which could duendl in
would incorporate the constraints needs to be ddfifhese Nggada et al. [10].
definitions are discussed next. L .
o . B. Optimisation Algorithm
A. Objective Functions Model To optimise the PM schedules of the FOSS, a vadnt
The maintenance policy assumed in this paper i#&ger the Non-dominated Sorting Genetic Algorithm (NSGA)
preventive maintenance and therefore same evatuatiqi3] is developed. It takes into account the define
models found in [1] is used. Equation 6 is use@valuate constraints and objective functions. The mechanicshe
component reliability where its failure charactiécisis  adapted algorithm using HiP-HOPS are here discuddeal
assumed to follow the Weibull distribution [1]. algorithm first generates a random initial popaatP of N
number of PM individuals, with each individual repented
asp. The following steps are then executed:
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1. Set population index t =1. @ Increment population index by 1; i.e.t=t+ 1.
2. Setfrontindexi=1. 12.1f maximum generation is not reached then go tp dte
3. Randomly generate an initial populationo® N number else terminate giving the set of PM individualstire
of PM individuals. This is performed in any of twteps first front F, as the solution.
as follows (1) If a given componernt qualifies for Resul
component substitution, then C- Results
a;y, = substitute_component(i,k;) , (2) if the The Pareto frontier of the optimisation is showrrig. 4.

A total of 206 optimal PPM schedules were foundhwie
_ last found in generation 1722. For the componeuigested
4 a"e"‘ipelsea]‘;:"i - r%ndom_(l”a]‘;mﬁx"‘i)' del vaith to substitution Heater 2, Mixing_tank_2 and Flowtene3
: zp €, con E;uret ec\;arlant of the sr)]/stem mo ef Vit dominated the optimal solutions. The result indisahat an
y using t ed err:co Ingl to Sﬁt the CIOIt\)All O €aCNengineer could choose an optimal design optiortiveldo
component and then evaluate the unavailability@®l o5t anq  unavailability requirements. Typically, e th

(objective ffurllctions) thth‘? syztem Iby_ cfalling ftheoptimisation is done manually, which, therefore spris
automatic fault tree synthesis and analysis funstiof o1\ tewer options.

component qualifies for expert judgement thep, =

HiP-HOPS.
5. vpe P, findn, number of solutions that domingteand
Sp set of solutions for which dominates.. Table V shows the first and last 5 out of the 268vP
6. Add all p with n, = 0 into the set Hthe i-th front) and  gcpequles. It shows that the components Main_engine
assign domination rankgRi. Service_tank and Viscosimeter subjected to expert
7. For eactp ¢ F; assign crowding distance o judgement have fixed CoMis in all the optimal PPM
8. Increment frontindex by 1;i.e.i=i+ 1. schedules. Similarly none of the alternative ogtiai the

9. Foreaclp ¢ Fiy, visit eachy € §, and decremeniqby 1, components  that  were not subjected to component
if by doing son, becomes 0 then adfinto the set A gypstitution appears in the optimal set.
belonging to front iR, = i).

10.Repeat step 8 to find subsequent fronts. - -
11.Perform recombination as follows (“a — j” below) FOSS Optimal PRV Schedules Under Compostte
(a) Set child population = @. 018
(b) Use binary tournament selection to select two 0164
parents from population.P o1l
(c) With probability R, perform uniform crossover on '
the selected parents to evolve with a child p. 2 012
(d) With probability R, perform mutation in one of 8 o1
the following ways; (1) if the selected lodusorresponds to g oosd
a component that has been flagged for expert judgetne. s
expert_judgement; = true) and ET> T then exit to step “e” 0081 e TP RPN
below, else (2) perform normal mutation. 0.04+
(e) AddptoQ@ie.Q =QuUp. 0021
(f) If the size of Qis not equal to N, then go to step o ‘ ‘ ‘
“b”- 18500 23500 28500 33500 38500
(9) Vpe Q, configure the variant of the system model Cost
with p. The values of objective functions (unaviilitdy and ,
cost) are also calculated. : :
(h) P, and Qare combined into Bi.e. B = R, U Q and Figure 4. Pareto frontier of FOSS PPM schedules

B. is sorted based on non-domination.

(i) From 2N solutions (combination of, Bnd Q) in
B;, N best solutions are selected using the crowding
calculation and comparison to form.P

TABLE V. A SUBSET OF OPTIMAL PPM SCHEDULES; A TABUAR REPRESENTATION

Gener

Optimal PPM Schedule Cost | Unavailability | ation

af(8) bp(4) cp(6) ftft 3(4) htht 2(1) if(3) me(8) mtmt 2(5) st(7) vin(4) | 21866 0.099808 26
af(8) bp(4) cp(6) ftft 3(4) htht 2(3) if(3) me(8) mt.mt 2(5) st(7) vin(4) | 21746 0.102454 26
af(6) bp(4) cp(6) ftft 3(4) htht 2(2) if(3) me(8) mtmt 2(4) st(7) vim(4) | 22217 0.094253 29
af(5) bp(3) cp(6) ft.ft 3(4) htht 2(2) if(3) me(8) mtmt 2(4) st(7) vim(4) | 22678 0.089516 29
af(6) bp(3) cp(6) ftft 3(4) htht 2(2) if(3) me(8) mtmt 2(5) st(7) vim(4) | 22237 0.093825 30
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af(6) bp(4) cp(6) fr.ft 3(4) htht 2(1) if(3) me(8) mtmt 2(4) st(7) vm(4) | 22307 0.092919 | 1439
af(1) bp(1) cp(1) feft 3(1) htht 2(1) if(1) me(8) mtmt 2(2) st(7) vm(4) | 34859 0.048226 | 1453
af(8) bp(4) cp(6) fr.ft_3(4) htht 2(2) if(3) me(8) mtmt 2(8) st(7) vm(4) | 21600 0.105751 | 1463
af(1) bp(1) cp(1) feft 3(1) htht 2(2) if(1) me(8) mtmt 2(1) st(7) vm(4) | 36001 0.047708 | 1631
af(8) bp(3) cp(6) frft_3(4) htht 2(2) if(3) me(8) mtmt 2(5) st(7) vm(4) | 21972 0.098662 | 1722

VII.  CONCLUSION AND FUTURE WORK [4]
In the design of engineering systems it is generall
helpful to enable systematic and automated expboradf
design options using heuristics whilst maintainitige
possibility of certain decisions to be taken byomfied
expert opinion. This paper has illustrated an apgiicdo this
in which expert judgement can be integrated in esyst [g]
architecture and maintenance optimisation methoerevh
optimisation is driven by dependability and costn§&raints
to represent expert judgement on maintenance tinte al’l
selection of components were developed and a ‘asfahe
NSGA Il was adapted within the HiP-HOPS tool to ldea
the proposed approach. Initial results suggest that (8]
approach is valid and promising. The method is enily
being extended to enable more sophisticated ways fo
incorporating important maintenance constraintateel to
the geometry and topology of the system.

(5]

9]

[10]
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Abstract—Metacognition, the ability to monitor and regulate
cognition, is important for an agent to adapt to novel situations
and fix discrepancies in its knowledge base. In this paper, we
discuss two different approaches to implementing metacognition
in artificial systems: internally and externally. In the internal
approach, metacognition is built into the agent, and thus,
is combined with its cognitive reasoning abilities. The same
Knowledge Base (KB) is fully shared between the metacognitive
and cognitive processes of the artificial system. In the external
metacognition approach, only portions of the agent’s KB are
shared between the agent and the external metacognition. We
describe the implementation of external metacognition using our
own Metacognitive Loop (MCL2) and internal metacognition
using active logic in the context of a dialog agent called Alfred.
We discuss how the two systems handle long pauses in dialog and
compare the pros and cons of each. Our experiments show that for
a system with time-related expectations, it is more efficient to use
interleaved metacognition rather than an external metacognition
module as the internal metacognition has access to the entire KB
of the agent.

Keywords—Metacognition; Dialog Management.

I. INTRODUCTION

Humans are capable of reasoning about situations and
developing expectations about themselves as well as the world
around them. They are also able to handle anomalies. Humans
can recognize that an expectation has been violated, decide on
the best response, and then, implement that response to restore
the desired state. Intelligent agents situated in the real world
should also have these capabilities. An agent must possess
some form of cognitive abilities in order to make decisions. In
order to make an agent more intelligent, metacognitive abilities
must be added to the system. Metacognition is the ability of
an agent to explicitly monitor, evaluate, and improve upon its
own internal processes. One approach to providing the agent
with the capability to recognize and correct problems is to
have the agent maintain some set of expectations about itself
and its environment. These expectations would be a part of the
metacognition used by the agent in order to properly reason
about its situation. There has been some promising work in
the fields of Artificial Intelligence and Cognitive Science with
metacognition, including [3] and [16].

When faced with anomalies in dialog, humans are able to
note the anomaly, assess the anomaly and determine how to
handle it, and finally guide a response to resolve the anomaly.
This is called the N-A-G cycle [6]. In our previous work, we
have found that a N-A-G cycle works quite well in detecting
and correcting anomalies in an intelligent agent.
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Figure 1. N-A-G Cycle.
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Figure 2. The MCL2 architecture.

We call the algorithm that implements the note-assess-
guide-repeat cycle to deal with anomalies as the metacognitive
loop (MCL ); this basic algorithm is shown in Figure 1.
We have developed a domain-independent implementation of
MCL, referred to here as MCL2, (Figure 2) which can
be used as an external module [5][20]. MCL2 uses three
ontologies organized as a Bayes net [S]: indications nodes
representing different types of expectation violations; failure
nodes indicating the probable type of problem that is being
experienced, and response nodes associated with solutions that
can be suggested to the host system. Periodically, a system is
expected to send its current set of observations to MCL2 using
a “monitor” call. If an expectation violation is noted, MCL2
responds with a suggestion of corrective action for the host to
implement.

Coanition

Figure 3. The host system connected to a metacognitive component with
only cognitive internal capabilities (left) and the host with full metacognitive
and cognitive internal capabilities (right).
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In this paper, we will discuss how to incorporate the N-
A-G cycle into a cognitive system. Figure 3 shows the two
implementations of metacognition. The agent could implement
this process internally in conjunction with its regular cognition,
allowing it to perform reasoning as well as reasoning about its
reasoning. The agent could instead have only cognitive capabil-
ities and be in communication with an external metacognitive
module like MCL2. We investigate the two design approaches
in detail, and discuss their performance when integrated with
a dialog agent Alfred [12][13].

We discuss recent work in dialog agents, as well as
metacognition, in Section II. Section III highlights the chal-
lenges associated with metacognition in dialog and our agent
Alfred. Section IV discusses external metacognition, while
Section V describes internal metacognition. Section VI com-
pares the two implementations of metacognition.

II. RELATED WORK

In recent years, there has been a great deal of work in
the use of metacognition as a tool for monitoring and regu-
lating cognitive activities including natural language dialog.
Monitoring and controlling cognitive activities has been a
popular topic, with researchers focusing on explicitly setting
time limits for deliberation [10], or limiting the size of current
knowledge used for deliberation [18], or both [1][2][17]. Fox
and Leake proposed to focus the cognitive activities of an
agent by narrowing the knowledge base the agent uses to the
subset relevant to the circumstances [9]. They showed that
the reduced focus set enables the agent to spend the available
deliberation time to produce the optimal action by adapting
to the current circumstances. A hybrid approach, where the
deliberative process simultaneously produces an immediate
action and a strategy, has also been used [8]. Since the action is
immediately available, the component of the agent responsible
for taking action does not need to wait for the strategy in
circumstances that do not permit doing so. This approach
implies that the action component is intelligent enough to
determine when to wait for a strategy.

McNany et al. [14] discusses metacognition as an integral
part of natural language dialog in an artificial agent. The
importance of metareasoning has been shown in linguistics.
One such example is in [11], where Hymes expresses the idea
of communicative competence. This idea was expanded by
Canale [7], by detailing four different types of communicative
competence. Before the aforementioned work in linguistics,
Rieger [19] showed that metareasoning in a natural language
dialog can improve deficiencies, and McRoy agreed with this
in [15] further stating that in dialog, the ability to handle
mistakes is essential. In more recent work on metareasoning
in natural language dialog, Anderson and Lee [4] found that a
large part of dialog involves metareasoning in order to properly
handle misunderstandings, as well as references to previous
utterances. Metareasoning and metacognition are a very large
part of an intelligent dialog agent.

As metacognition and metareasoning have been identified
as essential in an intelligent dialog agent, the next natural
question is how to properly integrate these into the agent.
Recently, Anderson, Oates, Chong, and Perlis [4] developed a
metacognitive system, called MCL, to be used as an external
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module by an intelligent agent. Continuing with this idea,
Schmill et al. [20] extended MCL to use metacognition to
reason about and handle anomalies. In our work we extend
MCL to handle anomalies in a dialog agent. We adapt MCL
to reason about time-related expectations and anomalies and
we compare a version of Alfred with internal metacognitive
capabilities to Alfred connected with the adapted MCL.

III. METACOGNITION TO HANDLE PAUSES IN DIALOG

In this paper, we discuss handling expectations and anoma-
lies using metacognition in a dialog system. We believe this to
be a good example for testing the two approaches to metacog-
nition because we are dealing with time-related expectations
and the work we present here is applicable to any system with
time-related expectations, not simply dialog agents. Agents
situated in a real-world environment must interact with humans
and other agents. These interactions require that the agent has
some concept of time, and some expectation for the amount
of time certain interactions will require. We discuss these
expectations in the context of a dialog agent, but they are
generalizeable to any intelligent agent situated in the real
world. To motivate our work, let us consider a few examples:

Example 1: Suppose we have two participants in a dialog
Py and P,. P; says something to P, expecting a response. If
P leaves the room without responding, a human would under-
stand that something strange was occurring in the conversation.
Perhaps P» was offended, or simply had to leave. In either
case, a human P; would recognize the anomaly and not simply
sit around waiting for a response. To simulate this behavior,
an intelligent dialog agent should have some expectation for
the length of conversational pauses associated with a particular
user, so that it understands that an anomaly has occurred when
P; fails to respond in a reasonable time period. Otherwise, it
will not understand that there is a problem, and thus, will take
no steps to correct it.

Listing 1. Example 1 Dialog in Alfred without Metacognition

(t=0) Alfred: "Welcome."
(t=1)

(t=100) Alfred: "Please tell me what to do now."
(t=101)

(t=200) Alfred: "Please tell me what to do now."

Listing 2. Example 1 Dialog in Alfred with Metacognition

(t=0) Alfred: "Welcome."
(t=1)

(t=100) Alfred: "Are you there?"
(t=101)

(t=200) Alfred: "Goodbye."

Example 2: We have the same dialog participants from
Example 1. P, says something to P, and P, is thinking of
something to say. While P, is thinking, there is a pause in
the conversation. Now P; does have an expectation of the
length of a typical pause, and it notices when the normal
pause length has been exceeded. P; has an expectation that P»
will respond within 100 seconds. P is still thinking and 100
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seconds pass. P, then says “Do you still want to talk?” Now,
101 seconds have passed since P initially started waiting, and
P has still not responded. If P, does not take into account
that it has recently spoken and that P, may need more time to
respond, then since its expectation has been violated, P; would
ask again “Do you still want to talk?” This exchange would
continue in this way with P, continuously asking “Do you
still want to talk?” until P, responds. An intelligent dialog
agent would need to understand that there is a difference
between an initial prompt and a prompt issued as a response
to an expectation violation. P; should understand that when it
prompts P» that P> will need more time to respond.

Listing 3. Example 2 Dialog in Alfred without Metacognition

Listing 6. Example 3 Dialog in Alfred with Metacognition

(t=0) Alfred: "Welcome."

(t=1) User: "Send Metroliner to Baltimore."
(t=2) Alfred: "Command sent to domain."

(t=3) Alfred: "Please enter another command."

(t=103) Alfred: "Please tell me what to do now."
(t=104) Alfred: "Please tell me what to do now."
(t=105) Alfred: "Please tell me what to do now."

t=0) Alfred: "Welcome."

t=1) User: "Send Metroliner to Baltimore."
t=2) Alfred: "Command sent to domain."

t=3) Alfred: "Please enter another command."

(t=103) Alfred: "Please tell me what to do now."
(t=150) User: "Send Northstar to Richmond."
(t=151) Alfred: "Command sent to domain."
(t=152) Alfred: "Please enter another command."
(t=252) Alfred: "Please tell me what to do now."
(t=300) User: "Send Bullet to Washington."
(t=301) Alfred: "Command sent to domain."

(t=302) Alfred: "Please enter another command."

(t=450) User: "Send Metroliner to Buffalo."

Listing 4. Example 2 Dialog in Alfred with Metacognition

(t=0) Alfred: "Welcome."

(t=1) User: "Send Metroliner to Baltimore."
(t=2) Alfred: "Command sent to domain."

(t=3) Alfred: "Please enter another command."

(t=103) Alfred: "Please tell me what to do now."

(t=150) User: "Send Northstar to Richmond."

Example 3: We have the same dialog participants from
Example 1. Now, the dialog agent P; has an expectation for
a typical pause associated with P, of 100 seconds. It also
understands how to revise its expectations. If P; asks P» a few
questions and for each of the questions, P, took longer than
P, expected to respond, P; recognizes a pattern. P, realizes
that P, responds more slowly in general than it had expected
and so it revises its expectation, noting that P, has a longer
typical pause length for conversations.

Listing 5. Example 3 Dialog in Alfred without Metacognition

t=0) Alfred: "Welcome."

t=1) User: "Send Metroliner to Baltimore."
t=2) Alfred: "Command sent to domain."

t=3) Alfred: "Please enter another command."

(t=103) Alfred: "Please tell me what to do now."
(t=104) Alfred: "Please tell me what to do now."

(t=150) User: "Send Northstar to Richmond."
(t=151) Alfred: "Command sent to domain."
(t=152) Alfred: "Please enter another command."

(t=252) Alfred:
(t=253) Alfred:

"Please tell me what to do now."
"Please tell me what to do now."

(t=300) User: "Send Bullet to Washington."
(t=301) Alfred: "Command sent to domain."
(t=302) Alfred: "Please enter another command."

(£t=402) Alfred:
(t=403) Alfred:

"Please tell me what to do now."
"Please tell me what to do now."
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We implemented our two metacognition techniques using
a particular dialog agent, Alfred. Alfred acts as an interface
between a human user and a task-oriented domain. As input,
it accepts English sentences which it then parses and takes
as commands to be sent to a specific domain. We consider
the problem of Alfred encountering conversational pauses of
varying length when interacting with a human user. Alfred has
expectations about the typical pause length associated with a
particular user, and is able to detect when an expectation has
been violated.

We have implemented a version of Alfred which uses
metacognition to handle situations similar to the three exam-
ples above. We are presently focused on Alfred’s expectations
concerning interaction with the human user.

We will focus on the implementation of the two systems
with Alfred, but much of the following discussion is appli-
cable to any host system. In our implementation of internal
metacognition, we combine the cognitive and metacognitive
capabilities, creating an interleaved cognitive and metacogni-
tive reasoning within Alfred. For our external implementation
of metacognition, we used our MCL2, which Alfred commu-
nicates with through monitor calls.

IV. EXTERNAL METACOGNITION USING MCL2

First, we will discuss the architecture where the host is
connected to an external metacognitive system. In this archi-
tecture, the host initially gives the metacognitive system its set
of expectations. The metacognitive system then determines (via
observations also provided by the host) when expectations have
been violated and recommends how the host should respond
to such violations.

One important design problem in this architecture involves
knowledge sharing. Initially, the host sends its expectations to
the metacognitive system, and the host must also send updates
about the current state of the world in order for it to reason
about possible violations. A key question arises: how often
should the host system send information to the metacognitive
system? As the host sends more information, there is more
overhead incurred in sending information between the host and
the metacognitive component.

We have a particular implemented metacognitive module
called MCL2. MCL2 is capable of accepting expectations
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and information about the current state of the world from a
host, reasoning about expectations, and sending suggestions
to the host when it notes an expectation violation. The host
communicates with MCL2 through monitor calls in which it
shares information about particular sensor readings. The host
can perform monitor calls at any time; there is no specified
frequency of monitor calls from the host.

In our implementation, Alfred provides MCL2 with an
expectation for a typical pause length, expected_pause(100);
at each step, Alfred increments its current waiting time,
curr_wait_time(t), and sends this information to MCL2. When
the current waiting time exceeds the expected pause length
(curr_wait_time(101)), MCL2 notes that an expectation has
been violated and provides the host with a suggestion as to how
to respond. Currently, MCL2’s suggestion is for the host to
prompt the user, so Alfred then prompts the user with “Please
tell me what to do now.” Since Alfred is sending information
to MCL2 at every time step, Alfred now sends the current wait
time (curr_wait_time(102)) to MCL2. MCL2 only keeps track
of the expectation and the current information being sent to it
by the host. It receives curr_wait_time(102) from Alfred and
treats it as a new expectation violation so MCL2 again sends
a suggestion to prompt the user. This happens at every time
step until the user enters a command to Alfred, at which time
Alfred would reset its wait time (assert curr_wait_time(0)) and
send that to MCL2. This is not the desired behavior of an
intelligent agent. When a user is prompted, the system should
give the user time to respond to the prompt before prompting
again. Therefore, MCL2 needs to maintain another expectation
for an appropriate response time associated with a prompt
(expected_response_time(100)).

Another design problem which is even more complicated
is that of deciding what exactly it means to implement a
suggestion given to the host by the metacognitive system.
In the case of MCL2 and Alfred, when MCL2 sends the
suggestion to Alfred that it should prompt the user, MCL2
expects a response from Alfred indicating if the suggestion
was a success or a failure. However, this does not make
sense in the context of time-related expectations. If MCL2
tells Alfred to prompt the user, and Alfred does so, then
MCL2’s suggestion has been implemented, but both MCL2
and Alfred must wait in order to see if the suggestion was a
failure or a success, that is, if the effect occurs. The suggestion
is a failure if after the prompt, the user does not respond
within the expected_response_time and it is a success if the
user responds within that amount of time. However, is this
truly a failure if the user simply takes longer to respond
than expected? After all, if the user responds at step 102, the
expected_response_time has been exceeded, but the prompting
was successful.

In order to handle Examples 1-3 when connect-
ing Alfred with MCL2, we used two expectations:
in_set(sensor_pause_id, num_pause_violations, 0, 1, 2, 3),
and discrete_range(sensor_pause_id, pause_length, 0, 100,
add(1)). The first expectation states that the value for
num_pause_violations can only be 0, 1, 2, or 3. If it is any
other value, there is a violation. The second expectation says
that the value for pause_length must be between 0 and 100
in increments of 1. The value of num_pause_violations is
incremented for each user input which required a prompt.
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If Alfred starts up and the user walks away, Alfred will
prompt the user at step 101, and again at step 202, and so
on. If we consider each one of these a violation; then, at
step 404, Alfred would change its expectation. There is no
need for Alfred to change its expectation if there is no user
there. So, we do not consider repeated prompts for the same
user input to be separate violations. If a user requires two
prompts before a response, then that would be one violation
and num_pause_violations would be incremented by one.
On the fourth violation of the expectation for pause_length,
the expectation for num_pause_violations is violated. When
this expectation is violated, it means that Alfred has been
repeatedly noticing the same expectation violation and the
most probable source of the problem is a model error, so the
expectation must be revised. This system of two expectations
works well because it accounts for user error. If a user walks
away, Alfred will not change its expectation, and if a user is
distracted in some way and takes a long time to respond to one
prompt, but from then on continues responding in a reasonable
amount of time, Alfred will not change its expectation. This
is generally a good idea as an agent should not change its
expectation based off of one violation. More information is
needed in order to determine if there is an internal or external
error occurring.

Alfred KB

Alfred KB

Alfred KB

Figure 4. Amount of knowledge being shared between Alfred and MCL2 in
Examples 1-3 from left to right.

This implementation of Alfred with MCL2 is fully func-
tioning with the pause time example. However, Alfred is doing
most of the reasoning. Alfred is keeping track of the current
waiting time, as well as the number of pause violations,
and sending all of this information to MCL2 at each time
step. In this framework, MCL2 is doing very little to add to
the overall system, and it is not doing anything Alfred, or
any similar host, could not do itself. The design problem of
knowledge sharing becomes very complex when connecting a
host system with an external metacognitive module. External
metacognition requires that the host decide what to share with
the external component and when to share it. Figure 4 shows
the knowledge sharing between Alfred and MCL?2 in Examples
1 through 3 discussed earlier. The figure shows Alfred’s KB
overlapping with MCL as the portion which is being shared.
The orange portion of Alfred’s KB that is overlapping with
MCL is the general knowledge the Alfred shares with MCL,
which is not related to pause time. The orange dotted portion
of Alfred’s KB is Alfred’s knowledge about pause time. In
Example 1, there is no overlap between the orange part of
Alfred’s KB and MCL. In the second example, Alfred sends
some of its KB concerning pause time to MCL2 and in the
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final example even more of the pause time knowledge is shared
with MCL2.

As implemented, MCL2 requires the host to periodically
send a subset of its observations using monitor calls. Thus,
whether an expectation violation gets noted in a timely manner
depends on whether the appropriate observations are being sent
to MCL2 and the frequency at which the host issues monitor
calls. If the host shares very little information with MCL2,
such as in Alfred’s pause time example, then flaws in the
host’s initial knowledge base cannot be found or corrected by
MCL2. For these reasons, we decided to focus on designing
and implementing the second framework (Figure 3), where
the host has cognitive and metacognitive internal capabilities.

V. INTERLEAVED METACOGNITION USING ACTIVE LOGIC

In this version, Alfred has full metacognitive and cognitive
abilities, including expectations about itself and the world in
which it is situated. Alfred has expectations that the user will
respond to a prompt, that a user will respond with a certain
type of answer, and that the user will respond within a specified
amount of time. Alfred’s expectations for interleaved metacog-
nition are similar to those when connected with MCL2. It has
an expectation for user pause length (or when it should receive
user input), and an expectation for an appropriate number of
violations before revising its expectation.

Alfred’s expectations concerning the amount of time asso-
ciated with a particular result are represented as time intervals,
because Alfred expects a user response between two time
steps. Initially, Alfred has the expectation of user input within
100 steps, represented in a predicate in its knowledge base
as in_set(pause_sensor_id, user_input, 0, 100, add(1)). The
predicate specifies the start and end points of the interval
in which the user should respond. If the current time step
exceeds the endpoint of the expected pause interval, Alfred
notes that its expectation has been violated. When Alfred’s
expectation is violated, it prompts the user with “Please tell
me what to do now.” This is Alfred taking action to fix
the expectation violation, but the violation will not be fixed
until the user responds to Alfred’s prompt. When Alfred
prompts, it must wait for user input, so now the expectation is
in_set(pause_sensor_id, user_input, 100, 200, add(1)), giving
the user another 100 steps to respond to the prompt.

Alfred also has expectations about its expectation
violations  which  look like in_set(sensor_pause_id,
num_pause_violations, 0, 1, 2, 3), exactly the same as with
MCL2. Each time a violation of the expectation associated with
user_input is violated, then the property num_pause_violations
is increased. Once num_pause_violations reaches a value
greater than 3, the expectation is violated, and Alfred
knows that it needs to revise its expectation for the property
user_input so that it can more effectively communicate with
the human user.

Interleaved metacognition has lesser communication over-
head than external, as all knowledge is shared between the
cognitive and metacognitive components. With all information
being shared, all expectations can be monitored properly
and all expectation violations can be detected. Interleaved
metacognition is implemented in time-tracking Active Logic
[5], so the metacognition and cognition processes proceed in
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parallel, step-by-step. In Active Logic, a step is the funda-
mental measure of time passage. Since both the cognition and
metacognition are being processed internally, the same concept
of a step is shared by both, and therefore new observations
are handled at the same time by both the metacognition and
cognition processes.

VI. COMPARING INTERLEAVED AND MCL2

Consider a more general situation in which we either
have interleaved metacognition or MCL2, where we are no
longer just considering the pause time example. If in the
case of MCL2, say we have a host with three sensors and
it is sharing 60% of its initial belief set with the external
module. If there is one anomaly detected, the knowledge being
shared by the host is the same as prior to the anomaly. If
there are several anomalies, the percentage of knowledge being
shared is the same. This is counter-intuitive and not necessarily
the behavior that we want from the connection between the
host and an external metacognitive module. If an anomaly
occurs, the host should share more information with MCL2
in order for MCL2 to better correct the problem. Another
problem is even if there are anomalies not detected by MCL2
- because they are a part of the 40% not being shared - the
amount of knowledge sharing remains the same. Therefore,
these anomalies can never be corrected, and this, in principle,
is against the entire point of the metacognitive component.
In order for the metacognitive process to be effective, the
host must be able to share any part of its KB with it, so
that all anomalies can be detected and corrected appropriately.
Interleaved metacognition provides just that very easily. The
metacognitive external module, MCL2, however, is limited by
its reliance on the host to share the required parts of its KB
in a timely manner.

Figure 5 shows different scenarios of knowledge sharing
for external metacognition. The shaded region is the portion
of the knowledge base that is being shared with the external
module for each scenario. The 10th scenario shares 100% of
the KB, making it equivalent to interleaved metacognition.
Only the violations that occur in the shaded area of the KB
will be noticed when using an external module. Any violations
that occur in the KB above the shaded area will go unnoticed
with external metacognition.

Scenario vs. %KB Shared

100
90
80
70
60
50
40
30 4
20 4
10 -

Figure 5. Different knowledge sharing scenarios vs the amount of knowledge
being shared.

We note that the effectiveness of MCL?2 is also dependent
on the frequency of “monitor” calls. Going back to the pause
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time example, if Alfred only sent updates to MCL2 every 100
timesteps, MCL2 would only have available that information
about the user’s response. If Alfred had the expectation of
a response within 100 timesteps, and the user consistently
responded late, MCL2 would be unable to tell the difference
between a 1-timestep delays and 99-timestep delays. Inter-
leaved MCL does not have a dependency on the host to specify
when to process information, and so can note and act upon any
anomalies without waiting for a host to signal. We are currently
working on an improved version of MCL2 that does not have
these constraints.

One significant benefit to using external MCL with MCL2
is that the external metacognitive component does not need to
be rewritten for each host system. MCL2 can be connected
to any host system. Internal metacognition requires that the
metacognitive portion be rewritten for each host system, which
is quite a bit of work. The entire N-A-G cycle must be rewritten
inside of the host system; but, with MCL2, it can just be
interfaced with the host system with very few changes being
made to the host system.

VII. CONCLUSION AND FUTURE WORK

In our research, we have found that an interleaved imple-
mentation of metacognition is much more useful than an ex-
ternal connection with MCL2. An external connection requires
that a large amount of information be shared between the host
and the metacognitive module in order for external metacog-
nition to work properly with our current implementation of
MCL2. However, if the host must communicate to the external
metacognitive component a large portion of its knowledge
base, then there seems to be little to no advantage to using an
external metacognitive component like MCL2. A host-initiated
data sharing model like MCL 2, causes significant overhead
for timely sharing of information by the host to MCL. Instead,
the host could easily perform metacognition interleaved with
the cognition and not waste time and space with external
metacognition. An external metacognitive module could be
useful if the host only needed to share a small amount of
information with it, but in this case, flaws in the hosts initial
knowledge base (unshared) could not be exposed with that
limited metacognition, as that information is not being shared
with the external module. Another option would be to have
a KB that is completely shared between the metacognitive
component and the host without the host initiating the sharing.
An agent with internal metacognitive capabilities allows for
100% knowledge sharing and therefore the ability of the agent
to detect all expectation violations.
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Abstract—In this paper, the use of electroencephalograhic
signals in recognizing unspoken speech is investigated. The aim
of the work is to recognize two words, namely, Yes and No by
using a single electrode electroencephalograhic device. Yes and
No were selected based on the fact that they are the basic
answers of any disabled person. The single electrode device
was chosen because of its ease of setup, adjustment, and light
weight; hence, most suitable also for disabled. Several neural
networks were trained with 7 subjects. Online and offline
testing were carried out on male and female subjects in semi
quiet environment. Average recognition results reached were
57% for online testing and 59% offline, whereas maximum
value for offline was 68% and online 90%. The novelty of the
work is using a single electrode device, as all previous work
was done on multi-electrode devices.

Keywords-electroencephalograhic signal; unspoken speech;
recognition.

. INTRODUCTION

Brain computer interface (BCI) is a communication
between a person and a computer without physical
movement. A signal emitted from the brain is measured,
processed and interpreted into action on the computer. An
electroencephalograhic (EEG) device records electrical
signals from the brain using single or multiple electrodes.
According to Graimann et al. [1], a BCI must have four
components: 1- record activity directly from the brain, 2-
must provide feedback to the user, 3- must do that in real
time, 4- the user must choose to perform a mental task
whenever a goal is needed to be achieved.

Recognizing unspoken speech is getting more attention
due to its importance in many fields. One field is verbal
disability of some people, while another is security field,
where it is unsafe to speak in the presence of others. There
are two approaches concerning recognition of unspoken
speech; words and blocks (syllables). Wester and Shultz [2]
implemented a system to recognize unspoken speech in five
modalities using 20 electrode EEG device. The system used
the blocks approach, as well as words approach. In
continuation to Wester’s work, Wester and Schultz [2] and
Calliess [3] showed that the block wise presentation
produced better results. He reached a 15.5% better than
random guess, a best of 87.3%. Calliess [3] also raised the
question whether the results of Wester and Schultz [2] were
due to temporal brain artifacts. Two hypotheses were
investigated by Porbadnigk [4]. First, Silent speech can be
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recognized based on EEG signals. Second, unspoken speech
cannot be recognized based on EEG signals and that the
good results reached by Wester and Schultz [2] were due to
the temporal patterns that were recognized. The conclusion
was that “It could be shown that except for the block mode
which yielded an average recognition rate of 45.50%, all
other modes had recognition rates at chance level”. This was
justified by the fact that block data would contain less noise
and that the block mode made it easier to think about words
in a consistent way. It was also concluded from work of
Porbadnigk [4], that temporal artifacts are superimposed
over the signal under investigation in block mode.

Some studies conducted by Wester and Schultz [2],
Calliess [3], and Porbadnigk [4] were done in 2009, where a
16 channel EEG channels using 128 cap montage was used
to recognize 5 words. Porbadnigk et al. [5] showed that the
block mode yielded an average recognition rate of 45.5%
and it dropped to chance level for other modes.

A research for recognizing unspoken 5 words using 21
subjects was carried out by Torres-Garcia et al. [6]. These
subsets were used to train four classifiers: Naive Bayes (NB),
Random Forests (RF), support vector machine (SVM), and
Bagging-RF. The accuracy rates were above 20%.

The paper is organized in seven sections. After the
introduction, overview of the system is presented in Section
I1. Section 11l shows feature extraction methods. Section 1V
discusses classification methods applied, while Sections V
and VI investigate the testing results and their validation.
Section VII concludes the paper and the future work.

Il.  SYSTEM OVERVIEW

A. Scope and limitations

The scope of words to be recognized is 2 arabic words
“Yes” and “No” using the single electrode Neurosky
Mindwave Mobile headset [7] to acquire brain signals. The
device consists of a headset, an ear-clip, and a sensor arm.
The headset's reference and ground electrodes are on the ear
clip and the EEG electrode is on the sensor arm, resting on
the forehead above the eye. It safely measures and outputs
the EEG power spectrums (Alpha waves, Beta waves, Theta
waves, Delta waves), NeuroSkyeSense meters (attention and
mediation) and eye blinks. The headset is rated at 60 Hz.
Neurosky device has been selected for our experiments
because of its affordable price and its light weight that
enables the user to wear it for a long time although it has
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only one delectrode which limits the features carried in the
data acquired.

B. Dataset collection

Data were collected from many subjects. During the
course of work, it was proven that training with seven
subjects was enough for the objective. Accordingly, brain
signals of seven subjects have been recorded in a quiet room
to prevent any possible distractions. A reading session
consists of 14 readings for one subject, each reading 14
seconds recording of EEG signals. The subject closes his
eyes to prevent eye-blink artifacts. Moreover, the subject
should not move any muscle to prevent muscle artifacts. The
readings are further used to train different classifiers.

C. Recording Setup

Subjects were all Egyptians whose mother tongue is
Arabic. They were not under any medication and had no
diseases. Their ages were between 22 and 23. Each subject
was presented to 14 “Yes” questions and 14 “No” questions.

The subject sits on a chair in a quiet room and wears the
headset that is connected with the laptop via Bluetooth.

The subject is asked a Y/N question. He presses the “start
button”.

The subject starts to think of the answer, while the
recording is processing for 14 seconds.

The Neurosky support development kit (SDK) drops the
data recorded on the first two seconds and the last two
seconds to ensure subject’s concentration.

I1l.  FEATURE EXTRACTION

The NeuroSky SDK offers the values of low Alpha, high
Alpha, low Beta, high Beta, Delta, Gamma and Theta waves.
It gives a single value for each wave every one second.
Alpha and Beta waves are more related to mental activities
and thinking. Low alpha, high alpha, low beta and high beta
were selected to be the classifying features. Delta waves
were discarded because they only appear in baby brain
waves, Gamma waves were discarded because they appear
during recognizing object or sound tasks, and Theta also
were discarded, as they only appear in young children or
during idle tasks. The minimum, maximum and average
values for each of the 4 considered waves were calculated
giving a feature vector of 12 values for each sample. Ten
samples were acquired.

The NeuroSky SDK also offers the value of Raw EEG
data acquired, with a sampling rate of 512 Hz. Based on the
work of Ting et al. [8], wavelet packet decomposition was
applied to get 6-level decomposition tree using the Sym8
wavelet, and the first 6 nodes from level 6, which have the
respective frequency bands (0-8, 8-16, 16-24, 24-32, 32-40,
40-48) Hz were selected. The average coefficient and the
band energy for each node were calculated which gives a
feature vector of 12 values for each sample. The next phase
is to input the vectors to the classifiers.
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IVV.  CLASSIFICATION

Four classifiers and ensemble network were used:
1) Support Vector Machine (SVM)

Matlab function svmtrain was chosen with a variety of
kernel functions: linear, Quadratic, RBF with sigma values
0.2,0.4,0.6, 0.8, 1 and Polynomial. Matlab code, e.g.,

struct = svmtrain(train , target train , 'kernel', 'rbf,

'rbf_sigma’, 0.2);

output = svmclassify(struct , test2);

With SVM, as the number of classes increases, the
prediction time increases significantly. Also, with large
classes, the training time increases significantly.

2) Discriminant Analysis (DA)

It was shown by Shashua [9], that the decision hyper
planes for binary classification obtained by SVMs is
equivalent to the solution obtained by Fisher’s linear
discriminant on the set of support vectors. It was also shown
by Gallinari et al. [10], that the neural networks classifiers
are equivalent to DA. That justifies using DA algorithm for
classification of our work. Both linear and quadratic
functions were used for classification.

3) Self-Organizing Map (SOM)

An enhancement step was added to the SOM
architecture: First, data are classified into the maximum
number of clusters (unsupervised). Second, these clusters are
mapped in a supervised mode into one of 2 clusters based on
majority concept.

4) Feed Forward Back-propagation (FFBP)

Various multi layer networks were used, each with
different layer-neuron combinations. This was done by trial
and error starting with single layer-5 neuron network ending
with 156 networks combinations.

5) Ensemble network

Ensemble networks or combining multiple classifiers aim
to reduce generalization error and to improve the
classification performance over individual classifiers, as has
been presented by Avnimelech and Intrator [11], Hansen and
Salamon [12], Hashem and Schmeiser [13], and Sharkey
[14]. Two types of combinational networks were tested.
Each used the same classifiers as above: DA, SOM and
SVM. The 2 types are: 1- Two-stage network with the
combinations SOM—->DA, SOM->SOM, SOM->SVM. It
means that the output of SOM is fed as input for DA, SOM
and SVM networks, respectively 2- Voting network
composed of SOM, DA and SVM, where simple majority
voting was applied on the outputs of the classifiers.

V. TESTING AND RESULTS

Data collected are placed in 12 files. Each file’s data are
arranged in one of two ways: Firstly, Random arrangement,
where “Yes” and “No” are scattered in a random way in the
file. This type of files will be named “randomly arranged
file”. Secondly, Sequence arrangement, where “Yes” is
placed before “No” or vice versa. This type of files will be
named “sequentially arranged file’. Testing was carried out
in 2 modes: 1- Offline mode: separating data acquisition and
classification phases into two groups. One group is for
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classification and the other group is used for testing. Signals
used in offline were primarily concerned with the 7 subjects
and the conditions mentioned in the earlier section. 2- Online
mode: based on prior training of the network, new data
signals from various subjects are examined for classification.
Signals used covered different subjects to validate the work
done. Subjects participating in testing were of different
genders and ages. Experiment conditions also varied, where
it involved quiet, as well as noisy environment, and eyes
open also. Classifiers were applied to raw data, as well as
Alpha and Beta signals.

A. Offline testing with Raw Data

The following are the hit rates achieved when using raw
data with different classifiers. The charts show the result for
sample tested files, while the Tables show the min, max and
average values. The testing was carried with 60%-40% train-
test ratios based on different trials’ results.

1) DA classifier

DA classifier is not affected by the data arrangement, so,
results from random files are the same as sequential files.
Figure 1 shows the average hit rates for 6 files with various
random data arrangements using linear and quadratic
functions. For two files, both functions gave equal results.
Linear function was better in 3 files, while quadratic was
better in one. So, it could be concluded that linear function
gave on average better results. Table I shows the min, max

and average values for DA classifier.
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Figure 1. Hit rates for DA classifier

TABLE I. MIN, MAX AND AVERAGE VALUES FOR DA CLASSIFIER
Min value Max value | Average value
0.3717 0.5769 0.49843

2) SOM classifier

A modification was done on regular SOM network as
follows: 1- samples are first classified into the largest
possible number of clusters, n. Starting with n= 2, then
increasing the number of clusters until classification remains
the same in two successive iterations. 2- the n clusters are
remapped to two clusters with majority rule, i.e., classes with
“Yes” samples greater than “No” are mapped to “Yes”
cluster and the same for “No”. A fragment code is shown in
figure 2.
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// train phase. Constructor with rate 0.7
Som = new SOMCSharp(0.7)
/I preparing the input
Som.prepare_C(train, test);
/I start is training main method. It takes learning rate and
continues to repeat training until stable conditions.
Il we start with level=1i.e., 2 clusters
I/l check for stability conditions
stop training
Il else increase level (number of clusters)
Som.start(0.7);
/I start method calls leveltrain() method which starts the
weights with a fixed value of 0.5 and update weights in
train() method according to distances
I/ test phase where test() method computes hit rate
int SOMout = Som.test_C(data);

Figure 2. Fragment code showing flow of instructions

applied, if “Yes

Figure 3 shows the average hit rates for 6 files, with
various data arrangements and various sigma, using SOM
classifier. The tests show that for sigma= 0.5, 0.7, 0.9, the
best results are obtained, except for one file. Table 11 shows
the min, max and average values achieved.
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Figure 3. Hit rates for SOM classifer.

TABLE II. MIN, MAX AND AVERAGE VALUES FOR SOM CLASSIFIER
Min Max Average
0.4615 0.6923 0.55854

3) SVM classifier
Matlab was used to test and train networks. SVM
classifier experienced no changes when the arrangement of
data changed from random to sequential. Figure 4 shows the
values with different mapping functions and permutations
(P1-P6).
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Figure 4. Hit rates for SVM classifier.

53



COGNITIVE 2014 : The Sixth International Conference on Advanced Cognitive Technologies and Applications

Table 11l shows the min, max and average values for
SVM classifier.

TABLE IIl. MIN, MAX AND AVERAGE VALUES FOR SVM CLASSIFIER
Min value Max value | Average value
0.3718 0.6154 0.4962
4) FFBP

Different networks have been tried starting from 1
layer/5 neurons, 1 layer/10 neurons, 2 layers/5 neurons, 2
layers/10 neurons, 3 layers/ 5 neuron and 10 neurons
reaching 156 combinations. Also various training functions
like trainbr, trainbfg, traincgb were applied. In all the
combinations, the best result achieved was way far from the
other networks. It was concluded that FFBP network results
should not be listed.

B. Offline testing with Alpha and Beta signals

The same percentage of train-test data was used; 60%-
40% with the same classifiers but using the Alpha and Beta
signals. Results are as follows:

TABLE IV. OFFLINE RESULTS WITH ALPHA AND BETA SIGNLS
Network Min value Max value Average value

DA 0.5147 0.641 0.448

SOM 0.4744 0.6795 0.5599

SVM 0.4231 0.641 0.5531

Comparing results in Table IV and in Tables I-11I, we

conclude that the best average offline results were obtained
from SOM networks with Raw data and with Alpha and Beta
signals. It proves that the modification done on the network
enhanced the performance with offline testing. Average
efficiencies were 55.8 and 55.9%. Maximum values were 69
and 67.9%.

Ensemble networks were also tested and the results are
presented below.

1) Ensemble Networks

Alpha and Beta signals were used in offline testing with
Ensemble networks. In the ensemble multistage network,
the first network was always SOM based on the results
shown in Table IV. Slightly better average result was
achieved, 0.5666.

For the voting system that comprised of DA network,
SVM network, and SOM network and based on majority
function, average result further improved to reach 0.5933.
The improvement in both cases was on the expense of time.
Results are shown in Table V.

Accordingly, for offline recognition of unspoken two
words, the most suitable network is a Voting system with
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simple majority function applied on Alpha and Beta signals.
The Voting network comprises DA, SVM, and SOM.

TABLE V. ENSEMBLE NETWORKS’ RESULTS
Network Min value Max value Average value
SOM > | 042 0.5512 0.4902
DA
SOM 0.6538 0.4487 0.5516
->SOM
SOM 0.4261 0.6391 0.5666
>SVM
VOTING | 0.551 0.6667 0.5933
system

C. Online testing

Online testing was carried out using the DA, SVM, SOM
and Voting networks on male and female subjects of age
groups 19-23 years to identify the network that gives the best
result. The testing environment was a college hall with open
windows and open door having 40-60 students. Table VI
shows the average efficiencies for this testing.

TABLE VI. AVERAGE ONLINE EFFICIENCIES
Network Efficiency
DA 0.485
SVM 0.60
SOM 0.49
VOTING 0.51

It could be seen that DA, SOM and Voting gave nearly
equal results, while SVM gave a remarkably better result.
Further online testing in the same environment was carried
out using SVM to find average result. Table VII shows the
results.

TABLE VII. ONLINE TESTING WITH SVM ON MALE/FEMALE SUBJECTS
Male/Female No of Min value Max value Average
Subjects value
Male 17 0.3 0.9 0.564
Female 10 0.3 0.8 0.57

The average efficiency is less than that attained by
offline. This is an expected result, although the maximum
value reached in online testing is much higher.

1) Random subjects

The online system was further tested in a two day
exhibition (Egyptian Engineering Day) with 60-80 subjects
per day. Subjects were males and females visitors between
19-23 years old. They stopped randomly to try the system.
The recording environment was the exhibition booth, while
asking the people around to stay quiet, as there was enough
noise from the surroundings. The result was 56.7%.
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VI. VALIDATION

Our target was to help disabled young children to
communicate. Children need basically “Yes” and “No”
words to interact. The device used in this work is light
weight with only 1 electrode. The electrode is put directly on
the forehead. Signal transfer is done via Bluetooth. It is very
suitable for disabled adults also, as in case mentioned by
Graimann et al. [1]. All previous work listed hereunder was
based on 5 words recognition using a multi electrode device.
The cap used for recordings is made of spandex type fabric
and is equipped with many electrodes, up to 128. The
electrodes have to be filled with conductive gel. The subject
wears the cap and it has to be tight. The cap is then attached
to the subject with straps that are connected to a band, which
is attached around the supper part of the body. The target
subject for those researches was normal adults like
astronauts, divers, soldiers in battle who need to
communicate. Difference in target subjects justifies the
difference in number of words to be recognized. Table VIII
represents a summary of results for the work presented and
other work.

TABLE VIII.  SUMMARY OF THE CURRENT WORK WITH PREVIOUS WORK
Research Scope Average efficiency
Wester and | 5 words - 42%
Shultz [2] 21subjects
16 electrodes
Calliess [3] 5 words - 155 % better than
16 electrodes used Wester and Shultz [2]
23 subjects (49%)
Porbadnigk 5 words - 45.5% for block
[4] 16 electrodes used -By chance for
23 subjects separate words
Porbadnigk 5 words - 45.5% for block
etal. [5] 21subjects - By chance for
16 electrodes separate words
Torres- 5 words - 20%
Garcia et al. | 21 subjects
[6] 16 electrodes used
Our work 2 words - Offline 56%
7 subjects - Online 57%
1 electrode used
VII. CONCLUSION AND FUTURE WORK

In this work, different ways of recognizing unspoken
speech have been investigated using a single electrode EEG
device. The unspoken speech comprised of 2 words; “Yes”
and “N0”. Seven subjects were used for training. The hit rate
for unspoken speech recognition depended on the subject’s
concentration and absence of artifacts. A modification to
SOM network classification was made by making the
classification a two step process. This improved the results of
the SOM network in offline testing. Offline average hit rate
of 59% was reached. An online average hit rate of 57% was
achieved. It is worth mentioning that the ensemble network
performed well only in offline, while failed in online, which
is contrary to Avnimelech and Intrator [11], Hansen and
Salamon [12], Hashem and Schmeiser [13], and Sharkey
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[14]. Other researches in the same field used multi-electrode
EEG devices (up to 16 electrodes) to recognize 5 words with
average recognition rates ranging between 20% and 49%.
The future work is to use a single electrode device to
recognize more than 2 words since such a device is much
easier and lighter to wear and to adjust for certain cases as
the disabled children.
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Abstract — The study aims to define a methodology to
assess driver workload by means of a racing simulator
applying the dual task paradigm. The experimental plan
consists of a series of secondary tasks (i.e., math
calculation, imaginative, monitoring and communication
tasks) to be performed in a driving simulated context.
The preliminary results evidenced that the methodology
is a fundamental step forward in order to improve
driving abilities of young professional drivers. The
described methodology puts the basis for the definition
of training programmes for managing high workload
racing situations.

Keywords - Distraction; driver; dual task; motorsport;
multitasking; racing; simulator; stress; track; training;
workload.

L INTRODUCTION AND BACKGROUND

This work and the reported experimental plan are
intended to define a methodology for assessing the level of
cognitive load of young motorsport drivers involved in
advanced training programs for single-seater racing cars. The
aim of the described methodology is to evaluate potential
variation in performance due to the increase of mental
workload. Drivers involved in test sessions are engaged in
driving in a racing simulator (i.e., primary task) while they
are asked to perform also one or more secondary tasks.

Studying the performance of drivers and their
"multitasking" skills implies the measurement of their
performance first, and the identification of their level of
adaptability to increasing workload. The ability and
adaptability of multitasking are prominent features of many
professions, where the simultaneous management of multiple
activities is required and it is sometimes in conflict or in
competition over physical and cognitive resources. When
multitasking, people can become overloaded as working
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memory and attentional resources are exhausted [2]. They
might also become anxious and frustrated when task
challenges outweigh cognitive resources [10]. Furthermore,
overall performance can be negatively affected when the
demands of one task interfere with those of another task [5].
For instance, a common multitasking everyday situation is
the concurrent use of mobile phones while driving, which
have been demonstrated to impair driving by, for instance,
delaying break reaction times and affecting object detection
[4]. Although many studies have shown a generalized impact
on attention related to driving distraction tasks, recent
research has focused on “supertaskers” [6], by examining
individual differences in the performance of multitasking.

In order to highlight abilities of “supertaskers”, this study
carried out on the short-term working memory [1] that
constitutes a field of fundamental analysis to make
predictions about the level of resource adaptability. Different
skills are required for performing tasks simultaneously, and
one must activate different cognitive structures according to
tasks, such as the central executive system, the visual-spatial
notebook and the phonological loop.

The presented methodology aims to measure the level of
racing driver cognitive workload while driving in a simulated
circuit, establishing a relationship between the observed
cognitive workload and the wvariation of the driving
performance in different scenarios of the dual task paradigm.

The paper is structured as follows: Section II presents the
methodology and the design of experiment in details. Section
IIT describes the test protocol and the execution of the
experiment. Section IV presents the results of the test. In
Section V, the results, the presented methodology, and the
related impact are discussed. Conclusion and references
close the paper.

II. METHODOLOGY

The methodology for the evaluation of cognitive
workload in racing environment has been designed to reach
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two main goals. On the one side, the objective is to identify
the cognitive profile of each individual driver, by assessing
the cognitive load. On the other side, once the driver
cognitive profile has been outlined, a specific training
programme can be identified in order to enhance the abilities
and the adaptability of drivers in complex situations. This
objective can be achieved by making some target activities
automated according to the driver cognitive profile, thus
reducing the cognitive and attentional resources allocated to
those specific tasks.

In order to outline the cognitive profile, two different
kinds of test can be assigned: (1) computer-based tests about
cognitive resources and (2) tests in driving and not driving
conditions in simulators. Concerning the former point,
Individual Differences Measures (IDMs) can be collected
assigning to users a series of computer-based tasks to be
performed concerning each cognitive structure (i.e., central
executive system, visual-spatial notebook, phonologic loop)
[2].

In this research, we focused on the latter point, i.e., on the
methodology for the assessment of the cognitive workload in
driving a racing simulator applying a dual task paradigm.
The Dual-Task Paradigm [3] is characterized by a series of
secondary tasks assigned in concurrency with the primary
driving task.

The reference methodology is the Multi-Attribute Task
Battery (MATB) [2], which is used widely in the avionic
domain. MATB consists in 4 different tasks simultaneously
submitted to users at flight simulators. According to this
methodology, the types of secondary tasks drivers might be
asked to carry out while driving are reported below.

* Perform complex math calculation (e.g., to count

backwards of 7 steps from an assigned number).

* Imaginative task (e.g., mental imagery task).

*  Monitoring of system status and tracking (e.g., to
indicate an event by pushing a button on the steering
wheel or to check the number of engine revolutions).

¢ Communication task (e.g., to listen to instructions
and questions via radio and to answer properly).

Each task has 4 different levels of complexity: automatic
(0), low (1), medium (2), high (3).

The Dual-Task Paradigm is aimed to collect objective
and subjective measures as well as qualitative and
quantitative data to be analysed for assessing if the driver
performance improve or decrease, whenever the cognitive
workload changes itself due to the variation in the difficulty
of the secondary tasks as schematised in Fig. 1.

TOTAL
WORKLOAD | mmmmmmmm) | without
decrementing

I the
performance of
& 4 the primary task
(i.e. driving)?

Figure 1.

What is the
adaptability
level of the pilot
in performing
secondary tasks

Double task paradigm.
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The evaluation of the cognitive workload of racing
drivers allows researchers to assess the relationship between
workload and changes in the driving performance and then to
plan training programmes that may take the cognitive profile
of each driver into account for the improvement of his
adaptability to multitasking. The estimation of the residual
cognitive abilities while performing a Dual-Task Paradigm
tests is identified as the result of the comparison between the
baseline performance (e.g., the lap time in the driver comfort
range) and the performance in terms of lap times carried out
experiencing a secondary task.

The methodology applied for the assessment of the
cognitive profile of racing driver comes from the assumption
that all track, racing, and practice conditions shall be taken
into account, and that the driver physical status can change
during the driving session. These aspects may be responsible
for a significant variation in the level of mental workload
while driving. Hence, the following scenarios and conditions
have been identified as relevant for test sessions.

*  Monitoring of internal and external conditions of the
cockpit (e.g., weather, engine revolutions, fuel
level).

* Managing radio communication with garage.

*  Visualizing data on the steering wheel display.

*  Psychophysical degradation related to a high level of
mental workload (e.g., sweating or tiredness).

The experimental design has been tailored also by
considering some requirements of the driving academy
involved in research and, of course, the experimental
requirements. They are briefly described below.

* Users should be racing drivers of single-seater
vehicles with experience in motorsport domain and
should be involved in training programmes.

¢ Users should be young (i.e., 14 to 22 year old) in
order to evaluate future training programs.

* Test sessions need to be carried out in a controlled
environment as a lab.

* The main asset required is a single-seater driving
simulator for racing. A fully dynamic and immersive
racing simulator would be best.

*  Material for interviews and collection of data (e.g.,
datasheet, notebooks, test protocols, chronometer,
questionnaires) should be prepared in advance and
available at sessions.

* Additional displays should be necessary if visual

secondary tasks (e.g., reading of a wvalue;
acknowledge following a visual warning) are
experienced.

* Radio equipment for remote communication

between driver and interviewers should be present.

As far as it concerns the primary task, users are asked to
drive in a simulated selected track at the maximum of their
skills and performance. The driving performance, measured
in terms of lap time within the comfort range of lap times, is
considered as baseline. Users are then asked to perform
secondary tasks aimed at stimulating each interested
cognitive structure (i.e., phonologic loop, visual-spatial
notebook and central executive system), either individually
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or in association. The goal assigned to the driver is to
maintain a level of performance within the comfort lap time
range, both in cases of exclusive primary task and in dual
task conditions.

Relevant dependent variables are collected in terms of
subjective and objective measures. Subjective measures
consist of both qualitative data (i.e., post-task comments) and
quantitative data, such as NASA-TLX (i.e., Task Load
Index) questionnaire, about mental workload [11], and SEQ
(i.e., Single Ease Question), about perceived difficulty to
carry out tasks [8]. Quantitative objective data are collected
by measuring the driving performance in terms of lap time in
baseline as well as in dual task conditions, by identifying
explicit driving errors (e.g., off-track, over-steering) or
modifications in driving behaviours (i.e., by collecting most
relevant indicators such as the usage of throttle, brakes,
steering wheel, and gear shift), and the number of
right/wrong answers reported to secondary task, when asked.
The number of answers is considered a measure of
efficiency, whereas the speed and correctness in answering
are measures of effectiveness. Also direct observation of
driving style could be considered, if quantitative data are not
available.

According to the identified relevant variables,
appropriate tools are used for the collection of measures. In
particular, “think-aloud” comments will be written down by
observers, numeric values will be reported on scales as
answers to questionnaires, and vehicle data will be recorded
by the telemetry software of the driving racing simulator.

Different types of data analysis can be performed:

* Analysis and clustering of significant comments,
annotations, and answers to open-ended questions.

* Descriptive statistical analysis describing each
aspect of interest (e.g., frequency of answering, rate
of perceived difficulty in driving, the reported
subjective mental workload).

* Inferential statistical analysis of the impact of the
dual task on the primary task (i.e., performance in
lap time) carried out for subjects and for items.

* Analysis of statistical regression to assess which one
of the wvariables considered is predictive of the
performance of the other one, by correlating both the
linguistic and the visual-spatial tests to see how
much they influence the driving task.

Testing the driver performance in a racing simulator
environment cannot disregard some constraints that might
affect the testing procedure. In particular, a higher workload
level can arise compared to the experience of driving on
track with a real single-seater vehicle. This increased
workload might be due to the lack of feedbacks from the
external environment and to the effort of the racing driver
who artificially recreates mentally inputs in order to generate
specific driving behaviours. Furthermore, the selection of
young racing drivers implies different technical skills and
different levels of automations while driving. Depending on
the track configuration and on the technical skills of the
driver, a track can be more or less difficult to be covered in
terms of mental workload. For instance, the "Fiorano" track
in Italy can be considered familiar for the Ferrari Driver
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Academy racing drivers and it is assumed to imply a medium
level of mental workload compared to the "Monza" track,
which generates a variable level of mental workload
depending on the track segments and on the number and type
of corners. Other minor aspects could impact the workload,
for instance the use of a standardized rather than a
customized steering wheel for each racing driver can
influence the level of familiarity and the automatic driving
procedures. Moreover, the variable and permanent
conditions of real tracks are missing, such as the high or low
grip feeling, the weather conditions, and the presence of
other vehicles that can only be simulated. It is not possible to
simulate this variability and to control it as an independent
variable in order to increase the difficulty level due to
changing external context conditions.

III. TESTING OF METHODOLOGY

The test protocol has been designed for sessions on a
fully dynamic and immersive single-seater driving simulator
for racing, as shown in Fig. 2.

Figure 2. Racing driving simulator facilities

The test session has been carried out on the 13" of March
2013 involving one young professional driver of the Ferrari
Driver Academy, 19 years old. The simulated single-seater
vehicle has been his "F3 Euro Series" in the simulated track
of "Autodromo Nazionale Monza", Italy (5793 km, 8§
corners, clockwise). The track is represented in Fig. 3.
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The test session lasted about 120 minutes and it consisted
of 40 laps with 3/4 minutes of stop between each test run.

The test protocol has been designed considering 1 run of
warm-up, aimed at identifying the “comfort lap time range”
for the driver and 1 run for each task session. Each run
consists of 1 out-of-garage lap and 3 timed laps.

The comfort lap time range (i.e., minimum lap time and
maximum lap time) for the involved user is within 1:46.200 -
1:47.200 in Monza track, considering a comfort variance of
2%. The baseline sessions, in which the driver is asked to
focus only on the primary task, are followed by SEQ and
NASA-TLX questionnaires. After that, a sequence of
randomly selected test run including secondary tasks is
assigned to the driver. The user performs, firstly, only the
secondary task, in not driving conditions, and he is then
asked to fill in SEQ. Then, he experienced the secondary task
in driving conditions, followed by SEQs referring both to
primary and to secondary tasks, and by the NASA-TLX
questionnaire about perceived mental workload. The baseline
is repeated three times, at the beginning, in the middle and at
the end of the test session. In the performed test session, the
randomized task sequence has been: B, T1, T3, T2, B, T5,
T4, B, which are described below.

* T1 = Math identification if an assigned number is
grater or less than 45 (in not driving and driving
conditions).

* T2 = Count backwards of 3, step by step, starting
from an assigned number (in not driving and driving
conditions).

* T3 = Count backwards of 7, step by step, starting
from an assigned number (in not driving and driving
conditions).

* T4 = Count backwards of 13, step by step, starting
from an assigned number (in not driving and driving
conditions).

* T5 = Count the number of letters of a given word (in
not driving and driving conditions).

* B =Baseline run.

The user was alone in the driving simulator room. During
test sessions, the researcher was able to communicate with
the user through one-way at a time radio. As in real "F3 Euro
Series" racing context, user had to press a button on the
steering wheel in order to enable communication and let
researcher hear him while speaking. Also, the researcher had
to press button to be heard by user. These actions are
mutually exclusive. The researcher has been in charge of the
task assignment, such as to provide to the user the list of
numbers according to the given task.

After each test phase, SEQ has been provided to the
driver. It is a 7-points scale item from "Very difficult" to
"Very Easy" to be self reported by the user. The objective of
the measure is to evaluate the perceived easiness of the
primary task (i.e., driving performing a lap time within the
comfort range) not experiencing (i.e., in baseline) or
experiencing the secondary tasks, and also the perceived
easiness of the secondary task itself, in stationary and driving
conditions. SEQ has concerned the following topics.
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In baseline - “How do you evaluate the driving task on
track? (i.e., how difficult or easy it has been?)”

After experiencing the secondary task stationary - “How
do you evaluate the 'secondary task'? (i.e., how difficult/easy
has it been?)”

After experiencing the dual task while driving - “How do
you evaluate the driving task on track while you are
performing the 'secondary task'? (i.e., how difficult/easy has
it been?)”

After experiencing the dual task while driving - “How do
you evaluate the 'secondary task' while driving on track?
(i.e., how difficult/easy has it been?)"”

After each driving session, both in baseline and in dual
task, the user is also asked to fill in the six scales of NASA-
TLX questionnaire. RTLX (i.e., Raw NASA-TLX) version
of the questionnaire has been considered [11].

The driving performances have been recorded by Atlas
software for telemetry. It collected data from different
channels (e.g., brake, accelerator, steering wheel angle,
speed, engine revolution, gear, wheel speed, etc.) and the
press of the buttons on the steering wheel.

IV. RESULTS

The data analysis has shown that it is possible to point
out specific remarks about dual task performance in the
motorsport driving domain by carrying out test sessions
applying the described methodology.

With respect to lap timing, a remarkable impact on
performance has been registered according to the type of
secondary task. Timings in dual task conditions are higher
(M,= 01:47.5) in comparison with those in baseline
conditions (M,= 01:46.7). In three occasions, the lap time is
higher than the comfort range threshold (i.e., between
01:46.2 and 01:47.2), as shown in Fig. 4 and in Table I.

Average laptime for each test session

01489
01484
01480

01:47,6

01474

01467
01463
01458

T1->or<d5  T2-Backward count (-3)T3 - Backward count (-7) T4- Backward count (- TS - Number of letters
1) count

Comfort

Baseline

Figure 4. Average lap time
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TABLE 1. AVERAGE LAP TIME
Test session |~ Average laptime Ad
Baseline 01:46,7
Tl->o0r<45 01:46,9
T2 - Backward count (-3) 01:47,1
T3 - Backward count (-7) 01:47,7
T4 - Backward count (-13) 01:47,6
T5 - Number of letters count 01:48,3,

The perceived mental workload by NASA-TLX and the
self-reported changes depend on the type of secondary task,
as shown in Fig. 5 and Table II.

Average Workload (NASA-TLX)

40
30
20
10

0

T2- Backward count (-3) T3- Backvard count (-7) T4~ aackwammum( 75- Namberof eters
count

Baseline TL->or<ds

Figure 5. Average Workload (NASA-TLX)

TABLE II. NASA-TLX RESULTS
Test session ¥ Average Workload (NASA ™ |
Baseline | 26,67|
Tl->o0r<45 35,83
T2 - Backward count (-3) 48,33
T3 - Backward count (-7) 60,83
T4 - Backward count (-13) 37,50
T5 - Number of letters count 56,67,

The perceived easiness while performing the dual task
changes among the tasks themselves and it changes for the
same task in stationary or driving conditions, as shown in
Fig. 6.

The secondary tasks that are considered the most
demanding and that seem to have a greater impact on lap
times and on perceived mental workload are the backward
counting of -7 steps (NASA-TLX score 60,83 and easiness
3/2/2) and the identification of the number of letters in a
word (NASA-TLX score 56,67 and easiness 3/4/3).
Nevertheless, an effect of self-learning may have happened
while performing the secondary tasks.
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Perceived easiness of a given task (SEQ)
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Figure 6. Perceived easiness of tasks

The times for answering to assigned sub-tasks reflect the
difficulties perceived while performing the tasks, as shown
in Fig. 7.

All the surveys and the results seem to be consistent with
the perceived easiness, the errors occurred in the answers
provided to secondary tasks (Fig. 8), workload, and the level
of performance (i.e., lap time).

Average response time - Il task
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Baseline T1->or< T2- T3 - Ta - TS -
as Backward Backward Backward Number
count (-3)count (-7) count (- of letters
13) count

00:03,5

00:01,7

00:00,0

Figure 7. Average response time
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Figure 8. Correct answer rate
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TABLE III. ERRORS AND RESPONSE TIME
Test session Item Errors % errors Average time
Number per item

Baseline

T1->or<45 62 2 3,23% 00:05,2
T2 - Backward count (-3) 96 1 1,04% 00:03,3
T3 - Backward count (-7) 33 4 12,12% 00:09,8
T4 - Backward count (-13) 49 2 4,08% 00:06,6
T5 - Number of letters count 35 2 5,71% 00:09,3,

The user involved in the test session has a maximum
error rate counting back of 7 steps task (i.e., 12,12 % of error
rate) and he takes more time (i.e., 00:09.8) to carry out sub-
tasks rather than other dual tasks, as reported in Table III.

V. IMPACT AND DISCUSSION

A methodology to analyse the multitasking ability of a
young motorsport driver while performing a dual task
paradigm on a racing simulated track has been designed. A
preliminary test has been carried out. Researchers collected
and analysed data to evaluate if any degradation could be
detected in the driving performance due to the concurrency
with increasing demanding cognitive tasks.

Findings cannot be considered statistically relevant due
to the narrow sample of users, but it has served the scope to
identify and to test the designed methodology for data
collection and data analysis. Thus, it can be considered an
indicator of the expected impact of cognitive workload on
the driving performance in a racing context.

Driver has autonomously and constantly performed the
requested dual tasks. The secondary tasks seemed to induce a
diversified level of workload pressure, pointed out by the
self-reported data, perceivable also by the tone of the voice
and by the speed of the answers provided by the user.

In some conditions, driver has not immediately answered
to or performed the secondary task, but he took some time to
complete the task assigned. From the observation, it seemed
that, when approaching the corners of the Monza track, the
driver was focused exclusively on the primary task and he
started performing the secondary task only after the
completion of the manoeuvre.

Learning strategies in the answering to dual task requests
(e.g., to count -30 or -3 when asked to count back of 13) does
not seem to influence the performance of the dual task and
the global impact it has on the primary task. Driver
encountered an initial physical difficulty, reported as a
speech comment, when pushing the “radio” button while
changing the gear or when approaching the corners.
Furthermore, possible relevant changes in the driving
performance by analysing the telemetry channels shall be
assessed and interpreted. The survey in baseline conditions
and double task will allow an interpretation of the driving
style in the different conditions of mental workload.

VL

Research findings shall be considered as interpretations
referred to collected data and to the descriptive results
presented. There are no specific considerations and
interpretations about the performance and driving style in
different test sessions. There are no interpretations related to

CONCLUSION
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or statistic interferences among the data collected. For
practitioners and researchers, it shall be highlighted that
motorsport, together with the avionic domain, is a well suited
context for the goal of testing multitasking ability of young
drivers and the impact of workload on the driving
performance. Training programmes can be easily defined
thanks to the results gathered by applying the methodology,
with the aim of improving the performance of the driver by
increasing his/her multitasking ability and the ability to face
concurrent task on cognitive resources. Although only one
user has been involved in the tests performed so far, the
expected impact has been verified by the collected data: the
young professional driver registered large variations in the
driving performance in terms of lap time, due to the
secondary tasks. In addition to that, the methodology applied
has been solid, coherent and correct in terms of results. It is
also in line with the studies that have been carried out in the
last years concerning the dual task paradigm. In order to
enhance the obtained results, the objective will be to
consolidate the methodology by involving a larger sample of
drivers in test sessions as a way to identify areas of
improvement and to evaluate if such improvements have
been reached thanks to the training activity.
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Abstract—The usability of two different versions (A and B) of a
smartphone shopping list application is evaluated via user tests
and cognitive modeling. The shopping list application allows
users to select different products out of different stores.
Version A has less menu-depth than version B. The results
show that less product-search time is required for version B.
This benefit of version B over A declines, as users become more
experienced. Advantages of modeling approaches and
disadvantages of empirical data are discussed. It is shown that
cognitive modeling approaches with ACT-R are a powerful
tool for model based usability testing.
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l. INTRODUCTION

Nowadays, smartphones and mobile applications are part
of our everyday life. Application numbers are growing
rapidly [1]. Successful applications obviously have a high
usability. Evaluating usability with conventional usability
testing requires time and money. Therefore, a pressing
question is how the usability of applications can be
guaranteed without costs exploding. In this paper, we will
present our idea and first results of how cognitive modeling
with ACT-R can serve as substitute for extensive usability
testing. We will show how learning in Apps will proceed
and also deal with the interesting question of version update
(or switching) effects.

Cognitive architectures, such as ACT-R (Adaptive
Control of Thought-Rational) [2] offer a computable
platform that represents well established theories about
human information processing. With cognitive architectures
it is possible to simulate cognitive mechanisms and
structures, such as visual perception or memory retrieval.
These are organized in different modules and these modules
communicate via their interfaces to the production system
which are called buffers. ACT-R is a hybrid architecture,
which  means that is has symbolic (knowledge
representations, such as chunks and rules called productions)
and subsymbolic components (activation of chunks and
utility of productions).
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What exactly is usability? Standard 1SO 9241-11
specifies usability as effectiveness, efficiency and
satisfaction. Standard 1SO-9241-110 describes general
ergonomic principles for the design of dialogues between
humans and information system, outlining seven import
criteria (suitability for the task, suitability for learning,
suitability for individualization, conformity with user
expectations, self descriptiveness, controllability, and error
tolerance).

Nielson’s Usability heuristics describe ten general
principles for interaction design, for example that
consistency and standards should be applied [3]. There are
also more specialized heuristics for mobile applications [4].
Developers should apply these heuristics when designing
applications. Another, more technical way, to deal with
usability is via pattern matching methods [5].

Other popular methods to assess usability of mobile
applications are expert reviews or user data, which can be
collected via questionnaires, qualitative methods (e.g., think
aloud protocol) or usability tests. Particularly information
about subjective satisfaction can only be obtained with
qualitative measurements. Nevertheless quantitative user
testing allows assessment of a wide range of usability criteria;
e.g., task completion time as a measure for efficiency, the
number of successful task completions as a measure for
effectiveness, the number of and kind of mistakes give
information about suitability for the task, conformity with
user expectations, self descriptiveness, controllability and
error tolerance. Suitability for learning can be measured via
comparison of several runs [6].

In a review on different studies on usability of mobile
applications R. Harrison et al. [7] stress, the importance of
cognitive load of applications for successful usage. They also
emphasize the difficulty of assessing cognitive load via
heuristics or standards. Cognitive models can be powerful
tools, when dealing with questions concerning cognitive load.

Cognitive models can serve as a substitute for
(quantitative) user tests. User models build with ACT-R can
simulate the interaction with a certain task. Cognitive
modeling has two advantages over real user tests; first of all
no human participants are needed when good and evaluated
models exist and second, important information about
underlying cognitive processes can be discovered.
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Implications from these findings can then be used in
designing further applications.

So far some first approaches were developed that
combine modeling with usability. CogTool is a user
interface prototyping tool, which is based on keystroke-level
modeling and produces a simplified version of ACT-R code
[8]. After the user manually compiled a storyboard, CogTool
produces a cognitive model, which runs along the pathway
as identified in the storyboard. CogTool then predicts how
long a skilled user requires to complete the task
[4]. CogTool has several limitations: It is not possible to let
the model explore the interface since the model only runs
along the ideal-pathway as defined by the storyboard.
Therefore, information about potential user-errors or
influence of workload cannot be achieved. MeMo- is a
Usability Workbench for Rapid Product Development which
can simulate user interactions with the system [9]. On the
basis of task, possible solution pathways are searched by the
model and deviations from these pathways are then
generated; Different user groups (e.g., elderly users, novice
users) are taken under consideration [9], which is clearly an
advantage of MeMo over CogTool. Another advantage with
MeMo persists in the potential of the model to produce
errors. A clear disadvantage of MeMo arises due to the fact
that it is not a cognitive modeling tool- important concepts
about human cognition are not implemented.

In the following, we will first introduce a new tool that
connects applications with a cognitive architecture to directly
enable cognitive models to interact with an interface. Then
we will describe our general approach. Afterwards, we will
introduce the application we used and the usability study we
conducted including the results. In the discussion section, the
empirical results as well as the different modeling
approaches are discussed for three main topics: Comparing
app versions, whether learning occurs and switching effects
between versions. Lastly, we draw conclusions and explain
the further process of the approach.

Il.  APPROACH

Our approach towards modeling the usability of
interfaces differs from those described above: We developed
a tool called ,,Hello Android” [10]. This tool enables a direct
connection of the cognitive architecture with a Smartphone
application via a TCP/IP protocol. In this vein, the user
model can directly interact with the application, press
buttons and in turn the model can perceive changes on the
interface as well. The tool has many advantages for the
modeler; first of all no mock-up version of the app or
possible pathways need to be created, which saves a lot of
time, compared to CogTool or MeMo. Secondly, we will
model the application using the full possibility and functions
of the ACT-R architectures, which allows investigating a
great number of different aspects of how the app affects
human information processing and individual differences
(e.g., memory, experience or age). Thirdly, with our
modeling approach we can evaluate processing time of an
application as well as different kind of user mistakes. Main
requirement for the usage of our approach are skills in
modeling with ACT-R. The modeler just needs to know how
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to write (or change) productions and have rudimentary
knowledge of the subsymbolic part of ACT-R. No lisp-
programming is needed.

I1l.  STuDY

Our study compares two slightly different versions of a
shopping list application for Android. Both versions allow
users to choose products out of either an alphabetically
ordered list or via categorical search. The chosen products
are then added to a list. Menu depth differs between the two
versions: version A has one menu level more than version
B. The first page of the application is the same for both
versions: three buttons are presented: “overview”, “shops”
and “my list”. For both versions, when selecting “overview”
one gets a list of the alphabet. Three or two letters are always
grouped together on one button, e.g., “ABC”, “DEF”....
Selecting one of those buttons then results in an alphabetical
ordered list of the products. For example, when clicking on
ABC, all possible products, with product names beginning
from A to C appear in a list. A click on a small checkbox in
the right of the product selects it. If you click on shops, then
for both versions a list of seven shops (bakery, drugstore, deli,
greengrocer, beverage store, stationery, and corner shop)
appears. Each of these shops is represented by a button. For
version B, selecting one of the shops results in an
alphabetical ordered list of the products available in that
particular shop. For example, by clicking on greengrocers all
items that can be found in a greengrocers store are presented
(apples, bananas, blueberries, cherries, etc.). A click on a
small checkbox in the right of the product selects it as well.
For version A, the shops each have seven subcategories. For
example, when selecting greengrocers, one is presented with
the subcategories exotic fruits, domestic fruits, tuber
vegetables, herbs, seeds and nuts, mushrooms and salads.
When selecting a subcategory, a list of products that can be
found under this subcategory, appears. Again, a click on a
small checkbox in the right of the product selects it. For both
versions, selecting “My List” from page one results in a
shopping list which comprises the selected products plus
information about the store in which the products are
available.
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Figure 1: Version A of the shoppinglist application- \ersion B is similar,
except that Level 3 “Getrénke” is missing.
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Sixteen voluntary student participants (seven male and
nine female, meanage:22) took part in the study. After

receiving standardized oral instructions participants were
asked to select a list of products. For each trial, a product
was read to participants by the investigator and participants
had to find the product. He or she could select the product
either via the “Overview” path or search the stores. After
selecting a product, participants were asked to return to the
first page and then the next trial started. After selecting eight
products, participants were asked to read the shopping list (in
order to assure learning of the store categories) and then the
next block started, this time the items were the same but
presented in a different sequence. After completing the
second block, the investigator presented the participant the
other version and the two blocks of trials were
repeated. Half of the participants first worked with version
B and half started with version A.

A. Results

In the following section, preliminary results are presented
(see figure 1). This paper focuses on the mean trial time for
the different blocks, which is defined as the time difference
from when the participant leaves the start page until the item
is selected. For participants of group “A first- B second*, the
mean trial time of block 1 of version A is 10.67 sec and
decreases approximately 4 seconds for block 2 (mean trial
time 6.11 sec). After switching from version B “B second”,
time decrease to 4.96 sec and reaches 4.43 sec for B second-
expert (block 4). For participants of group “B first- A
second” a trial in the first block has a mean duration of 8.74
sec and a trial in the second block a mean duration of
4.02 seconds. After participants switch to version A “A
second”, time increase to 6.56 sec and decreases again to
4.42 seconds.

Enovice

Hexpert

Figure 2: mean trial time for the different conditions

IV. DISCUSSION

The next passage explains how modeling captures
usability aspects and depicts explanations for the effects
found in the data.

B. Comparison of both versions:

Empirical: Version B is overall faster than version A,
especially for novice users. The benefit of version B over A
decreases and almost reaches nil, as block 4 for version A
and version B (expert) show. Explanation: Obviously, more
required clicks in version A are probably not the reason for
the benefit of version B over A for novice users.
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Modeling: The building of expectations-chunks takes
longer for version A than for version B, because there are
more interaction steps in A and therefore, more encoding of
these steps is required. Furthermore, for version A more
semantic knowledge (which shop holds which subcategory
and which subcategory holds which product) is needed, but
the knowledge of subcategory is unnecessary for version B.
Version A also takes longer because the extra semantic
knowledge needs more encoding in chunks for subsequent
use. For both versions, knowledge is learned via trial and
error. Useful pre knowledge is probably available (and
provided in declarative memory) but especially for some
categories pre knowledge is less obvious and those product-
category pairs have to be learned. The first step in the model
is to try to retrieve the information about categories, e.g., in
which category a certain product might be found. If the
retrieval is not successful the next step for the model is to
search a different category. If this is successful the
connection between product and category is encoded in
declarative memory. An unsuccessful retrieval takes longer
than a successful one and also requires more productions to
proceed. The plus of productions takes a lot of time (each
production takes about 50ms). Once the subject has
acceptable knowledge about category membership, there are
more successful then unsuccessful retrievals. As a
consequence the mean trial duration decreases.

C. Does Learning occur?

Empirical: Our data shows a clear learning effect, as
participants become more familiar with the application the
mean trial duration decreases- there also seems to be a
learning transfer from version A to version B.

Modeling: Production compilation is a useful ACT-R
mechanism to model learning. In the beginning, for every
interaction step a memory retrieval of the next processing
step is required. After a few trials often used information is
integrated in the productions. Trial duration decreases, since
retrieval time is redundant and proceeding productions are
integrated. Furthermore, retrieved expectancies can give
detailed information were the next relevant button will be
located. Therefore, eye- and finger-movements can be
prepared early and initiated more quickly with practice.
Because no additional information needs to be learned when
switching from version A to B (note that version A includes
all menu-structures of version B, but has more menu depth),
the above mentioned learning processes are not disturbed
and learning continues.

D. Are there switching effects?

Empirical: A switching effect occurs when participants
familiar with version B change to version A. This becomes
apparent in the increase of time from B first expert to A
second. Nevertheless, participants using version A second
still profit from version B, since A second is faster than A
first.

Modeling: Switching from version B to A irritates the
users, because they end up with a menu they did not expect
and are not familiar with. In terms of the user model, this
means they do not have instruction chunks that give the
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information what is to do next. They have to go back and
search for the back button and then learn the items that
belong to the new categories. This takes time because it
causes a number of additional productions to fire. But after a
few trials, new category-product pairs are learned and the
switching effect disappears. In the opposite case, users end
up earlier with the final (more familiar) list that is already
encoded in the expectancy chunks. They do not have to learn
new category members and do not need to encode
representations to declarative memory; therefore, fewer
productions have to fire and mean trial duration is low.

V. CONCLUSION

Conclusion over the usability of the two versions

Both versions are suitable for users, but version B is
slightly faster than version A. The benefit of version B
decreases as user experience increases. Shallow menu
structures are more convenient for novice users. Both
versions of the application are easy to learn. Switching from
version A to B has additional time cost in the beginning,
whereas switching from B to A has not. We showed that user
models can provide informed interpretations about the causes
of usability, e.g., differences between versions can be
explained through specific learning processes; a finding that
is not possible with conventional usability tests.

Outlook

In the near future, we will further investigate our data,
with a stronger focus on potential user errors, data fitting and
mobile context. Cognitive modeling of the usage of
Smartphone applications with ACT-R is a promising
approach for usability research. The goal of our research is
to develop guidelines for ACT-R modelers describing the

most relevant modeling concepts for usability of applications.

These guidelines will raise the opportunity to quickly
develop user models and improve and evaluate the usability
of applications. As the number of new applications on the
market further increases, cognitive modeling provides the
solution for affordable and capacious usability testing.
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Abstract—This paper introduces HORUS (Human-readable
Ontology Reasoner Unit System), a configurable reasoner
which provides the user the motivations for every inferred
knowledge in the context of a reasoning process. We describe
the reasoner, how to write an inference rule and check which
explicit knowledge was used to infer a new one. Real cases
examples will be provided to show the capabilities of our
reasoner and the associated language developed to express
inference rules. We show how HORUS allows the user to
understand the logical process over which each new RDF triple
has been generated.
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. INTRODUCTION AND MOTIVATION

The Semantic Web is becoming more and more popular
and easy to work with. Ontologies are used as a common
base to all the applications which rely on such a framework.
Main features of an ontology are:

e The use of a specified standards, such as Resource

Description Framework (RDF) [1];

e The possibility to infer knowledge from existing
one.

The process of inferring new knowledge, from the
existing one, is delegated to reasoners. They take in input a
vocabulary, the data stored in the ontology and a list of rules
and produce new knowledge, hopefully in the same standard
in which the ontology is written. A list of existing reasoners
can be found at [2]. They differentiate for:

e The rules they are able to use in the inference

process;

e Under which license they are distributed, inside
which tool they can be used;

e The language in which they are written (e.g., Java,
C++, etc.);

e  The possibility to accept new rules without the need
to change most of their source code;

e Performances in the inference process.

Once a reasoner has been chosen, it is possible to use it:

e Standalone as a tool to infer new knowledge that is
saved in a particular serialization (with or without
the analyzed knowledge base);

e As acomponent, inside a framework to immediately
observe the inferred knowledge.
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Generally, the task of visualizing the results of any tool
embedded inside a framework is finalized to both validate its
output and produce some performance metrics (such as
precision or recall). The validation process for a reasoner is
very different: in fact as a list of inference rules is used, a
reasoner is characterized on which inference is able to run,
its scalability regarding the size of the ontology it analyzes
and the time it needs to process it.

By analyzing different reasoners, we discover that they
can be really optimized regarding the execution time while
both customization and visualization processes are generally
lacking, even if they are important and useful, as discussed in
[3] (see as an example the use of the framework Protégé
(version 3.4.8) [4] and the bundled reasoner Pellet (version
1.5.2) [5]). In this case, a user is not able to know
immediately which rules the reasoner will apply. The sole
possibility is to consult its home page, [6] for Pellet 2.0. New
rules can be added using the language SWRL [7]. Protégé
3.4.8 provides inferred knowledge generated from the
selected reasoner, specifying that it has been inferred,
without showing which underling knowledge was used in the
inference process and why such new knowledge has been
produced. There are several contexts in which users could be
interested to follow the reasoning process, as for:

e Learning how it behaves;

e  Comparing results in different application domains;

e Comparing results with his own expectations related

to previous/personal conceptualizations.

Protégé 4.3 has a new system to manage reasoners
(Protégé 3.x and Protégé 4.x are used depending on the
Ontology characteristics and the existing plug-in). It has two
bundled reasoners, FaCT++ [8] and HermiT [9]; but other
reasoners can be downloaded and installed. It is also able to
provide an explanation to why an inferred knowledge has
been (temporarily) added to the selected ontology, but this
explanation consists of just the list of explicit triples used by
the current reasoner, without showing the other inferred
knowledge produced and successively used along the
reasoning process, so for complex reasoning it can be
difficult to follow the entire process.

For all these reasons, we decided to develop a new
reasoner characterized by the following features:

e Being open source;

e Implemented as a Java library;
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Figure 1. Reasoner Achitecture

e Easy to add new rules using an intuitive language
based on the RDF family standard;

e The inference process would point out the list of
RDF triples (explicit and inferred ones) used to
produce every inferred triple.

In such an approach, the end user is totally aware of the
inference process; as a consequence he can evaluate how
much it fits his approach to reasoning.

In the rest of the paper, we describe first in Section Il the
architecture on which the reasoner is based on. Then, in
section 111, we present the language used to express the
inference rules providing some real case examples. In
Section IV we show how the reasoner allows the user to
understand the logical process over which each new RDF
triple has been generated. Finally, in Section V, we present
our conclusions.

Il.  ARCHITECTURE AND IMPLEMENTATION

The architecture of the reasoner Human-readable
Ontology Reasoner Unit System (HORUS) is shown in Fig.
1. A modular approach has been adopted to make easy to
change any module without modifying the other ones.

First, the configuration parameters are read by the
Configuration Handler and passed to the Reasoner Handler.
Then, all inference rules are parsed by the Inference Rules
Handler. The language in which these rules are written will
be discussed in detail in Section I1l. HORUS does not have
any hard-coded inference rule, each rule used by the reasoner
is written in the developed language, so a user will be able to
see what the reasoner is able to infer, without the need to
read its source code. This is a first aspect of configurability.

Once the reasoner is configured, each inference rule is
executed by the Execution Query Handler, which, in the
current implementation, uses SPARQL SELECT [10], taking
advantage for any improvement provided by the triple store
the reasoner is used with. To avoid any dependency on the
specific technology regarding a triple store, HORUS uses the
OWL-ART APl [11] middle layer which enable an
abstraction layer over different RDF triple store
technologies. In the current implementation, the reasoner has
been tested with these API in conjunction with a Sesame?2
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implementation [12]. All the inference rules are executed in
one or more iterations, until the reasoner is able to infer no
further knowledge, or the number of iterations specified
during the configuration is achieved.

Finally, the output of the inference process is shown to
the user by the Output Handler.

I1l.  LANGUAGE

Hereafter, we describe the language defined to specify
the inference rules and consistency rules to be used by the
reasoner, that follow a similar syntax while their objective is
totally different. The former rule is used to deduce new
knowledge (using either already existing or inferred in a
previous iteration), the latter does not produce any
knowledge, it is used to check if the ontology causes an
inconsistency (two or more axioms which contradict each
other). In the following, first we explain the syntax adopted
for the rules and then we provide some real case rules.

A. Rule syntax and use

The simplified grammar of the language developed for
these rule is shown in Fig. 2.

Each rule starts with the word rule followed by its type.
There exist two possible rule types: inference rule (called
new rule) and consistency rule (new consistency rule).

Successively, the name and an id are provided. The id
must be unique and it is used to refer to a specific rule. Then,
the list of premises used by the reasoner follows. They check
if in the current iteration this rule is able to generate new
knowledge. Generally at least two premises are required to

parselnferenceRule : (new_rule)+;

new_rule : (rule_info) (premise)+ (filter)* (conclusion)+;
rule_info : 'rule: ' type 'name: ' NAME 'id: ' ID ;

type : 'new rule’ | 'new consistency rule’;

premise : ‘premise: ' triple;

triple : 'subject: ' value 'predicate : ' value 'object: ' value;
filter : filter: ' '?* VAR LOGIC_OPERATOR '?' VAR;
value : (7' VAR) | IRI | BNODE | SINGLEVALUE ;
conclusion : (‘conclusion: " triple ) | (‘conclusion: ' 'false");

Figure 2. Simplified rule grammar
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have a meaningful rule. Each premise is constituted by three
elements: a subject, a predicate and an object. Since in the
grammar the reasoner works on RDF datasets, we decided to
adopt the same terminology used in RDF. The meaning of
the premises is that the reasoner searches the RDF datasets
for all the RDF graph which satisfy all the premises of a
given rule. Each element of a premise can be one of the
following:

e avariable (introduced by the symbol ? as it is done
in the SPARQL grammar);

¢ an IRI (starting with the symbol <, containing a URI
an ending a > or alternatively a prefix followed by a
local name );

e a BNODE (using the same syntax in RDF, a _:
followed by a name), used when we are not
interested in the particular value, we just need that it
exists, as it is done in SPARQL;

e a SINGLEVALUE, which
containing a number.

These premises can be optionally followed by zero or
more filter constrains. In the grammar shown in Fig. 2, each
filter is represented as being just a comparison between two
elements to avoid possible confusion when reading it.

In the real grammar used by HORUS it is possible to
define complex comparison using Boolean expression, so it
is possible to have a filter which uses the or Boolean
operator to join several simple comparison. See example
later on.

The last part of each rule is the conclusion. When dealing
with an inference rule, the conclusion contains one or more
triples. These triples are used by the reasoner to know the
RDF graph that can be inferred using the current rule. The
syntax used by each conclusion is similar to the one used for
the premises, because in both cases the reasoner is dealing
with RDF triples. The variables used in the conclusion
contain the value(s) bound by the reasoner during the
inference process. In the retrieve phase of the inference
process, the reasoner can retrieve more than one RDF graph
which satisfy all the premises of the inference rule. The
reasoner then iterates over all the retrieved RDF graphs, and,
for each graph, it creates all the RDF triples by using the
templates stated in the conclusion section of the rule.

When dealing with a consistency rule, the conclusion can
only be false. In fact, if the reasoner is able to find at least
one RDF graph which satisfies all the premises and the
filters, then the ontology contains an inconsistency, so the
reasoner generate no new RDF triples; it just needs to save
the RDF triples which generated the inconsistency (or at
least what has been labeled by the current rule as an
inconsistency) to show them to user.

is a typed literal

B. Inference and Consistency rules example

To better understand what is possible to achieve by using
the previously described grammar, we provide a few real
case rules. By first we present the content of a file containing
two simple rules; then, we discuss a more complex rule
which uses a filter to deal with cardinality restriction
regarding the definition of a class; finally, we show an
example of a consistency rule

Copyright (c) IARIA, 2014. ISBN: 978-1-61208-340-7

type : new rule

name: Transitive

id: 1

premise: subject: ?p predicate: rdf:type object:
owl: TransitiveProperty

premise: subject: ?a predicate: ?p object: ?b

premise: subject: ?b predicate: ?p object: ?c

conclusion: subject: ?a predicate: ?p object: ?c

type : new rule

name: Symmetric

id: 2

premise: subject: ?p predicate: rdf:type object:
owl:SymmetricProperty

premise: subject: ?a predicate: ?p object: ?b

conclusion: subject: ?b predicate: ?p object: ?a

Figure 3. Two simple Inferemce Rule

1) Simple Inference rules

In the definition of an ontology, it is common to have a
property defined as transitive and/or symmetric. The rules
used for this particular task are shown in Fig.3. The first one,
called Transitive, and identified by the id 1, consists of three
premises and one conclusion. In the premises, we use the
prefix and local name instead of the complete URI (while we
suggest to use the complete URI to avoid any confusion).
The first premise states that we are interested in all resources
which have as one type the value owl:TransitiveProperty.
We then need to find all the RDF triple of the form ?a ?p ?b
and ?b ?p ?c, where ?p is bound to a resource (a property in
this case) which is owl:TransitiveProperty and the variable
?b of the second premise must bound to the same resources
used with the variable ?b of the third premise. At any
iteration, the reasoner searches for any RDF graph which
satisfies these three triples and for every graph it applies the
conclusion. The reasoner searches for the graph not only in
the original ontology, but also in all the inferred triples
obtained in the previous application of the rules, so it
combines both explicit and inferred knowledge. In this case,
there is only one conclusion, ?a ?p ?c, stating that this triple,
where each of the variable is bound to the value found in the
query execution phase, should be added to the inferred list of
new triples. This triple (or these triples if more than one RDF
graph was found) are added to the list of the inferred new
triples only if the following two conditions are met:

e The new triples were not already represented in the

original ontology;

e The new triple has not been already generated in a

previous application of either this or other rules.

When adding a new triple, the reasoner stores the triples
which were used in the inferred process, to show them in the
log file and in a graph GUI to the user (see Section V).

The other rule, called Symmetric and having id:2 is
similar to the first one. Having two premises and one
conclusion, it is searching for the resources having type
owl:SymmetricProperty. It is important to notice that even if
two rules share a variable with the same name (in this case
the variables ?a , ?p and ?b) each variable has the rule itself
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type : new rule

name: ComplexSubClass

id: 13

premise:subject:?plpredicate:rdfs:subPropertyOf
object: ?p2

premise: subject: ?classl predicate: owl:equivalentClass
object: ?equiClassl

premise: subject: ?equiClassl predicate: rdf:type
object: owl:#Restriction

premise: subject: ?equiClassl predicate:
object: ?p1

premise: subject: ?equiClassl predicate:
object: ?cardl

premise: subject: ?class2 predicate: owl::
object: ?equiClass2

premise: subject: ?equiClass2 predicate:
object: owl:Restriction

premise: subject: ?equiClass2 predicate:
object: ?p2

premise: subject: ?equiClass2 predicate:
object: ?card2

filter: ?card1 >= ?card2

conclusion: subject: ?classl predicate: rdfs:subClassOf
object: ?class2

owl:onProperty
owl:minCardinality
equivalentClass
rdf:type
owl:onProperty

owl:minCardinality

Figure 4. Complex Inferemce Rule

as its scope, so binding in a rule a variable to a particular
value has no effect on the application of another rule.
2) Inference Rule with a Filter

We now describe a more complex rule using the filter
after the premises. The idea behind this rule is that if a class
?classl is defined as equivalent to a class having
minCardinality on property?pl equal to ?cardl AND a
second class ?class2 is equivalent to a class having
minCardinality on property ?p2 equal to ?card2 AND if the
value associated to ?cardl is greater or equal to ?card2
AND if the property bound to ?pl is subProperty to the
property bound to ?p2, THEN we can infer ?classl is a
subClass of ?class2.

This complex inference is represented by the rule written
in Fig. 4, in which, to infer that a class is a subClass of
another class, we need to analyze their restrictions. This rule
is constituted by nine premises, one filter and one
conclusion. The nine premises can be divided into three sets:

e The first one has just the first premise and regards
two properties, ?pl and ?p2 where ?pl is a
subProperty of ?p1;

e The second one deals with the definition of a class,
?classl, and its equivalent class, ?equiClassl, which
has a restriction regarding the minCardinality,
having value ?cardl, on the property ?pl. This
second set is formed by 4 premises (from premise 2
to premise 5);

e The third and final set is equivalent to the second
one, by replacing the variable with ?class2,
?equiClass2, ?card2 and ?p2. Its premises are from
premise 6 to premise 9.

The filter is used to check and compare the values of the

two cardinalities. In this case the cardinality associated to the
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type : new consistency rule

name: Same_and_Different

id: 6

premise: subject: ?a predicate: owl:sameAs object: ?b
premise: subject: ?a predicate: owl:differentFrom object: ?b
conclusion: false

type : new consistency rule

name: MaxCard_consistency

id: 12

premise: subject: ?x predicate: owl: maxCardinality

object: "0"xsd:nonNegativelnteger

premise: subject: ?x predicate: owl:onProperty object: ?p

premise: subject: ?u predicate: rdf:type object: ?x

premise: subject: ?u predicate: ?p object: ?y

conclusion: false

Figure 5. Consistency Rule
first class, ?classl, is greater or equal to the cardinality
associated to the second class, ?class2.
3) Consistency Rule

The three previously described rules highlighted what are
the possible inferences that are possible in HORUS. Now,
we discuss how to write a rule which is used to check if the
ontology, and all the inferred RDF triples, violates any
constraint. Fig. 5 contains two consistency rules.

The first one, named Same_and_Different, is used to
check if there exist two resources (classes in this case) which
are defined, or inferred, to be simultaneously sameAs and
differentFrom. In such a case, there is obviously an
inconsistency in the vocabulary used in the ontology,
because two axioms are mutually exclusive.

The second rule is more complex, it states the presence of
an inconsistency if a class ?x has maxCardinality equals to 0
on property ?p and then in the RDF dataset we have an
instance of class ?x, which has the property ?p. In this
second case as well, the only possible conclusion is false.

IV. REASONER USE AND RESULT VISUALIZATION

We now describe how to use HORUS and how to
visualize reasoning results. Since it has been developed as a
library, it will be invoked inside another tool. Two possible
solutions have been developed:

e Inside a simple stand alone Java program;

e Inside a Semantic Turkey Extension.

In the rest of this section, we will describe how use the
reasoner into Semantic Turkey framework.

Semantic Turkey [13][14] supports an ontology editor
developed as an extension of the popular web browser
Firefox [15] with a client/server architecture. One main
feature is its extendibility, achieved by developing new
extensions by using both Java plugin framework OSGi Felix
[16] and the Firefox extension mechanism. Each Semantic
Turkey extension consists of two part:

e A Java implementation, which extends the server

side and is written completely in Java;

e A Firefox extension, written in JavaScript and XUL

(client side) and responsible for the interaction with
the user taking advantages of the Firefox GUI.
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Inference Rules

Inference Rules

type : new rule
name: Transitive
id: 1

Jowl#TransitiveProperty=>

premise: subject: 7a predicate: ?p object: 7b
premise: subject: ?b predicate: ?p object: ?c
conclusion: subject: 7a predicate: ?p object: 7¢

type : new rule
name: Symmetric
id: 2

Jowl#SymmetricProperty>
premise: subject: ?a predicate: ?p object: 7b
conclusion: subject: 7b predicate: 7p object: 7a

type : new rule

name: inverseOf

id: 3

premise: subject: ?pl predicate: <http//www.w3.0rg/2002/07/owl#inverseOf> object: ?p2
premise: subject: 7a predicate: ?p2 object: 7b

conclusion: subject: ?a predicate: 7pl object: 7b

type : new rule
name: subClass
id: 4

premise: subject: ?p predicate: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#type> object: <http://www.w3.0rg/2002/07

premise: subject: ?p predicate: <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#type > object: <http://www.w3.0rg/2002/07

premise: subject: 7a predicate: <http://www.w3.0rg/2000/01/rdf-schema#subClassOf> object: ?b

==

Configurations Horus Reasoner

Load inference rules file

Reasoner Configurations

n

I Load inference rules file J

A Show inference rules file
M

" Restore default rules file

Show Rules J

I Restore default file J

Configuration parameters
Wi Qutput configuration

Produce output

How many times do the inference rules

o

Which rules must be executed

124

StartReasonel] l Cancel J I Help I

[ Update ] l Close I I Add Rule I

Figure 6. HORUS inside Semantic Turkey

HORUS was placed inside a Semantic Turkey extension,
which can be download from [17] with its source code and
the source code of the reasoner as well. Since the reasoner
needs at least one inference rule to work, in the
downloadable package, a file containing several working and
tested inference rules is provided. In what follows, an
evidence of configurable property oh HORUS is described.

When the reasoner is executed inside Semantic Turkey,
the user has the possibility to decide which file containing
the inference/consistency rule to load, which rule among
them to use, how many iterations the reasoner should do (if it
select 0 then the reasoner will stop only when no new
knowledge can be inferred). An example of the presented
GUI can be seen in Fig. 6. It is possible to write new rules
using a dedicated GUI, which in the next release of the tool
will provide a better assistance to the user for this task.

Once the user has selected which rule file to load and
which rules to use, he can launch the reasoning process on
the ontology currently managed by Semantic Turkey.

At the end of the reasoning, the inferred RDF triples are
added in the current ontology in a different graph, which can
be deleted at any moment by the user for several reasons (for
example the ontology has changed and the inferred triples
are no longer valid, because they cannot be derived from the
new ontology).

The user is able to check all the inferred knowledge in
two complementary ways:

e In the logger file, containing all inferred RDF triples
with all the knowledge used to generate them and the
name of the rule used in the process;

e in a graph, where each node is an RDF triple
(explicit or inferred) and each link states which RDF
triples were used to generate other triples.
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An example of the result graph can be seen in Fig. 7. In
this case, we have execute HORUS on a small ontology
dealing with some geographical information about Lazio, a
region in Italy. At the center of the graph, for example, we
have the triple Roma locatedIn Italia generated using three
(explicit) triples:

e LocatedIn type TransitiveProperty;

¢ Roma locatedIn Lazio;

e Lazio locatedIn Italia.

On the left side we have another triple, Ariccia locatedin
Italia, which has been inferred from the explicit:

e LocatedlIn type TransitiveProperty;

e Avriccia locatedln Roma.

and the previous inferred:

e  Roma locatedIn Italia.

Finally, on the left side of the GUI in Fig. 7, we see a
series of button that can be used to switch between the graph
representation or the text one (the logging file) and to delete
all the inferred triple (by deleting the RDF graph in the
ontology in which they are stored). Using the GUI interface
the user is also able to filter the results, to concentrate its
attention to just a particular RDF inferred triple and the
knowledge that was used to produce it.

The consistency rules are not shown in the graph
representation, they are present only in the logging file.

V. CONCLUSION

In this article, we have presented a first implementation
of HORUS, a new reasoner whose main features are:
e Possibility to write new inference and consistency
rules by using an intuitive language based on some
concepts of RDF standard and SPARQL filter;
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Figure 7. Inferred RDF triples in a graph

e Being aware of why each new triple was inferred by
consulting a graphical representation or by reading a
logging file containing all the motivations for each
decision taken by the logger.

Possible applications are foreseen in context as:

e Educational use, to teach ontologies and inferences;

e Understanding why inferred triples were generated;

e Understanding which axioms should be changed or
deleted in the ontology to prevent an undesired
inference.

In fact, knowledge representation and reasoning

techniques can be used for modeling background

knowledge (e.g., in the form of ontologies) and to reason
over them for logic-based verification.
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Abstract— A system was built to let the user click on a location
of a brain model to explore neuroscience ontology terms
related to the location. The user can explore further the
related terms and related documents through a visualization
interface and learn new concept or document relationships
derived from the ontology and annotated document collections.
This paper discusses the semantic technologies used to build
the system and introduces various features of the visualization
interfaces. It concludes that semantic technologies can be
integrated with visual brain models and ontologies to support
visual semantic exploration and discovery.

Keywords-Information visualization; Brain models for
information retrieval; Semantic browsing; Neuroscience
ontology; Visual interface design

I.  INTRODUCTION

Ontology, modeling, and visualization are three

knowledge representation techniques for neuroscience

research. Their methodologies are related and complement to
each other, but the connections among them are not so
obvious. Ontology, as a formal language, seeks to
explicitly define concepts and concept relationships for the
purposes of concept retrieval, semantic concept lookup,
concept linking, and semantic inferences [1][2]. Through the
standardized classes, instances, and relationships, ontology
helps facilitate data interoperability and provides linkages
between research data and literature. The Neuroscience
Information Framework Project [3] represents a good
example of how comprehensive ontologies can unite a
domain’s literature, data, and research projects. Modeling,
while mostly theory or data driven, seeks to represent
complex natural systems (such as the neural system or brain)
through mathematical or graphical models in order to reveal
the most relevant relationships of the underlying data [4]. It
can also help to define concept and concept relationships.
Various brain map projects such as Talairach Atlas [5] and
Allen Brain Atlas [6] are good examples of using models’
layers, locations, and views to unify concepts, data,
functions, and other relevant information [7]-[9]. Both
ontology and modeling will be more effective if modern
visualization techniques can be applied to them. Like
ontology and modeling, visualization makes implicit
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relationships explicit. It takes advantages of human visual
capability to allow users to explore and understand large
amount of data and make visual inferences among the data
[10]. Tt facilitates interaction with data and allows
researchers to select different views or to zoom in to specific
locations to explore data or concepts and their relationships.

To experiment how to bring ontology, modeling, and
visualization together for interactive concept exploration and
semantic discovery, a collaborative project funded by the
U.S. National Science Foundation and several major
industrial partners was carried out in the Center on Visual
and Decisions Informatics (CVDI) in our university. In the
following, we present a semantic discovery and visualization
system we are implementing and discuss how a brain-model
and ontologies have enhanced functionality of the system.

The rest of the paper is organized as follows. Section II
provides an overview of the system with detailed
descriptions of each system component.  Section III
discusses semantic technologies used to build the system.
Section IV shows and discusses several visual interfaces of
the system, and finally, Section V provides a summary of the
project.

II.  SYSTEM OVERVIEW

The main goal of the project is to create an innovative
system for information retrieval and semantic discovery on
neuroscience literature. With permission and support from
the publisher Elsevier, we downloaded about 1 million
documents related to neuroscience from hundreds of
Elsevier’s journals and books for this experimental system.
Each of the documents includes full text of the documents
and the metadata created by the publisher, both in XML
format.

Through initial requirements analysis and discussion
with neuroscientists, we recognized that ontologies, brain
models, and visualizations should be the key considerations
for the systems. The Neuroscience Information Framework
(NIF) Standard Ontology was chosen for the project as it is
considered both an ontology and an extended framework for
concept-based indexing and retrieval [11]. The ontology
composes of a collection of Web Ontology Language (OWL)
modules covering distinct domains of bio-medical areas such
as anatomy, molecule, disease, and organism, etc. The
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ontology can be downloaded as OWL files and can be
imported into Protégé, the popular ontology creation and
editing tool [12].

While the ontology is well constructed and easy to
download, the challenge we faced is how to annotate the
very large neuroscience document collection (about 1 million
documents) with this very large ontology (more than 108k
classes). This is a scale-up issue of annotation. Thus the first
component of the system we developed is an annotation tool
called SemlIntegrator, which can be used either through the
APIs or through the Protégé interface.

We also learn that domain experts often need to work
with both a comprehensive ontology and a specialized
ontology most relevant to their own specialties. Thus, we
include several specialized ontologies in the system also.
Linking concepts in multiple ontologies, however, is another
challenge we faced. The second component of the system is
an ontology linking tool and a faceted-based interface that
integrates two or more ontologies for searching, browsing,
and exploration. A unique feature of the interface is to let the
user search in one ontology and browse in another.

The third component of the system is an ontology-based
visualization and exploration interface where one can click
on a specific location of the brain map to find relevant terms
from two or more ontologies and then click on the terms for
searching and browsing. Details of the interface will be
described in the later sections.

III.  SYSTEM TECHNOLOGY

The core technology of our system includes semantic
annotation, semantic integration, and semantic visualization,
as shown in Figure 1.

Visualization and Exploration

Large Document Collections

Annotation ] Integration T Visualization

Ontology 2 Modeling

Figure 1. Overview of the semantic technologies used for the system.

Ontology 1

A. Semantic Annotation

Our focus on semantic annotation is to apply information
extraction techniques to identify in the documents all
occurrences of ontology concepts and enrich the metadata of
the documents with the identified concepts. An annotation
component of our system was developed for this purpose.
The component was first developed as a plugin of Protégé
and then as a stand-alone Web service made available
through Application Programming Interfaces (API). Protégé
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is an open source toolkit that can be used to build, alter and
search ontologies [13]. It is extensible and offers API for
researchers to work with ontologies in OWL format.

The annotation process we implemented involves several
open-source packages (Fig. 2). First, Protégé is used to parse
the OWL-formatted ontology files. Lingpipe [14] is then
used to implement the term matching. The matching terms
are saved into Trie, also called “prefix tree”, which is a data
structure used to improve search efficiency [15]. Chunk is an
interface in Lingpipe that specifies a slice of a character
sequence and used to match the article with terms in Trie.
Levenshtein distance [16] is used here to calculate the
similarity of two strings. The Levenshtein distance between
two strings is the minimum number of single-character
operation (three kinds of operation: insertion, deletion and
substitution) that can change on string to the other.

Using Semlntegrator, we were able to process the whole
Elsevier neuroscience document collection and, on average,
72 concepts are annotated for each document. In addition, a
set of Java/Java-script modules was created to bridge those
open-source packages and make them work together for the
multiple ontologies and the document collections.

'

Start Ontologies

Articl
rice Protégé API

Vi

Lingpipe
A 4

Trie

&
Chupk Dictionary

A4

Levenshtein
Distance

Positions for
Matched
Terms

Highlighted Articles

Figure 2. The overall process of semantic annotation.

B. Semantic Integration

Linking concepts in one ontology to concepts in another
ontology is semantic integration [17]. In this project, we use
Semlntegrator created in this project to annotate multiple
ontologies to the same collection, and then use the collection
as the bridge to link two or more ontologies. Here, we use an
example to illustrate how it works.
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Say a researcher is interested in exploring associations
between human brain dysfunctions and brain structures.
There are well-developed ontologies on each side, the Allen
Brain Atlas Ontology [6] for brain structures and the NIF-
Dysfunction ontology for brain dysfunctions. But, there are
no direct associations between concepts in the two ontologies
even though they are clearly related and the concepts often
appear in the same documents. Using SemIntegrator, we can
annotate documents with both ontologies and highlight the
annotated concepts from each ontology with a different color
(Fig. 3). This allows the reader to make associations among
the concepts from different ontologies. From the highlighted
result, the reader can quickly scan the article by reading
terms highlighted in one color, say the term “Alzheimer’s
Disease,” and find the correlated brain regions highlighted in
a different color, such as the terms “degeneration in parietal
lobe,” “frontal cortex” and “cingulate gyrus” that show
potential associations with “Alzheimer’s Disease.” The
reader can further explore the unfamiliar terms such as
“cingulate gyrus” through our visualization interface to find
the correlation of this concept with other entities.

=]

proes

Figure 3. The SemlIntegrator interface with annotated concepts from two
ontologies highlighted in different colors.

Another way to realize semantic integration is through
search engines. Our system uses the Apache Solr indexing
service [18] to index the document collection after the
metadata have been enriched with multiple ontologies. Since
Solr is a facet-based indexing, each ontology could be treated
as a facet and the user has the option of searching by a
particular ontology and displaying terms of other ontologies.
This creates a very useful function of linking related
concepts from multiple ontologies and using them for
searching and browsing. Fig. 4 shows an example of the
Solr-based interface where both NIF ontology terms and the
original Elsevier indexing terms related to the query are
shown. The user can click on either type of term to narrow
down search results or search in one type of the terms and
browse through documents that have been annotated by
another type of the terms.

C. Semantic Visualization

Visualization may be applied to neuroscience research in
many different ways [10][19]. For this system, our focus is
on semantic concept visualization, or visualizing knowledge
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structure of ontologies and document collections through
meaningful concept displays [20]. One of the main
advantages of ontologies is the rich concept relationships
existed within the ontologies and the annotated document
collections. Some of those relationships are explicitly
defined. @~ Some can be derived from their semantic
relationships or co-occurrence relationships. Some can only
be discovered through computational learning algorithms.
These relationships essentially form a knowledge structure
that can assist users in navigating and exploring both the
conceptual space and the document space of the domain,
particularly if the knowledge structure can be visualized in
an interactive visual interface. In our system, we have
implemented such an interactive interface with learning and
visualization algorithms such as PFNet, D3.js, Gephi, and
Sigma.js [21]-[24]. Details of the interface are described in
the next section.

Current Selection

NIF

Elsevier

Figure 4. The search interface of the system that allows searching in one
ontology and browsing in another.

IV. THE VISUALIZATION INTERFACE

The visualization interface is implemented to assist users
in exploring semantic relationships among the concepts and
let users follow the relationships for document browsing,
exploration and discovery. Figure 5 (at the end of the paper)
shows an example of the visualization interface.

The interface is divided into three main parts. The top-
left is an interactive brain map, which consists of six areas of
the human brain, including frontal lobe, parietal lobe,
temporal lobe, occipital lobe, cerebellum and brain stem.
Each of the brain area is filled with a different color. The
user can zoom in or out the map by clicking on a specific
brain area of the map. When a specific area of the map is
clicked, a list of concept, function and dysfunction terms
associated with that area will be shown in the bottom-left of
the interface. This helps the user to quickly find concepts and
functions related to a certain brain location.

When the user scans through the list of concepts,
functions or dysfunctions, they can choose to explore any of
them by clicking on a term to bring up either a hierarchical
or associative concept display on the right-hand side of the
interface. The hierarchical display visualizes the hierarchical
structure of the ontology. The user can follow the visual
display to see a concept’s parent, children, or sibling terms.
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Each of the terms on the visual display is also clickable — the
user can click on any of them to expand the structure or show
a new hierarchical structure.

The associative concept display shows concept
relationships not based on the ontology itself but on the
annotated document collections. On the display, the size of a
node is decided by the frequency of the concept occurred in
all the articles of the collection, and the color of the node
indicates which brain part the concept is related to. The links
and distance of nodes are based on the co-occurrence of the
annotated terms in the whole corpus. Through Solr indexing,
extensive computation was done to calculate the co-
occurrence of any two concepts of the ontology in the
collections of a million documents. When the user clicks on
a term, the system will first select the top twenty concepts
that have the highest co-occurrence frequencies with the
term, and then generate a co-occurrence matrix of 20 by 20
for these 20 terms. The Pathfinder algorithm [21] is then
applied to the matrix to generate a meaningful display of
semantic relationships of the concepts.

Through the hierarchical and associative displays, the
user will be able to explore concept relationships both in the
ontology and the collections, and use them complementarily
for their semantic exploration and discovery. Moreover,
during the user’s interaction with the visual interface, a
search query is automatically generated and updated, and the
number of search results is shown (on the bottom-left
corner). The user can click on the results to retrieve relevant
documents any time during the interactive exploration.

When the user moves from the concept space to the
document space, he or she can also browse the document
cluster map where each node is a document and each link
indicates sharing of concept terms (Fig. 6). The cluster map
was first generated using Gephi [23] and then used sigmajs
[24] to provide interactive functions. By interacting with
both the concept maps and document maps, the user can
explore semantic relationships of terms and documents at
both the global level (with all the documents) and at the
detailed and focused levels.

V. SUMMARY

In this article, we presented a semantic discovery and
visualization system that has two distinct features. One is the
capability of annotating full text documents with concepts
from multiple ontologies. The other is the set of visual
interactive functions that link ontology concepts to a brain
model for browsing and exploration. The system has showed
promising results. The next step for us is to test and evaluate
the system while continuously improving the implementation
of the system. Through this paper, we hope to bring the
attention of the research community to the central idea of the
system: using ontologies, modeling, and visualization
together to support semantic exploration and discovery.
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Abstract—The main aim of the Linked Open Data (LOD)
project is to publish data publicly without access restriction in
order to be consumed upon Unified Resource Identifier (URI)
resolution. The latter provides more description about the
resources being represented through the resolvability and
discoverability = of  more  others resources. Sometimes,
data/resources need to undergo an access restriction to be
consumed only on a small scale for keeping its confidentiality.
However, while the power of the LOD resides in the
resolvability of more URIs related to the resources in hand, a
curious question imposes itself: how can we achieve a
compromise between URI resolvability and access restriction?
This paper discusses how the represented data cam be secured.
It illustrates how the Public Key Infrastructure (PKI) can
be applied to restrict the access to confidential resources of
represented data being published using the Linked Data
Principles (LDP), while maintaining the resolvability of such
restricted resources. This brings out a new era of research
related to the counter part of LOD, a research topic called the
Linked Closed Data (LCD). A good example to elaborate this
compromise question is a case study retrieved from the Cyber
Forensics (CF) field where the tangible Chain of Custody
(CoC) is represented using the LDP to exploit the resolvability
feature of such principles on different resources of the
Electronic-CoC (e-CoC). The latter should also obey an access
restriction in order to be shared only between role players who
published the data and juries who are going to consume it.

Keywords-Linked Open Data; Linked Data Principles;
Linked Closed Data; Public Key Infrastructure; Digital
Certificates, Cyber Forensics, Chain of Custody.

. INTRODUCTION

The classical way for publishing and accessing
documents in the World Wide Web (WWW) [12] is through
hypertext links, which allow users to navigate over the Hyper
Text Markup Language (HTML) documents using browsers
and search engines [1].

Today, the WWW has radically altered the way to share
information [15]. The interrelation is not just between
documents but it has evolved to also link the data within
these documents (i.e., Linked Data-LD), using the same web
aspects (URI [13], Hyper Text Transfer Protocol-HTTP [2]).
Thus, the HTTP URIs are used not only to identify web
documents but also real objects and abstract concepts in the
world, the fact that allows the Ilatter to be
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dereferenceable/resolvable (i.e., it means that HTTP clients
can look up the URI using the HTTP and retrieve a
description of the resource that is identified by this URI).

While the primary unit of the hypertext web are the
HTML connected by untyped hyperlinks, the LD uses the
Resources Description Framework (RDF) [3] to link such
data using typed statements allowing arbitrary link of things
(i.e., resources) in the WWW. The web aspects are then
called the technology stack or LDP, which encompasses
three components: URI, HTTP, and RDF [14]. The most
visible project using this technology stack is LOD [20][4].
This project and its derivative [27] attracted the interest of
many researchers of the data cloud to construct several
cloud-based LD management systems [24][25][26].

Generally, the LOD aims to bootstrap the web of data by
identifying existing data sets that are available under open
licenses [17] (i.e., converting them to RDF according to the
LDP, and publishing them publicly on the Web). The
openness (i.e., no license and no access restrictions) and
resolvability of resources are two likely factors in the success
of this project.

The knowledge representation concept has been
persistent at the centre of the field of Artificial Intelligence
(AI) since its founding conference in the mid 50’s. This
concept is described by Davis & al. with five distinct roles
[43]. The most important role is the definition of knowledge
representation as a surrogate for things. In this paper context,
the e-CoC is constructed through the LDP as a surrogate of
the tangible one. Later, the resources of e-CoC will be then
consumable by humans and machines.

However, several times, URI/URL resources need to
obey some access restriction, where a specific set of people
are those who are authorized to access such resources. LDP
should be bended to realize the adaptation of publishing and
consuming the resources on a small scale without loosing the
resolvability feature of these resources. Thus, a compromise
question arises in this case, how we can realize the access
restriction over certain URI/URL resources while keeping
the resolvability feature of the same resources. In addition,
this question brings out a new era of research called the LCD
[20], where the publisher would take step of imposing access
restrictions to protect his information [21][7] from
anonymous consumption. A very good example to elaborate
this idea, is a case study retrieved from the CF field, where
the tangible CoC is represented using the LDP (i.e., the work
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in [7], listed all the advantages of using LDP to represent
tangible CoC). As well, this work explained in a theoretical
way, how the represented resources could obey an access
restriction using PKI. The framework depicted in [7]
provides a PKI layer, which explains how the represented
resources can be shared between role players and the juries.
Current paper will not only explain how this scenario can be
implemented and applied, but it is also considered as a
bridge connecting two recent works; the work published in
[19] and [21].

The work provided by Rajabi et al. in [19], explained
theoretically how PKI is used to achieve the trustworthiness
of LD and how different datasets are exchanged in a trusted
way. The work provided by M. Cobden et al. in [21],
outlined in a vision paper, the need to have an access
restriction on the LOD. Each work apart does not provide the
complete picture to realize the LCD using PKI. In [19], the
work explains how the PKI can be used to secure the
resources of LD, but did not put the scope on how such stuffs
can be implemented and applied, and how this work can
bring out a new era of research related to the counter part of
LOD (i.e., LCD). However, in [20] the work outlined the
need of the LCD in certain domain (e.g., business and
finance), but did not refer to the PKI solution, or how the
LCD can be realized. Thus, this paper complements and
completes the half picture of both works, by explaining how
the PKI and digital certificates are used to restrict the access
of resources in the LD cloud while keeping the resolvability
of such resources, and then resulting the LCD.

This paper is organized as follows: the next section,
discusses the state of the art of URI identifications, the LOD
Project, PKI and Digital Certificates, and CoC in CF.
Section 3 explains in a linked data manner, how PKI is
applied to LOD. Section 4 provides methodology and
experimentation explaining how the digital certificates can
be used to share LD resources between the role player and
juries. Finally, last section summarizes and concludes the
depicted work.

Il.  STATE OF THE ART

A. URI Identifications

URI is a string of characters used to identify a name or a
web resource. URI and HTTP are the two essential
technologies of the web upon which the LD relies on. As
mentioned in the last section, we use URI to identify any
entity that exists in the world. On the web, any URI is always
accompanied by the HTTP, which makes the entity being
represented, deferenceable/resolvable to more resources.
Both technologies were integrated with HTML to structure
and link web documents. Nowadays, the data presented in
these documents are integrated with the RDF to structure and
link different data and resources.

An RDF consists of three slots called triple:
resources/subject, properties/predicate, and objects. In
addition, resources are entities retrieved from the web (e.g.,
persons, places, web documents, pictures, abstract
concepts/resources, etc.). RDF resources are represented
using URIs, of which URLs are subset. Resources have
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properties (attributes) that admit a certain range of values or
can be attached to another resource. As well, the object field
can be also a literal value or a resource [16].

The essential thing to publish data is to have a unique
domain/namespace minted by a unique URL owned by the
publisher [14] (e.g., [38], where “mydomain” is a unique
namespace in the WWW space) and the URI HTTP are used
to relate and identify objects and abstract concepts, thereby
maximizing the discoverability of more data/resources.
Therefore, a common practice called contents negotiating is
used by an HTTP mechanism [2] that sends HTTP headers
with each request to indicate what kinds of documents are
requested (i.e., is it an HTML or RDF content). The receiver
(i.e., the side that receives the HTTP request or Server) can
then inspect these headers and select an appropriate
representation of resources. The content negotiation uses two
different types of URIs [13][44][45]:

e 303 URIs (known as 303 redirect): the server
redirects the client HTTP request to see another URI
of a web document, which describes the concept in
question. First, HTTP request is triggered for the
initial request and the second is triggered when the
request is redirected to the retrieval of the
appropriate format.

e Hash URIs: this type avoids two http requests used
by the 303 URISs. Its format contains the base part of
the URI and a fragment identifier separated from the
base by a hash symbol. When a client requests hash
URI, the fragment part is stripped off before
requesting the URI from the server. This means that
the hash URI does not necessarily identify a web
document and can be used to identify real-world
objects.

Using the first type of URI, publisher publishes in his
own server (i.e., his own domain) the description of any
concept using two types of representation: HTML documents
containing a human readable representation about a concept,
and RDF documents about the same concept. Publisher can
also use three different patterns to describe a resource (e.g.,
resource ‘x’) [18]:

e URI identifying resource ‘x’ itself [35].

e URI identifying the serialized RDF document (i.e.,
RDF/XML [10], Turtle document [11] or NB3)
describing resource ‘x” [36].

e URI identifying the HTML document describing
resource ‘X’ [37].

Using the second type of URI pattern, publisher can
define different resources and use then the Hash URI to serve
an RDF/XML file containing the definition/terminology for
each resource.

B. Linked Open Data Project

After the resources are represented and identified using
URIs, they will be connected using RDF links, creating a
global data graph that spans data sources and enable the
resolvability of such resources to a new data source. The
LOD cloud project has been constructed upon this basic
structure (see Figure 1).
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Thus, the LOD is based on the LDP, where URI resources
are linked using typed RDF links to other resources within
the same or to other data set. Two types of links can be used;
links to navigate forward and others to navigate backward
between resources.
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Figure 1. Linking open data cloud diagram

For example, if we have an RDF triple connecting two
resources x and y, and we need to move forward from x to y,
then this RDF triple should appear in the document
describing the resource y. This triple is then called incoming
link because it allows to navigate back to resource x. Same
case, for the outcoming link, where the RDF triple should
appear in the document describing the resource x and allows
to navigate forward to resource y [9]. Figure 1 shows the
LOD cloud diagram, where each links exists between items
in the two connected data sets. Some data sets are connected
together using whether, the outcoming links, the incoming
links, or both.

C. PKIl and Digital Certificates

PKI is a combination of softwares and procedures
providing a mean to create, manage, use, distribute, store,
and revoke digital certificates [47][48][49][50][51][52]. PKI
called Public Key because it works with a key pair: the
public key and the private key

A digital certificate is a piece of information (e.g., like a
passport) that provides a recognized proof of a person/entity
identity. It uses the key pair managed by the PKI to exchange
securely the information in order to create trustworthiness
between data provider and data consumer in a network
environment [5] (i.e., trustworthiness occurs when receiver
ensures the identity of the sender. This is called non-
repudiation).

Any certificate contains (see Figure 2) the identity of the
certificate owner, such as distinguisher’s name, and
information about the CA (issuer of certification), such as
CA’s signature of that certificate, and general information
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about the expiration and the issue date of that certificate [6].
Digital certificate alone can never be a proof of anyone's
identity.

A third trusted party is needed to confirm and sign the
validity and authority of each certificate and share securely
the cryptographic key pair. This party is called Certification
Authority (CA).

Digital Certificate

CA’s Private Key
Identity of certificate Owner g
- Distinguished Namea

- Owner's Public Key

General Information
- Issue date
- Expiration date

Message Digest

=

Generate Digital
Signature

Information about CA
- Distinguished Name
- CA's Signature

Figure 2. Digital certificate

Since a CA (e.g., VeriSign Inc., Entrust Inc., Enterprise
Java Bean Certificate Authority-EJBCA, etc.) relies on
public trust, it will not put its reputation on the line by
signing a certificate unless it is sure of its validity, the fact
that makes them acceptable in the business environment. All
digital certificates provide the same level of security,
whether they are created by a well-known issuer, or by
unknown one. Usually, the information providers request
their certificates from well-known parties when they provide
services and information with large segment in society. In
this paper, the authors imitate the issuer party and create CA
certificate instead of buying it from well-known trusted
party.

Before going further in how to adapt the digital
certificates to the LD, this section should simply underline
some important points related to the digital certificates:

1) Purposes
A digital certificate has various security purposes and can
be used to [47]:

e Allow only the  authorized
(sender/receiver) to decrypt the
transmitted information (i.e., encryption).

o Verify the identity of either sender or recipient (i.e.,
Authentication).

o Keep the privacy of transmitted information only to
the intended audience (i.e., privacy/Confidentiality).

e Sign different information in order to ensure the
integrity of information and confirms the identity of
the signer of such information (i.e., digital
signatures). Digital signatures also solve the non-
repudiation problem by not allowing the sender to
dispute that he was the originator of the sent
message.

participant
encrypted

2) Protocols

In the field of Information and Communication
Technology (ICT), the digital certificate is called SSL/TLS
certificate because it uses two essential protocols; the SSL
and the TLS [22]. The Former is the short version of the
Secure Socket Layer. This protocol is used to describe a
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security protocol underlying a secure communication
between a server and a client. After upgrading this protocol
with some encryption standards, the protocol got another
acronym called TLS, which is standing for Transport Layer
Security. Both protocols are based on the public key
cryptography [7]. They are used to establish a secure
connection over the HTTP. Classically, the HTTP establishes
an unencrypted connection without using the SSL and TLS
(i.e., if there is some intruder around monitoring the
communication between server and client, he can come with
all plain data packages of such transferred data). HTTP is
then extended to HTTPS to secure the connection and
encrypt all the transferred data with the SSL (i.e.,, HTTP +
SSL/TLS = HTTPS) [46].

3) Creation Phases

The creation of a digital certificate passes by four phases
(see Figure 3) using the OpenSSL tool [8]. First step, the
requester (client/server/CA) generates his own pair of keys
(i.e., key file), then he creates a request (i.e., req or csr
format file) to the trusted party to issue for him/her a
certification (i.e., crt format file). The trusted party (i.e., CA)
signs the request and issues the certificate using his own
private key (i.e., when the CA is the requester of the
certificate, then this certificate is considered a self-signed
certificate/root certificate). The created certificate is then
transformed to an exportable format (i.e., p12 format) for
sending it to the requester.

Requester generates his own
key pairs

Requester.key

Predefined Requester generates his own
configuration file Request to the CA
(openssl.cnf)

1 Requester.req

Signing the

Private key of
request by the trusted party

trusted Party
(CA.key)

—

Requester.crt

ExportiTransform
the certification to an
exportable format

CA Certificate
(CA.crt)

Requester.p12

Figure 3. Procedures for creating a digital certificate using openSSL tool

4) Types and Exchange

There exist three types of digital certificates. Figure 4
presents an abstract scenario where Alice and Bob want to
share information over a secure connection (i.e., HTTPS).

Firstly, Alice and Bob should determine a third trusted

party called the CA. The latter is responsible to issue
SSL/TLS certificates for both of them in order that each can
identify himself/herself to the other. CA issues two types of
certificates.

e Server certificate: this certificate is issued by the
CA and it is used by Alice (i.e., suppose that she is
the owner of the information) to identify herself to
her authorized clients, like Bob. When Bob tries to
access this server, he will be sure that he accessed
the right server. Otherwise, Bob will not trust Alice
information.
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CA has his own
Root/CA certificate

4. Bob verify the
CA’ signature in
Alice certificate with

the CA

the CA

1. Alice sends
request for
SSL/TLS
certificate 2. CA sign the requests using the
private key and generate the
certificates for Alice and Bob

_ HTTPS connection .
3. Alice and Bob share their
Ance certificates created by the CA

(Providing access to their public
key. respectively)

Figure 4. Sharing SSL/TLS certificates

e Client certificate: the CA issues this certificate, and
it is used by Bob (i.e., suppose he is the consumer of
Alice’ information) to identify himself to Alice Alice
will not allow any one to access her information
unless he has a certificate known by her.

e CA certificate: CA also has the own certificate to
sign the certificate requests received from the clients
and servers. In addition, this type of certificate
answers the question of how Alice and Bob ensure
the identities of each others. Alice would know that
Bob is the right person by verifying that his
certificate is signed by the common trusted part
authority (CA), as well as for Bob. Both know each
others through the CA certificates.

From the definitions mentioned above, we notice that
there is no distinguishable difference between the server
certificate and the client certificate; both use the certificates
to identify themselves to the other. However, the only
difference that distinguishes both is about who is providing
the information and who will go to consume it.

D. Chain of Custody in Cyber Forensics

Digital forensic is a technique for acquiring, preserving,
examining, analyzing, and presenting digital evidences to the
court of law. CoC is a chronological document that
accompanies these evidences along the investigation process
in order to avoid later allegations or any tampering attempt in
such evidences. It provides useful information by answering
5 Ws and 1 H questions. The 5 Ws are the When, Who,
Where, Why, What and the 1 H is the How.

Forensic Process

”"’M\%ﬁ\

| =2
SNy <
'&-4’0}6,‘

e
- . <A

Jury

< Web

Lightweight
Ontologies

cF-coc

Figure 5. Abstract scenario of tangible and electronic CoC

1. Bob sends
request for
SSL/TLS
certificate
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According to the literature, CF includes different forensic
models [19][21][26][28][32][33], each model containing a
set of forensics phases, where each phase is accompanying
by a tangible CoC describing all forensic tasks (see Figure
5).

Classically, any crime scene should obey an investigation
process using a forensics model. Role player of each phase
prepares his CoC describing all investigation tasks
performed in this phase. Later, each role player submits the
CoC securely to jury in a sealed envelope.

The work published in [7] depicts the need to transform
such CoCs from documents to electronic data. This work
proposed a framework to construct a CF-CoC web
application hosted somewhere on the web cloud (i.e., domain
known by role players and jury, e.g., [39]). The role players
can use this application [7] to generate lightweight
ontologies using RDF schema (RDFS) [42], representing
each phase in the forensic model. Each lightweight Ontology
(i.e., with big ‘O’) contains a set of build-in terms (i.e.,
retrieved from the semantic web) and custom terms (i.e.,
created by the role players) describing all the tasks and
procedures of this phase. As the represented information
should not be published publicly, the framework proposes a
PKI layer that protect and foster the published information
only between the role players (i.e., who published the data)
and the juries (i.e., who will go to consume such data). This
layer ensures the identities and authorization of all players in
a forensic process.

I1l.  ADAPTING PKI TO LOD

In this section, we will discuss how digital certificates
can be applied to LOD to publish and consume data on a
small scale. In other words, this section describes how digital
certificates are used to restrict the access of certain resources
and at the same time, such resources will be resolvable to
maore resources.

Referring to Figure 1 of the linking open data cloud
diagram, we find several data sets interrelating using outer
and/or inner links. Each data set is published in a unique
domain owned only by the publisher of this data set over the
WWW space. Each data set contains set of URI resources
that are interrelated between each other, within the same data
set or to an outer data set.

Now, imagine that the owner of a data set wants to
publish resources using the technology stack/LDP of the LD
(URI, HTTP, and RDF) and having such resources
resolvable within the LOD cloud, but at the same time, he
wishes to publish them in a manner that any anonymous
parties on the web space cannot access them.

The idea to realize both features at the same time (i.e.,
resolvability and access restrictions of resources) resides in
the digital certificates. The latter can be used to restrict the
resolvability of resources in a one-way manner. With other
words, the resources are restricted using digital certificates to
be forward resolvable, but not backward resolvable unless
the owner of such resources specify and list his authorized
clients existing outer of his domain to access his resources.
Same concepts can be applied between data sets/resources in
the LOD cloud, where each data set owns a digital
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certificate(s). Thus, publisher of the resources can
accomplish his publication task through an enhanced
technology stack using a secure access protocol (i.e.,
HTTPS). Therefore, the current technology stack is
transformed from (URI, HTTP, and RDF) to (URI, HTTPS,
and RDF).

Imagining a scenario will be as follow: assuming that the
publisher (server) and consumer (client) of the LD have
already a common trusted party to issue their certificates.
The publisher has a domain name named by an IP [40] (i.e.,
for simplicity consider this IP is corresponding to a domain
string name in [39]) to publish his resources in the LOD
cloud. The publisher of this domain wants only someone
called: ‘Jean-Pierre’ to consume his resources from his
domain within the LOD cloud. In this case, the publisher of
the data has restricted the access to his resources to a specific
consumer, but he is still able to dereference his resources and
resolve them to retrieve more resources outside his
dataset/domain. Publisher will be also able to move back to
his domain using the backward link, because he owns the
server certificate for this domain. Any other anonymous
party outside this domain will not be able to access the
resources of [39]. If the publisher wants someone else rather
than ‘Jean-Pierre’ accesses his resources, this person should
have a client certificate signed by the same trusted party.

Talking in a linked data manner, we can not only
consider the client side as a person (i.e., as Jean-Pierre to
access restricted resources), but the client side can also be a
dataset or a resource within a data set that can access other
resources in another data set using outer links (i.e., by
moving backward to the publisher resources). In addition,
another important point should be underlined; Jean-
Pierre/dataset/resources can react also as a server side, if we
look to the picture from the inverse direction.

\ Crunch
\ Base )

FOAF
, profiles

WordNet
=

Figure 6. Client/Server certificate between two data sets

Thus, Jean-Pierre/dataset/resource may have also a server
certificate for his/its domain and allows the access to only
people/dataset/resource that has a client certificate to his/its
domain.

To illustrate this idea, Figure 1 of the LOD cloud is
zoomed-in, resulting in Figure 6. Let us consider that we
have two data sets DS1 and DS2 residing in two different
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domains. Each domain represents a data set. Both of them
are interrelated between each others using inner and outer
links. As well, both data sets are related with other data sets
in the LOD cloud.

DS1 and DS2 can be client and server at the same time. If
we look from the DS1 to DS2, we will see an outer link from
DS1 to DS2 and vice-versa. DS1 is considered as a client
trying to access the server DS2. Thus, DS1 will have a client
certificate for its domain to identify itself to the server
certificate installed in the DS2 domain. Now, let us consider
if we have the contrary view; DS2 should has then a client
certificate to access the server DS1 resources. However, for
any other data sets around the scope of DS1 and DS2, they
will not be able to resolve their resources with resources
from DS1 and DS2 (i.e., at this time, DS1 and DS2 act as
servers and requires client certificates from their surrounded
data sets). Therefore, the resources of DS1 and DS2 have
access restriction while their resources are resolvable with
different resources from the LOD cloud, but the latter cannot
resolve their resources from the two data sets, DS1 and DS2.

Furthermore, the certificates cannot only used on the
level of datasets (i.e., including all resources), but can also be
issued on the level of a specific resource within the datasets.
This can be realized by issuing the certificate using one of
the three URI patterns provided in section 2.

IV. METHODOLOGY

This section explains how the digital certificates are
created, installed, and used over a LD set. The
experimentation is applied on a scenario between a role
player and the jury to share LDP resources. This scenario is
explicit. The server part is the side where the CF-CoC web
application is hosted and owned by jury (i.e., we can see the
jury as a provider, because he owns the CF-CoC application
on his server, at the same time he is a consumer, because he
will consume the data that will be published by the role
player). The client part is the role player, who will use the
CF-CoC web application to define, create, and publish the
resources over this domain (i.e., we can see the role player as
a consumer, because he uses the CF-CoC application, at the
same time he is a publisher, because he will publish the data
to jury using the CF-CoC). Role players and juries request
digital certificates from the CA. The role player must have a
client certificate to identify himself to the server. Jury can be
also considered as a client to his server when he will
consume such published data. Because jury owns a server
certificate, he does not need to have another client certificate
to consume the published resources (i.e., the case when the
server requires a client certificate takes place when the server
acts as a client to access another server. In this case, a client
certificate is needed by the first server to access the second
server). In our case, we have only one server [39] where the
data is published and consumed.

In addition, the server provides to the CA, beside his
certificate request, a list containing the names of all role
players who are authorized to participate in the current
forensic case.
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A.  Work Environment

The operating system used in this experimentation is
Windows XP, accompagning with the Internet Information
Services (11S) [34] and the OpenSSL tool [8]. I1S simulate
the machine as a server, and the OpenSSL tool is used to
create the digital certificates.

1) Internet Information Services (11S):

It is a group of internet web servers created by Microsoft.
It includes two main protocols; the File Transfer Protocol
(FTP) and HTTP. When installing the 11S on a machine, the
web application on this machine considered as a visual basic
application that lives on web server and responds to requests
from the browser by processing into HTML interface code
result.

2) OpenSSL
This tool implements the SSL v2/v3 and TLS. Both
layers are used to create the digital certificates.

B. Creating Digital Certificates

This section explains how to create the digital certificate
using the four procedures mentioned above (see Figure 3).
Before creating the server and client certificate, a CA
certificate will be created to sign both client and server
requests (i.e., in this scenario, we will create manually a CA
instead to buy it from a well-reputated CA). Usually, a well-
known CA provider (e.g., VeriSign Inc, Entrust Inc, etc)
provides the CA certificate. In this scenario, a CA self-
signed certificate is manually created.

1) Self-Signed Certificate:
Before starting, the CA key is generated, RootCA.key of
length 2048 bits (2 bytes).

openssl genrsa —out RootCA.key 2048

The RootCA.key is then used to generate the certificate
request RootCA.csr by providing the country name (i.e.,
C=CA), the organization name (i.e., O=Cyber Forensics
Institution), and the common name of the certificate (i.e.,
CN=CF-CA)

openssl req -new -key RootCA.key -out RootCA.csr -config
openssl.cnf -subj "/C=CA/O=Cyber Forensics
Institution/CN=CF-CA/"

After generating the RootCA.csr, the request is signed
using the RootCA.key to generate the requested certificate
(crt format, RootCA.crt), but in this type of certificate, the
CA itself will sign the certificate, that’s why it is called self-
signed certificate:

openssl req -x509 -days 365 —in RootCA.csr -out RootCA.crt
-key RootCA key -config openssICA.cnf -extensions v3_ca
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Finally, the exportable format pl2 is generated to
transform the RootCA.crt into an exportable format
RootCA.p12

openssl pkcsl2 -export -in RootCA.crt -inkey RootCA.key -
certfile RootCA.crt -out RootCA.p12

21x1

General I | Details | Certification Path |

=-1 Certificate Information

This certificate is it

« Allissuance policies
« Al application policies

for the ing p 3

valid from 5/25/2013 to 8/25/2014

¥? You have a private key that corresponds to this

Figure 7. CA self signed certificate

2) Server Certificate:

The server certificate is created for two goals: it lets the
role player ensures the identity of the server, as well it is
used to check for the client certificate.

As we mentioned in last section, assume that the IP in
[40] is corresponding to the server in [39]. This certificate
will be issued for the juries to install it on their server. This
server will host the CF-CoC application [7], which will be
used by the role player. Thus, the CA will issue and sign a
certificate for this IP name.

First, the Server.key is generated using the following
command:

openssl genrsa -out Server.key 2048

The Server.key is then used to generate the certificate
request Server.csr by providing the country name (i.e.,
C=CA), the organization name (i.e., O=Cyber Forensics
Institution), and the common name of the certificate (i.e.,
CN=192.168.2.12).

openssl req -new -key Server.key -out Server.csr -config
openssl.cnf -subj "/C=CA/O=Cyber Forensics
Institution/CN=192.168.2.12/"

After generating the Server.csr, the request is signed
using the CA certificate RootCA.crt and the key RootCA.key
to generate the requested certificate (i.e., Server.crt).

openssl ca -days 365 -in server.csr -cert RootCA.crt —out
Server.crt -keyfile RootCA.key -config opensslserver.cnf -
extensions server

Because the server certificate is signed by the CA, the
openssl command uses a build in parameter called ‘ca’, to
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declare that the server certificate will be signed by the CA
using its key (RootCA.key).

Certifi(ate

General | petails | Certification Path |

211

=21 Certificate Information

This certificate is intended for the following purpose(s):
« Ensures the identity of a remote computer

Issued to: 192.168.2.12
Issued by: CF-CA

valid from 3/25/2013 to 8/25/2014

¥ You have a private key that corresponds to this certificate.

Figure 8. Server digital certificate

3) Client Certificate:

The role player authenticates himself to the server
through the client certificate. Without this certificate, the role
player will not be able to access CF-CoC application to
construct different ontologies for each forensic phase and
publish different resources.

211

General | petails | Certification Path |

=1 certificate Information

This certificate is intended for the following purpose(s):
« Proves your identity to a remote computer

Issued by: CF-CA

valid from 8/25/2013 to 8/25/2014

F? You have a private key that corresponds to this certificate.

Figure 9. Client digital certificate

First, the Client.key is generated using the following
commands:

openssl genrsa —out Client.key 2048

The Client.key is then used to generate the certificate
request Client.csr by providing the country name (i.e.,
C=CA), the organization name (i.e., O=Cyber Forensics
Institution), and the common name of the certificate (i.e.,
CN=Jean-Pierre).

openssl req -new -key Client.key -out Client.csr -config
openssl.cnf -subj "/C=CA/O=Cyber Forensics
Institution/CN=Jean-Pierre/”
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After generating the Client.csr, the request is signed
using the CA certificate (RootCA.crt) and key (RootCA key)
to generate the requested certificate (i.e., Server.crt).

openssl ca -days 365 -in Client.csr -cert RootCA.crt -out
client.crt -keyfile RootCA.key -config openssiclient.cnf -
extensions client

As shown in the last three figures (7, 8, and 9), we
noticed that each certificate has its own purpose(s).
Purpose(s) of a certificate depends on its type. The type of
certificate is defined using the -extension in the creation of
crt certificate. The —extension parameter calls the proper
module for each certificate type. For example, it calls the
openssICA.cnf, openssiServer.cnf, and openssIClient.cnf for
the CA, server, and client certificates, respectively. However,
the openssl.cnf contains general configuration of all types of
certificates.

C. Installation of Digital Certificates

Before installing the certificate, the CA sends to the jury
and the role player their own certificates. Jury installs his
certificate on his server and role player installs his certificate
on his browser.

1) Self-Signed Certificate:

After creating the CA certificate, the CA sends to the
server and client his certificate (i.e., p12 format without the
private key of the CA certificate). By clicking on the p12 file
(i.e., exportable format), a wizard will be launched to install
the CA certificate in the trusted root folder of the current
browsers for both server and client. By firstly installing this
certificate on the server and client machines, their browsers
will automatically identify the issuer of the client and server
certificates.

2) Server Certificate:

The CA sends the server certificate to the jury. The latter
then starts the installation of the server certificate.
Installation of server certificates on Windows XP passes by
two phases:

e Running the Microsoft Management Console and

follow the steps in [29].
e Installing server certificates
mentioned in [23].

using the steps

3) Client Certificate:

Installing the client certificate is the same as the CA
certificate, but at this time, the wizard installs the certificate
in the client/ Personal folder of the browser.

D. Experimentation

This section shows how the scenario is enrolled after the
role player and jury install their certificates:

e The client accesses the site by typing the URL of the
server 192.168.2.12
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e Because the remote server (i.e., where the CF-CoC
web application is hosted) owns a server certificate,
it requires then that his clients also owns a client
certificate owned by the same trusted party (In this
case, the CF-CA), otherwise the browser responded
with a blank page (See Figure 10).

s ,: Internet Explorer cannot display the webpage - Windows Internet EXD)
@;T:. ~ [&] netpsii1ez168.2.0120

File Edit Farvori tes

Wigmn Tools  Help

»x  Go gle|

T Favorites | 53

i Connecting. .. I I

Suggested Sikes ~ & | Big Lynx Productions Lkd 42 | Gek

=z =l

Choose a digital certificate

— Identification

The website wou wank ko wiew requests identification.
T Flease choose a certificate.

More Info... | wiew Certficate. .. |

=

Cancel |

Figure 10. Server requires Client Digital certificate

e Once the server identifies the client certificate, it
redirects the client to CF-CoC web application (see
Figure 11).
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Search - | ¥ Share ‘ Mare »

validation Service £ SPARQLer /) RDF Translator
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& CF : Representing the CoC using LDP - ‘v Page~ Safety v

Should | trust this site?

View certificates

Linked Data
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Figure 11. Redirection to the Restricted Resources

e Once the role player accesses the application, he
starts to publish the ontologies and creates terms
describing the forensic phase in hand (See Figure 12,
13).

As we see in Figure 11, the server certificate is installed
and shown in the top of the screen as a yellow lock. By
clicking on the lock, it will show who issued the certificate
(i.e., CA) for this page and to whom it was issued (i.e., [40]).
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Once the role player finishes the publication task, the
resources will be available to jury for consumption, as he
owns a server certificate of the server, which allows him to
view and access such resources published on his server.
Resource as Jean-Pierre (see Figure 13) will be resolvable to
more extra resources in the same domain [39] or to external
domain [41]. However, Jean-Pierre will not be accessible
from external resources outer the former domain.

As we mentioned in the last section, a certificate can not
be created only for resources on the server but it can be
issued for a specific resource on a server. For example, if we
imagine that we have a resource ‘x’ in DS1, and the latter
resides in the domain [35], then the field of the certificate
called ‘issued to’ (see Figure 8) will be assigned the
complete URL of the  resource x’ (e.g.,
CN=192.168.2.12/resources/x).

V. CONCLUSION AND FUTURE WORKS

This paper discusses in details how the technology
stack/linked data principle of the linked data is adapted to
publish data into a small scale while keeping the
resolvability of these published resources. The idea is
elaborated on a case study retrieved from the CF field, where
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the tangible CoC are represented using LDP. The represented
resources are shared in a small scale between the role player
and jury through the public key infrastructure approach. This
paper opens the door to a new era of research representing
the counter part of the LOD, called the LCD, which share all
the advantages of the LOD, but with consumption restriction.
Therefore, the technology stack (URI, HTTP, and RDF) is
enhanced to include the secure access mechanism (URI,
HTTPS, and RDF). The work presented in this paper is a
bridge connecting dual works; the work proposed in [19] and
in [21]. In addition, it underlines that the digital certificates
cannot be issued only for datasets, but also for resources
within these datasets. Furthermore, the current work provides
with technical details the complete scenario of how to use
digital certificates to bend resources from LOD to LCD, in
order to answer the compromise question between the
resolvability of resources and their access restrictions.

According to our knowledge, we are the first who
introduced the PKI with the juridical CoC. On the other
hand, we are implementing the two remaining layers of the
framework; provenance layer and consumption layer, and we
are working with a cyber criminality laboratory to define
different metrics in order to evaluate our CF-CoC
framework.
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Abstract—The increasing use of wind power as source of
electricity motivates a continuous improvement of the accuracy
of wind power forecasts. There is a considerable value in
optimizing forecasts systems to provide the best performance
in an environment where the wind power production increases
and/or decreases by a large amount over a short period of time.
This paper presents a model that uses Reservoir Computing to
classify energy production variations in wind farms, known as
ramp events. This method is compared with two other
approaches: one that uses a MLP network and the other is
based in Persistence. The tests were performed and the results
are given for real cases, reaching up over 90% of success rate.

Keywords-ramp events; wind power forecast; reservoir

computing; neural networks; mip.

l. INTRODUCTION

In recent years, with the large-scale expansion of wind
farms, the percentage of energy derived from wind sources is
increasing rapidly. Thus, the demand for more reliable wind
energy is driving the need for detection and prediction of
ramp events [1].

There are wind power predictive models that are based
on physical characteristics, of the weather, of the terrain, and
thus dependent on the physical aspects. Recent research
works in wind power forecasting, however, have focused on
associating uncertainty estimates to these point forecasts,
using historical measurements and machine learning
algorithms to induce a predictive model [2][3]. In the
following section, there are some examples of works done in
this area, but no model was found, even among those which
use machine learning algorithms, with the same techniques
compared in this work for the same purpose (classify and
predict ramp rates).

The series representing power generation in wind farms
are very dynamic, predisposed to many variations. These
series oscillate a lot in short periods of time, since it suffers
various influences of physical and meteorological factors,
which requires the use of a technique that handles very well
with this volatility.

If properly applied, these works have much to add in
wind power generation, increasing significantly the value of
this modality in our energy matrix.

Today, a major difficulty when it comes to the prediction
accuracy of wind power is to provide a forecast able to
handle extreme situations, these situations that still rely
heavily on the activities of end users, who need to develop
procedures that meet the electricity demand, as well as
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maximizing the economic and environmental benefits. These
extreme events are associated with large deviations on power
generation compared with what was expected. The severity
of these events depends on the speed with which they occur
and when they occur, because the demand for electricity is
also highly uncertain. The sooner these events are planned,
the most effective are the procedures [2][3].

One solution to be considered is to try to determine in
advance, and with the best possible accuracy, the timing, the
amplitude and the width of the variations of the power
generated. In this work, we try to optimize this type of
solution using this Reservoir Computing model.

The remaining of this paper is organized as follow.
Section 2 presents some related work, Section 3 addresses
the proposed model based on Reservoir Computing, a
recurrent neural network approach, whose structure is
discussed, in addition with how it was applied and why it
was chosen. Still talking about the proposed model, it was
explained a little about ramp events, bringing the concept
and defining the parameters considered in this work. In
Section 4, the experiments are presented, showing the
improvements compared to the results from a model using a
Multi-Layer Perceptron (MLP) neural network and a second
model based on the Persistence concept. Section 4 also
explains a little about the common use of Persistence models
as a reference predictor. The final remarks and future works
are discussed in the conclusion section.

Il.  RELATED WORK

As discussed in introduction, physical-based models are
still most common in this area, such as weather and terrain-
based. These models use to determine relationships between
the physical aspects and wind farms output power [4][5][6].

The other approach is the mathematical modelling, in
which statistical and/or artificial intelligence methods are
used to find the relationship between historical data sets and
wind farms output power [7][8][9][10].

In the last decade, there was strong research effort on the
improvement of wind power predictions  using
meteorological forecast data from Numerical Weather
Prediction (NWP) systems. NWP systems uses
mathematical models of the atmosphere and oceans to
predict the weather based on current weather conditions
data.

In the European project ANEMOS, several prediction
models (multi-model approach) were applied and compared
for the prediction of selected wind farms located in areas

87



COGNITIVE 2014 : The Sixth International Conference on Advanced Cognitive Technologies and Applications

with different characteristics. The ANEMOS project
develops intelligent management tools for addressing the
variability of wind power.

In other studies, strong improvements, up to about 20%,
were obtained by using the data of different NWP models or
ensemble models as input data for the wind power prediction
models [11][12][13].

Within the short-term context, time series based models
have shown a better performance than NWP models for
horizons up to few hours [14][15][16]. These models, as the
model brought in this paper, try to learn and replicate the
dynamic shown by certain time series, for instance the
power output time series of a wind farm.

For wind ramps forecasting, there are studies which
showed improvements of predictions by using statistical
and/or artificial methods too [17][18][19] [20].

Any work was found related to our case study regarding
with Reservoir Computing.

I1l.  PROPOSED MODEL

A. Theoretical background

There are certain complex situations and problems which
are part of our reality. These facts have stimulated and
continue boosting research aimed at bringing computing
solutions to what could not be solved in a most trivial way.
Many interesting and challenging problems in engineering
also do not have direct solution using heuristic methods or
algorithms explicitly programmed. These problems are prime
candidates for the application of machine learning methods
[21], which share the common property of learning by
example and being able to generalize these examples in a
"smart" way to new entries yet unseen.

A large subclass of machine learning methods is formed
by Artificial Neural Networks, which are very abstract
connectionist models of how the brain makes computing.
They consist of networks of simple and non-linear
computational nodes that communicate values via weighted
connections, i.e., having their respective weights. Mainly,
these weights are computed through features extracted from
examples in such way that the desired behavior of the
network is reached. If the network has a recurrent structure,
i.e., with feedback loops, then it will have a memory of past
inputs, which allows it to make the processing of temporal
signals making them powerful computational nonlinear
methods [21].

In Fig.1, there are two examples of neural networks
topologies. At left, a feedfoward network, without feedback,
where the signal travels through the network in a single
direction. At right, a recurrent network, with feedback loops,
that provide memory of past input, as explained above.

These recurrent neural networks are, however,
notoriously difficult to train. A new learning paradigm called
Reservoir Computing (RC) was introduced, allowing the use
of recurrent neural networks alleviating the consuming and
difficult phase of training. This idea was emerged
simultaneously from the Echo State Networks [22] and
Liquid State Machines [23] approaches, proposed
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independently and in periods very close (2001 and 2002
respectively). In both networks, the architecture consists of a
recurrent network of neurons, we call this reservoir, which is
built randomly and not trained initially, and a separate linear
output layer, trained by simple one-shot methods [21], i.e.,
do not require large data sets or multiple training rounds,
leaving to the discretion of the modeler doing training in
batches, if desired.

% B

Feedfoward network example

Recurrent network example
Figure 1. Differences between network topologies.

Fig. 2 below shows a schematic representation of a
network with Reservoir Computing approach. The fixed
connections and randomly formed are indicated with a solid
line, the trained connections are indicated with a dashed line.

Output nodes

Reservoir

Input nodes

Interconnections and random Connections that will
weights,without training pass through training

Figure 2. Schematic representation of a network with Reservoir
Computing approach.

Since its introduction, Reservoir Computing has attracted
much attention in the community of neural networks, due to
the combination of simplicity of use and its good
performance in a variety of difficult benchmark tasks [21].
Therefore, Reservoir Computing is used in our proposed
model in the classification of ramp events task. Basically,
ramp events can be understood as a variation on the nominal
power greater than a threshold that lasts for a certain period
of time. A more concrete definition about ramp events is
presented in the following section.

B. Databases preparation for ramp events classification

Recently, the wind power industry began to evaluate the
nature of ramp events. There is still no universal acceptance
threshold to detect them [22], the most commonly used
concept is the one that defines the ramp event as a variation
that exceeds a minimum percentage of the nominal power

(Vmin) in a wind farm within a time period less than or equal
to a maximum (Tm) [2][22], that is, when there is an
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alteration in the output power that has an amplitude
sufficiently large for a relatively short period of time [3]. It is

difficult to find a consensus between the values for Ymin and

Trmax | because they usually depend on geographical situation,
climate and complexity of the terrain and end up being set
"arbitrarily" by the solution modeler [2].

Fig. 3 below shows an example based on Ferreira [3]
where the ramps are defined as a change in power of at least
50% of the capacity over a maximum duration of 4 hours.

100

80

60

Power (% capacity)
8

RAMPS

20

1 5 9 13 17 21
Time (hours)

Figure 3. Ramp event definition: for this image, a change in power of at
least 50% of the capacity over a maximum duration of 4 hours (Ferreira,
2010).

In this work, the behavior of the databases fairly reflected
what was previously said, the values for ¥y, and Tz vary
considerably according to local conditions of the wind farm.
To define the parameters and continue favoring the
individual behavior of generation in each wind farm, we
chose not to set a universal value for Vi, and Tipgy, but to
do it according to the number of events observed in
accordance with the variation of these parameters. The ramp
should be a sparse event, not repeated many times, so the
event does not become widespread throughout the
generation. To process the data, we assume that the number
of values found above the threshold ¥;, should be about
10% of total. To find these quantities of values observed at
each threshold, the following process was made:

1) Apply filters that make it possible to view the
percentage of variation of the series;

2) Count occurrences for each variation percentage;

3) For each variation percentage, check how much the
ramps of this threshold represent in relation to the whole.

For the first step of the process, we based on an approach
that does not work directly with the sign of the power
generated in the farm, but turns the signal into a more
appropriate representation. This strategy is used by Bossavy
et al. (2010), who consider n differences in the amplitude of
the power generated. In this procedure, let (@]t as the time
series of wind power, and (pr‘r )t as the filtered signal
associated, obtained by the following equation:

PEr =mean {P:.x “Pr+h—tigm h=1, .., ngm }
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In (1), the ng,, comes from the amount of differences in
power measurements to be considered in the average (Mg, =
number of averaged differences of measures). The filtered
signal (p;' )t measures variations of the wind power series
(e )t. The ramp event then corresponds to a time interval
where the absolute value of the filtered signal (p;' )t exceeds a
threshold t>0. The ramp time is the point where the filtered
signal (p;')t reaches a local maximum. Figures 4, 5, and 6
demonstrate part of the analysis done until we could choose
the appropriate 7, .

In Fig. 4 below, there is a part of the power generation
time series on Farm A (s.)t and absolute values of the filtered
signal (zf)t with parameter n.. = 2. Ramps in power series
coincide with the local peaks of the filtered signal.
Considering the threshold of 20% of the nominal power, for
example, we observe 6 ramp events on this stretch.

Power time series and filtered signal (nam = 2)

== Power signal ———Filtered signal nam=2
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Figure 4. Part of the power generation time series on Farm A (F)t and
absolute values of the filtered signal (“-"Jr )t with parameter .. = 2.

In Fig. 5 below, the parameter n.. was set as 5.
Considering the threshold of 20% of the nominal power too,
4 ramp events can be observed on this stretch. The
identification of the ramps observed at t = 108 and 110 in
Fig. 4 is lost, this happens because lower values of «.. do the
filtered signal (21)t be more sensitive to variations in power
series occurred in shorter periods of time.

Power time series and filtered signal (nam =5)

w—=Power signal ———Filtered signal nam=5

8

PA Y

Al J“QWWM

AN
AW

- w - WVvd
- - N

(=]
o

AN

Bt

@
o

N
o

|

o

Power (% of Nominal power)
=y
)

- W e WY
w WV ~™~0W0 0o

56

L = B = |
oM M s o= N

96
101
106
111
116

Look ahead time (hours)

+B =1. 1 1
Figure 5. Part ofotthe pgwer &neration ginze series gn)Farm A (Fstand
absolute values of the filtered signal (D! )t with parameter #i- = 5.

89



COGNITIVE 2014 : The Sixth International Conference on Advanced Cognitive Technologies and Applications

In Fig. 6 below, the parameter n.. was set as 10. It is
possible to observe that bigger values of = will result in a
filtered signal increasingly less sensitive to variations in the
generated power.

Power time series and filtered signal (nam = 10)

Power signal ——rFiltered signal nam=10
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Figure 6. Part of the power generation time series on Farm A (¥)t and
absolute values of the filtered signal (?{)t with parameter === 10,
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This work was done using power generation time series
of three wind farms in Brazil, here we call them Farm A,
Farm B and Farm C. These wind farms range in capacity
54.6, 70.56 and 126 MW respectively. This dataset is
available for research purpose under request. The following
figures were extracted from the Farm A series.

With the three power series used as case study in this
paper (Farm A, Farm B and Farm C), using the previously
detailed definition, the value of n., remained 5 for the three
cases and the thresholds were defined as: 15% to the Farm
A, 20% to the Farm B and 40% for the Farm C.

890 values were found exceeding the threshold of 15%
over a period of 5,855 hours with measurement occurring 30
to 30 minutes in the Farm A, 1236 values exceeding the
threshold of 20% over a period of 8,784 hours (one year)
with measurement occurring 30 to 30 minutes in the Farm B
and 1,243 values exceeding the threshold of 40% over a
period of 8,784 hours (one year) with measurement
occurring 30 to 30 minutes in the Farm C.

The series were transformed into an hourly measurement
before setting the ngy; s, then ng,, = 5 means 5 hours and
Nzm = 2 means 2 hours, i.e., for the Farm A, for example, the
definition of the ramp is a variation of 15% in a period of 5
hours or less.

Figure 7 portrays these situations more easily and also
shows that we would have more examples of ramps opting to
use Mgy = 5 instead of ng,y = 2. This figure also presents
that choosing a threshold below 15%, 10% for example,
more ramps could be observed, however, as said previously,
would increase greatly the sensitivity of the filter and the
whole generation would be filled with ramps, generalizing
too much the event.

In the following section, the experiments and results of
ramp events classification are discussed. Then, the objective
was to train the model to signalize in which periods the ramp
events may occur.
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Figure 7. Filtered signal (P{)t of Farm A considering === 2 and "===5
to verify the amount of occurrences exceeding all thresholds.

In addition with the proposed system based on Reservoir
Computing, the experimental results of systems based on the
both methods are presented: MLP network and a Persistence
model.

IV. EXPERIMENTS AND RESULTS COMPARISONS FOR WIND
RAMPS CLASSIFICATON

A. Used settings

The experiments were made using the last 24 hours to
predict 24 hours ahead, but it can be parameterized for other
options.

For neural networks, both of the Reservoir and for the
MLP, we used 48 input neurons and 48 output neurons. The
48 entries relate to a full day of measurement, occurring in
30 to 30 minutes, the 48 output neurons correspond to 5-hour
intervals (each interval has 10 values, since the measurement
are arranged in 30 to 30 minutes) from the first hour of the
day until the 9" measument of the subsequent month, since
this was the maximum period set for detecting ramp events
using 100% of power from one day. To find the amount of
neurons in the hidden layer and other settings specifics to
each type of network (interconnectivity rate and warm up
cycles for RC and the learning rate and moment for MLP),
we performed tests between possible configurations,
explained in the following section, comparing the percentage
of correct classifications (Success Rate) and checking if the
choice had generalization capability to perform a good
classification over all wind farms in study. These values will
be showed and discussed in results comparisons section.

B. Results comparisons

To compare the classifications performed by the models
employed in this work, and choose the best one, we used
Success Rate (SR), as said before.

1) Reservoir Computing

With RC, as shown in Table I, we have achieved a
success rate of 76.85% with standard deviation of 4.49 in
Farm A, 80.48% with standard deviation of 3.93 in Farm B
and 91.52% with standard deviation of 2,71 in Farm C.
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TABLE I. RESULTS FOR CLASSIFICATION USING A RC MODEL
Success Rate Deviation
Farm A 76.85% +4.49
Farm B 80.48% +3.93
Farm C 91.52% +2.71

The tests were conducted always incrementing the
number of neurons in the hidden layer, starting with 5
neurons until 100, the rate of interconnectivity between the
neurons of the hidden layer, from 50% to 100%, and the
amount of warm up cycles from 1 to 100, but after 4 warm
up cycles, any positive difference detected is very low.

Figures 8, 9 and 10 below show how the success rate
changes due to the number of neurons for Farms A, B and
C. The x-axis and y-axis correspond to executions and the
number of neurons, respectively.
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because other parameters are changed (warm-up cycles and
rate of interconnectivity).

Despite the small deviation, it’s important to mention
that each wind farm presented a different configuration for
the best result. This information is on the Table Il below:

TABLE II. BEST RESULTS FOR CLASSIFICATION USING RC MODEL
Number
of Interconnectivity | Warm up Success
neurons rate cycles Rate
in hidden
layer
Farm A 30 64% 36 84.02%
Farm B 10 76% 11 88.13%
Farm C 10 94% 66 93.93%
2) MLP

With the MLP tool, no significant difference was
detected in results between the tested configurations. This
scenario occurred for the three wind farms used as case
study.

According to Table Il below, in Farm A, the success
rate ranged an average of 71.57% with standard deviation of
0.49 in Farm B, ranged an average of 83.07% with standard
deviation of 0.52 and in Farm C, ranged an average of
90.28% with standard deviation of 0.30.

TABLE IlI. RESULTS FOR CLASSIFICATION USING MLP MODEL
Figure 8. Changes in Success Rate according to the number of neurons in Success Rate Deviation
the hidden layer for Farm A data. Farm A 71.57% +0.49
Farm B 83.07% +0.52
——Neurons Success Rate Farm C 90.28% +0.30
100
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Figure 9. Changes in Success Rate according to the number of neurons in layer
the hidden layer for Farm B data. Farm A 0.7 04 10 72.35%
Farm B 0.6 0.3 120 83.76%
Farm C 0.4 0.7 45 91.87%
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Figure 10. Changes in Success Rate according to the number of neurons in
the hidden layer for Farm C data.

The blue line, referring to the number of neurons,
remains at the same level during a sequence of executions
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3) Persistence

As Kariniotakis [24] reports, it is worthwhile to use
operationally an advanced tool for wind forecasting only if
this is able to outperform naive techniques resulting from
simple considerations without special modeling effort. Such
simple techniques are used as reference to evaluate
advanced ones. The most commonly used reference
predictor is Persistence. This approach states that the future
wind generation will be the same as the last measured power
value.

Despite its apparent simplicity, this model might be hard
to beat for the first look-ahead times (up to 4-6 hours). This
is due to the scale of changes in the atmosphere, which are
relatively slow, in order of days [24].
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Here, it was considered that the occurrence of ramps the
next day is the same as the present day, at the same
moments. For example, if we had ramp events at 12 o’clock
today, we will consider the occurrence of ramps at 12
o’clock tomorrow. Assuming that, the moments that this
model hits the occurrence of ramps will be counted in the
success rate. The Table V below shows the results found for
wind farms A, B and C:

TABLE V. RESULTS FOR CLASSIFICATION USING A PERSISTENCE
MODEL
Success Rate
Farm A 41.87%
Farm B 43.92%
Farm C 12.87%

C. Improvement calculation
The improvement between the RC model and the two

other reference models was calculated, based, for
classification, on the best success rate found.
The improvement is calculated as in (2):
SPmpdelt — SAmedelz
Improvement = ————=——="2=: 100 2)

SRmndel

The results obtained are shown in the Table VI below:

TABLE VI. IMPROVEMENT CALCULATION BETWEEN COMPARED
MODELS FOR CLASSIFICATION

Compared models Wind farm Improvement
. - A 13.89%
Reservoir Computing B 2.96%
X MLP Skl
Cc 2.19%
Reservoir Computing A 50.17%
x Persistence B 50.16%
C 86.30%
A 42.13%
MLP x Persistence B 47.56%
Cc 85.99%

With the used metric, the RC model has shown better
results than the MLP and the Persistence model, as we can
see above.

As the RC model offers recurrence between neurons, it
was expected that it would provide better results, as
discussed in theoretical background in Section 3. This
expectation was met.

Besides the recurrence, Reservoir Computing has a
simpler way of training, as explained in Section 3 too. This
feature helps to create models that tend to use less
processing time compared with other recurrent neural
networks.

CONCLUSION AND FUTURE WORK

In this work, a model that uses a recurrent neural
network with differentiated learning method, called
Reservoir Computing, was proposed for trying to promote
better results in ramp events classifications and in power
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generation forecast in wind farms. A MLP neural network
and a Persistence model were used as reference models.

The results indicate that the proposed model has better
performance compared with reference models for
classifying ramp events, reaching up over 90% of success
rate.

As prospects for future works, is suggested the
investigation of new options of input variables and
architectures for the RC, as well as further support to
indicate the amplitude of wind energy ramp events.
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Abstract—The Data mining is related to human congnitive
ability, and one of popular method is fuzzy clustering. The focus
of fuzzy c-means (FCM) clustering method is normally used on
numerical data. However, most data existing in databases are
both categorical and numerical. To date, clustering methods have
been developed to analyze only complete data. Although we,
sometimes, encounter data sets that contain one or more missing
feature values (incomplete data) in data intensive classification
systems, traditional clustering methods cannot be used for such
data. Thus, we study this theme and discuss clustering methods
that can handle mixed numerical and categorical incomplete
data. In this paper, we propose some algorithms that use
the missing categorical data imputation method and distances
between numerical data that contain missing values. Finally, we
show through a real data experiment that our proposed method
is more effective than without imputation, when missing ratio
becomes higher.

Keywords-clustering; incomplete data; mixed data; FCM.

I. INTRODUCTION

Clustering is the most popular method for discovering
group and data structures in datasets in data intensive classifi-
cation systems. Fuzzy clustering allows each datum to belong
to some clusters. Thus data are classified into an optimal
cluster accurately [1]. The k-means algorithm is the most
popular algorithm used in scientific and industrial applications
because of its simplicity and efficiency. Whereas k-means
gives satisfactory results for numeric attributes, it is not appro-
priate for data sets containing categorical attributes because it
is not possible to find a mean of categorical value. Although,
traditional clustering methods handle only numerical data, real
world data sets contain mixed (numerical and categorical) data.
Therefore, traditional clustering methods cannot be applied to
mixed data sets. Recently, clustering methods that deal with
mixed data sets have been developed [4][5].

Moreover, when we analyze real world data sets, we
encounter incomplete data. Incomplete data are found for
example through data input errors, inaccurate measures, and
noise. Traditional clustering methods cannot be directly ap-
plied to data sets that contain incomplete data, so we need
to treat such data. A common approach to analyzing data
with missing values is to remove attributes and/or instances
with large fractions of missing values. However, this approach
excludes partial data from analytical consideration and hence
compromises the reliability of results. Therefore, we need
analytical tools that handle incomplete categorical data, a
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process that is called imputation. To date, many imputation
methods have been proposed, but most apply only to numerical
variables. Thus, when analyzing categorical data or mixed data
containing missing values, one has to eliminate from con-
sideration data with missing values. Moreover, an imputation
method applicable to fuzzy clustering is rare.

Fuzzy c-means (FCM) clustering is a very popular fuzzy
extension of k-means. However, FCM for mixed data cannot
be applied to data that contains missing data. Therefore, we
use the imputation method for missing categorical data, and
then we apply FCM clustering for mixed data. If we encounter
missing numerical data, we use the partial distance [7] instead
of the Euclidean distance.

In this paper, we describe the development of a fuzzy
clustering algorithm for mixed data with missing numerical
and categorical data. The next section introduces the FCM
algorithm. Section III presents the clustering algorithm for
mixed data. Sections IV and V introduce the missing categor-
ical imputation method, and the notion of distance between
data that contain missing values. Section VI proposes a fuzzy
clustering algorithm that can treat mixed incomplete data.
Finally, Section VI shows through a real data experiment
that our proposed method is more effective than without
imputation, when missing ratio becomes higher.

II. FuZzZzY c-MEANS CLUSTERING

The FCM algorithm proposed by Dunn [1] and extended
by Bezdek [2] is one of the most well-known algorithms in
fuzzy clustering analysis. This algorithm uses the squared-
norm to measure similarities between cluster centers and data
points. It can only be effective in clustering spherical clusters.
To cluster more general datasets, a number of algorithms
have been proposed by replacing the squared-norm with other
similarity measures [3]. The notation that we use throughout
is as follows. Let &; = (2;5),4=1,...,n,j=1,...,misa
feature value of the i*" data vector, ¢ is the number of clusters.
be = (bet,---,bem)T is the cluster center of the ¢! cluster,
u.; 18 the degree to which z; belongs to the ¢t cluster. Then,
u.; satisfies the following constraint

C
ue=1,i=1,...,n (1)
c=1
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The FCM algorithm for solving (2) alternates the optimiza-
tions of L., over the variables u and b
m

C n
Lpem =YY uly [ D (wij — bey)? )

c=1i=1 j=1

where 0 is the fuzzification parameter (¢ > 1). Minimizing the
u values of (2) are less fuzzy for values of § near 1 and fuzzier
for large values of §. The choice # = 2 is widely accepted as
a good choice of fuzzification parameter.

III. FUzZY ¢c-MEANS CLUSTERING FOR MIXED
DATABASES

The FCM algorithm has been widely used and adapted.
However, only numerical data can be treated; categorical data
cannot. When we analyze categorical data, we have to imple-
ment a quantification of such data. For example, suppose we
obtained n sample data that have m categorical data consisting
of K categories.

Then, the j** item data can be expressed as an (n x K )

dummy variable matrix G; = {gix},i = 1,...,nk =
1,...,K;
1, data ¢ contains category k
ijk = . 3
Jisk {0, otherwise )

Honda et al. proposed a method that combined the quantifi-
cation of categorical data and the fuzzy clustering of numerical
data [6]. The variables up to (m — ¢) are numerical; the rest
is categorical. Calculating

C n m—q m
L= > uii| 2 @i —be)’ + ) (9505 = bey)?| @)
c=1i=1 j=1 E—)

where g; is a categorical score, which can be computed as
follows

c -1, c
qj=<GJT<ZUf>Gj> (ZbchjTUfln> 5)
c=1

c=1

To obtain a unique solution, we impose the following con-
straint.

1G9, =0 (6)

quG}qu]‘ =n 7

Algorithm: Fuzzy c-means algorithm for mixed databases

1. Initialize membership u.;,c=1,...,Ci=1,....n
and cluster center b.;,c = 1,...,C, then normalize
u¢; satisfying (1).

2. Update category score q;,j = m—q+1,...,m, using

(5) according to constraint conditions (6) and (7). We
then interpret g;q; as the j** numerical score ;.
3. Update cluster center b.; using

n 0
i Zi:1 Ui Tij

bey = S ®)
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4. Update membership u.; using

C /p .\ -1
Uei = (Z ( DZ) ) ©)
=1

De; = ||@; — b? (10)
If r; = bc’ Uei = 1/CZ

where

5. Let € judgment value for convergence. Compare
uNEW to uQD using

max g™ —ugtP| < e (1n

If true then stop, otherwise return to Step 2.

IV. MISSING CATEGORICAL DATA IMPUTATION METHOD

Recently, missing data imputation has been recognized
and developed as an important task. However, we are not
accustomed to combining the clustering algorithm and the im-
putation method. Most missing data imputations are restricted
to only numerical data. There are a few methods that permit
missing categorical data or mixed data imputation [8][9].
If attributes and/or instances are missing, we do not apply
the clustering algorithm. Instead, we apply the imputation
method to fill the missing values, and then we can apply
the clustering algorithm. In this paper, we use the missing
categorical data imputation method, a“novel rough set model
based on similarity”, as proposed by Sen et al. [7].

DEFINITION 1. (Missing Attribute Set) An incomplete infor-
mation system is denoted S =< U, A,V, f >; with attribute
set A = {aglk = 1,2,...,m}; V is the domain of the
attribute. V' = V, V}, is the domain of the attribute aj, which
is the category value. ag(x;) is the value of attribute aj of
object x;, and ”+” means missing value. The missing attribute
set (MAS) of object z; is defined as follows:

MAS; ={k | ap(z;) =*,k=1,2,...,m}

DEFINITION 2. (Similarity between objects) For two objects
x; € U and x; € U, their similarity Py (z;,2;) of attribute ay,
is defined as
oy Lae(@s) = akla) Aar(xs) # o« A ag(x;) # *
Py (x“ IJ) -
0,ar(x;) # ap(z;) Vag(z;) = * Vag(z;) = *
(12)

Then the similarity of the two objects of all attributes is
defined as:

0,3a, € A(ar(z;) # ax(z;) A ax(z;) # *

Nay, () 7 *
Z}le Py (x4, a?j), others

P(.Z‘,L', lZJj) =
13)
The similarity matrix is M (¢, j) = P(z;, ;).

DEFINITION 3. (Nearest undifferentiated set (NS) of an
object) The NS of object x; € U is defined as a set NV S;
of objects that have a maximum similarity:

NS = {7 | (M(3,3) = maxx (M(i,k) AM(i,) > 0}

Algorithm: Missing Categorical Data Imputation
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1.  Set parameter num = 0 to record the quantity of
imputation data in the current iteration; for all the
x; € U, if z; has missing attribute, compute its miss-
ing attribute set M AS; and nearest undifferentiated
set N.S;;

2. For all the objects x; that have missing attributes,
which means M AS, # ¢, do the perform loop for
all the £ € M AS; in order:

2.1 if [NS;| =0,
break(to deal with the next missing attribute object);
22 if [NS;| =1, assume j € NS; and ay(x;) # *, then:

ar (i) = ar(v;);

num + +;
23 if [NS;| > 2,

2.3.1  If there exists m,n € N.S; satisfied
(ar(zm) 7 ) Aak(zn) # %) A(ar(Tm) # ar(zn)),
set:

ap(x;) = *;

2.3.2  Otherwise, if there exists jo € N and ax(zjo) :

num —+ —+;
3. if num > 0, return to Step 1, otherwise, go to step

4:

4. E}ld. Other methods can be used.

V. DISTANCES BETWEEN DATA THAT CONTAIN MISSING
VALUES

In some situations, the feature vectors in X =
{x1,...,x,} can have missing feature values. Any data with
some missing feature values are called incomplete data. The
original FCM algorithm and the FCM algorithm for mixed
databases is a useful tool, but it is not directly applicable to
data that contain missing values. Hathaway et al. proposed
four approaches to incomplete data[7]: the whole data strat-
egy (WDS), the partial distance strategy (PDS), the optimal
completion strategy (OCS), and the nearest prototype strategy
(NPS). In WDS, if the proportion of incomplete data is small,
then it may be useful to simply delete all incomplete data and
apply FCM to the remaining complete data. WDS should be
used only if 72 < 0.75, where n,, = [Xp| and ns = |X|-m.
The cases when missing values || Xj/|| are sufficiently large
that the use of the WDS cannot be justified entails calculating
partial (squared Euclidean) distances using all available (non-
missing) feature values, and then scaling this quantity by the
reciprocal of the proportion of components used. For this study,
we used the PDS approach for mixed databases containing
incomplete data.

In the PDS approach, the general formula for the partial
distance calculation of D,; is

m m
D = T Z(Iz; — be;)? 1 (14)
Jj=1
where
(wi; € Xn)

for 1 <i<n,1<j<m (15)

0
Iij = {1
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(zij € Xp)
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Li=> 1 (16)
Xp = {z;;| the value for z;; is present in X}
Xum = {x;| the value for z;; is missing from X}

For example, let m = 3 and n = 4. Denoting missing
values by *,

b
I
* = X X =

Then, Xp = {z1 = 1,24 =4} , Xpy = {22, 23,25}, and
D = ||lz; — bCH%
=1 %% 4 x"—(5678 972

5 2 2
Gy (-5 + (-8

a7

The PDS version of the FCM algorithm, is obtained by
making two modifications of the FCM algorithm. First, we
calculate D.; in (10) for incomplete data according to (14) —
(16). Second, we replace the calculation of b in (8) with

n 0
D im1 UeilijTe;
no0 T
Zi:l e Lij

VI. FCM FOR MIXED DATABASES WITH INCOMPLETE
DATA

bej = (18)

For clustering analysis, treating missing data becomes
especially important when the fraction of missing values is
large and the data are of mixed type. We combine the FCM
algorithm for mixed databases with the imputation method
and the PDS approach to construct a FCM algorithm for
mixed databases containing missing values. Here, we assume
incomplete mixed data x;;, ¢ = 1,...,n, j = 1,...,m, the
values up to m — ¢ correspond to numerical data and the
rest is categorical. The dummy valuable matrix G; = {g;;x },
k=1,...,Kj,is described in equation (3). Applying the FCM
algorithm to mixed databases that contain incomplete data is
considered as follows:

Algorithm: FCM for mixed databases containing incom-
plete data

1. If there are missing categorical data, use the impu-
tation algorithm described in Section IV, and sepa-
rate the complete categorical data x;;(¢ = 1,...,n,
j=m-—q+1,...,m)

2.  Initialize membership u.; and cluster center b.;, then
normalize u.; satisfying > ju,; =1,i=1,...,n.

3. Update the category score

c -1, ¢
q; = <G}(ZU§)G]-> (Z be;GTUS
c=1

=1
‘ (19)
according to the following constraint conditions:
1/G;q; =0 (20)
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q; G} G;q; = n. (21)

We interpret g;q; to be the j* numerical score ;.
4.  Update cluster center b.; using

(22)
5. Update membership u.; using

C o/ po\T -1
w(B(E)T) e
=1

where D,; is calculated form

m m
Dei =1 _21(:%- — bej)* L (24)
j:

6. Let € be a set value to judge convergence. Then

compare uNEW to uQLP using

NEW OLD
HéaiX ||uc1 — U || <e€ (25)
If true, then stop, otherwise return to Step 3.

VII. EXPERIMENTAL RESULTS

In this section, we show the performance of our algorithm
for mixed incomplete data.

We use credit approval datasets from UCI Machine Learn-
ing Repository which have 683 samples, 15 attributes(6 is
numerical and the rest categorical), and 53 missing values.
Table I lists the type of attribute("N” is numerical and "C” is
categorical) and the number of missing values. This database
has its own real classification result, i.e., each sample has been

EL)

classified into 2 groups "+ or ”—"".

Fig. 1 the result for this incomplete mixed data using the
proposed fuzzy clustering method; The number of samples
with membership value over 10 intervals between O and 1 are
found. 77% of the ”+” group samples have high membership
in cluster]l and almost all of ”—" group samples are strongly
classified in cluster 2. The fuzzification parameter 6 is 1.2. The
result shows that our proposed method is applicable for these
real data.

Next, we compared following four methods; (I) Using
Imputation method for categorical missing values, PDS for
non-imputation missing values and numerical missing values
(Imp + PDS). (I) Using imputation method for categorical
missing values, WDS for non-imputation missing values and
PDS for numerical missing values (Imp + PDS + WDS). (III)
Using PDS for all missing values (PDS). (IV) Using WDS for
all missing values (WDS).

Fig. ?? shows the results of these 4 methods. This graph’s
positive area indicate numbers of ”+” group samples that have
membership value to clusterl, and area of negative indicate -
group samples data to cluster2. Results of (II) and (IV) have
enough high membership samples (from 0.9 to 1.0).

Finally, we change missing ratio (from 0.7% to 0.9% and
1.2%) and apply four methods. Results are shown in Fig. 3
to 6. (II)Imp+PDS+WDS and (II)PDS cannot classify enough
when missing ratio is high (1.2%) in Fig. 4 and 5. Further in
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TABLE 1. ATTRIBUTES AND MISSING VALUES

Attribute t
Ay
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Category | Missing
2 12
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Cluster 1 mCluster 2

Fig. 1. Fuzzy Clustering Result(Real data)

Fig. 6, (IV)WDS have a lot of samples that cannot be used in
any missing ratio (especially in high missing ratio), because
this method except all sample data which contain missing
values(describe value of 0 in each graph). From these point
of view, (I) Imp+PDS can be better method for these dataset
as shown in Fig. 3.
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-100

-200
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-400

B Imp+PDS M Imp+WDS+PDS HMPDS M WDS

Fig. 2. Comparing four methods
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-400

H070% M0S90% N120%

Fig. 3. Missing Result of PDS (I)

WQ.70% W090% W120%

Fig. 4. Missing result of WDS (II)

WO0.70% MW090% M120%

Fig. 5. Missing result of Imp + PDS (III)
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-400
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Fig. 6. Missing result of Imp + WDS + PDS (IV)

VIII. CONCLUSION

In this paper, we discussed a FCM clustering algorithm that
handles mixed data containing missing values. In our study,
we applied the imputation method to missing categorical data
before clustering, followed by the FCM clustering algorithm.
When we encountered numerical missing data, we used the
PDS (and WDS) distance for numerical missing data. A real
data experiment shows that our proposed method is more
effective than without imputation, when missing ratio becomes
higher. To obtain better performance during the clustering
analysis for mixed data containing missing values, we plan
to apply our algorithm to another datasets, too.
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Abstract—The rapid growth of online world and the great
evolution in digital technology open new horizons in different
domains including education one. Blended learning and e-
Learning approaches are new trends that are based on using
computers as a medium to deliver and share educational
materials which makes education available anytime, and
anywhere. Khan suggested eight dimensional e-learning
framework which serves as a base to help institutions to plan,
design, implement and evaluate their e-learning programs. This
paper discusses whether learning management systems at Arab
Open University (AOU) meet the eight dimensional e-learning
frameworks suggested by Badrul Khans. A detailed description
of Khan’s framework and the LMS used at Arab Open
University are included in this paper. We claim that the AOU
LMS is a good framework for e-learning based on these eight
dimensions.

Keywords-e-Learning platform; Khan’s framework; LMS; e-
Learning; blended learning.

. INTRODUCTION

The growth of Internet-based technology has brought new
opportunities and methodologies to education and teaching
represent in e-learning, online learning, distance learning,
blended learning and open learning. These approaches are
typically used in place of traditional methods and mean that
students deliver their knowledge though the web rather than
face-to-face tutoring.

E-learning is a new trend of education systems, which
implies the "use of Internet technology for the creation,
management, making available, security, selection and use of
educational content to store information about those who
learn and to monitor those who learn, and to make
communication and cooperation possible." [1].

Kruse [2] addressed the benefits of e-learning for both
parties: organization and learners. Advantages of organizers
are reducing the cost in terms of money and time. The
money cost is reduced by saving the instructor salaries, and
meeting room rentals. The reduction of time spent away
from the job by employees may be most positive shot.
Learning time reduced as well, the retention is increased, and
the contents are delivered consistently. On another hand,
learners are able to find the materials online regardless of the
time and the place; it reduces the stress for slow or quick
learners and increases users' satisfaction; increases learners'
confidence; and more encourages students' participations.

In order to make such e-learning or blended learning
works effectively a well-designed framework is needed.
Khan's [3] framework offers eight factors that help in
planning, designing, and evaluating e-learning materials, e-
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learning authoring tools, and e-learning platforms, such as
Learning Management systems (LMS). The framework
dimensions are: institutional, pedagogical, technological,
interface design, evaluation, management, resource support,
and ethical. Khan's framework aims to serve as a self-
assessment instrument for institutions to evaluate their e-
learning readiness or their opportunities for growth [4].

In this paper, the e-learning platform of the AOU is
described in Section II. Khan's framework is presented in
Section I11. Section IV investigates AOU e-learning platform
in terms of Khan's framework. A comparison between
University of Jordan and AOU is discussed in Section V.
Section VI presents conclusion.

Il.  THE E-LEARNING PLATFORM OF THE AOU

Arab Open University was established in 2002 in the
Arabic region, and adopted the open learning approach. An
open learning system is defined as "a program offering
access to individuals without the traditional constraints
related to location, timetabling, entry qualifications."[5].

The aim of AOU is to attract large number of students
who cannot attend traditional universities because of work,
age, financial reasons and other circumstances. The "open”
terminology in this context means the freedom from many
restrictions or constraints imposed by regular higher
education institutions which include the time, space and
content delivery methods.

Freed et al. [6] claimed that the "interaction between
instructors and students and students to students remained as
the biggest barrier to the success of educational media". The
amount of interaction plays a great role in course
effectiveness [7]. For this purpose and to reduce the gap
between distance learning and regular learning, the AOU
requires student to attend weekly tutorials. Some may argue
that it is not open in this sense; however, the amount of
attendance is relatively low in comparison with regular
institutions. For example, 3 hours modules which require 48
hours attendance in regular universities, is reduced to 12
hours attendance in the AOU.

In order to give a better service to students and tutor, to
facilitate accessing the required material from anywhere, and
to facilitate the communication between them, an e-learning
platform is needed. A learning platform “is software or a
combination of software that sits on or is accessible from a
network, which supports teaching and learning for
practitioners and learners.” [18]. A learning platform is
considered as a common interface to store and access the
prepared materials; to build and deliver learning activities
such quizzes and home-works; support distance learning and
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provide a set of communication possibilities such as
timetables, videos, etc.

AOU has partnerships with the United Kingdom Open
University (UKOU) [19] and according to that at the
beginning the AOU used the FirstClass system as a
Computer Mediated Communication (CMC) tool to achieve
a good quality of interaction. The FirstClass tool provides
emails, chat, newsgroups and conferences as possible
mediums of communication between tutors, tutors and their
students, and finally between students themselves. The most
important reason behind using FirstClass was the tutor
Marked Assignment (TMA) handling services it provided.
However, the main servers are located in the UKOU which
influences the control process, causes delays, and totally
depends on the support in UKOU for batch feeds to the
FirstClass system [8].

To overcome these problems, AOU uses Moodle [17] as
an electronic platform. Moodle is an open-source Course
Management System (CMS) used by educational institutes,
business, and even individual instructors to add web
technology to their courses. A course management system is
"often internet-based, software allowing instructors to
manage materials distribution, assignments, communications
and other aspects of instructions for their courses." [9]
CMS's, which are also known as Learning Management
Systems (LMS) or Virtual Learning Environments (VLE),
are web applications, meaning they run on a server and are
accessed by using a web browser. Both students and tutors
can access the system from anywhere with an Internet
connection.

The Moodle community has been critical in the success
of the system. With so many global users, there is always
someone who can answer a question or give advice. At the
same time, the Moodle developers and users work together
to ensure quality, add new ,modules and features, and
suggest new ideas for development [10][11]. Moodle also
stacks up well against the feature sets of the major
commercial systems, e.g., Blackboard and WebCT [12].
Moodle provides many learning tools and activities such as
forums, chats, quizzes, surveys, gather and review
assignments, and recording grades.

Moodle was used in AOU mainly to design a well
formed learning management system which facilitates the
interaction among all parties in the teaching process, students
and tutors, and more over to integrate the LMS with the
Student Information System (SIS).

In addition that Moodle is easy to learn and use, and that
it is popular with large user community and development
bodies. Moodle is flexible in terms of:

e  Multi-language interface,
e  Customization (site, profiles),
e  Separate group features, and pedagogy.
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I1l.  KHAN’S E-LEARNING FRAMEWORK

Khan [3] suggested eight factors of e-learning framework
that provides a structure to help institutions reviewing e-
learning initiatives and programs to achieve the desired
learning outcomes. Each dimension represents “a category of
issues that need to be considered in order to create successful
e-learning experiences” [4]. The question: "What does it take
to provide the best and most meaningful open, flexible, and
distributed learning environments for learners worldwide?"
[4] originates the idea of Khan’s framework. The framework
aims to guide planning, designing, and implementing online
programs and materials. Figure 1 shows the eight
dimensional e-learning framework which are listed below:

e Pedagogical dimension, which mainly concerns of
issues related to teaching and learning such as course
contents, how to design it, how to offer it to target
audience and how the learning outcomes will be
achieved.

e Technological dimension examines issues related to
hardware, software and infrastructure. E-learning
environment, LMS, server capacity, bandwidth,
security and backup are also covered in this
dimension.

e Interface design dimension concerns the overall look
and feel of an e-learning program. Interface design
encompasses web and content design, navigation,
web accessibility, and usability testing.

e Evaluation dimension addresses the evaluation of e-
learning at institutional level, evaluation learning
assessments.

e Management dimension refers to the maintenance
and modification of the learning environment, it also
addresses issues related to quality control, staffing
and scheduling.

e Resource support dimension related to all technical
and human resources support to create meaningful
online environment which includes web-based,
digital libraries, journals, and online tutorials.

e Ethical dimension considers issues related to social
and political influence, diversity, and legal issues
such as plagiarism, and copy rights.

e Institutional dimension includes three sub
dimensions: issues of administrative affairs related to
financial aid, registration, payment, graduation and
grades; issues of academic affairs related to
accreditation policy, faculty and support staff, and
class size; issues of student services related to e-
learning which covers everything from counseling
and library support to book store, internships, and
alumni affairs.
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Figure 1.

Khan’s framework [4]

IV. IMPLEMENTING KHAN’S FRAME WORK AT AOU E-

LEARNING PLATFORM

AOU adopted the blended learning approach, which is a
hybrid of both face to face tutoring and online learning. So,
students attend face to face tutorials once a week for each
course; at the same time all learning materials are provided
online for students.

Moodle was used in AOU to design a well formed e-
learning platform and learning management system (LMS).
To guarantee security issue, upon launching the LMS site, a
unified webpage, as shown in Figure 2, is used, where users
are asked for their authentication. LMS users are classified
into six categories according to their authorities:
administrator, creator, an editing-tutor, non-editing tutor,
student, and guest where each one has different roles as
listed below:

e Administrator can create courses, course sections,
and create course module blocks and can create new
user names for new tutors and students. Admin can
add discussion forums, add chat rooms, messaging
system, add announcement, add any offline or online
activities for any course,

e  Creator has responsibilities according to course level
such as: creating course sections, adding students to
their sections, assigning tutors to their sections, and
adding module blocks and references.

e Editing-tutor can do all creation activities related to
the course level that he is assigned to such as adding:
lecture notes, references, assignments, online
quizzes, etc.

e Non-Editing tutor can use web site as it without any
privilege to create new activities. However, he is
able to insert grades for assignment quizzes, giving
feedback to students, share in the discussion forums,
etc.

e A student can use the course website to download
files and assignment, re submit assignment after
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solving, do online quizzes, fill online questionnaire
related to course and another one to evaluate tutor.
Moreover, the student plays the major role in
discussion forums with other students and with
his/her tutor.

e A guest can observe the activities going on the site
depending on his level as course level or category
level but he could not do any interaction

.
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Figure 2. AOU e-learning platform starting page

The infrastructure of LMS is composed mainly of
authoring tool, and activities tool. Publishing learning
materials by adding text, creating files, or any content
management is achieved by authoring tool. Communication
medium is achieved via activities tool that provides ability to
create chat rooms, discussion forums, messaging system,
online quizzes, and grading. Each website of a module
provides online chatting between student and tutor, different
forums that enables students to communicate with each other
and with their tutor sharing their ideas, problems and
solutions. According to LMS infrastructure, and security
issues the technological dimension is guaranteed.

After authentications, another webpage is appeared that it
shows a list of modules students register on, or the tutor is
teaching, the user can select the module he/she wants where
another module website is presented. The module website is
designed to enable learners to study it online, where learning
outcomes of each module, and each unit is identified. The
website of module is divided into weeks according to module
calendar, where each week has its lecture notes, or slides, in
addition to video lectures that is offered for students. Based
on that the pedagogical dimension is considered where in
addition to face-to face tutoring, online tutoring is also
available any time.

Ethical dimension is achieved based on the fact that all
students have the same rights and etiquette regardless of
gender, age or disabilities. In terms of assignments, and
exams there are strict rules applied in case of plagiarism.
AOU staff has also the same rights, and duties.

In addition to online material, AOU has an agreement
with EPESCO, IEEE, Enrolled and other digital libraries so

101



COGNITIVE 2014 : The Sixth International Conference on Advanced Cognitive Technologies and Applications

AOU staff and students can access this digital library with its
journals, and publications. According to this, the support
report dimension is also guaranteed.

In general, the interface of LMS has attraction look and
feels appearance in terms of colors, standardization,
standardization, and organizations per module. This interface
is easy to use and user friendly, it needs only an hour
lecturing to teach new students how to use it. Based on this,
the Khan’s interface design dimension is applied at AOU e-
learning platform.

In terms of evaluation dimension, AOU evaluates each
module and each tutor through online questionnaires. Face-
to-face monitoring is also applied to evaluate monitoring is
also applied to evaluate tutor teaching strategy; based on
results of this evaluation, modifications and developments
are taken in both dimension tutors and modules. Moreover,
the management dimension is taking into account
modifications and updating in all program levels including
LMS platform. For example, a lot of inner house
enhancements were applied on LMS, such as integrate the
LMS with the SIS and the Human Resource System (HRS).
In addition, to release students from being restricted to
textual learning contents only, learning materials are
provided as: textual lecture notes, video lectures by
registering lectures using MS-Producer, and animation
presentation through PowerPoint application.

Finally, in respect to institutional dimension, we need to
elaborate the three sub-dimensions applied at AOU as
follows:

o Issues of administrative affairs: AOU have specific
fees related to faculties and registration; it provides
financial aid for students and also has regulation to
fund excellent students. At the same time, AOU has
different sources of financial aid from Higher
Ministry of Education and head quarter in Kuwait to
fund research and projects issues. AOU follows a
standard scale for full time employee salary and the
part timer.

e Issues of academic affair: AOU follows the
regulations and standards of Higher Ministry of
Education in terms of graduation and grading
system. Since AOU has a partnership with Open
University (OU) in United Kingdome, the
accreditation policy of OU is applied at AOU where
accreditation is conducted with OU team every four
years, to discuss any required changes in curriculum
based on market needs. For teaching purposes, most
class rooms are equipped with data show that is
connected to computer; also the class size ranged
from 25 to 30 students.

e Issues of student services: A lot of services are
provided to students in AOU such as: connecting to
the SIS to do online registration, obtaining their
grades, perform learning activities through the LMS,
such as submitting assignments, do online quizzes,
and retrieve resources through AOU digital library
subscriptions. There is a book store to provide
students with their required books, and establishing
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the student affair department to solve student
problems, to encourage them practicing their
hobbies, and establishing graduation alumni. AOU
offers internship for the tutors to get PhD degree
from UK universities under certain regulations.

From the above description, we can figure out that AOU
e-learning platform applied Khan’s eight dimensional e-
learning framework in a digitization way. All services
provided by AOU for students or staff are part of LMS,
which facilitate online accessing via e-Learning platform.

V. COMPARING E-LEARNING PLATFORMS BETWEEN AOU
AND UNIVERSITY OF JORDAN

University of Jordan (JU) is both a modern as well as old
institution of Higher Education in Jordan. Established in
1962, the University has, since then, applied itself to the
advancement of knowledge no less than to its dissemination
[13].

E-learning came to assist accomplishing the educational
system in JU. In order to give a better service to students and
tutors, to facilitate accessing the required material from
anywhere, and to facilitate the communication between
them, an e-learning platform is needed.

JU is using Blackboard as an electronic platform.
Blackboard is a web-based system that supports and
manages Vvarious aspects of learning and teaching.
Blackboard provides many learning tools and activities such
as course announcements, course documents, self-assessment
quizzes and online testing, discussion forums, surveys,
electronic assignment submissions, and links to external
Web pages.

Blackboard has been used in JU mainly to design a well
formed virtual learning environment which facilitates the
interaction among all parties in the teaching process, students
and tutors. Moreover, in addition to being easy to use and
learn, Blackboard is a multi-language platform - since JU is
using both Arabic and English in its computerized systems,
and can be customized (site, profiles).

JU Blackboard system was designed as a modification to
the existing system; it was developed by students as a
graduation project [14]. The following summarizes the
benefits of using the blackboard system in JU:

e Providing a web-based system for students and staff
in order to have a direct effective communication
channel.

e Giving students valuable information to complete
their learning process through course outlines, notes,
assignments, quizzes, etc.

e Facilitating learning activities by providing students
with valuable channels of communication such as
discussion boards with staff, even with students
themselves.

e Enhancing the utilization of existing learning tools
and making them more attractive for students and
staff.
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e Giving staff more depth and control over their
accounts.

e In addition to blackboard features, the enhanced
system will add new features such as discussion
boards, emails service, playing media files, etc.

e Enhancing knowledge sharing, and building
relationships with the students themselves.

e Ensuring that students are timely updated with
information regarding courses and other valuable
announcements.

e JU and AOU developed various systems, including
the e-learning system, the Student Information
System (SIS), and the Human Resource System
(HRS). However, JU had the advantage of providing
more useful tools for university staff and students,
including the registration using SMS system, the e-
library system, and the automated exams system.

e  On the other hand, although the JU systems have one
integrated data base, these systems are separated in
the interface, where users of AOU can access most
of its systems using a unified interface. JU used
Blackboard in its e-learning system, while AOU
used Moodle. Moodle is an open source CMS used
by educational institutes, business, and even
individual instructors to add web technology to their
courses. More details about this system and the
differences between Blackboard and Moodle can be
found in [15][16][17].

VI. CONCLUSION

The e-learning becomes widely used as a way of teaching
in the education community. The need for learning
management systems to deliver the courses online becomes a
significant issue. Khan’s e-learning framework served as an
instrument to guide institutions to plan, design, implement
and evaluate their e-learning programs. In this paper we
present Khan’s framework, AOU blended learning approach,

and we conducted that AOU e-learning platform
implemented Khan’s eight dimensional e-learning
framework:  pedagogical, technological information,

interface, ethics, management, report support, evaluation and
institution dimension. A comparison between the e-learning
platform in JU and AOU was discussed.
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Abstract—In human-computer interaction researches, one of
the most interesting topics in the field of emotion recognition is
to recognize human's feeling using bio-signals. According to
previous researches, it is known that there is strong correlation
between human emotion state and physiological reaction. Bio-
signals takes noticed lately because those can be simply
acquired with some sensors and are less sensitive in social and
cultural difference. We have applied four algorithms, linear
discriminant analysis, Naive Bayes, decision tree and support
vector machine to classify emotions, happiness, anger, surprise
and stress based on bio-signals. In this study, audio-visual film
clips were used to evoke each emotion and bio-signals
(electrocardiograph, electrodermal activity, photoplethysmo-
graph, and skin temperature) as emotional responses were
measured and the features were extracted from them. For
emotion recognition, the used algorithms are evaluated by only
training, 10-fold cross-validation and repeated random sub-
sampling validation. We have obtained very low recognition
accuracy from 28.0 to 38.4% for testing. This means that it
needs to apply various methodologies for the accuracy
improvement of emotion recognition in the future analysis.
Nevertherless, this can be helpful to provide the basis for the
emotion recognition technique in human-machine interaction
as well as contribute to the standardization in emotion-specific
autonomic nervous system responses.

Keywords-emotion  classification; feature
extraction; machine learning algorithm

bio-signal;

l. INTRODUCTION

Recently, one of the most interesting fields in Human
Computer Interaction (HCI) is to understand human’s feeling
and to categorize emotions. Some engineers and
psychologists have tried to analyze facial expressions, voices,
gestures and bio-signals in an attempt to recognize emotions
[1][2]. In particular, studies to recognize human’s feeling
using various bio-signals have gradually increased, because
signal acquisition by non-invasive sensors is relatively
simple and physiological responses by emotion are less
sensitive in social and cultural difference. Emotional states
are recognized by some signals reflect physiological
responses such as heartbeat, respiration, skin temperature
and, so on. For example, Electrocardiograph (ECG) is a
signal to detect the electrical activity of the heart through
electrodes attached to the outer surface of the skin and
reflects emotional states such as tension or stress. Also,
Electrodermal Activity (EDA) is a physiological signal that
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can characterizes changes in the electrical properties of the
skin owing to the activity of the sweat glands and a good
indicator of arousal level due to external sensory and
cognitive stimuli [3][4]. Skin Temperature (SKT) is an
important and effective indicator of emotion states and
reflects Autonomic Nervous System (ANS) activity.
Photoplethysmograph (PPG) is also a signal that indicates
pulsation of chest wall and great arteries followed by
heartbeat, and measures activities of the sympathetic and
para-sympathetic nervous system. Many previous studies
have already examined that there is a strong relation between
physiological responses and human’s emotional states [5].
For example, in research reviewed 134 studies about ANS
activity [6], anger is related to ANS responses such as a
modal response pattern of reciprocal sympathetic activation
and increased respiratory activity, particularly faster
breathing, and ANS responses of fear point to broad
sympathetic activation including cardiac acceleration,
increased myocardial contractility, vasoconstriction, and
electrodermal activity. Emotion recognition using bio-signals
has been mostly performed by machine learning algorithms
(e.g., Fisher’s Linear Discriminant (FLD) [7], Support
Vector Machine (SVM) [8] and so on). For example, Picard
and colleagues at MIT Lab [1] have conducted a recognition
accuracy of over 80% on average which seems to be
acceptable for realistic applications using linear pattern
recognition method. In this paper, we introduce the analysis
processes such as signal processing, features extraction and
deduction for classification of emotions (happiness, anger,
surprise and stress) based on bio-signals and results of
emotion classification using some machine learning
algorithms. To induce four basic emotions, ten emotional
stimuli sets which have been verified their appropriateness
and effectiveness by replicate experiments were used in
experiment. ECG, EDA, SKT and PPG as bio-signals are
acquired by MP100 Biopac system Inc. (USA) [9] and
analyzed to extract features for emotional pattern dataset. To
classify four emotions, four machine learning algorithms,
which are Linear Discriminant Analysis (LDA) [7],
Classification And Regression Tree (CART) [10], Nawe
Bayes [7] and Support Vector Machine (SVM) [8] are used.
The results will offer information about the emotion
recognizer with feature selections using bio-signlas induce
by four emotions.
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Il.  EXPERIMENTAL METHODS

Twelve subjects (males: 20.8 yearst1.26, females: 21.2
years+2.70) participated in this study. They are normal
persons who did not report any history of medical illness or
psychotropic medication. A written consent was obtained
before the beginning of the experiment.

A. Emotion Induction Experiment

To effectively induce the four emotions (happiness, anger,
surprise and stress), forty emotional stimuli, which consist of
10 sets for the four emotions, are used in the experiments.
Those are constituted 2~4 min long audio-visual film clips
which are captured originally from movies, documentary and
TV shows. The stimuli for happiness have included scenes
such as victory, wedding or laughing and scenes such as
massacre, beating, or attack for anger induction, scenes of a
sudden or unexpected scream etc., as the stimuli for surprise,
and audio/visual noise on screen for stress. Audio-visual film
clips take advantage that these have the desirable properties
of being readily standardized, involving no deception, and
being dynamic rather than static. They also have a relatively
high degree of ecological validity, in so far as emotions are
often evoked by dynamic visual and auditory stimuli that are
external to the individual [11].

In preliminary study, to verify whether each emotional
stimulus induce real emotion or not, we had examined the
appropriateness and  effectiveness of them. The
appropriateness means consistency (%) between target
emotion designed by experimenter and label of subjects’
experienced emotion. The effectiveness is the emotion
intensity by subjects’ rating on a 1 to 11 point Likert-type
scale (e.g., 1 being “least happy” or “not happy” and 11
being “most happy”). Twenty-two college students, that are
different group from participants in the experiment,
categorize their experienced emotion and rate intensity of
their categorized emotion on emotional assessment scale
after presentation of each emotion stimuli.

The emotional stimuli have the appropriateness of
92.25% and the effectiveness of 9.3 point on average of 10
sets as shown in the results (Table 1). The appropriateness of
each stimulus is ranged from 75 to 100% and the
effectiveness comes out from 8.0 to 10.3 point as shown in
results. This means that the selected stimuli can provoke
each emotion, suitably and effectively.

The procedures for main experiment are as like figure 1.
Subjects have introduced to experiment procedures and have
an adaptation time in the laboratory setting. Then they are
attached electrodes on their wrist, finger, and ankle for bio-
signals measurement. Bio-signals have recorded for 60 sec
prior to the stimulus presentation (baseline) and for 2 to 4
min during the stimulus presentation as emotional state, then
for 60 sec after presentation of stimulus for debriefing.
Subjects have rated the emotion that they experienced during
presentation of the stimulus on the emotion assessment scale.
This procedure is conducted on each of the four emotions for
10 times.
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TABLE I. THE APPROPRIATENESS AND EFFECTIVENESS OF
EMOTIONAL STIMULI

HAP ANG SUR STR M
1 100% 5% 5% 92% 83%
(8.4) 9.7) (9.3) (9.3) (9.5)
2 100% 5% 92% 100% 94%
(8.9) (9.9) (9.7) 9.1) (9.6)
3 100% 75% 100% 100% 93%
(8.8) 9.7) 9.7) (8.8) (9.3)
4 100% 75% 100% 100% 95%
(9.6) (9.5) (9.9) (8.9) 9.7)
5 100% 92% 83% 100% 94%
(9.6) (9.8) (9.6) (9.3) (9.6)
6 100% 92% 83% 100% 95%
(9.3) (9.4) (9.6) (8.8) (9.5)
7 100% 92% 100% 92% 92%
(9.3) (8.9) (9.5) (9.3) (9.3)
8 92% 83% 83% 100% 92%
(8.0) (9.2) (9.4) (9.3) 9.2)
9 100% 92% 83% 100% 96%
9.7) (9.5) (8.6) 9.2) (9.4)
10 92% 92% 5% 100% 91%
(8.8) (9.7) (10.3) 9.3) (9.5)
M 98% 84% 89% 98% 92%
(9.2) (9.5) (9.5) (9.2) (9.3)

Recording
Autonomic Nervous System Response
Explan;tion B o
Eleatrode (stable Emotion Stimuli o
attachment SiE)
b > | <€ >
60 sec 120-240 sec 60 sec

Figure 1. Experimental protocol for emotion induction

B. Measurement of Bio-signals

The MP100WS and AcgKnowledge (version 3.8.1)
(Biopac Systems Inc., USA) were used to acquire the data
and analyse them. The sampling rate was fixed at 250 Hz for
all the channels and appropriate amplification and band-pass
filtering were performed. Figure 2 shows an example of the
obtained signals from device. The ECG was measured from
both wrists with the two-electrode method its basis from the
left ankle (Lead 1) as reference. The respiration sensor
measured expansion and contraction of the chest cavity using
a Hall effect sensor attached around the chest with a Velcro
band. EDA was measured from two Ag/AgCl electrodes
attached to the index and middle fingers of the left hand.
PPG and SKT were measured from the little finger and
the ring finger of the left hand, respectively. PPG allows
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non-invasive recording of arterial-blood-volume pulses at the
finger.

Data for 30 sec from the baseline and another 30 sec
from each emotional state were used in the analysis. The
emotional states are determined by the result of subject’s
self-report (scene that emotion is most strongly expressed
during presentation of each stimulus). Total 360 signal data
except for severe artefact effect by movements, noises, etc.
are used for analysis.

stimulti  Emotion evoked

EDA

AL O

PPG | ~ PR A WA A N SN RV VoV o SR
v »u..,: Yh od B ot AV ‘*g E A |
SKT N/»ﬂ_\ M—M—l‘/_f—/—\/
s e = H e 1
Physiological Physiological

sigmal analysis
(30sec. smotion)

signal analysis
[30sec. stable)

Figure 2. The example of bio-signals measures

C. Feature Extraction

27 features extracted from the bio-signals and used to
analysis (Table 2). The features extracted from EDA, which
was down-sampled to 100Hz after low-pass filtering the
signal, are skin conductance level (SCL), average of skin
conductance response (mean SCR) and number of skin
conductance response (NSCR). Figure 3 shows the example
of EDA signal. These are features which show statistically
significant change between baseline and emotion state by
paired t-test (using SPSS ver.18.0).

TABLE II. THE FEATURES EXTRACTED FROM BIO-SIGNALS
Bio-signal Features
EDA SCL, NSCR, meanSCR
SKT meanSKT, maxSKT
PPG meanPPG
. meanRRlI, stdRR,
S;?grﬂ:;:: meanHR, RMSSD,
Time NN50, pNN50
domain . |'sD1,sD2, CSI, CVI,
Geometric . .
arameter triangular index,
ECG P TINN
apLF, apHF, nLF,
FFT nHF, LF/HF ratio
Frequency
domain AR apLF, apHF, nLF,
nHF, LF/HF ratio
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Figure 3. The example of EDA signals (200 sec)

Figure 4 is the law signal of ECG during 10 sec and the
example of RRI tachogram extracted from ECG. RRI (msec)
is the time interval between two R-peaks in the ECG.
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Figure 4. ECG signal (10 sec) and RRI tachogram (30 sec)

For extracting an emotional feature based on bio-signals,
ECG analysis in the time (statistical and geometric
approaches) and frequency domain (FFT and AR) was
performed. RRI and heart rate (HR) offers the mean RRI
(mean RRI) and standard deviation (std RRI), the mean heart
rate (mean HR), RMSSD, NN50 and pNN50. RMSSD is the
square root of the mean of the sum of the squares of
differences between successive RRIs. NN50 is the number of
RRI with 50msec or more and the proportion of NN50
divided by total number of RRI is pNN50. In addition to
those, RRI triangular index (RRtri) and TINN are extracted
from the histogram of RRI density as a geometric parameter.
RRtri is to divide the entire number of RRI by the magnitude
of the histogram of RRI density and TINN is the width of
RRI histogram (M-N) as shown in Figure 5.
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Figure 5. Histogram of RRI

The relations between RRI (n) and RRI (n+1) are called
Lorentz or Poincare plot [12] as shown in Figure 6. Here, n
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and n+1 are n-th and n+1-th values of RRI, respectively. In
the figure, L is the direction that is efficient for representing
data, and T is the orthogonal direction of L. The standard
deviations, SD1 and SD2, are gotten for T and L directions,
respectively. The cardiac sympathetic index (CSI) is
calculated by CSI = 4SD2/4SD1 and the cardiac vagal index
(CV1) is obtained from CVI = logl0 (4SD1 * 4SD2) as an
emotional feature. SD1, SD2, CSI and CVI reflect short term
Heart Rate Variability (HRV), long term HRV, sympathetic
nerve activity and parasympathetic activity, respectively.

Figure 6. Lorentz plot of RRI

Also, we used the fast FFT and the AR power spectrum.
Figure 7 shows Power spectrum density of FFT and AR on
frequency domain. The band of low frequency (LF) is
0.04~0.15 Hz and the high frequency (HF) is 0.15~0.4Hz.
The total spectral power between 0.04 and 0.15 Hz is apLF
and the normalized power of apLF is nLF. apHF and nHF
are the total spectral power between 0.15 and 0.4 Hz and the
normalized power, respectively. L/H ratio means the ratio of
low to high frequency power. These are resulted by
averaging FFT and AR. LF and HF are used as indexes of
sympathetic and vagus activity, respectively. The L/H ratio
reflects the global sympatho-vagal balance.

3
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Figure 7. Power spectrum density of FFT (left) and AR (right)

The mean skin temperature (mean SKT) and maximum
skin temperature (max SKT) and the mean amplitude of
blood volume changes (mean PPG) are gotten from SKT and
PPG, respectively.

D. Machine Learning Algorithm for Emotion Rrecognition

Fisher’s LDA is one of the linear models to find a linear
combination of features which characterizes or separates two
or more classes of objects and is used in statistics, pattern
recognition and machine learning. LDA finds the direction to
project data on so that between-class variance in maximized
and within-class variance in minimized, and then offers a
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linear transformation of predictor variables which provides a
more accurate discrimination [7]. In LDA, the measurement
space is transformed so that the separability between the
emotional states is maximized. The separability between the
emotional states can be expressed by several criteria.

. w's. w
W =arg max §——/——— B D
w s, w

CART is one of decision tree and nonparametric
technique that can select from among a large number of
variables those and their interactions that are most important
in determining the outcome variable to be explained [10].
The fundamental principle underlying tree creation is that of
simplicity. We prefer decisions that lead to a simple,
compact tree with few nodes. In formalization this notion,
the most popular measure is the entropy impurity (or
occasionally information impurity):

i(N) ==Y P(@))log , P(a)) (2

i

where, P(a) is the fraction of patterns at node N that are
in class @. By the well-known properties of entropy, if all
the patterns are of the same category, the impurity is O;
otherwise it is positive, with the greatest value occurring
when the different classes are equally likely.

The Nave Bayes algorithm is a classification algorithm
based on Bayes rule and particularly suited when the
dimensionality of the inputs is high [7]. When the
dependency relationships among the features used by a
classifier are unknown, we generally proceed by taking the
simplest assumption, namely, that the feature are
conditionally independent given the category, that is,

d
plo | X) < [T Pxi|e0 ®)

i=1

This so-called naive Bayes rule often works quite well in
practice, and it can be expressed by a very simple belief net.

SVM is the well-known emation algorithms and non-
linear model that support vector classifier can be extended to
nonlinear boundaries by the kernel trick. SVM is designed
for two class classification by finding the optimal hyperplane
where the expected classification error of test samples is
minimized and has utilized as a pattern classifier to
overcome the difficulty in pattern classification due to the
large amount of within-class variation of features and the
overlap between classes, although the features are carefully
extracted [8]. The distance from any hyperplane to a pattern
y is [g(y)//||a]l, and assuming that a positive margin b exists

zkg(yk) /|lajl= b, k=1, ..., n; (4)
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The goal is to find the weight vector a that maximizes b.
Here, zK is the class of k-th pattern, b is margin and g(y) is a
linear discriminant in an augmented y space,

g(y) =aTy )

I1l.  EMOTION CLASSIFICATION

To examine the difference physiological responses of
among four emotions, one-way ANOVA was performed
using SPSS ver.18.0. We could identified that there are
significant the differences in NSCR, meanSCR, meanPPG,
TINN and FFT L/H ratio (p<.05) (Table 3). Results of post-
hoc test (LSD) showed that the change of NSCR during
stress is higher than other emotions, happiness, anger and
surprise, and meanSCR induced by surprise increase more
than other emotions significantly.

TABLE III. RESULT OF ONE-WAY ANOVA BY 28 FEATURES
Features SS df MS P
between 30451 3 10.150 | .01
NSCR within 986.756 357 2.604
sum 1017.206 | 360
between 10.503 3 3501 | .00
meanSCR within 204.954 357 541
sum 215457 360
between 4130 3 1377 | .05
meanPPG within 245.480 357 648
sum 249.610 360
between 34.624 3 11541 | .05
TINN (ms) within 849.876 357 5.379
sum 884.500 360
between 112.024 3 37341 .04
FFT L/Hratio  within 6125.350 357 | 16.162
sum 6237.374 | 360

For recognition accuracy of emotions, the four machine
learning algorithms were evaluated on only Training (TR),
10-fold Cross-Validation (CV) and Repeated Random Sub-
sampling Validation (RRSV). For TR, the entire dataset is
used to build a recognizer and evaluate the built recognizer.
We have also applicated CV and RRSV cosidering that TR
has the overfitting problem. In 10-fold cross-validation, the
entire dataset is partitioned into 10 equal size subsets. Of the
10 subsets, a single subset is retained as the testing data for
testing the recognizer, and the remaining 9 subdatasets are
used as training data to build a recognizer. In RRSV, the
70% of the whole emotional patterns are selected randomly
for training, the remaining patterns are used for testing
purposes and this is repeated 10 times.
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TABLE IV. RESULT OF EMOTION RECOGNITION ON FEATURE SPACE
WITH 28 FEATURES
Machine Learning RRSV

Algorithms R cv - .
Training | Testing
LDA 48.2 334 | 52324 | 29.3xt4.3
CART 86.7 35.8 | 83.3x1.1 | 34.3t56
Naive Bayes 71.7 437 | 78.9+1.4 | 38.4+59
SVM 100 31.9 | 100.0+0.0 | 28.0+4.9

We have performed feature normalization and the related
parameters of algorithms using default values, which have
offered with toolbox. Table 4 shows the recognition results
by using the TR, CV and RRSV for 28 features. The
accraccy of emotion recognition have higher values for
training than testing. The CV exhibits the results for testing.
To apply to real system, we have to discuss in the view point
of testing. For 28 features, the results of emotion recogntion
for CV has range of 31.9 to 43.7% when all emtions are
recognized for test dataset. The accuracy of recognition for
RRSV shows in range 28.0 to 38.4% for testing.

IV. CONCLUSIONS

The aim of this study was to classify four emotions,
happiness, anger, surprise and stress, induced by audio-visual
stimuli. For this, we have gotten the bio-signals based on
ANS responses of the evoked emotions. Also, twenty-eight

features have been analyzed and extracted from these signals.

For four emotions classification, we have used four machine
learning algorithms, namely, LDA, CART, Naive Bayes, and
SVM. The results were reported by only TR, CV and RRSV.
However, we have only obtained very low recognition
accuracy from 28.0 to 38.4% for testing and this means that
there is a problem with improvement of recognition accuracy
for the four emotions, becuase recognition results showed the
low accuracy for testing. To apply to real system, we have to
discuss in the view point of testing and this means that it needs
to apply various methodologies for the accuracy improvement
of emotion recognition in the future analysis. We will
investigate various methodologies for dealing the accuracy
improvement of emotion recognition in the future research
(e.g., the deduction of the features such as NSCR or mean
SCR are significant differences among emotions by
statistical methods, data normalization or the use of
enhanced algorithm). Although bio-signal offers a great
potential for the emotion recognition in computer systems, in
order to effectively exploit the advantages of bio-signals,
there are limitations, such as standardization on the
emotional model, the measures and feature extraction of bio-
signals, signal patterns, and model for pattern recognition
and classification [13]. Nevertheless, our result can be useful
in developing an emotion recognition system based on bio-
signals in HCI.
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Abstract— We are now on the verge of the next technical
revolution — robots are going to invade our lives. However, to
interact with humans or to be incorporated into a human
“collective” robots have to be provided with some human-like
cognitive abilities. What does it mean? — Nobody knows. But,
robotics research communities are trying hard to find out a
way to cope with this problem. Meanwhile, despite abundant
funding these efforts did not lead to any meaningful result
(only in Europe, only in the past ten years, Cognitive Robotics
research funding has reached a ceiling of 1.39 billion euros). In
the next ten years, a similar budget is going to be spent to
tackle the Cognitive Robotics problems in the frame of the
Human Brain Project. There is no reason to expect that this
time the result will be different. We would like to try to explain
why we are so unhappy about this.

Keywords — Cognitive robotics; information; physical infor-
mation; semantic information.

l. INTRODUCTION

From the beginning, it was a fascinating idea: to create
human-like living beings that would help and assist us in
our tedious everyday duties. The history has preserved many
famous stories about such undertakings — Pygmalion and his
Galatea, Talos the guard of Crete (both from the ancient
Greek mythology), Maharal’s Golem from the late 16th
century Prague, Frankenstein’s monster of the early 19th
century.

In the year 1920, that was Karel Capek who gave them
their present-day name — Robots. In 1942, Isaac Azimov
was the first who introduced the term — Robotics. In 1959,
the first real, not imagined and not legendary, industrial
robot had entered the factory floor and, strictly speaking,
has heralded the beginning of the robotics era. Then, at the
end of the past century, robots start to appear in our human
surroundings.

It has immediately become clear that, to work with
humans (in cooperation and in tight interaction with them),
robots have to possess some human-like cognitive abilities.
What does it mean “to possess human-like cognitive
abilities”? — Nobody knew then, nobody knows today. But
that does not matter — the robotics research community
enthusiastically started to cope with the challenge, endorsed
with ample budget funding provided by the USA Defence
Advanced Research Projects Agency (DARPA) and the
European Union Research and Technological Development
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(EU RTD) programme. We would like to provide a short
account of these efforts.

1. MARCH TO THE GLORIOUS FUTURE

As it was just said above, the DARPA in USA and the
European Commission in Europe are today the most
prominent supporters of scientific and technological
progress, which are operating worldwide and are promoting

an extensive range of critically important research initiatives.

In the past 10-15 years, Cognitive Robotics was certainly
one among them.

A. DARPA’s Projects on Cognitive Robotics

The DARPA has always posited itself as an authority
aimed to address a wide range of technological
opportunities directed to meet the national security
challenges. Endorsed with a budget of up to $2.8 billion (in
FY 2013), it pursues its objectives through a wide range of
R&D programs [1]. Cognitive Robotics does not appear in
DARPA’s programme as a bundle of programs grouped by a
common theme; on the contrary, in DARPA’s practice
Cognitive Robotics is handled as a collection of separate
programs that share a common target issue. The list of
Cognitive  Robotics and  Cognitive-Robotics-related
programs launched in the years 2001-2013 can be seen in
Table I.

DARPA'’s efforts on robotics are focused primarily on
military and defence-related applications with a clear goal to
bring real-time, integrated, multi-source intelligence to the
battlefield. DARPA does not strive to replace the warrior
with a robot, but it believes that it is possible to improve the
abilities of individual warfighter by combining
technological achievements with human brain cognitive
capacities thus making information understanding and
decision-making far more effective and efficient for military
users. So, it tries hard, on one hand, to revolutionize the
underlying technologies (for unmanned sensor systems and
battlefield information gathering) and, on the other hand, to
merge them with the next generation computational systems
that will have some human-like cognitive capabilities (such
as reasoning and learning capabilities) and levels of
autonomy which are beyond those of the today’s systems.
The spectrum of programs presented in Table | reliably
represents this DARPA’s approach to Cognitive Robotics
R&D.
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TABLE I. DARPA’S PROJECTS ON COGNITIVE ROBOTICS
Cognitive Computing Systems (CoGS) 2008 - .......
DARPA's Neovision project (NEOVISION2) 2009 —......
Video and Image Retrieval and Analysis Tool 2011 —......
(VIRAT)

Autonomous Robotics Manipulation Program (ARM) | 2011 —......
DARPA Robotics Challenge (DRC) 2012 —......
DARPA'’s Insight Program (DIP) 2013 —.......
Biologically Inspired Cognitive Architectures 2005 - 2007
(BICA)

The Cognitive Technology Threat Warning System 2007 —......
(CT2WS)

Cognitive Assistant that Learns 2003 - 2008
and Organizes (CALO)

Personalized Assistant that Learns (PAL) 2003 - 2008
Augmented Cognition (AugCog) 2001 - 2006

B. The European programs on Cognitive Robotics

European Union research is conducted in a frame of
research programmes called Framework Programmes for

Research and Technological Development, in short
Framework Programmes farther abbreviated as FP1 to FP8.

Cognitive Robotics related issues start to appear in the
FP5 programme and then, respectively, continue to evolve
and expand in the following FP6 and FP7 work programmes.
Contrary to DARPA’s approach, EU R&D activities are
clustered to several main “themes” that are further
segmented into “challenges”, which are further divided into
“objectives” in frame of which the individual projects are
carried out. Cognitive Robotics in the Frame Programmes
FP6 and FP7 is represented as a Challenge (Challenge 2) of
the Information and Communication Technologies (ICT)
theme (Theme 3). At the time of the transition from FP5 to
FP6, when subdivision to Challenges was not yet introduced,
Cognitive Robotics and its related issues such as Cognitive
Vision and four other particular items appear straight as
objectives in the Information Society Technologies (IST)
theme (see Table I1).

TABLE Il ROBOTICS IN FP5
Area No. of projects Total cost (M€) Total EC funding (M€)
IST Demining 8 30,6 15,6
IST FET Neuro-IT 15 32,4 231
IST FET General 17 39,2 25,7
IST Cognitive Vision 8 24,2 17,3
GROWTH etc. 24 63,2 34,9
Total 72 189,7 116,5
TABLE IlI. COGNITIVE ROBOTICS IN FP6
Year Objective Total cost (M€)
2002 1IST2002 - 1V.2.1 Cognitive vision systems ?
Work IST2002 - V1.2.2 Presence Research: Cognitive sciences and future media ?
Programme
2003-2004 2.3.1.7 Semantic-based Knowledge Systems 55
Work 2.3.1.8 Networked Audiovisual systems and home platforms 60
Programme 2.3.2.4 Cognitive Systems 25
2.3.4.2.(vii) : Bio-inspired Intelligent Information Systems
Proactive initiatives (i) Beyond robotics
2005-2006 2.4.6 Networked Audio Visual Systems and Home Platforms 63
Work Programme 2.4.7 Semantic-based Knowledge and Content Systems 112
2.4.8 Cognitive Systems 45
2.4.11 Integrated biomedical information for better health 75
Total 435
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TABLE IV. COGNITIVE ROBOTICS IN FP7
Year Call Objective Budget (M€)

2007 Call 1 ICT-2007.2.1 Cognitive systems, interaction, robotic 96
ICT-2007.4.2 Intelligent content and semantics 51

ICT-2007.8.3 Bio-ICT convergence 20

2008 Call 3 ICT-2007.2.2 Cognitive systems, interaction, robotics 97
ICT-2007.4.3 Digital libraries and technology-enhanced learning 50

ICT-2007.4.4 Intelligent content and semantics ?

ICT-2007.8.5 Embodied Intelligence ?

2009 Call 4 ICT-2009.2.1: Cognitive Systems and Robotics 73
1CT-2009.2.2: Language-Based Interaction 26

2010 Call 6 ICT-2009.2.1: Cognitive Systems and Robotics 80
1CT-2009.2.2: Language-Based Interaction 30

2011 Call 7 ICT-2011-7 Cognitive Systems and Robotics 73
2012 Call 9 ICT-2011-9 Cognitive Systems and Robotics 82
2013 Call 10 ICT-2013.2.1 Robotics, Cognitive Systems & Smart Spaces, Symbiotic Interaction 67
ICT-2013.2.2 Robotics use cases & Accompanying measures 23
Total 768

Juxtaposing Table Il, Table Ill, and Table 1V, it can be
seen how from a Cognitive Vision objective in FP5 (a
Cognitive Robotics related topic) Cognitive Robotics has
evolved to a full-blown Challenge (Challenge 2) in the FP6
and FP7 programmes, steadily growing from 190 M€ in FP5
to near 1.2 billion euros in the next FP6 and FP7
programmes (435 M€ for FP6 + 768 M€ for FP7).

I1l. DECEIVED EXPECTATIONS

During all these times, the declared goals of Cognitive
Robotics programmes were: (As it follows from DARPA’s
News Releases) “to create adaptable, integrated intelligence
systems aimed to augment intelligence analysts’ capabilities
to support time-sensitive operations on the battlefield” [11].
And in another document — “The objectives (of DARPA’s
programs) are not to replace human analysts, but to make
them more effective and efficient by reducing their
cognitive load and enabling them to search for activities and
threats quickly and easily” [12].

Obijectives of Challenge 2 programs in the EU research
initiative have been far more ambitious — The FP6
Workprogramme for years 2003-2004 states: (The objective
is) “to construct physically instantiated or embodied systems
that can perceive, understand (the semantics of information
conveyed through their perceptual input) and interact with
their environment, and evolve in order to achieve human-
like performance in activities requiring context-(situation
and task) specific knowledge, etc. The development of
cognitive robots whose “purpose in life” would be to serve
humans as assistants or “companions”. Such robots would
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be able to learn new skills and tasks in an active open-ended
way and to grow in constant interaction and co-operation
with humans” [4].

These objectives (almost in similar words) are repeatedly
declared in all further Work programmes. For example, the
2011-2012 Workprogramme says that in these words:
“Challenge 2 focuses on artificial cognitive systems and
robots that operate in dynamic, nondeterministic, real-life
environments... Actions under this Challenge support
research on engineering robotic systems and on endowing
artificial systems with cognitive capabilities” [8].

Careful examination of the outcome that results from
both the DARPA’s programs and from the FP5-FP7
objectives leads to a univocal conclusion — the announced
goals of all these programs have never been reached!

The explanation of this phenomenon is very simple —
people try to provide robots with human-like cognitive
abilities, but at the same time the same people are devoid of
even a slightest understanding about what does the notion of
“human-like cognitive abilities” really mean.

During the past years, the problem has become obvious
and has been even mentioned in the 2011-2012
Workprogramme: “Hard scientific and technological
research issues still need to be tackled in order to make
robots fit for rendering high-quality services, or for flexible
manufacturing scenarios. Sound theories are requisite to
underpinning the development of robotic systems and
providing pertinent design paradigms, also informed by
studies of natural cognitive systems (as in the neuro- and
behavioural sciences) [8].
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Even more definite was the statement of the year 2013
Work programme — “An additional research focus targeted
under this challenge will address symbiotic human-machine
relations, which aims at a deeper understanding of human
behaviour during interaction with ICT, going beyond
conventional approaches. The work on cognitive systems
and smart spaces and on symbiotic human-machine relations
is not restricted to robotics” [13].

This promise was also left unfulfilled. At the end of 2013,
Cognitive Robotics research has moved to and has tightened
itself with the human brain research activities.

IV. NEw HOPES

At the beginning of year 2014, both Europe and USA will
launch ambitious programmes for human brain research. In
the USA, the programme is called the Brain Research
through Advancing Innovative Neurotechnologies (BRAIN)
Initiative and it was announced by President Barack Obama
on April 2013. Its accomplishment will be led by the
National Institutes of Health (NIH), DARPA, and the
National Science Foundation (NSF) [14].

In Europe, the Human Brain Project is a ten-year project,
consisting of a thirty-month ramp-up phase, funded under
FP7, with support from a special flagship ERANET, and a
ninety-month operational phase, to be funded under Horizon
2020 programme. The project, which will have a total
budget of over 1 billion Euros, is European-led with a strong
element of international cooperation. The goal of the project
is to build a completely new ICT infrastructure for
neuroscience, and for brain-related research in medicine and
computing, catalysing a global collaborative effort to
understand the human brain and its diseases and ultimately
to emulate its computational capabilities [15].

The main features of the two projects are collected in the
Table V.

As it follows from the Table V, Cognitive Robotics is not
among the main goals of the two Flagship initiatives, but it
is definitely among their main purposes. In the European
Human Brain Project it appears as the “Cognitive
Architectures” line in the list of the HBP topics. In the
American BRAIN Project Cognitive Robotics issues are
hidden behind the “Link neuronal activity to behaviour”
topic.

V. ANATTEMPT TO PREDICT THE FUTURE

In attempt to predict the future results of these two
projects, let us juxtapose them with something that is well
known to us and that we are quite familiar with. We mean
the enduring and persistent study of National Economics.
While the human nervous system can be seen as the driving
force behind the behaviour of a single human, national
economics can be seen as the driving force behind the
behaviour of a whole human society. Both are complex
distributed systems whose efficient operation is supported
by an all-embracing communication system. In the Human
brain that is the Nervous system, in the National Economics
this is the Transportation system.

From Table VI, one can see that the principal features of
the Transportation system are well reflected in both brain
research projects. Only one feature “What is being
transported?” is missing in the future brain studies. A proper
answer to the question “What is being transported in the
Nervous system between different brain parts?” should be
“Information”. But, for unknown reasons, that is left
undefined in both future mega-projects. And the
consequences of this omission are predictable.

TABLEV EUROPEAN AND AMERICAN HUMAN BRAIN PROJECTS
Parameter European HB Project American BRAIN Project
Duration 10 years. long-lasting programme
Funding $ 1.35 billion. $110 million in the 2014 fiscal year supposed to ramp
up this commitment in subsequent years
Main Topics - Human and mouse neural channelomics. - Generate a census of brain cell types

- Genotype to phenotype mapping the brain.

- Identifying, gathering and organizing
neuroscience data.

- Cognitive architectures.

- Novel methods for rule-based clustering
of medical data.

- Neural configurations for neuromorphic
computing systems.

- Virtual robotic environments, agents,
sensory & motor systems.

- Theory of multi-scale circuits.

- Create structural maps of the brain

- Develop new, large-scale neural network
recording capabilities

- Develop a suite of tools for neural circuit
manipulation

- Link neuronal activity to behavior

- Integrate theory, modeling, statistics and
computation with neuroscience experiments

- Delineate mechanisms underlying human
brain imaging technologies

- Create mechanisms to enable collection of
human data for scientific research

- Disseminate knowledge and training
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TABLE VI

JUXTAPOSING HUMAN BRAIN PROJECTS

Economic system

Human brain system

Transportation system

Nervous system

System’s Features

American BRAIN Project

European HB Project

Network topology
(road and pathway maps)

The Brain Connectome Project

Neural channelomics
Neuroinformatics platform

Network dynamics (Traffic)
Transportation means, time tables,
hubs, congestions

The DARPA’s SyNAPSE Project

Neuromorphic computing platform

What is being transported
(through the network)
Raw materials, Goods, Freights.

(Information)

(Information)

On the other hand, the reason of this omission is also
fully understandable: we don’t know what Information is
and how it is being transported (processed) in the brain.
(That the brain is an information processing system is a
widely accepted hypothesis in the scientific community). So,
it will be wise to try to understand what information is.

VI. WHAT IS INFORMATION

While a consensus definition of information does not
exist, we would like to propose a definition of our own
(borrowed and extended from the Kolmogorov’s definition
of information, first introduced in the mid-sixties of the past
century):

Information is a linguistic description of structures
observable in a given data set [16].

Two types of structures could be distinguished in a data
set — primary and secondary data structures. The first are
data elements aggregations whose agglomeration is guided
by natural physical laws; the others are aggregations of
primary data structures which appear in the observer’s brain
guided by the observer’s customs and habits. Therefore, the
first could be called Physical data structures, and the second,
Meaningful or Semantic data structures. And their
descriptions should be accordingly called Physical
Information and Semantic Information.

This subdivision is usually overlooked in the
contemporary data processing approaches leading to
mistaken and erroneous data handling methods and
techniques.

In [17], E. Diamant presents a list of publications on the
subject and a more extended explanation of information
description duality can be found. Meanwhile, it is important
to explain the consequences that immediately pop up from
this assertion. And which are critically important for the right
definition of the notion of cognition. In the light of this just
acquired knowledge, we can certainly posit that cognitive
ability is the ability to process information. And that is
what our brains are doing, and that is what we are striving to
replicate in our Cognitive Robots designs.
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First of all, physical information is carried by the data and
therefore can be promptly extracted from it. At the same
time, semantic information is a description of observer’s
arrangement of the physical data structures and therefore it
can not be extracted from the data, because semantics is not a
property of the data, it is a property of an observer that is
watching and scrutinizing the data. As such, semantics is
always subjective and it is always a result of mutual
agreements and conventions that are established in a certain
group of observers, or a future group of robots and humans
that act as a team sharing a common semantic understanding
(semantic information) about their environment. An
important sequel of this is that the semantic information can
not be learned autonomously, but it should be provided to a
cognitive robot from the outside (semantics has to be taught
and not learned, as it is usually requested by all
workprogrammes).

Another important corollary that follows from the new
understanding of information nature is that information
description is always a linguistic description, that is, a string
of symbols which can take a form of a mathematical formula
(don’t forget that mathematics is a sort of a language) or a
natural language item — a word, a sentence, or a piece of text.
That is a very important outcome of the new theory
considering that contemporary approaches to the problem of
information processing are assuming computer involvement
in the processing task. However, contemporary computers
are data processing machines which are not supposed to
process natural language texts which are carrying semantic
information.

Finally, we would like to provide some examples of
widespread misunderstandings that appear in the Calls of
proposals issued by DARPA and EU Commission: In the
“ICT Work Programme 2009/2010, (C(2009) 5893)” [7], in
its “Part 4.2 Challenge 2: Cognitive Systems, Interaction,
Robotics” the problem that Robotic systems have to cope
with is specifies as “extracting meaning and purpose from

bursts of sensor data or strings of computer code...” This is
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a false and a misleading statement — sensor data does not
possess semantics, and therefore, meaning and purpose can
not be extracted from it.

DARPA’s Document “Deep Learning” (RFI SN08-42)
states that: “DARPA is interested in new algorithms for
learning from unlabeled data in an unsupervised manner to
extract emergent symbolic representations from sensory

input...” Again, that is a false and a misleading stat