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Foreword

The Fourth International Conference on Communication Theory, Reliability, and Quality of
Service [CTRQ 2011], held between April 17 and 22 in Budapest, Hungary, continued a series of events
focusing on the achievements on communication theory with respect to reliability and quality of service.
The conference also brought onto the stage the most recent results in theory and practice on improving
network and system reliability, as well as new mechanisms related to quality of service tuned to user
profiles.

The processing and transmission speed and increasing memory capacity might be a satisfactory
solution on the resources needed to deliver ubiquitous services, under guaranteed reliability and
satisfying the desired quality of service. Successful deployment of communication mechanisms
guarantees a decent network stability and offers a reasonable control on the quality of service expected
by the end users. Recent advances in communication speed, hybrid wired/wireless, network resiliency,
delay-tolerant networks and protocols, signal processing and so forth prompted the revision of some
aspects of the fundamentals in communication theory. Network and system reliability and quality of
service are those that mainly affect the maintenance procedures, on the one hand, and the user
satisfaction on service delivery, on the other hand. Reliability assurance and guaranteed quality of
services require particular mechanisms that deal with dynamics of system and network changes, as well
as with changes in user profiles. The advent of content distribution, IPTV, video-on-demand and other
similar services accelerate the demand for reliability and quality of service.

We take here the opportunity to warmly thank all the members of the CTRQ 2011 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to CTRQ 2011. We truly believe
that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the CTRQ 2011 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that CTRQ 2011 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the areas of
communication theory, reliability and quality of service.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed the historic charm of Budapest, Hungary.
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Abstract— IEEE 802.16 standard defines the wireless 
broadband technology called WiMAX. When compared 
to other wireless technologies, it introduces many 
interesting advantages at physical (PHY) and media 
access control (MAC) layers. The WiMAX technology 
based on air interface standard 802.16 wireless 
metropolitan area network (MAN) is configured in the 
same way as a traditional cellular network with base 
stations using point to multipoint architecture to drive a 
service over a radius up to several kilometres. The range 
and the non line of sight (NLOS) ability of WiMAX 
make the system very attractive for users, but there will 
be slightly higher bit error ratio (BER) at low signal to 
noise ratio (SNR). WiMAX networks incorporate quality 
of service (QoS) mechanisms at the MAC layer. The 
problem of assuring QoS is basically that of how to 
allocate available resources among users in order to 
meet the QoS criteria such as delay, jitter and 
throughput requirements and how to achieve the 
optimal usage of resources to maximize throughput and 
to minimize power consumption while ensuring system 
scalability. In this paper, we make practical 
measurements of the WiMAX- system’s QoS 
performance behaviour of the unsolicited grant service 
(UGS) and real time polling  (RTP) classes. 
 

Keywords- IEEE802.16; WiMAX; Performance; Analysis 

I.  INTRODUCTION  

IEEE 802.16, called also WiMAX, is a basic standard for 
the wireless broadband access network that can support a fast 
speed wireless access to different subscribers [1, 2].  

The main benefit of WiMAX when compared to other 
wireless access network technologies like IEEE 802.11 are 
the longer range and more intelligent QoS support at  the 
Medium Access Control (MAC) level [3]. There are several 
different types of applications and services, which can be 
used in the 802.16 networks and the MAC layer is designed 
to support this collaboration. An important feature of 
WiMAX is also that it is connection oriented and this means 
that an SS has to register to the base station before it can start 
to communicate with it. During the registration process, an 
SS asks the initial QoS requirements with the BS. These 
demands can be changed later if needed, and new 

connections can also be set up when needed. For providing 
the QoS guarantees in the WiMAX network the BS uses 
scheduling for both the uplink and the downlink channels. 
For that purpose there is an algorithm in the BS, which 
translates the QoS requirements of SSs into the appropriate 
number of slots [6-9].  

According to the latest WiMAX Forum statistics, IEEE 
802.16-based networks were deployed in 149 countries and 
regions, including 117 in Africa, 117 in Latin America, 109 
in Asia-Pacific region, 86 in Eastern Europe, 76 in Western 
Europe, 53 in North America and 29 in the Middle East [13]. 
Global coverage using WiMAX service back in early 2009 
had reached 430 million, to the end of 2010 more than 621 
million WiMAX service coverage of population, according 
to forum latest estimates, 2011 will be expected to cover 
more than one billion users access to next-generation 
WiMAX networks. 

The aim of this research is to compare the results 
received in WiMAX laboratory environments and in 
conjunction with laboratory exercise tests as well as the 
theoretical results from the mathematical modeling with the 
results received in authentic urban environments.  

II. IEEE 802.16 

A. General 

        
      The idea behind providing QoS in WiMAX lies on 
connection-oriented MAC architecture, service flow 
management and scheduling. Every time a SS and a BS 
need to communicate with each other, a unidirectional 
logical link is established. Each connection is mapped to a 
WiMAX service flow which works as a transport service for 
packets i UL or DL direction. The service flow defines QoS 
traffic parameters to be used for a connection. This include, 
for instance, traffic priority, maximum latency, tolerated 
jitter and maximum sustained traffic rate ensuring a specific 
level of service. Each service flow is identified by a 32-bit 
service flow identifier (SFID) [2]. 
     Moreover, using adaptive modulation helps to utilize the 
bandwidth efficiently [4, 5]. WiMAX contains five QoS 
classes for the needs of various types of traffic: UGS , RTP, 
NRTP (non-real-time polling), ENRTP (enhanced non-real-
time polling) and BE (best effort). 
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B. Different Traffic Types and Applications 

 
       The following scheduling types are applied to service 
flows, affecting the usage of UL bandwidth request 
opportunities.  UGS - the Unsolicited Grant Service grants 
fixed-size UL allocations for an application minimizing the 
need for bandwidth requests, thus eliminating overhead and 
latency. This allows usage of real-time applications like 
VoIP. rtPS - the real-time Polling Service offers support for 
real-time UL transport with variable-size data packets. This 
makes it useful for video transmission. The rtPS optimizes 
data transport efficiency with a cost of slight overhead. 
ertPS - similarly to the UGS, in the extended real-time 
Polling Service the BS provides unsolicited unicast grants 
for the SS. Unlike the UGS, the ertPS allows dynamic-size 
UL allocations which makes it good for real-time voice and 
video applications. nrtPS - using the non-real-time Polling 
Service offers user unicast BW request opportunities on a 
regular basis, making it applicable even when the network 
resources are limited due to congestion. BE - the Best Effort 
service type allows SSs to use contention request 
opportunities. It is designed to be used when there is no 
minimum requirements for the connection. This service type 
suits for Web browsing. For each subscriber in the WiMAX 
network a QoS profile is defined and stored in the AAA 
server. This forms a basis for connection-oriented service, 
that is, associations between connections and service flows. 
The QoS profile stores allowable number of service flows, 
their scheduling types and values for other QoS parameters. 
[1][2]. 
     Depending on the QoS profile and network properties the 
subscriber may use service flows provisioned via the 
network management system or dynamically created service 
flows. The provisioned service flows, including the initial 
service flow (ISF), can be created during the registration 
phase of the network entry after a successful authentication 
of the user. At this stage ASN-GW obtains SS´s QoS profile 
from AAA server which it uses to initialize service flow 
creation. Provisioned service flows can be activated or 
deactivated at any time when the SS is connected to the 
network (applicable to both static and dynamic service 
models). The dynamic service flow creation may be 
requested/initiated by the SS or by the network whenever a 
new connection is needed. DSA, DSC or DSD message 
exchange is used for service flow creation, modification or 
deletion, respectively [2].       
 

III. PHYSICAL AND MAC LAYER QOS PROVISIONING 

A. Physical layer basic concepts for QoS provisioning 

 
Before transmission to the wireless link at the sender 

side, or right after reception at the receiver side, packets go 
through the IEEE 802.16 PHY layer. It performs operations, 
such as channel coding and interleaving, before passing on 
the packet. An adaptive physical layer is required to 
optimize the usage of resources, to accommodate user 

requirements and services and to maximize the spectral 
efficiency. 

An adaptive modulation enables dynamic bandwidth 
allocation to match the current channel conditions. 
Modulation and coding scheme can be changed for each 
burst separately. Different modulation and coding schemes 
offer either robust or efficient network access, thus offering 
stable QoS in varying conditions. Three modulation 
schemes are are 64-QAM (quadrature amplitude 
modulation), 16-QAM, and QPSK (quadrature phase shift 
keying). The 64QAM offers highest bandwidth whereas the 
QPSK modulation is the most robust, therefore offering 
highest distance from the serving station. Also BPSK 
modulation can be used but it is not mandatory for UL or 
DL connections. In addition to different modulations there 
are a few coding rates used also to provide flexible 
networking. Depending on the Carrier-to-Noise Ratio 
(CNR) a coding rate of 1/2, 3/4 or 5/6 can be used. 

The most commonly used technique for error correction 
is called forward error correction (FEC), which is capable of 
detecting and correcting some errors upon reception. This 
technique can reduce latency by cutting down the 
retransmissions, but the FEC requires more bits. The 
addition of FEC to every transmitted block reduces the 
efficiency of the channel and could increase the delay of 
good protocol data units (PDUs), on the other MAC-level 
ARQ can increase the delays in channel with high error rate. 
Many systems support hybrid techniques where a 
combination of FEC and ARQ parameters can be adjusted to 
allow the service requirements to be met under a variety of 
conditions [9]. 

WiMAX supports time division duplexing (TDD), full-
duplex frequency division duplexing (F-FDD) and half-
duplex frequency division duplexing (H-FDD). The usage 
of different duplexing modes affect the data transmission 
convention. In WiMAX user data is transmitted inside 
frames that consist of uplink and downlink subframes 
separated from each other by a TTG guard interval in TDD 
or different frequencies in FDD. Both DL and UL frames 
store user information into bursts which applies for both 
TDD and FDD frame. Depending on the duplexing mode 
being OFDMA/OFDM TDD, F-FDD or H-FDD, the frame 
structure changes. In addition to these, 802.16j defines a 
new frame format for communication between a multihop 
relay base station (MR-BS) and a RS [3]. 

In TDD the DL subframe and the UL subframe are 
transmitted in the same channel consecutively which is 
useful when working with limited bandwidth resources. In 
addition, TDD´s dynamically adjustable DL/UL ratio allows 
it to be used with both symmetric and asymmetric traffic. In 
FDD the DL and UL subframes are transmitted in separate 
concurrent channels using different frequencies. The 
difference between F-FDD and H-FDD is that in F-FDD a 
user is able to transmit and receive at the same time while in 
H-FDD user can either transmit or receive at given time but 
not do both simultaneously [8]. 

TDD is mostly used where WiMAX network is 
deployed. Main reasons for the popularity of TDD are 
flexibility, cost efficiency and high spectral efficiency [5]. 
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Taking a closer look into a TDD frame reveals how user 
information is divided within a frame. The smallest time-
frequency divided element in WiMAX is called a slot, 
which constitutes one subchannel and one, two or three 
OFDM/OFDMA symbols. All the data regions in a frame 
are composed from sequential slots. 
      The uplink subframe is the TDMA portion which may 
be used by one or more SSs to transmit information to the 
BS. Unlike the downlink, the UL-MAP grants bandwidth to 
specific SSs. The SSs transmit in their assigned allocation 
using the burst profile specified by the uplink interval usage 
code (UIUC) in the UL-MAP entry granting them 
bandwidth. The uplink subframe may also contain 
contention-based allocations. The number of contention 
slots per UL subframe is determined by the BS [7]. The BS 
assigns burst profiles for a specific connection or subscriber 
based on variety of constraints, including the QoS and 
channel conditions. 
 

B. MAC layer concepts for QoS provisioning  

Since the QoS requirements vary a lot in different 
network situations, WiMAX has many handling and 
transporting mechanisms to handle this. The IEEE 802.16e 
MAC uses a variable length PDU and multiple PDUs can be 
put into a single burst to save physical overhead. The MAC 
has a self-correcting bandwidth request/grant method that 
minimizes the overhead and delay of acknowledgements.  

The MAC layer has three sublayers, which defines the 
access mechanisms and packet formats. These sublayers are 
service specific convergence sublayer (CS), MAC common 
part sublayer (MAC CPS) and MAC privacy sublayer 
(MAC PS). The CPS layer mainly interfaces with higher 
layer protocols, such as IPv4, IPv6 or ATM. The PS handles 
authentication and data encryption issues.  

The IEEE 802.16 has two service-specific convergence 
sublayers that are used to map services to MAC 
connections. The first one is the ATM Convergence 
sublayer and the second is a Packet Convergence sublayer.  
It is used for IP, Ethernet, and virtual local area network 
environments. The goal of Packet Convergence sublayer is 
to classify SDUs and put them at the proper MAC 
connection. This ensures that QoS requirements are met and 
the bandwidth allocation takes place. The QoS requirements 
have the following features [6]: 
a) A configuration and registration function for 
preconfiguring SS-based QoS service flows and traffic 
parameters. 
b) A signaling function for dynamically establishing QoS-
enabled service flows and traffic parameters. 
c) Utilization of MAC scheduling and QoS traffic 
parameters for uplink service flows. 
d) Utilization of QoS traffic parameters for downlink 
service flows. 
e) Grouping of service flow properties into named Service 
Classes, so upper-layer entities and external applications (at 
both the MS and BS) may request service flows with desired 
QoS parameters in a globally consistent way. To meet all 
these requirements, the standard has three main methods: 

service flow QoS scheduling, dynamic service establishment 
and two-phase activation model.  

 

IV. MEASUREMENTS IN URBAN ENVIRONMENTS 

     The measurement compared the behavior of the UGS and 
RTP classes upon overloading the link with 40 Mbps 
upstream BE traffic. The best effort traffic was generated 
with a Fluke Optiview analyzer over a WiMAX link. 
Simultaneously, a JDSU MTS-6000A analyzer was used to 
generate 70 VoIP telephone calls (G.729 codec) within the 
measured QoS class to a SmartClass Ethernet remote end. 
This number of phone calls with the above-mentioned codec 
amounts to a traffic flow of approx. 2 Mbps, and it was 
confirmed for both of the measured QoS classes (See Figure 
1). 
 

 
 
Figure 1. Measurement environment. 
 
The MTS-6000A analyzer was used to read the delays, 
delay variations and throughput of the QoS class under 
observation. The measurement was conducted with adaptive 
and forced 16QAM3/4 modulation.  

 
Measurement 1 
      The goal of the measurement was to receive results 
concerning the effect of modulation and channel width on 
data transfer speed in an urban environment. The aim was to 
compare the results with the theoretical results of 
mathematical modeling presented in [10].  
      The measurements were carried out with the base station 
installed on the roof of building 1 in Figure 3 and the 
subscriber station installed on the surrounding environments 
of Jyväskylä on building 2 in Figure 3 with LabraNet 
network active devices. Network topology was as in Figure 
2. JDSU MTS-6000A traffic generator connected to c3750 
switch was used to generate test traffic and the traffic was 
routed to front end of SmartClass Ethernet connected to a 
customer device. JDSU MTS-6000A traffic generator was 
controlled with VNC  application from a NetSpan server 
connected to the control network. 
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Figure 2. Network topology used in the measurements. 
Table 1 shows the most important settings for the WiMAX 
devices. 
 

Settings of the test environment 

Frequency 5.8 GHz 

Channeling FDD 

Transmitting power 17.00dBm / 22.00 dBm 

Frame duration 5 ms 

Cyclic Prefix (Ratio G) 1/16 

Distance of SS and BS devices 1 km 

Test environment City 
 
Table 1 Test environment settings 
 

 
Figure 3 shows the location and direction of the BS and SS 
device. 
 

 
 
Figure 3. Location and direction of the BS and SS device. 
 
Table 2 shows the main results of the measurement. 

 

Modulation 
Channel  

width 
Data 

 Transmission 

 speed  

16QAM 3/4 10 MHz 18.7 Mbps 

16QAM 3/4 5 MHz 7.6 Mbps 

16QAM 3/4 2.5MHz 2.2 Mbps 

16QAM 1/2 10 MHz 12.5 Mbps 

16QAM 1/2 5 MHz 5.1 Mbps 

16QAM 1/2 2.5MHz 1.4 Mbps 

QPSK 3/4 10 MHz 9.3 Mbps 

QPSK 3/4 5 MHz 3.8 Mbps 

QPSK 3/4 2.5MHz 1 Mbps 

QPSK 1/2 10 MHz 6.2 Mbps 

QPSK 1/2 5 MHz 2.5 Mbps 

QPSK 1/2 2.5MHz 0.7 Mbps 

BPSK 1/2 10 MHz 3.1 Mbps 

BPSK 1/2 5 MHz 1.2 Mbps 

BPSK 1/2 2.5MHz 0.3 Mbps 
 
Table 2 Measurement results 
 
The theoretical results of mathematical modeling (see Table 
3) presented in [10] were compared with the actual 
measurement results shown in Table 2. A significant 
disparity was found between the theoretical and measured 
results in terms of the effect of channel width to data 
transfer speed per MHz. 
 
 

Modulation 
Channel 

width 

Data 
 transmission 

 speed  

16QAM 3/4 14 MHz 34.91 Mbps 

16QAM 3/4 7 MHz 17.46 Mbps 

16QAM 3/4 3.5 MHz 8.73 Mbps 

16QAM 3/4 1.75 MHz 4.36 Mbps 

16QAM 1/2 14 MHz 23.28 Mbps 

16QAM 1/2 7 MHz 11.64 Mbps 

16QAM 1/2 3.5 MHz 5.82 Mbps 

16QAM 1/2 1.75 MHz 2.91 Mbps 

QPSK 3/4 14 MHz 17.46 Mbps 

QPSK 3/4 7 MHz 8.73 Mbps 

QPSK 3/4 3.5 MHz 4.36 Mbps 

QPSK 3/4 1.75 MHz 2.18 Mbps 

QPSK 1/2 14 MHz 11.64 Mbps 

QPSK 1/2 7 MHz 5.82 Mbps 

QPSK 1/2 3.5 MHz 2.91 Mbps 

QPSK 1/2 1.75 MHz 1.45 Mbps 

BPSK 1/2 14 MHz 5.82 Mbps 
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BPSK 1/2 7 MHz 2.91 Mbps 

BPSK 1/2 3.5 MHz 1.45 Mbps 

BPSK 1/2 1.75 MHz 0.73 Mbps 
 
Table 3  The theoretical results of mathematical modeling  
 
In the measurements, the data transfer speed per MHz was 
highest at a channel width of 10 MHz. The speed was more 
than two times lower at a channel width of 2.5 MHz when 
measured with every available modulation. In the results of 
the mathematical modeling, the data transfer speed per MHz 
remained constant when the channel width was changed. On 
the other hand, the effect of modulation on data transfer 
speeds was found to be nearly identical between the 
theoretical and measured results. Table 4 shows the most 
important parameters of the mathematical modeling. 
 

Parameters of mathematical modeling 

Channeling FDD 

Cyclic exponent 3 

Frame duration 20 ms 
 
Table 4 Parameters of mathematical modeling [10]. 
 

1) Measurement 2 
 
     The aim of the measurement was to compare the 
measurement results to the results of measurements 
conducted in a short-distance LOS environment in a 
laboratory. The equipment and topology used in the 
measurement are shown in Figure 2. Table 1 shows the most 
important settings for the WiMAX devices. 
 
Table 5 lists the data transfer speeds achieved with the 
64QAM, 16QAM, QPSK and BPSK modulations.  
 

Modulation Coding level Bit rate (Mbps) 

64QAM ¾ 28.0 

16QAM ¾ 18.7 

QPSK ¾ 9.3 

BPSK ½ 3.1 

 
Table 5 Measurement results for modulations 
 
With 64QAM modulation, the results received in the urban 
environment showed only negligible disparity when 
compared to the measurement results obtained in the 
laboratory: a 28 Mbps downstream speed, as limited by the 
traffic profile, was achieved in both environments.  With 
lower modulations, the laboratory speeds were 13-14% 
higher. The laboratory results are shown in Table 6. 
 

Modulation Coding 
level 

Bit rate 
max 

(Mbps) 

Average bit 
rate (Mbps) 

64QAM ¾ 28.0 26.0 

16QAM ¾ 21.2 21.2 

QPSK ¾ 10.6 10.6 

BPSK ½ 3.5 3.5 

 
Table 6 Laboratory results 
 
Table 8 shows the effect of channel width on the data 
transfer speed in an urban environment. The effect of 
channel width on the data transfer speed was nearly 
identical with the laboratory results listed in Table 7.  
 

Channel
width 
(MHz) 

Modulation Coding 
level 

Bit 
rate 
(MH

z)

Average  
bit rate 
(Mbps) 

10 64QAM ¾ 28.0 26,0 

5 64QAM ¾ 14.5 14,5 

2.5 64QAM ¾ 5,9 5,9 

 
Table 7 The effect of channel width on the data transfer 
speed 
 
The difference between the laboratory and urban 
environments when moving from a 2.5 MHz channel to a 5 
MHz channel is only 0.1 Mbps. The transfer to 10 MHz 
cannot be taken into consideration as the 28 Mbps limit 
imposed by the traffic profile was reached in both 
environments.  
 

Channel 
width 
(MHz) 

Modulation Coding 
level 

Bit rate 
 (MHz) 

10 64QAM ¾ 28.0 

5 64QAM ¾ 12.0 

2.5 64QAM ¾ 3.3 

 
Table 8. Measurement results for channel widths 
 

2) Measurement 3 
 

       The measurement tested the effect of direction, line-of-
sight obstructions caused by trees, and transmission power 
on signal noise ratio in an LOS environment. The 
measurement examined downstream SNR values. The 
equipment and topology used in the measurement is as in 
measurement 1. 
      BS and SS device location and direction are shown in 
Figure 2. The SS device was directed to both sides of the BS 
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device at horizontal angles of 15°- 45° in different phases of 
the measurement. Initially, the measurements were 
conducted in three locations in the Harju (Figure 3) 
neighborhood where the line of sight to the BS device was 
obstructed in varying degrees by tree trunks and branches. 
The antenna element was aimed directly at the BS device 
through the obstructions. 
The density of the line-of-sight obstruction caused by the 
tree trunks and branches did not have a significant effect on 
the results. Nearly identical values for downstream SNR 
were measured in all three locations. Only increasing the 
transmission power notably affected the downstream SNR 
values in a partial NLOS environment. We were able to 
increase the SNR value by directing the antenna element 
towards a tall building 15° to the southwest of the BS 
device, which means that the best SNR result was achieved 
by means of reflection. Table 9 shows the effect of line-of-
sight obstructions and transmission power on the SNR 
value. 
 

Coverage of 
the trees 

Transmit power 
(dBm) SNR 

Large  17  24 

Mean 17  24,2 

Small  17  24,4 

Large  22  27,6 

Mean 22  28,0 

Small  22  28,0 
 
Table 9. The effect of LOS obstructions and transmission 
power on the SNR value 
 
      The subsequent measurements were conducted on the 
terrace of the building 2 in Figure 3 where a perfect LOS 
environment was achieved. When measuring from the 
terrace, the best SNR value was achieved when the antenna 
element was directed significantly to the side of the BS 
device’s beam as this allowed reflections from the 
surrounding metal structures to strengthen the signal. 
Increasing the transmission power notably affected the SNR 
values in a perfect LOS environment, as well. After moving 
from a partial NLOS environment to a LOS environment, 
considerable differences were measured in the SNR values. 
Table 10 lists the SNR values measured in the LOS 
environment. 
 

Transmission power  (dBm) SNR 

17   28,5 

22   33 
 
Table 10. SNR values measured in the LOS environment 

V. SUMMARY OF THE MEASUREMENT RESULTS 

       The results of the measurement were slightly marred by 
the behavior of the UGS class, for which many remedies 

were tried over several months. Airspan recommends that, 
for the UGS class, the employed VoIP codec’s sample rate, 
which is 30 ms with the G.729 codec, should be used as the 
polling time. The recommendation proved to be sound, as 
the UGS traffic began running without background traffic 
after the polling time was changed even though no VoIP 
traffic was present in the class. However, changing the 
polling time did not resolve the entire problem, as a new 
obstacle presented itself. With the new 30 ms polling value, 
traffic ran even without background traffic, but if BE traffic, 
which overloaded the link, was added to the background, the 
UGS class delay and delay variation decreased while the 
frame loss throughput increased against all logic.  

According to the manufacturer, the UGS class allows for 
reserving a certain amount of bandwidth within the 
framework of a particular polling time, as in the example 
below. Example: 64,000 bits per second (Max Sustained 
Rate and Min Reserved Rate) equals 8,000 bytes per second. 
Therefore, a bandwidth reservation of 800 bytes can be 
made for each polling cycle by setting the polling time to 
100 milliseconds. With these settings, the packet size would 
be 800 bytes, from which overheads must also be 
subtracted. With the PING – lXXX command, the result can 
be confirmed at 601 bytes with headers, which is approx. 
743 bytes over the link [11]. 

We tested the class’ behavior with different polling 
values and found the limit to be 31 ms. After this, the class 
will not function without BE background traffic. However, 
overloading the link with BE traffic does not diminish the 
values of the UGS. In fact, it does the opposite: delays, 
delay variation and packet loss decrease while throughput 
increases.  

VoIP service products should be created in such a way 
that the classifier directs all SIP (session initiation protocol) 
signaling that passes through port 5060 to the BE class, 
whose traffic priority is lower than that of VoIP traffic 
directed to the UGS class. However, in all of the devices 
concerned, signaling over the WiMAX link is assigned to 
predefined, locked control traffic classes whose traffic 
priority is 8 or 9, which is higher than the priority of any 
other traffic class [12]. 

Despite countless attempts, we were unable to get the 
UGS class to function properly independently. At this stage, 
the software on the base station device and subscriber 
stations was updated to its latest versions. In addition, the 
new Netspan server application was updated to its latest 
version. However, the updates did not have any apparent 
effect on the functioning of the classes. An error report 
describing the problem was sent to the manufacturer, but we 
never received a reply. The manufacturer’s suggestion to 
direct the signaling to the BE flow and other VoIP traffic to 
the UGS flow would possibly enable the class to function 
without BE background traffic but it would not solve or 
explain the problems with the class’ other behavior. In the 
absence of a reply from the manufacturer, it remains unclear 
as to why this important signaling should be incorporated 
into the BE flow, which contains no attributes pertaining to 
quality of service, using a lower priority than that of VoIP 
traffic in the UGS class. The manufacturer established a 
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remote connection to the Netspan server, but the problems 
were still not resolved and the solution suggestions were too 
short and ambiguous to be helpful.  

In the earlier stages, when we were struggling with 
throughput problems, the manufacturer provided us with 
default configurations with which the devices were 
supposed to work as well as possible. However, the 
configurations proved to be unusable as, after they were 
implemented, the link functioned even worse than with our 
own configurations and the speeds dropped to a mere few 
hundred kilobits per second. After a more careful scrutiny of 
the manufacturer’s website, we found that the 5.8 GHz 
licence-free frequency devices in our use had not been 
directly tested by Airspan. The test results represented 
similar devices using licensed frequencies.  

Summary 

      In the course of the measurements, it was noted that the 
UGS class does not function without BE traffic in the 
background. Not even PING requests (packet internet 
groper) passed through the link in the UGS class alone 
without any background traffic. The UGS class traffic 
activated immediately after the introduction of 40 Mbps 
background traffic. Therefore, the activity of the class did 
not affect the measurements. 

However, excluding the above-mentioned characteristic, 
the classes functioned properly. When using adaptive 
modulation for the measurements, the UGS class’ delays 
remained approximately at a constant 22 milliseconds, 
whereas the delays of the RTP class rose significantly 
higher to over 90 milliseconds. Moreover, the RTP class 
presented a notably lower throughput – approx. 0.5 Mbps – 
compared to the nearly full 2 Mbps throughput of the UGS. 
This was directly reflected on the RTP class’ frame loss, 
which was measured at 1.6.  

Nevertheless, with 16QAM3/4 modulation, the 
differences between the classes reduced slightly. The delays 
of both classes dropped to below 20 milliseconds, but 
significant spikes occurred in the delay variation of the RTP 
class as opposed to the UGS class, which remained at a 
steady 2 milliseconds throughout the measurement. The 
same disparity was found regarding the frame loss, with the 
UGS class remaining near 0.1 and the RTP class presenting 
repeated spikes as high as 0.7.  
 

VI. CONCLUSIONS AND FUTURE WORKS 

      Based on the results of the practical measurements, 
technology utilizing the licence-free frequency range could 
well be used to replace ADSL (asymmetric digital 
subscriber line) connections over copper cables in rural 
areas. At a distance of one kilometer, we reached a 
downstream data transfer speed of 28 Mbps, whereas with 
ADSL2+ technology, the data transfer speed a kilometer 
away from the DSLAM (digital subscriber line access 
multiplexer) is slightly over 20 Mbps, after which the 
speeds begin to drop dramatically as the distance increases. 
Currently, traffic at the 5.8 GHz frequency range is low in 
Finland. Therefore, the technology could also be used in 

urban areas, for instance, to connect two offices of a small 
or medium-sized business with a wireless WiMAX link with 
no monthly charge and with quality of service capability to 
ensure the uninterrupted flow of VoIP traffic, for example. 
After conducting various tests with the devices in a variety 
of environments, we found that the devices were best suited 
for use by businesses for Point-to-Point connections in an 
urban environment or for educational purposes due to their 
price and ease of use. Particularly in cities, businesses could 
replace costly ADSL connections that must be leased from 
operators with their own WiMAX devices. However, using 
the devices for the above-mentioned purposes is hindered by 
the abnormal behavior of the UGS class, which, without an 
update that remedies the problem, presents problems for 
placing VoIP calls and examining QoS classes.  

Our future research will aim at optimizing the problem 
of cost-effective coverage area extension by using relays 
and consider novel resource management algorithms for 
multi-hop WiMAX networks. 
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Abstract— In this paper, an analytic model is proposed for the 

performance evaluation of vehicular safety related services in 

the dedicated short range communications (DSRC) system on 

highways. The generation and service of safety messages in 

each vehicle is modeled by an M/G/1 queue. A semi-Markov 

process (SMP) model is developed to capture contention and 

backoff behavior in IEEE 802.11 broadcast ad hoc networks. 

Furthermore, this SMP interacts with the M/G/1 queue 

through fixed point iteration. Based on the fixed-point solution, 

performance indices including transmission delay and packet 

delivery ratio (PDR) are derived. Hidden terminal problem is 

taken into account for the PDR computation. Analytic-numeric 

results are verified through extensive simulations under 

various network parameters. Compared with the existing 

models, the proposed model is more general and accurate.     

Keywords-analytic model; DSRC; performance evaluation; 

safety message;  SMP model; VANET. 

I.  INTRODUCTION 

Inter-Vehicle Communication (IVC), as a vital part of 
Intelligent Transportation System (ITS) [1], has been 
extensively researched in recent years.  In the vehicular ad 
hoc network (VANET), the transportation safety is one of 
the most crucial features needed to be addressed. Safety 
applications usually demand direct vehicle-to-vehicle ad hoc 
communication due to highly dynamic network topology and 
strict delay requirements.  Such direct safety communication 
will involve a broadcast service because safety information 
can be beneficial to all vehicles around a sender. 
Broadcasting safety messages is one of the fundamental 
services in dedicated short range communications (DSRC) 
[1], which is adopted by IEEE and ASTM.  

 The performance of vehicular safety communication in 
DSRC system has been studied in [2][3][4]. However, the 
evaluations are mainly based on simulations.  Recently, a 
few analytic models based on discrete time Markov chain 
(DTMC) are developed in [5][6][7] to analyze the 
performance of the broadcast service incorporating the 
backoff counter process, hidden terminals and message 
generation interval. Nevertheless, these cited papers conduct 
performance assessments in a discrete time fashion by 
synchronizing system behavior to unit time slot, which will 
lead to some approximations in the results. In addition, 
according to 802.11 DSRC MAC layer protocol, a vehicle 
can directly transmit a packet without undergoing backoff 
process. Such phenomena has been ignored in the previous 
work [5][6][7], which will result in further approximations.  

In this paper, we develop more accurate analytic models 
using a semi-Markov process (SMP) [8][9] interacting with 
an M/G/1 queue for the performance evaluation of the 
broadcast service in DSRC safety communication system. 
Fixed point iteration [10] is applied to derive the converged 
solution in the steady state. New approaches to calculate the 
transmission delay of safety related messages and PDR 
utilizing features of SMP models are also developed in this 
paper. The analytic results are verified by simulations.  

This paper is organized as follows.  Section II briefly 
describes the system behavior in 802.11 MAC layer protocol 
and assumptions in the system to produce a simplified 
model. Section III presents the analytic models and the fixed 
point iteration. Performance indices including mean delay 
and PDR are derived in Section IV. The analytic and 
simulation results are compared in Section V. Conclusions 
are presented in the last section.    

II. SYSTEM DESCRIPTION 

A. Broadcast protocol 

In the 802.11 MAC layer protocol [11], distributed 
coordination function (DCF) is the primary medium access 
control technique for broadcast services.  This section 
briefly explains the basic access mechanism of DCF for 
broadcast. 

Each vehicle in the network can occasionally generate 
safety related packets and compete for the channel resource 
to transmit the packet. For a newly generated packet in a 
vehicle, the vehicle senses the channel activity before it 
starts to transmit the packet. If the channel is sensed idle for 
a time period of distributed inter-frame space (DIFS), the 
packet can be directly transmitted. Otherwise, the vehicle 
continues to monitor the channel until channel is detected to 
be idle for DIFS time period. Subsequently, according to the 
collision avoidance feature of the protocol, the vehicle 
generates an initial random backoff counter and goes 
through the backoff process before transmitting the packet. 
Moreover, a vehicle must go through the backoff process 
between two consecutive packet transmissions even if the 
channel is sensed idle for the duration of DIFS time for the 
second packet. Therefore, a packet can directly transmit 
without undergoing the backoff process only when the 
following two conditions are satisfied:  

• The packet is generated when the queue is empty; 

• The channel is sensed idle for DIFS time starting 
from the time instant that the packet is generated; 
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Regarding the backoff process for a packet transmission, 
the initial backoff counter is chosen randomly from a 
uniform density over the range (0, W0-1). The backoff time 
counter is decreased by one if the channel is sensed idle for 
a time slot σ. The counter is frozen when channel is sensed 
busy and reactivated when the channel is sensed idle again 
for more than the DIFS duration. The packet is transmitted 
as soon as the backoff counter reaches zero.  

In broadcast services, the transmitting vehicle does not 
receive any feedback from the receivers and will not 
retransmit a packet. The detailed descriptions for IEEE 
802.11 standard can be found in [11].       

B. System assumptions 

Several assumptions are made in the broadcast system to 
produce a simplified yet a high fidelity model.  

• The vehicular ad hoc network is considered to be 
one-dimensional. The number of vehicles in a lane 
is Poisson distributed with parameter β (vehicle 
density), i.e., the probability P(i, l) of finding i 
vehicles in a lane of length of l is given by: 

( )
( )

,
!

i

ll
P i l e

i

ββ −= ⋅  (1) 

• All vehicles have the same transmission range as 
well as receiving range R. 

• Each vehicle is assumed to generate packets as a 
Poisson stream with rate λ (in packets per second). 

• Each vehicle has an infinite queue to store the 
packets at the MAC layer. Hence, each vehicle can 
be modeled as an M/G/1 queue, which has 
exponentially distributed packet inter-arrival time 
(represented by M), an arbitrary distribution for 
service time (represented by G) and one server. 

Due to the contention medium, the overall problem can 
be seen as a set of interacting M/G/1 queues. We simplify 
the problem by developing an SMP model for the tagged 
vehicle that does not directly keep track of the queued 
requests but captures the channel contention and backoff 
behavior. This SMP model interacts with the M/G/1 queue 
hence we need to use fixed-point iteration to solve the 
overall model. 

III. ANALYTIC MODELS 

A. SMP model 

The behavior of a tagged vehicle for packet transmission 
can be characterized using the SMP model in Figure 1.    

The tagged vehicle is in idle state if there is no packet in 
its queue. After a packet is generated, the vehicle senses 
channel activity for DIFS time period. If channel is detected 
not busy during this period (with probability 1-qb), the 
vehicle goes from idle state to XMT state, which means that a 
packet is transmitting. Otherwise, the vehicle will randomly 
choose a backoff counter in the range (0, W0-1). The backoff 
counter will be decreased by one if channel is detected to be 
idle for a time slot σ (with probability 1-pb), which is 
captured by the transition from state W0-i to state W0-i-1. If 
the channel is busy during a backoff time slot σ (i.e., another 

vehicle is transmitting a packet), the backoff counter of the 
tagged vehicle will be suspended and deferred for the 
duration of  packet transmission time T, which presents the 

transition from state W0-i to 
0 1W i

D − −  with probability pb. When 

the backoff counter reaches zero, the packet will directly be 
transmitted (an SMP transition occurs from state 0 to state 
XMT with probability one). In XMT state, a packet is 
transmitting. After the packet transmission, if there is no 
packet left in the queue of the tagged vehicle (with 
probability 1-ρ), the vehicle will go from XMT to idle state 
and wait for a new incoming packet. If there are packets left 
in the queue after a packet transmission (with probability ρ), 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
the vehicle will sense the channel again for DIFS time and 
then randomly choose a backoff counter before transmitting 
the next packet.  

Define the sojourn time in state j as Tj. The mean and 
variance of Tj in the SMP model are: 
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where T=E[PA]+TH+DIFS+δ. The mean and variance of the 
packet length are E[PA] and Var[PA] respectively. TH 
presents the packet header including physical layer header 
and MAC layer header. δ is the propagation delay. The 
parameters above are transferred to time unit for sojourn 
time calculation. 

For the model in Figure 1, the embedded DTMC is first 
solved for its steady-state probabilities: 
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Figure 1. SMP model for IEEE 802.11 broadcast 
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Taking account of the mean sojourn time in each state, 
the steady-state probabilities of the  SMP are given by: 

i i
i

j jj

v

v

τ
π

τ
=
∑

 (6) 

Therefore, the steady-state probability that a vehicle is in 
the XMT state is given by: 

( ) ( ) ( ) ( ) ( )0

2

1 2 2 1 1 /
XMT

b b b

T

q p T W p T T DIFS
π

ρ ρ σ σ ρ λ
=

+ − + ⋅ + − ⋅ + + − +      
 (7) 

Although the sojourn time in XMT state is T, the real 
packet transmission only occupies a portion of this sojourn 
time, which is E[PA]+TH+δ=T-DIFS. Hence, the probability 
that a vehicle transmits in steady state is πXMT(T-DIFS)/T. 

In Equation (7), three unknown parameters are: 

• ρ: the probability that there are packets in the queue 
of the tagged vehicle. 

• pb: the probability that the channel is detected busy 
in one time slot by the tagged vehicle. 

• qb: the probability that the channel is detected busy 
in DIFS time by the tagged vehicle. 

In Section III.C, we will see that pb and qb are functions 
of ρ, whereas ρ depends on the mean service time to transmit 
a packet. Therefore, the service time is derived first in the 
next subsection. Section III.C subsequently illustrates the 
relationships between these parameters and fixed point 
iteration algorithm is utilized to compute the numerical 
results for these parameters as well as the service time.   

B. Service time computation 

As mentioned above,  each vehicle in the network can be 
modeled as an M/G/1 queue. The MAC layer service time is 
defined as the time interval from the time instant when a 
packet becomes the head of the queue and starts to contend 
for transmission, to the time instant when the packet is 
received.  

The SMP model in Section III.A describes the behavior 
of a tagged vehicle continuously transmitting packets in its 
queue. In this section, the service time for any one packet in 
the queue needs to be derived. Therefore, the SMP model in 
Section III.A can be modified to contain an absorbing state 
as shown in Figure 2. By properly allocating the initial 
probability, the time to reach the absorbing state will be the 
service time for a packet transmission.      

 
 
 
 
 
 
 
 
 
 
 
 

 
For a newly generated packet in the tagged vehicle, if 

there is no packet in the queue and the channel is sensed idle 
for DIFS time with probability (1-ρ)(1-qb),  the packet will 
be directly transmitted. In other words, the initial probability 
that a packet starts its transmission in  XMT state is (1-ρ)(1-
qb). Otherwise, the vehicle will randomly choose a backoff 
counter before the packet transmission. Therefore, the initial 
probability that a packet starts its transmission in state i 
(i=0,1,…,W0-1) is [1-(1-ρ)(1-qb)]/W0. Hence, the initial 
probabilities for all states are: 
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Since the Markov chain contains an absorbing state, the  
transition probability matrix can be partitioned so that: 

                               
0 1

Q C
P

 
=  
 

 (9) 

where Q is a 2W0 by 2W0 sub-stochastic matrix describing 
the probabilities of transitions only among the transient 
states. The fundamental matrix is: 

( )
1

M I Q
−

= −  (10) 

Let Xij be the random variable denoting the visit counts to 
state j before entering the absorbing state, given that 
embedded DTMC started in state i.  The expected number of 
visits to state j starting from state i before absorption is given 
by the (i,j)

th
 element of the fundamental matrix M. Hence, 

ij ijE X m  =   (11) 

      Due to the acyclic nature of the DTMC model in Figure 
2, the fundamental matrix can be easily obtained through the 
definition of Xij instead of computing (10). 
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(12) 

Furthermore, the variance of the number of visits can also be 
derived using the fundamental matrix. Define MD=[mdij] by:  

0

ij

ij

m if i j
md

otherwise

=
= 


 (13) 

Define M2=[mij
2
]. Hence, the variance of the visit counts is: 

( )2

22
D

M M I Mσ = − −  (14) 

The service time for a packet transmission starting from state 
i is given by: 

i j ij

j

S T X= ⋅∑  (15) 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 2. SMP model for the service time computation 
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Since the sojourn time in state 0 is zero in the protocol 
instead of σ as specified in the model, we adjust the mean of 
Si starting from i=0,1,…, W0-1 by decreasing σ in the results. 
Hence, we obtain: 

[ ] 00,1, , 1
b

i

i i p T T for i W
E S
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�
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The variance of Si is given by (18). 
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The service time for a packet transmission without 
conditioning on the starting state is presented as follows. 
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(19) 

Therefore, the mean and variance of the service time are 
given by (20) and (21), respectively. 
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C. Fixed point iteration 

In the previous section, the mean service time is shown to 
depend on three unknown parameters ρ, pb and qb, whereas ρ 
depends on the mean service time according to the M/G/1 
queue behavior. Therefore, relationships between ρ, pb and  
qb are determined first in this section, and then the fixed 
point iteration algorithm is used to obtain the final solution. 

Let Ncs denote the average number of vehicles in carrier 
sensing range of the tagged vehicle, whereas Ntr denote the 
average number of vehicles in transmission range of the 
tagged vehicle. Hence, without loss of generality, we have 

2cs trN N Rβ= =  (22) 

The average number of vehicles in potential hidden area is: 

4 2ph csN R N Rβ β= − =  (23) 

From the tagged vehicle’s point of view, pb is the 
probability that it senses channel busy during one time slot in 
the backoff process. Since the channel is detected busy if 
there is at least one neighbor (i.e., a vehicle in the 

transmission range of the tagged vehicle) transmitting in a 
backoff time slot of the tagged vehicle, we have 

( )
( )

0

1 1 1
!

tr tr XMT

i

i N N Ptr

b XMT

i

N
p P e e

i

∞
− − ⋅

=

= − − = −∑  (24) 

where PXMT is the probability that a neighbor  is transmitting 
in a backoff time slot of the tagged vehicle, to be derived 
next.  

Equation (7) shows that the probability that a vehicle 
transmits a packet in steady state is πXMT(T-DIFS)/T. In 
addition, the time to transmit a packet is T-DIFS. Therefore, 
we can abstractly define the total time to be Ttotal as shown in 
Figure 3. Hence, πXMT(T-DIFS)/T =(T-DIFS)/ Ttotal.  

 
 
 
 
 

 
Suppose a neighbor of the tagged vehicle transmits a packet 
as shown in Figure 3 in time duration Ttotal, a backoff time 
slot of the tagged vehicle can occupy any one time slot 
within Ttotal.  

For the first backoff time slot of the tagged vehicle, the 
time duration that can capture the transmission of the 
neighbor is T-DIFS+2σ. One extra time slot σ is the one just 
before transmission and another is the one just after 
transmission, which can capture the starting time instant and 
ending time instant of the packet transmission. Therefore, the 
probability that a neighbor’s transmission is detected in the 
first backoff time slot of the tagged vehicle is πXMT(T-
DIFS+2σ)/T. 

For a backoff time slot that is not the first backoff time 
slot of the tagged vehicle, the time duration that captures the 
transmission of the neighbor is 2σ, which captures the 
starting time instant of the transmission. This is because 
when the neighbor’s transmission is detected in the first 
backoff time slot by the tagged vehicle, the backoff counter 
will suspend and wait until the end of this transmission for 
further decrement. Therefore, if the first backoff time slot 
detects the transmission, there is no chance for the later 
backoff time slots to detect the same transmission. As a 
result, the non-first backoff time slot can only detect the 
transmission when the starting point of the transmission falls 
within this time slot. Therefore, the probability that a 
neighbor’s transmission is detected in non-first backoff time 
slot of the tagged vehicle is πXMT·2σ/T. 

Since the probability that a backoff time slot is the first 
backoff time slot is 1/W0 and non-first backoff time slot is 
(1-1/W0), the probability that a neighbor’s transmission is 
detected by a backoff time slot of the tagged vehicle is: 

0 0

1 2 1 2
1

XMT XMT XMT

T DIFS
P

W T W T

σ σ
π π

 − +
= ⋅ + − ⋅ 

 
 (25) 

Next, qb denotes the probability that channel is detected 
busy by the tagged vehicle in the DIFS duration. Therefore, 
we can similarly define PXMT’ to be the probability that a 
neighbor’s transmission is detected in the DIFS duration by 
the tagged vehicle.   

 
Figure 3. Abstraction of the packet transmission time 
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Hence, qb is given by (27). 
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Based on Equations (24)-(27), qb is expressed in terms of pb 
to simplify the iteration algorithm: 

( )
( ) 0

021 1
T DIFS W

T DIFS W
b bq p σ

+

− += − −  (28) 

From the above analysis of the relationship between two 
parameters ρ and pb (qb can be expressed in terms of pb), we 
notice that pb depends on ρ and pb itself. Hence, we denote 
pb=g(ρ,pb)  and the reciprocal of mean service time for 
M/G/1 queue to be µ=h(ρ,pb). The fixed point iteration 
algorithm is outlined as follows according to the import 
graph in Figure 4. 

 
 
 
 
 
 
 
 
 

Fixed point iteration algorithm: 
Step 1: Initialize ρ=1, which is the saturation condition; 
Step 2: With ρ, solve pb according to (24)(25)(7)(28); 
Step 3: With ρ and pb, calculate service rate µ=1/E[S] 
according to (20); 
Step 4: If λ<µ, ρ=λ/µ; otherwise, ρ=1; 
Step 5: If ρ converges to the previous value, then stop the 
iteration algorithm; otherwise, go to step 2 with the 
updated ρ. 

By utilizing the fixed point iteration algorithm, the 
parameters ρ, pb, qb, πXMT as well as the mean and the 
variance of the service time can be determined, which are 
used for performance indices computation in the next 
section. 

IV. PERFORMANCE INDICES 

A. Transmission delay 

The packet transmission delay is defined as the average 
delay a packet experiences from the time the packet is 
generated, until the time the packet is successfully received 
by all neighbors of the vehicle that generates the packet. The 
transmission delay E[D] includes the queuing delay and 
medium service time (due to backoff, packet transmission, 
and propagation delay, etc.)  

The expected queuing delay can be obtained from the 
Pollaczek-Khinchin mean value formula of M/G/1 queue: 

[ ] [ ]( )( )
[ ]( )

2

2 1
q

Var S E S
E D

E S

λ

λ

+
  =  −

 (29) 

The average packet transmission delay is then calculated as: 

[ ] [ ]qE D E D E S = +   (30) 

B. Packet Delivery Ratio 

The PDR is defined as: given a broadcast packet sent by 
the tagged vehicle, the probability that all vehicles in its 
transmission range receive the packet successfully. Taking 
account of hidden terminals, we have 

( ) ( )cs phPDR P N P N=  (31) 

where P(Ncs) is the probability that no vehicles in the 

transmission range of the tagged vehicle transmits when the 

tagged vehicle starts transmission, and P(Nph) is the 

probability that no transmissions from the vehicles in the 

potential hidden terminal area collide with the broadcast 

packet from the tagged vehicle.  
  P(Ncs) can also be interpreted as the no-concurrent 

transmission probability, i.e., two packets do not start 
transmission at the same time. Since DCF employs a 
discrete-time backoff scheme, if the backoff process is 
involved, a vehicle is only allowed to transmit at the 
beginning of each slot time after an idle DIFS. Therefore, if 
the tagged vehicle has not gone through the backoff process 
before transmitting the packet (with probability (1-ρ)(1-qb)), 
the concurrent transmission will not occur. Otherwise, the 
packet transmission is synchronized to the beginning of a 
slot time, and concurrent transmission may occur if other 
vehicles’ transmission is also synchronized by the backoff 
process. From the model, we know that the probability that 
a neighbor starts to transmit a packet at the beginning of the 
same time slot with the tagged vehicle is π0= πXMT·σ/T. This 
is because the sojourn time in state 0 is one time slot σ as 
shown in the SMP model, hence, π0 is the probability that a 
vehicle starts to transmit in the beginning of a time slot 
immediately after the backoff process. Hence, P(Ncs) is:  
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(32) 

Since the transmission time for a packet is T-
DIFS=E[PA]+TH+δ, the event that transmission from hidden 
terminals collides with the tagged vehicle’s transmission 
only happens when hidden terminals start to transmit during 
the vulnerable period 2(T-DIFS)=2(E[PA]+TH+δ) [6]. Using 
πXMT=T/Ttotal as an abstraction of the steady state behavior 
shown in Figure 3, the probability that a vehicle starts to 
transmit during the vulnerable period is: 

2( ) 2( )
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π

− −
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(33) 
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(34) 

V. NUMERICAL AND SIMULATION RESULTS  

The computation for analytic models and corresponding 
simulations are conducted in Matlab. Table 1 shows the 
parameters used in this paper, which reflect typical DSRC 

 
Figure 4.  Import graph for fixed point iteration 
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network settings in [1]. Figures 5 and 6 present the mean 
transmission delay and PDR, respectively, vs. the vehicle 
density β (# vehicles per meter), data rate Rd (Mbps), packet 
arrival rate λ (packets per second) and average packet length 
E[PA] (bytes). 

 
Table 1. Parameters 

Parameters Values Parameters Values 

Tx range R 500 m Propagation delay δ 0 µs 

Average Packet 
Length E[PA] 

variable 
Variance of Packet 

Length Var[PA] 
0 

PHY preamble 40 µs PLCP header 4 µs 

MAC header 272 bits CWMin W0-1 15 

Packet arrival rate λ variable Vehicle density β variable 

Slot time σ 16 µs DIFS 64 µs 

 
Figures 5 and 6 show that the analytic results from the 

model have better match with the simulation results than 
those from the model in [6]. The 95% confidence intervals 
are shown in the figures. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Since the SMP model considers the fact that a packet can 

be directly transmitted without undergoing backoff process, 
the delay is lower compared with [6]. Another observation in 
Figure 5 is that high data rate and shorter packet length 
facilitate the decrease of the transmission delay. 

The PDR decreases fast as the density β increases as 
shown in Figure 6. Similar to the delay, PDR also benefits 
from high data rate and short packet length.          

VI. CONCLUSION AND FUTURE WORK 

In this paper, a more general and accurate analytic model 
using SMP has been developed to characterize the behavior 
of DSRC for highway safety communications. The model is 
cross validated against simulations.  Moreover, the 
performance with different input parameters is analyzed to 
suggest better parameter settings that will improve the 
performance by decreasing the delay and increasing PDR. In 
future, performance optimization will be conducted for more 
parameters including W0. The tradeoff between delay and 
PDR will be evaluated based on optimization results. In 
addition, the SMP model will be extended to incorporate 
different packet arrival processes such as Markov modulated 
Poisson process (MMPP), Markov arrival process (MAP) 
instead of Poisson arrival. Besides one-hop direct broadcast 
transmission strategy, multi-hop and multi-cycle 
transmission strategy will also be considered in future. 
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Figure 5. Delay of DSRC Highway safety messaging 
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Abstract — This paper describes the concept of the resource 
management strategy in ad hoc networks for rescue 
operations. The presented strategy is a result of the new 
outlook on the IEEE 802.11 networks capabilities and 
performance enhancement. The proposed solution is dedicated 
to real time services support and is based on the concept of the 
Resource Manager that organizes and controls the whole 
traffic in the network. Novel procedures were developed and 
applied in order to organize the network and manage the real 
time traffic. A method of the available bandwidth 
measurement and estimation was introduced. Large scale 
simulations for different numbers of Voice over IP (VoIP) 
sources and various voice codecs have been carried out. They 
show the increase of channel utilization reaching over 80% and 
significant growth of the network capacity. 

Keywords - IEEE802.11 WLANs, ad-hoc networks, VoWiFi, 
resource management 

I.  INTRODUCTION 

For over ten years a permanent development of IEEE 
802.11 Wireless Local Area Networks (WLANs) is being 
observed [1]. Among the many advantages they offer, users 
appreciated the convenience and simplicity when accessing 
the network and establishing high data rate wireless 
connection. Thanks to a low cost and a small size of devices, 
nowadays they seem too ubiquitous. WLAN drivers are 
embedded in many different devices like notebooks, mobile 
phones, Personal Data Assistants (PDAs), cameras, etc. 
Despite the fact that WLANs were originally designed for 
data transport, today it is also demanded of them to be 
efficient for real time services support. 

Another advantage of WLANs results from the ad hoc 
mode, which is a method for wireless devices to directly 
communicate with each other. Operating in ad hoc mode 
allows all wireless devices within each other’s range to 
discover and communicate in a peer-to-peer manner without 
involving the central access point. This mode offers mobility 
and communications between users in areas without 
infrastructure or in all places with damaged infrastructure. 
From this point of view, WLANs operating in ad hoc mode 
can be a very promising solution for users, such as the fire 
brigade, rescue team, police squad or small military unit 

[2,3]. The possible scenario is to use the ad hoc network for 
public-safety or search-and-rescue operations. 

An important issue for such network is the ability to 
support cooperation between two or more emergency 
services, e.g., the fire brigade, police squad, rescue team, 
medical service. On the other hand, it must be stressed that 
the performance of the network decreases as the number of 
wireless users grows. For that reason, a smart mechanism 
should be introduced, which allows topology control and 
network scalability [4]. 

The effect of the hidden node is one of the most difficult 
problems to solve, because it is intrinsic to the nature of the 
WLANs. The RTS/CTS mechanism is not recommended for 
the transmission of small packets, e.g. VoIP. A possible 
solution is to use an additional signaling channel, however it 
requires changes in the physical layer. This issue was widely 
discussed in [14,15]. 

When considering the hierarchical structure of the 
command system of the emergency services, different ranks 
of users should be taken into account. This will affect the 
priority of users, as well as the type of allowed services. 

Among many wireless solutions, IEEE 802.11 networks 
seem to be the most popular. Although the most common 
weakness of WLANs is the insufficient support of the real 
time services [5,6], the authors formulated a new outlook on 
the IEEE 802.11b network capability and possible 
performance enhancement. Despite the fact that there is a 
wide range of WLANs specifications, the issue of network 
optimization still remains open. QoS mechanisms were the 
subject of the IEEE 802.11e standard [7]. However, these 
mechanisms cannot guarantee the quality of services, 
although they slightly improve the network efficiency [8]. 

The voice capacity of IEEE 802.11 networks is gaining 
increasing attention in the literature. Methods of VoWiFi 
optimization, including voice codec negotiation, audio 
packets aggregation as well as the MAC protocol adaptation, 
can be found in many papers. In [8], the influence of the 
MAC protocol on the network performance was shown. This 
protocol operates in contention mode and thus inevitably 
introduces the PHY layer overheads, Backoff and protective 
periods, ACK frames and retransmissions in some cases. In 
[9], authors analyzed the effect of the coding rate and packet 
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size on the voice capacity of the Distributed Coordination 
Function (DCF). 

In [10], dynamic CW adaptation was suggested in order 
to minimize the number of collisions. The idea of the voice 
coding bit rate adaptation to the available network bandwidth 
was described in [22]. Results of experiments confirmed the 
efficiency of the new scheme. The impact of different 
configuration parameters on the ad-hoc network performance 
was presented in [23]. Following parameters were analyzed, 
the type of codec, packetization interval and the data rate. In 
[24], authors presented the results of the capacity 
measurement of the IEEE 802.11e network for each access 
category. They also analyzed the effect of the TCP traffic on 
VoIP streams. In conclusion, they stated that 802.11e 
standard can protect the quality of VoIP if there is TCP 
traffic added. However, it can not improve the capacity of 
the network. 

Although proposed methods can improve network 
efficiency, the question as to how to guarantee the quality of 
services still remains open [13]. Furthermore, there is still a 
lack of an efficient Call Admission Control (AC) mechanism 
[12,13]. The present article is an attempt to fill this gap. 

This paper presents the general concept of the resource 
management strategy and provides information on 
introduced procedures. All proposed mechanisms are 
connected with each other and interact within a individual 
device as well as within the whole network. 

The rest of the paper deals with the concept and 
assumptions (Section 2), the description of the proposed 
mechanisms (Section 3), simulation results and their 
discussion (Section 4), conclusions (Section 5) and future 
work (Section 6). 

II. CONCEPT AND ASSUMPTIONS 

In the case under consideration, the aim of the network 
optimization is to get as high as possible number of VoIP 
streams with guaranteed voice quality. The assumed network 
operates in ad hoc mode and consists of small group of users, 
e.g., fire brigade or rescue team. In emergency situations 
they typically use voice communication. Therefore the 
authors made an assumption that there is only one type of 
service, namely VoIP. 

Users have different ranks, which determines some 
differences between priorities. Thus, the trade off between 
the available bandwidth, the allowed number and the rank of 
users is introduced intentionally. 

The network model assumes WLAN based solution. The 
authors decided to use the IEEE 802.11b standard as offering 
good throughput and modulations more resistant to 
interferences, which is a real advantage of the network 
operating in ad hoc mode. MAC QoS mechanisms defined in 
the IEEE 802.11e standard were also taken into account. 
These mechanisms are a good starting point to enable 
prioritization and bandwidth reservation in ad hoc network 
[12,13]. In particular, the authors introduced the adaptation 
of a Contention Window (CW) size to the type of  frame and 
the rank of the user. 

Another issue concerns the optimal balance between the 
traffic load and the services quality in ad-hoc networks. 

It is expected that the proposed range of adaptation and 
introducing of new mechanisms will not demand a high cost 
of implementation and will be feasible. 

Fig. 1 illustrates the concept of efficiency improvement 
of WLAN for VoIP support. The available bandwidth level 
is the main factor allowing assessment of the traffic load in 
the network. Cross-layer mechanisms are crucial for network 
performance improvement. They enable the RT traffic 
shaping or MAC adaptation if the available bandwidth is too 
small or if the level of service is not satisfactory. The CAC 
mechanism prevents new VoIP calls if the available 
bandwidth level is too low. 

 

 
Figure 1.  Performance enhancement of WLAN for VoIP support. 

In the proposed solution, the network consists of different 
rank users. For the sake of simplicity, high rank users shall 
be denoted as special users while the rest shall be referred to 
as commercial users. It perfectly corresponds to the scenario 
of the humanitarian aid, when volunteers help people in 
service. Another example can be the situation when the fire 
brigade, police and civilians cooperate within small groups 
while strengthening an embankment during a flood. 
However, if the available bandwidth is too small, special 
users prevail over the network. Eventually, the lowest rank 
users can be completely blocked. 

A separate question is how to assess the resources of the 
network, e.g. channel utilization. Since ad-hoc networks are 
bandwidth limited, not all measurement methods can be 
applied [15-17]. 
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Figure 2.  BPCP alignment with protocol stack. 
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Fig. 2 illustrates the extended protocol stack with cross-
layer interactions. Bandwidth Prediction Control Protocol 
(BPCP) allows monitoring of parameters in the physical 
layer, to measure the channel utilization level and also to 
switch MAC protocol states, as explained in subsequent 
sections. RT traffic shaping relays on codec negotiation and 
audio packets aggregation. Closed Network Mode is based 
on the concept of the Resource Manager that controls traffic 
in the network. 

A. Bandwidth Estimation 

The available bandwidth is crucial for optimization of the 
Wi-Fi ad-hoc network. Therefore, the authors proposed to 
implement BPCP that enables to measure the channel 
utilization level and to estimate the available bandwidth. 

BPCP takes advantage of WLAN card drivers that enable 
the measurement of SNR in the PHY layer and BER 
calculation, and passing these parameters to the Data Link 
Layer. If nodes operate in promiscuous mode, they can 
receive all the traffic sent across the network. As a result, the 
bandwidth utilization is assessed in all nodes of the network 
independently and continuously for predefined periods called 
Sampling Intervals. 

From the PHY layer point of view, stations can detect the 
channel state (idle or busy - which means transmission) and 
if they operate in promiscuous mode, they can receive and 
process all frames. The type of received frames (RTS, CTS, 
DATA, ACK) is recognized in the data link layer. 

Knowing the bit rate and the length of received frames it 
is possible to calculate their transmission duration in the 
radio channel, denoted as tAF in (1). 

 ( )
( )sec_

_

bitsbitRateAF

bitslengthAF
tAF =  (1) 

Having knowledge of tAF parameters, it is then possible to 
determine the channel utilization coefficient for the interval, 
e.g. from t1 to t2 
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21 222

tt

DIFSSIFSttt
U ACKdd

−
⋅+⋅+⋅++=  (2) 

where: td1, td2 denotes the duration of the first and second 
data frames; tACK represents the ACK frame duration, Fig. 3. 

 

 
Figure 3.  Transmission scheme in a contention mode of WLAN. 

When the current and the previous channel utilization is 
estimated, BPCP makes forecasts for the next period. 

Fig.4 shows the extended WLAN sublayer of the mobile 
node. This sublayer contains Throughput Meter In and 
Throughput Meter Out components to measure all incoming 
and outgoing traffic. This information is used to assess the 
total traffic load as well as the available bandwidth. 

 

 
Figure 4.  The extended WLAN sublayer of the mobile node. 

To assess the network throughput in a contention mode, 
theoretical analysis was performed and simulations were 
made using the OMNET++ v4.0 simulation tool. 

For the purposes of analysis and simulation, the 
following parameters were assumed: G.711 voice codec; 
typical protocol headers (MAC header = 30B, IPv4 header 
=20B, UDP header = 8B); free space propagation model and 
lack of mobility. The issue of mobility is crucial for NRM 
determination and is the topic of further study. 

The values of the MAC parameters are listed in Table I. 

TABLE I.  MAC PARAMETERS 

Parameter  Value 

DIFS 50 µs 
SIFS 10 µs 
Slot Time 20 µs 
CWmin 32 
CWmax 1023 
Data Rate 2Mbit/s 
PHY header 192 µs 
MAC header 34 bytes 
ACK 304 µs 

 
The main attributes of the G.711 codec are shown in 

Table II. 

TABLE II.  G.711 CODEC CHARACTERISTICS 

Codec G.711 

Bit rate [kbit/s] 64 
Framing interval [ms] 20 
Payload [B] 160 
Packets/sec 50 

 
The results of the simulation are presented in Fig. 5. 

Normal distribution of a throughput estimator was assumed, 
as well as a confidence interval with α=0.1 and β=1.64 (for 
cumulative distribution function equal to 0.9). 

The period of time required for the transmission of one 
data frame and the acknowledging frame takes nearly 1,8ms. 
For that reason it is possible to send 11 acknowledged 
frames during one second. Audio packets are generated by 
codec periodically every 20ms. Assuming that stations work 
synchronously, i.e., after the first one had transmitted a 
packet, the second one generates it, then it is possible to 
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obtain the network throughput equal to 1,3Mb/s, Fig. 5. 
Higher traffic load will cause an increase of the collision rate 
and a drop in network efficiency. 
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Figure 5.  Wi-Fi network throughput - contention mode, data rate 2Mbit/s. 

B. MAC Protocol States 

At the beginning of the operation, special stations can 
cooperate with commercial and use standard access schemes, 
until BPCP detects the insufficient bandwidth and initiates 
the Acquisitive Mode (AM).  

During AM mode, the Backoff interval is minimized 
according to the rank of the user. As a result, special stations 
prevail over the network. Only a small part of the bandwidth 
can be hard-won by remaining users. To determine the 
Backoff interval, the Contention Window parameter is used, 
however different values have been introduced, depending 
on the rank of the user and the type of frame (Control, Data, 
Broadcast or RTData). 

If the available bandwidth is still too small, BPCP 
triggers a mechanism called the Network Self-Organizing 
Mechanism, which is responsible for creating a Closed 
Network Mode. From this moment on, Wi-Fi network 
operates in a point-coordinated mode. Fig. 6. presents the 
states of MAC protocol for the proposed protocol extension 

 
Figure 6.  MAC protocol states. 

An important issue is to determine the proper level of 
channel utilization for triggering between MAC AM and 
Closed Network Mode. To resolve this problem, the authors 
applied the Pareto optimization approach. 

Simulation results obtained for 2Mbit/s data rate and 
G.711 voice codec are presented below. 

Fig. 7 shows the network throughput vs. traffic load. 
Triggering levels are also presented. If the throughput 
reaches limit denoted by B, the station switches from 
standard mode to AM. If it reaches another limit denoted by 
C, the station switches to Closed Network Mode. Fig. 8 
presents collisions vs. traffic load. The critical level of 

collisions is denoted by A. This information may be used 
additionally by BPCP. 
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Figure 7.  Network throughput vs. traffic load (where triggering levels are 
denoted as follows: A - switch from AM Mode to std., B - switch from std. 

to AM Mode, C - switch to Closed Network Mode). 
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Figure 8.  Collisions vs. traffic load (where A denotes the critical level of 

collisions). 

Results of simulations performed in order to estimate the 
acceptable number of VoIP connections, depending on the 
type of voice codec and MAC protocol parameters in a 
contention mode, were widely discussed in literature 
[9,10,19,20]. However, the question where and how to 
implement the AC mechanism and how to manage the traffic 
in the network still remains open. The AC mechanism is 
necessary to prevent new calls if there is not enough 
bandwidth. In a contention mode, stations are not aware of 
the traffic load and try to transmit frames every time they 
have a packet to send. For this reason, a Closed Network 
Mode was proposed with a station named the Network 
Resource Manager (NRM) that manages the network. 

III.  CLOSED NETWORK MODE 

A. Network Self-Organizing Mechanism 

At the beginning, all stations work in a contention mode 
with standard parameters, Fig. 9. In the background, 
Neighbor Discovery Procedure is performed, which is based 
on broadcasting Neighbor Request and Neighbor Response 
frames [21]. This procedure allows recognition of the 
surroundings by collecting data from other nodes, namely: 
received signal strength and noise, battery level and rank of 
the station. Based on this information, each station 
determines its own NRM Readiness coefficient, which 
describes whether the station is ready to play a network 
manager role. This mechanism is still under implementation 
in OMNET++ v4.0. 
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If BPCP again detects the insufficient bandwidth 
coincidence, a station changes the mode to AM, while 
Neighbor Discovery Procedure is still in the background, 
Fig. 9. When a first station detects the insufficient 
bandwidth, it initiates Network Self-Organizing Mechanism 
(NSOM). Only stations with a certain NRM Readiness 
coefficient are allowed to participate in this phase. If 
necessary, information on the network topology is refreshed 
by sending Neighbour Request frame, which contains the last 
NRM Readiness coefficient of the sending station. When 
these frames are exchanged, the station with the highest 
coefficient sends a Request for RT frame. From this moment 
on, the network operates in a Closed Network Mode and all 
traffic is controlled by the resource manager till NRM 
Timeout elapses and the procedure for NRM Determination 
starts again, Fig. 10. 
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Neighbour Discovery Procedure t

AM Mode Initiation NRM Determined NSOM Initiation
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Access Scheme

BPCP detects lack of bandwidth

Ad-hoc
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Controlled Access
NRM
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Figure 9.  Network Self Organizing procedure. 

B. Real Time Traffic Management 

When the NRM station is determined, it sends a 
NRM Request broadcast frame informing that nodes are 
allowed to call for a bandwidth reservation. Some stations 
respond with RT Confirm frames if they have RT packets to 
send. The NRM Request frame is sent periodically to 
disseminate the list of queued stations and also the current 
queue limit, Fig. 10. A more detailed description of the 
algorithm can be found in [18]. 
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Figure 10.  RT traffic management. 

If the queue limit is reached or NRM Req Timeout has 
elapsed, the NRM station sends a RT Queue frame 
containing: 

• queue size: number of STAs in queue, 
• number of cycles: number of queue repetition, 
• voice codec type, 
• data rate, 
• MAC address and order of stations in the queue. 
After receiving the RT Queue frame, the first station on 

the list is allowed to transmit after DIFS and receives an 
ACK frame after SIFS, Fig. 11. The next station in queue 
transmits data frame after DIFS. The number of cycles 
describes how long nodes will transmit data in a given order. 

After each transmission of DATA and ACK, stations 
decrease their TransmissionIndex and are allowed to send 
after it reaches zero. After a predefined number of cycles, the 
NRM station again sends a NRM Request frame to give a 

chance to transmit for stations that were out of queue during 
the preceding period. 
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Figure 11.  RT traffic queue. 

An unpredictable NRM termination may occur, e.g. as a 
result of depletion of the battery, which should be taken into 
account. In such a situation nodes will detect a lack of frames 
from NRM for the assumed timeout. Since this moment on, 
the station with the second highest NRM Readiness 
coefficient starts playing this role.  

In order to organize a closed network and manage RT 
traffic, the following management frames were introduced: 

• Neighbor Request and Neighbor Response - for 
neighborhood discovering, 

• NRM Request - for initiation of the RT traffic 
queuing phase, 

• RT Confirm - for the bandwidth reservation, 
• RT Queue - distribution of RT traffic queue. 
The detailed description of the management frames 

structure can be found in [18]. Because all of these frames 
are of a broadcast type, all receiving stations are forced to 
process it in the data link layer, although acknowledgement 
is not sent. The structure of new frames is the same as 
defined in the IEEE 802.11 standard for management frames 
and consists of MAC Header and Frame Body containing 
information fields. The maximum size and capacity of 
frames are presented in Table III. 

TABLE III.  MANAGEMENT FRAMES SIZE AND CAPACITY 

Frame Type  Frame max size [B] Number of 
addresses 

NRM Request 240 35 
RT Confirm 40 1 
RT Queue 280 35 

 

IV.  VOIP CAPACITY ANALYSIS 

In order to assess the time required to organize the RT 
traffic, analytical investigations were performed. It was 
assumed that NRM is determined, avg. Backoff is equal to 
100µs and 10 nodes compete for bandwidth reservation, 
Fig. 12.  
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Figure 12.  RT traffic scheduling procedure. 

The size and the amount of frames exchanged in this 
procedure are presented in Table IV. 
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TABLE IV.  AVERAGE SIZE AND NUMBER OF EXCHANGED FRAMES 

Frame type Frame avg. size [B] Frames number 
NRM Request 100 5 
RT Confirm 40 10 
RT Queue 100 1 

 
If the data rate is set to 1Mbit/s, one cycle required to 

schedule the RT traffic takes approximately 14ms and this 
period reaches 10ms if the data rate increases to 2Mbit/s. 
Assuming some collisions, this duration should not exceed 
20ms. 

Synchronous RT data transmission in a Closed Network 
Mode can be verified by using an analytical as well as 
simulation model. For the sake of convenience, e.g. in order 
to apply different input parameters, the authors used 
COMNET 3 simulation tool.  

The aim of simulations was to assess the channel 
utilization and the number of possible simultaneous VoIP 
calls as a function of the data rate. The following 
assumptions were made: 

• network stations with commercial voice codec 
(G.711) with attributes defined in Table I, 

• MAC/PHY parameters: SIFS = 10µs, DIFS = 50µs, 
PLCP Header + Preamble = 192µs,  

• packets with standard protocol headers: MAC  = 
30B, IPv4  =20B, UDP  = 8B. 

The channel utilization vs. the number of VoIP calls and 
various data rates was shown in Fig. 13 and Fig. 14. 

In the phase of synchronous RT data transmission, there 
are only two cases when the channel is idle: DIFS which 
precedes data frame transmission and SIFS between data and 
ACK frames. 
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Figure 13.  Channel utilization vs. number of VoIP streams for G.711 voice 

codec (64kbit/s). 
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Figure 14.  Channel utilization vs. number of VoIP streams for G.726 voice 

codec (32kbit/s). 

An increasing number of VoIP connections leads to a 
linear growth of channel utilization, up to 90%. Better 
channel utilization is unachievable. This is a result of the fact 
that although the number of frames sent in a given period 
increases for higher data rates, there are still constant idle 
periods that separate frames. 

The delay of RT packets results from the data rate and 
the sequence number of a given station in the whole queue. 
Thus, this delay does not exceed two dozens of milliseconds. 
When the data rate grows, the time needed for transmission 
of one frame becomes shorter, while DIFS and SIFS remain 
on the same level. Therefore it is possible to set up more 
VoIP connections, however the channel utilization cannot 
exceed 90%.When G.711 codec is used and the data rate is 
set up to 11Mb/s, up to 27 VoIP calls are available. 

V. CONCLUSIONS 

We have presented the concept of the resource 
management strategy in ad-hoc networks for rescue 
operations. This strategy is a result of the new outlook on the 
802.11 WLANs capabilities and performance enhancement. 

A set of novel procedures was developed with a view of 
organizing the network and managing the real time traffic. 
These procedures were validated analytically and by 
simulations, and results were included. The proposed method 
of the available bandwidth measurement and estimation 
works correctly.  

The procedure of RT data synchronous transmission in a 
Closed Network Mode was verified by simulation. Results of 
tests allowed estimating the channel utilization achieving 
over 80% when synchronous transmission was applied. If the 
number of stations in a queue is set correctly, the delay of the 
RT data frame transmission is limited to two dozens of 
milliseconds and results mainly from the data rate. 

The presented results were obtained under the 
assumption that only UDP traffic is transferred across the 
network. The impact of the TCP flows on the network 
performance requires further analysis. 

The proposed mechanisms were developed as a result of 
a completely new approach to the support of RT data 
transmission in 802.11 ad-hoc network. They enrich standard 
procedures and enable an efficient utilization of the channel. 

VI. FUTURE WORK 

In this article, we have only presented the resource 
management strategy to support VoIP traffic. We described 
the procedures enabling the organizing of the network and 
real time traffic management. 

For future research it would be interesting to study the 
effect of the TCP traffic on the network capacity for VoIP. 
Based on this work, we are going to investigate how to 
efficiently manage the network where VoIP streams are 
combined with the TCP flows.  

The issue of nodes mobility is crucial for NRM 
determination and will be the topic of further study. 

Furthermore, we would like to devote attention to the 
aspect of the distributed network management. This includes 
optimization of the scheme for determining the secondary 
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resource manager when the first manager terminates 
unpredictably. 
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Abstract—The evolution of next generation network raises the 
issue of exploiting customizable services for a nomadic user 
within the environment of heterogeneity and mobility. In this 
context, the E2E QoS (Quality of Service) always remains as a 
challenge. In fact, the E2E supposes that apart the network 
resource, the service should be taken into account as an 
important resource, in the form of service component, i.e., we 
should also provision and monitor the service resource and 
verify the conformation to the QoS contract. In this paper, we 
propose a “dynamic user oriented end-to-end QoS signaling” 
for the service delivery in order to provision and dynamically 
negotiate the different services in the NGN environment. This 
end-to-end signaling extends to process the service delivery to 
maintain QoS continuity. The related sequence diagrams are 
defined and a demonstration is implemented with the purpose 
of presenting the feasibility of our proposals.  

Keywords-NGN; service delivery; QoS signaling 

I.  INTRODUCTION 

As networks are evolving towards NGN (Next 
Generation Network), the environment is becoming more 
and more complex. NGN is characterized by heterogeneity 
mobility and user centric.  

The deployment of such NGN raises the issue of 
development of Next Generation Service (NGS). The 
mobility challenges to offer service continuity in a 
personalized way for end users. Moreover, the 
personalization puts the user in the centre position in the 
architecture (user centric). An end-to-end service session 
should integrate user’s preferences with the dynamic context, 
which includes end user terminals, access networks, core 
networks and services (heterogeneity). 

If we follow the same strategy, then the user becomes the 
center of the consideration. Therefore, first, since the user is 
probably across the heterogeneous environment, to deal with 
the different providers or to gain the benefits from this 
evolving environment. For example, a travelling user is in a 
café bar where the WiFi service is offered. He is glad to 
grasp this chance to check his emails, but he has only the 
email account settings on his laptop and he’s not in the mood 
to configure his telephone for that moment. Therefore, the 
different terminals are desired to be integrated before the 
execution phase of a user’s service session. On the other 
side, user is also willing to benefit from the NGN mobility 
supports to have the service continuity. Mobility allows the 
end user to communicate regardless of location, used device, 

access mode and multiple spatial network domains. Finally, 
he wants to always keep his personality when the system 
choosing or adapting the services for him through his 
pertinent preferences.  

All these requirements lead us to focus on the service 
delivery with the service continuity. The service delivery we 
mentioned above is different with the traditional media 
delivery. Media delivery focuses on the data transfer solution 
treating the service continuity by shifting the access point 
and the corresponding supporting services in the network 
layer. The QoS is obliged to be recalculated and sometimes 
the delivery is interrupted. 

What’s more, to insure the E2E (End-to-End) QoS, 
today’s media delivery E2E QoS solution, aiming the 
network resources, is no more sufficient. The service should 
also be taken into account as an important type of resource as 
well as network resource. To compose the service as service 
components is a possible way to separate the service 
resources from the network resources. We should not only 
provision and monitor the service resources as well as the 
network resources, but also dynamically verify the 
conformation to the QoS contract established between 
service providers and user. 

In fact, the aiming user-centric session should allow users 
to access services in a customized way (composition of 
service) with QoS continuity. Therefore, a more flexible E2E 
QoS signaling is desired to support the service delivery and 
guarantee the QoS continuity. Its principle task is to 
negotiate the QoS and user information among service 
components for subscribers across any mobile or fixed 
network with any user appreciated equipment during the 
provisioning phase. During the real time of the user session, 
it can help to dynamically manage the session on the QoS 
level to have the QoS continuity.  

In this paper, we propose a QoS signaling which covers 
the end-to-end provisioning for demanded service and 
maintains the provided service conform to the SLA (Service 
Level Agreement) during the real time service session. 
Quality of Service in this paper is seen from end-user’s 
standpoint which means that the QoS assessment should be 
performed regards to the users’ requirements. 

The remainder of this paper is organized as follows. In 
Section II, the requirements of user-centric session are 
introduced. In Section III, the related works in signaling 
protocol are presented and analyzed. In Section IV, a 
dynamic E2E QoS signaling is proposed based on a service 
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and sub-network integrated architecture. In order to examine 
the feasibility of our proposition, in Section V, the functional 
specification is detailed by explaining a user case and 
scenarios which take user’s needs into account with 
corresponding sequence diagram, and the implementation 
part is presented. Finally, Section VI is the conclusion and 
gives out the perspectives.  

II. USER CENTRIC SESSION REQUIREMENTS 

We have mentioned that there’s an important 
characteristics of NGN: user centric. However, what will be 
introduced by this change? The telecommunication world 
evolves and becomes now user centric in opposition to 
system centric (behavior is constrained by the system) and 
network centric (behavior is constrained by the network). 
Therefore, user-centric requirements are expressed by user-
related information, such as QoS parameters and user’s 
preferences etc. This information can be defined in the user’s 
profile. On the provider side, QoS commitments should 
match these user's requirements. These commitments can be 
defined in the customer contract SLA. As Figure 1 shows, 
the user’s profile in the centre represents the user in the E2E 
session. This conception contains the essential requirements 
as below:  

 
Figure 1.  User-centric session requirements 

• Personalization according to user’s preferences and 
the user profile. In order to meet the personalization 
of service delivery, a more flexible deployment of 
services (service aggregation) as well as a loose 
coupling architecture between service elements 
(service composition) is appreciated. 

• Unique user session for converged services delivery 
from different providers in a top-down way. It means 
that we don’t need lance several sessions for 
different media service demanded by user.  It is 
possible to have different media demanded in one 
session through difference transactions.  

• Better selection of connectivity with QoS in a 
dynamic manner according to user’s preferences 
(QoS, location, agenda, etc.) for the media delivery.  

• Adaptable accessibility to services regardless of 
terminal used. End users may have different user 

equipment (UE) in a Seamless Userware vision 
according to user’s preferences [1].  

III.  RELATED WORK 

An end-to-end session goes through the user’s equipment, 
the connectivity network session (access and core network) 
and the service session. In each sub-session, it has his own 
method for the QoS issue, for example, GPRS (General 
Packet Radio Service) Tunnelling Protocol (GTP) used in 
between SGSN (Serving GPRS Support Node) and GGSN 
(Gateway GPRS Support Node) allows the SGSN to adjust 
QoS parameters in a session GPRS on a user’s behalf (PDP 
context); Session Initial Protocol (SIP) used between user 
and application server works with Session Description 
Protocol (SDP) for defining and negotiating the QoS 
parameters of media streams. We find that there is nothing 
for the service level. 

For the requirements of user-centric session, signaling 
should support broadening personalization coverage with 
QoS through composition of services in service levels to 
enhance capability of adaptation in mobility and 
heterogeneous environment. In this new context, we have 
evolved from a client/server architecture for a demanded 
application to a distribute architecture with a composition of 
services for a continuity of session demanded.  

Before presenting our proposals, we analyze the existing 
related work on the architectural proposals (IMS) and 
signaling proposals (SIP, NSIS) aiming at end-to-end QoS in 
this section. IMS (IP Multimedia Subsystem) architecture 
gives a converged network control layer. SIP is a signaling 
protocol of the session layer for media QoS control with the 
media. NSIS (Next Step In Signaling) is a signaling protocol 
of network layer to transferring with QoS parameters and. 
These proposals are in the network level to maintain the 
QoS, and there is nothing for the dynamic resource 
reservation of service. 

A. IMS 

IMS architecture defined by 3GPP (3rd Generation 
Partnership Project) creates one common access independent 
signaling platform for providing multiple services [2][3][4]. 
It implements the QoS mechanisms in management and 
control planes, i.e. policy control in the management plane 
and admission control in the control plane. In the TISPAN 
(Telecommunications and Internet converged Services and 
Protocols for Advanced Networking) NGN 
architecture[5][6][7], not only core networks but also access 
networks or even terminals on the user side have QoS related 
control and management functions.  

IMS integrates the network convergence but not the 
service convergence. In addition, IMS provides access to a 
service while still following client-server architecture as a 
tight coupling. In fact, we need a loose coupling for the 
service trans-organization in order to favor the 
personalization of service. 
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B. SIP 

SIP as the basic protocol at IMS control layer and one of 
the multimedia communication system framework protocols 
[8], is the application layer protocol used to establish, 
change, or terminate a multimedia session. SIP enables 
flexible interaction of several media in one session. 

As far as QoS is concerned, SIP uses SDP to describe the 
media in the session and negotiate QoS requested in the 
network layer [9]. Moreover, SIP can filter information 
according to User Profile to implement application servers 
before establishment of a session.  

However, SIP does not cover description of service 
component behavior, and is not even able to communicate 
the QoS related information among the components in order 
to re-provision services during an active session in a mobility 
environment committed to user’s contract. 

C. NSIS 

NSIS focuses on developing a protocol to manipulate 
QoS resource states along the data path in the network. NSIS 
is concerning to media delivery. But their work does not 
cover all the service resources in order to cover overall 
service delivery which is more direct user relationship. 

The QoS NSLP (NSIS Signaling Layer Protocol) 
proposed by NSIS (Next Step in Signaling) work group in 
IETF (Internet Engineering Task Force) provides flexibility 
on patterns of signaling messages that are exchanged [10]. 
The proposed specification of QoS (QSPEC) carries a 
collection of objects that can describe QoS specifications in a 
number of different ways, named QoS Desired, QoS 
Available, QoS Reserved and Minimum QoS. A generic 
template which contains object formats for the QoS 
description has been designed to ensure interoperability 
while using the basic set of objects [11]. NSIS focuses on 
developing a protocol to manipulate QoS resource states 
along the data path in the network. NSIS is concerning to 
media delivery.  

However their work does not cover service resources 
which are essential in service delivery, where we should also 
reserve the QoS for each service component in a session. 

Facing to the NGN/NGS needs, the desired solutions 
should concern the QoS control for all the resources in a 
user-centric session, not just the network ones but also the 
service ones. The related work analysed above is still just in 
the network layer for the QoS control of media delivery.  

IV. PROPOSITION: USER-CENTRIC QOS SINGALING 

From a user centric point of view, the E2E QoS could be 
enhanced by including service components as resources. In 
order to satisfy the E2E QoS in the user-centric session, we 
propose a “dynamic user oriented E2E QoS control” 
supporting QoS provision and dynamic management 
(negotiation and adaptation). We develop this signaling on 
the existing SIP protocol framework and call it enhanced SIP 
(SIP+). SIP+ is able to circulate the media description and 
service component description for service delivery 
provisioning. We introduce firstly the VSPN (Virtual Private 
Service Network) architecture (§A) on which our proposition 

is built, then we explain the E2E QoS provisioning protocol 
(§B). Finally, we detail the dynamic QoS signaling which 
converges the management information in control messages 
during the exploitation with a state chart (§C). 

A. Architecture dimension 

In order to manage the service resources, we constitute 
VPSN with networked Service Elements (SEs) (Figure 2). 
This network is virtualized because the service components 
have sufficient abstraction features and they are mutually 
sharable. This network is private because it responses to a 
service request of a particular customer with specific QoS 
needs. The VPSN translates the logic of the requested service 
and links the service nodes according to “semantic routing” 
for the service composition. The VPSN proactively 
maintains this QoS to meet the customer’s SLA. Concerning 
the QoS communication and interworking solution between 
the separated service and network layer, based on IMS 
platform, in [12], authors have proposed a binding 
mechanism in the E2E user-centric session to correlate the 
information generated in the three parts (User equipment, 
network and service). These three levels would be aware of 
and self-adapt to any change for the dynamic QoS 
information management. This information are stocked in 
database on two sides: Infosphere, in user side, which 
provides personalization and ambient resources information 
around end-user; and an enhanced UPSF (User Profile 
Server Function) in operator’s side which offers an 
informational inference on all the resources [13]. The link is 
thus established integrating with sub-networks. 

 

Service layer with NGN Middleware

IMS (Session Middleware) 

P-CSCF I-CSCFS-CSCF

User Management

SE1
SE2

SE51
SE3 SE4

QoS Management

SIP+
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SE9 SE8 SE10

SE52 SE53
VPSN

VSC

SIP
Diameter

SE: Service Element

UPSF+

 

Figure 2.  Global architecture of SIP+ 

We propose a VSC (virtual service community) to 
manage the QoS and functional equivalent service 
components in a community. VSC is a group of SEs that has 
the same functionality with an equivalent QoS. In case that a 
component is no longer suitable for a user session, another 
member could replace it and keep the QoS continuity. 

We map the proposal on the ETSI (European 
Telecommunications Standards Institute) IMS. Service 
components are in the different container (for example: 
Application Server). The NGN middleware offers the basic 
services, which enables QoS management, user management 
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and other management functions. Service components are 
thus managed by NGN middleware. The NGN middleware 
selects and invokes services at the reception of SIP message 
from the IMS session middleware. These service 
components are chained into VPSN according to the service 
logic by the SIP+. Moreover, the service components can 
negotiate QoS information with end users through SIP+. 

B. E2E QoS provisioning protocol 

Enhanced SIP works in service layer to provision the 
resources for the E2E user-centric session based on our QoS 
model (four criteria: availability, delay, reliability and 
capability). This unified QoS model is applicable to all the 
resources in a session. These criteria can be applied to any 
QoS classification (Diffserv, Interserv, etc.) and can be also 
easily measured according to specific parameters. During the 
service’s deployment and provisioning, these four criteria are 
divided into three categories: conception value, current value 
and threshold value.  

The conception value is decided at the phase of service 
conception. It introduces the maximum possibilities of the 
node’s treatments and the link’s interactions. 

The current value is calculated during provisioning and 
exploitation to reflect the service’s behavior in real time.  

The (minimum/maximum) threshold value defines the 
range on which the node normally operates. They are alert 
thresholds avoiding the current value exceeds the limitation. 

Under the help of these modeling tools, the SIP+ could  
provide a QoS description in high level covering an overall 
service requested by end-user in a top-down declination 
(service node QoS, network QoS, equipment QoS) approach, 
as Figure 3 shows.  

 

 
Figure 3.  E2E QoS description 

The service node QoS contains the non functional 
characteristics of service. The network QoS collects the 
routing table which records the QoS of all the possible paths 
in the transport layer. The equipment QoS is the QoS view of 
the machine (CPU and memory etc).  

The recursive calculation of the QoS between the levels 
enables the E2E QoS aggregation across multiple providers. 
If service nodes are activated, the real-time QoS condition is 

recalculated and updated in the QoS table. The latter will 
probably cause the recalculation of the network QoS.  

NSIS has four kinds of QSPEC (QoS Specification) 
objects which consist of a number of parameters describing 
the condition and constraints of traffic as well as traffic 
classifier for the resource reservation in the network layer. 
The SIP+ aims at provisioning service resources in the same 
way as NSIS. Therefore, we propose a QoS description 
template in the SIP+ which has two objects: Demanded QoS 
and Current QoS (Figure 4). In each object, QoS parameters 
are classed into four QoS criteria.  

 
 

  
Figure 4.  SIP+ QoS description template 

In each node of VPSN, it has a QoS agent which stores a 
contracted QoS (Threshold range values) according to the 
SLA. The Demanded QoS and Offered QoS are negotiated 
during the phase of provisioning after service deployment 
according to the Contracted QoS. These QoS parameters are 
taken into account during the QoS provisioning. Thus, the 
service components have knowledge of the contract to fulfill 
and the image of its current performance.  

The service request (INVITE) message contains the 
demanded QoS. If the demanded QoS value is less than the 
current value; the demanded SE gives an “OK” response 
with the offered QoS. This service component will be 
activated. On the contrary, if the desired QoS value is more 
than the current value, the service component will not be 
activated. When the E2E provisioning ends, the session is 
activated. Figure 5 shows the corresponding QoS values in 
existing NSIS, SIP and our proposal SIP+. 

 

 
Figure 5.  SIP+ vs. SIP and NSIS 
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C. Dynamic QoS control for  service delivery 

Dynamic QoS signaling gives the possibility of 
corrective actions to various problems (mobility, user’s 
preference) during the service delivery in order to maintain 
the QoS (Session continuity). New service components could 
be added; meanwhile activated service components could be 
replaced by others. Service component’s QoS condition (In 
contract/out contract) in the management system, which is 
got from comparison of current value and threshold range 
values, could be notified from time to time during the service 
delivery via the SIP+ NOTIFY message so as to maintain 
dynamically the QoS conform to the contract. The state chart 
of QoS control procedure is shown in Figure 6. 

 
Figure 6.  State chart of QoS control in service layer 

In an open session, when the QoS condition in one node 
changes, i.e., the current value exceed the threshold value, 
the VSC to which this service component belongs will firstly 
perform self-management to find another service component 
with the equivalent QoS to replace it. VSC manages the SEs 
in terms of QoS management. For instance, VSC could look 
for the suitable SE that can replace the QoS degraded one. If 
it fails, the QoS control could interact with the user system in 
the database and re-provision the QoS in the VPSN in order 
to find another node with a QoS commitment according to 
user’s preference (Figure 7). Meanwhile, the sub-network 
establishes a QoS path simultaneously.  Therefore, the user-
centric session keeps continuous.  

In the end-to-end session QoS signaling, we define four 
management states for each service node. The state chart of 
service component management is shown in Figure 7. 

UNAVAILABLE means the node is not accessible for 
the user or is unreachable due to user’s mobility. 

AVAILABLE  means the node can be accessed but not 
activated yet.  

ACTIVABLE  means the node is ready to use. The node 
is considered to be activated when it has been chosen to be a 
part of the VPSN and can be executed at any time.  

ACTIVATED  means the node joins a real time 
transaction of a user centric session; its resource is being 
consumed. In this state, the QoS control agent checks the 
resource in real-time. If its behavior conforms to QoS 

contract, the state is changed to “IN CONTRACT”. If the 
behavior does not conform to QoS contract, the state is 
changed to “OUT contract”. And the VSC launches the 
process of self-management to find another service 
component to replace it. 

 

 
Figure 7.  State chart of service component management 

IN CONTRACT means that the QoS condition is in the 
scope of contract signed by the user and operator.  

OUT CONTRACT means that the QoS condition is out of 
scope of contract signed by the user and operator. After 
receiving the first “OUT contract” in the message, the node 
arms a timer (Timer 1) to wait for the VSC processing. If the 
VSC does not find a solution till timeout (Time 1), the node 
will solicit database (inforsphere & infoware) to modify the 
contracted QoS according to the user preference. The node 
arms a Timer 2 for this process. Until Timer 2 time out, the 
QoS control agent checks the current resource with the 
updated QoS contract in ACTIVATED.  

If the activated node receives continuously the “Out 
contract” in the header of NOTIFY messages that the 
received number exceed the threshold numbers for 
deactivating, the node turns into UNAVAILABLE  state. 

In addition, we identify the events that cause transition of 
the state. User Initiated Events (User preference), and 
Service Initiated Events (self-management of service 
components in the virtual service community) are external 
events that trigger state change of service node. Meanwhile 
the QoS condition (In contract/Out contract) and the timer in 
the entities are needed to be notified in the VPSN during the 
service delivery. The latter are therefore identified as internal 
events. 

V. FUNCTIONAL SPECIFICATION AND DEMONSTRATION 

In this section, we describe a user case and related 
sequence diagrams with the purpose of presenting the 
functional specification of the concepts proposed and a 
demonstration. Based on a user case (§A) highlighting the 
specificities of the NGN context and the diagram sequences 
which are relevant to the scenario in our user case, we will 
present finally the demonstration (§B). 
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A. User case 

The user case (Figure 8) clearly highlights the 
specificities of the NGN context. It shows terminal mobility, 
user mobility and session mobility with QoS continuity 
while the user moves across heterogeneous networks 
according to his preferences. In an "E2E user-centric 
session" vision, user could enjoy different types of media in 
one unique session in a customized way. The scenarios 
details are described as below. 

 

Figure 8.  User case 

While at home, the end-user Bob starts his PC at 8h30 in 
the morning and engages in a Video service SE22 and Web 
service SE 31. Bob uses his home network environment and 
accesses to the service through an Access Network AN1. 
Before leaving his home, Bob switches terminals (User 
Mobility), leaving his PC for his PDA. At this point, Bob, as 
a pedestrian, prefers to receive his messages in vocal mode 
rather than in text mode (User’s preference). Therefore, a 
Text to Voice service component (SE41) is invited into the 
opened session to adapt the new terminal according to user’s 
preference. When arriving at work, Bob’s PDA is still 
attached to the same service but the Web service element 
(SE31) is replaced by the SE33 in the same VSC (service 
mobility) for keeping QoS continuity in one session. At 
11AM, Tom closes the session, which he opened at home at 
8h30AM. 

For the user, all the operations are transparent. 
In our demonstration, we will implement a scenario that 

the SE31 is replaced by SE33 with QoS continuity. We call 
this procedure as “service mobility”. The SE31 (like other 
SEs in the VPSN) notifies its QoS notification (IN/OUT 
contract) to elements of its VSC in a peer to peer way. When 
SE31 is “OUT Contract”, the VSC finds another SE (SE33) 
to take place of SE31 within a limited time. The SE33 is then 
introduced in this session. In this way, the service 
components in one session can always keep their QoS “IN 
contract” according to SLA, the service mobility is done 
seamlessly. 

SE 2SE 2SE1SE1

2. Nofity (state: OUT Contract)

VSC 

X
Timing: find another SE in  

VSC to replace

1. Nofity (state: IN Contract)

SE 32SE 32 SE 33SE 33SE 32SE 32SE 32SE 32SE 31SE 31

1.IN Contract (to all the SEs in VSC)

2. OUT Contract (to all the SE in VSC)

3. Notify ( state: IN Contract)

Session
Media

} VSC
self-management

 
Figure 9.  Service mobility related sequence diagram 

The management result “IN” or “OUT” Contract is 
delivered in the signaling message SIP NOTIFY message 
from time to time in the VPSN.  

 
Figure 10.  Structure of NOTIFY message 

The structure of SIP NOTIFY message is shown in 
Figure 10. A SIP message, both the request and the 
response, contains a start-line followed by one or more 
headers and a message body. The CONTRACT IN/OUT is 
proposed to add into the message body (in red) of SIP to 
inform the management information during the process of 
service delivery. The NOTIFY body is used to report the 
condition on the resource being monitored (current value 
comparing with threshold values). 

B. Specification of experimental platform and 
demontration 

The identified scenarios are experimented on our 
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platform [14] in laboratory. This platform is consisted of the 
OpenIMS Module (FOCUS) [15] which contains the 
essential blocks of IMS core (P-CSCF, I-CSCF, S-CSCF) 
and HSS+ in Oracle [16], and service platform (Service is 
offered as a composition of service elements considering the 
QoS management, security, mobility management and 
charging aspects) developed in SUN’s GlassFish [17] 
container with SIP JAIN supporting SIP server development 
(for SIP+ module). The detailed architecture of our 
technical platform is shown in Figure 11.  

 

 
Figure 11.  Experiment platform 

SIP+ module developed basing on SIP JAIN, notifies the 
QoS states among the service elements, and relays QoS 
information between service layer and IMS control layer. In 
our demonstration, we present the QoS management 
information (In/Out contract) exchanged between two 
service elements in VSC. As the Figure 9 shows, the SE31 
is active in the VPSN, and it sends the NOTIFY messages to 
the SE32 which is in the same VSC for informing the QoS 
event (In/Out contract). The global architecture of 
implementation is shown in Figure 12. The Data Base 
enables the SIP server to compare the current QoS value 
with the threshold QoS value. The result will tell if the SE’s 
QoS is in or out contract. 

 

 
Figure 12.  Global architeure of implementation 

In order to easily show the messages exchanged between 
two SEs, we create a graphic interface for each service 
element. It is shown in Figure 13. 

 

 
Figure 13.  Messages exchanged in graphic interfaces 

VI. CONCLUSION AND FUTURE WORK 

End users expect to have a continuous comprehensive 
service throughout the whole session while moving 
(terminal mobility) or changing terminal (user mobility). 
During this session, a service is considered as a composition 
of elements in order to adapt to any change (session 
mobility). In such a user-centric approach, today’s control 
and management approaches aim at how to managing the 
QoS through media delivery. However, those solutions are 
unable to cover this E2E QoS issue to allow user-centric 
oriented service to be carried out properly. 

In this paper, we propose a QoS signaling (SIP+) in the 
service layer which covers end-to-end provisioning and 
SLA contract conformity. During the provisioning, SIP+ 
takes the behavior of the service component and the user’s 
expectation into consideration as well as media resources in 
the network. During the service delivery, information from 
management system (monitoring results “In contract” and 
“Out contract”) can be notified in the service layer via SIP+ 
control message to maintain E2E SLA. Finally, a user case 
and scenarios with related sequence diagrams are specified 
for analyzing the feasibility of our proposal. And a scenario 
is experimented in our platform.  The following work is to 
integrate our implementation within our global platform 
(VirtuOR’s virtual router [14], FOCUS OpenIMSCore [15] 
and SUN’s GlassFish [16] [17]) for analyzing the 
performance. 
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Abstract- Soft Input Decoding of Reed Solomon codes using 

successive iterative bit-flipping was introduced earlier. The 

proposed method uses a concatenation of Convolutional and 

Reed Solomon Codes. It was shown that the proposed method not 

only improves the coding gain, but also helps in circumventing 

the miscorrections, that occur with the given probability, using 

the hard decision Reed Solomon decoder. In this paper, the 

impact of bit-flip combinations on the soft decision Reed Solomon 

decoder is analyzed. Increase in the bit-flip combinations results 

in an increase in the error locator set of the iterative decoding 

algorithm. It is shown that by increasing the possible bit-flip 

combinations using a threshold, the coding gain of the 

concatenated codes increases while the miscorrections rate 

decreases. The impact of the increase in the threshold on the 

decoder performance is also investigated in this paper. 

Simulations are performed for different code rates and an 

improvement in the coding gain is obvious through the 

simulation results presented. Moreover, the simulation statistics 

show a decrease in the miscorrections with an increase in the size 

of the bit-flip combinations. 

Keywords- Concatenated Codes; Reed Solomon Codes; BCJR; 

Successive Decoding;  Miscorrection Detection. 

I.  INTRODUCTION  

An iterative method for the Soft Input Decoding of Reed 
Solomon (RS) codes with successive iterative bit-flip decoding 
was shown earlier [1]. The proposed method considered 
concatenated Convolutional/RS Codes with CRC for error 
detection. Code concatenation is a method to increase the 
decoding capability of the individual codes by concatenating 
them together in a serial or parallel manner. Code 
Concatenation was first introduced by G. David Forney [2]. It 
is a method of combining two (normally different) codes to 
obtain a better Bit Error Rate (BER). They have many practical 
applications such as in the Compact Disc technology, Digital 
Video Broadcast, WiMax and the Voyager program. A typical 
concatenated arrangement is to use the hard decision Reed 
Solomon codes as the outer code and the soft decision Viterbi 
code as the inner code with an interleaver in between to break 
the burst of errors. 

In this work, concatenated codes with Reed Solomon 

code as the outer and a convolutional code with the 

corresponding BCJR/MAP [3] decoder as the inner code are 

considered. The Maximum a-posteriori Probability (MAP) 

decoder outputs the hard decoded data (the binary form of 

decoded data) along with the Log Likelihood Ratio (LLR) or 

the L-Value of each and every decoded bit. These LLRs (or L-

Values) give an estimate of the confidence on the hard-

decision bits. Thus lower the absolute value of the LLR (i.e., 

|LLR|) of a bit, the least reliable it is and vice versa. The hard 

decision RS decoding is done on the output of the MAP. The 

hard decision RS decoder will result in either a decoding 

success or a decoding failure. There is, however, a known 

probability of decoding error [4]. The decoding error is also 

termed as “miscorrection” in literature. Decoding error occurs 

when the decoder decodes the received word to a codeword 

other than the transmitted one. RS decoder “sees” the 

decoding error as successful decoding, so in this work a CRC 

code is used to detect and then avoid the decoding errors, with 

a high probability.  

In case of a decoding failure and/or error, a successive 

iterative algebraic decoding on the Reed Solomon codes is 

performed with a different combination of bit-flips in each 

iteration. The number of the bit-flip combinations dictates the 

size of error locator set used in the successive iterative 

decoding. The size of the error locator set is directly 

proportional to the performance and the computational costs. 

In this work, the impact of an increase in the bit-flip 

combinations on the decoder, introduced in [1], is studied both 

analytically and via simulations.  

It is shown that increasing the bit-flip combinations will 

increase the coding gain. The number of iterations, however, 

doubles with every next bit added to the bit-flip combination 

set. The idea of inversion of the least reliable bits was 

introduced earlier in Chase decoding algorithms [5] and the 

Generalized Minimum Distance (GMD) decoding [6] 

algorithms. Recently, the idea of bit-flipped decoding has 

developed much interest, mainly, due to the rediscovery of 

Low Density Parity Check Codes [7]. Similarly, soft decoding 

techniques for the RS codes were initiated in the pioneering 

work done by [8] and [9]. More recently, the author in [10] 

has treated the subject in more detail by introducing some soft 

decoding techniques using bit-level soft information.  

The rest of this paper is organized as follows. In Section 

II, the Soft Input Decoding of Reed Solomon Codes with 

miscorrection detection and avoidance [2] is discussed briefly. 

In Section III, the impact of bit-flip combinations on the 
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scheme is discussed. In Section IV, the simulation results are 

presented with different bit-flip combinations and different 

code rates. Finally, a conclusion is given in Section V.  

II. SOFT DECODING OF REED SOLOMON CODES WITH 

MSCORRECTION DETECTION AND AVOIDANCE  

In this section, the encoder and decoder for successive 
iterative decoding of RS codes with miscorrection detection 
and avoidance is introduced briefly. 

A. The Encoding Process 

The Encoding process used in this study is depicted in 

Fig. 1. Here, the encoder is a simple concatenated RS-

Convolutional encoder. This code concatenation is widely 

used in many popular protocols such as the Digital Video 

Broadcast (DVB-S) and WiMax.  

CRC of m-bits is computed on the data of length k-1 and 

the data along with the appended CRC are then encoded with a 

systematic RS encoder. In this case, the RS encoder produces 

a codeword (c) of n-symbols (each of m-bits over GF(q)), 

where q=2
m

 and n = q-1 (or 2
m

-1). The codeword c is 

represented as, 

c = (c1,c2,c3,………,cn),                ci ϵ GF(q)           (1) 

This codeword (c) is then converted into its binary 

equivalent for encoding with a convolutional encoder. The 

binary equivalent of “c” can be formally expressed as, 

cb=(c1,1,c1,2,….,c1,m,c2,1,c2,2,…..,c2,m,………..,cn,1,cn,2,……

……………,cn,m),                ci,j ϵ GF(2)           (2) 

This binary-vector cb is then encoded by the convolutional 

encoder to produce the message u for transmission. The 

message u is then BPSK modulated and transmitted over the 

Additive White Gaussian Noise (AWGN) channel. 
The role of the CRC code is to detect the decoding errors 

[4] made by the RS decoder. This detection helps in avoiding 
these decoding errors through a successive iterative decoding 
process. 

 

Figure 1.  The Encoder 

If the received word (r=u+e, where e is the error pattern) 

has a smaller Hamming distance to another valid codeword, 

the RS decoder will “miscorrect” it to this closest codeword. 

Such a miscorrection is called a decoding error [3] and in the 

decoder introduced in this work a CRC code is used to detect 

such a decoding error. CRC gives the ability of detecting the 

decoding errors at the cost of additional redundancy, thereby 

effectively reducing the code rate. This is catered-for in the 

simulation results by making comparisons with the 

corresponding low rate encoders (for fairness). In this work, 

CRC codes of different lengths for different RS code rates are 

considered. The CRC code, however, always occupy one 

symbol in the codeword in order to have a minimum impact 

on the overall code rate, as discussed in the section on 

simulation results. CRC is placed in the last m-bits of the RS 

data part, so that it gets protected from channel noise by the 

RS parity, allowing for the detection of RS decoder errors 

 

B. The Soft Input Decoder 

The successive iterative soft input decoding of the 
concatenated Convolutional/RS codes is illustrated in Fig. 2. 
The decoding starts with the Soft Input Soft Output (SISO) Log 
MAP decoding. The output of the Log MAP decoder is the soft 
estimate of the decoded data along with their reliability values 
(so called L-Values or the Log Likelihood Ratios (LLRs)). 
Hard decisions are made on the output of the MAP decoder and 
the binary data is fed to the hard decision RS decoder. The RS 
decoder will either successfully decode the data make a 
decoding error or fail to decode it, resulting in a decoding 
failure. These situations are summarized by the three cases 
given below, 

1. The RS decoder succeeds to decode the given word. The 
CRC is recomputed on the k-1 decoded data symbols and 
compared with the CRC present in the k

th
 data symbol.  

a.  If both the CRCs match, the decoding is successful and 
the iterative process stops. 

b.  If the CRCs do not match, a decoding error is made by 
the RS decoder and some predefined number of attempt 
are made to correct the “miscorrected codeword”.  

2. The RS decoder fails to decode the given word. This 

happens when the RS decoder is neither successful in 

rightly decoding the given word, nor in miscorrecting it. In 

this case the “erroneous word” is not discarded, rather 

subjected to the iterative bit-flipping technique in order to 

try and recover the transmitted codeword (c). 
In cases 1b and 2, the successive bit-flip decoding of RS 

codes is performed iteratively with a different combination of 
bit-flips in each iteration. The bit-flipping is done on the basis 
of |LLR| values obtained from the MAP decoder. A 
combination of bits from this “wrongly decoded” codeword is 
flipped followed by the hard decision RS decoding and CRC 
comparison. If the CRCs match, there is a success and the 
successive iterative decoding stops. If not, then the next 
combination of bits is flipped from the original “erroneous 
word”. 

 

Input Data Compute CRC-m 

Data CRC 

Systematic RS 

Encoder 

Data CRC RS Parity 

Convolutional Encoder 

u 

Channel 
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Figure 2.  The soft input decoding of RS codes based on Bit-Flipping [1] 

This process of bit-flipping and CRC comparison is 
repeated until either an RS decoding success followed by CRC 
comparison success or a threshold number of iterations. When 
the threshold is reached, the decoding fails. 

The combination of the bits to be flipped is decided as 
follows. In the first iteration the least reliable bit is flipped. In 
the second iteration, the second least reliable bit is flipped. In 
the third iteration the first and the second least reliable bits are 
flipped and so on. This is limited by the number of bit-flip 
combinations chosen in advance, e.g., for 8-bit bit-flip 
combination a total of 28-1 combinations will be considered. 
The decoding error of the successive iterative bit-flip decoder 
is bounded by the following equation (for explanation and 
derivation of the following please refer to [1]), 

PE = PERS*PECRC             (3) 

where PERS is the probability of decoding error with the hard 
decision RS decoder and PECRC is the probability that the CRC 
collision will go undetected. 

III. IMPACT OF BIT-FLIP COMBINATIONS ON THE DECODER 

Increase in the size of the bit-flip combinations results in an 

increase in the decoding capability, by considering a larger set 

of errors. For bf = 8 bits, a set of 8 bit-flip errors are evaluated 

by the successive iterative decoder. Thus the error correction 

capability of the simple error-correction only RS decoder is 

increased up to an additional 8 symbols (if all the least reliable 

8-bits belong to different symbols). 

The error correction capability (Ecc) of the hard decision RS 
decoder is “t” i.e., 

Ecc = t              (4) 

where, 

t=(n-k)/2  
            

(5) 

n is the codeword length and k is the dimension of the RS 
code, thus n-k is the number of parity symbols in the 
codeword. “t” is therefore half the number of parity symbols.   

If the value of bf is increased from 8 to 16, this means the 
least reliable 16 bits will be considered in different 
combinations resulting in an increased decoding capability. If 
all the bits happen to be in different symbols then the decoding 
capability of RS codes can be extended up to bf-bits in total. 
With the successive iterative bit-flip decoding using a bit-flip 
combination of “bf” bits, the error correction capability (Eccbf) 
can be given by the following equation, 

Eccbf   ≤   t+bf,     1 ≤ bf ≤ n*m                         (6) 

e.g., for bf = 8-bits an additional 8 symbol errors are 
correctable if all the 8 least reliable bits belong to different 
symbols. Similarly for bf = 16 bits, the additional error 
correctional capability is increased by 16 symbols (again if all 
the least reliable bits belong to different symbols). In the worst 
case the error correction capability is enhanced by one symbol. 
This happens when all the least reliable bits belong to the same 
symbol. However by increasing the bf, the chances of all the 
bits belonging to the same symbol decreases. 

It is, however, infeasible to increase the value of bf up to 
n*m. Due to practical limitations, a smaller threshold value 
needs to be chosen.  

It is to be noted that the increase in the error correction 
capability is beyond the error correction capability of the Chase 
2 decoding algorithm (which is 2t). The reason is the presence 
of the CRC code in the data part, which will prevent the 
decoding error (miscorrection) and bring the received word 
from the Hamming sphere of another valid codeword back to 
its original position (or in the worst case at least identify it as a 
decoding error). 

This, however, comes at the cost of extra computations. By 
increasing the bit-flip combinations by one bit, i.e., from bf to 
bf+1, we are effectively raising the size of error location set 
from 2

bf
 to 2

(bf+1)
. This means, the number of iterations of the 

successive iterative decoder is doubled i.e.,  

2
(bf+1)

 = 2*2
bf

             (7) 

Increasing the value of bf, also results in an increased 
miscorrection detection and avoidance capability. This is 
because by increasing the value of bf, there are more error 
locations to be tried and corrected. If a decoding error occurs, it 
is detected with the help of CRC and tried in the next iterations 
for correction. Due to increased iterations, there remains a good 
probability that the errors in the received word will be 
corrected. 
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IV. SIMULATION RESULTS  

Simulations are performed over an Additive White 
Gaussian Noise (AWGN) channel. A convolutional encoder of 
rate-½ is used with BPSK modulation. RS codes of different 
block lengths (n) over the corresponding Galois Field (GF 
(2

m
)) are considered in the simulations. For each of the symbol 

size (m), a corresponding size of CRC code is chosen so as to 
occupy exactly one symbol, e.g., for m=8 the CRC-8 (CCITT) 
is used and for m=6, the CRC-6 (ITU) is used. Use of the CRC 
effectively reduces the code rate to (k-1)/n instead of k/n. To 
compensate for the reduced rate and give a fair comparison, the 
shortened RS codes are plotted for comparisons, e.g., RS (15, 
11) with a 4-bit CRC is plotted against the same rate RS (12, 8) 
code. Symbol Error Rate (SER) vs. Eb/N0 curves are shown in 
Figs. 3-5 to demonstrate the results.  

Convolutional codes are good at converting the random 
channel errors to burst errors and RS codes have the excellent 
ability of correcting the burst errors. Burst errors may belong to 
a group of bits making one symbol or a group of symbols. 
Because of the excellent ability of the RS codes, to correct the 
symbol errors and erasures, SER (instead of Bit Error Rate) is 
plotted vs. the SNR, for better comparisons. It is to be noted 
that an improvement in SER suggests an improvement in the 
Bit Error Rate as well. In each of the plotted curves, the value 
of bit-flip combinations (bfc) is kept at 8, 12 and 16.  It can be 
noticed from the curves that the SER drops with the increase in 
the bit-flip combinations.  

A. RS(15, 11) code 

Fig. 3 shows the simulation comparison for iteratively bit-
flipped decoded Convolutional/ RS code for RS (15, 11). The 
effective code rate is 10/15 (i.e., (k-1)/n) because of the CRC, 
so it is compared with the same rate RS (12, 8) code. The 
simulation results show a coding gain of 0.25 dB at SER of 10

-4
 

using a bf of size 8, a gain of 0.4 dB at same SER using a bf of 
size 12 and a coding gain of 0.5 dB using a bf of size 16. 

 

 

Figure 3.  Convolutional/RS(15, 11) code with bit-flip combinations of 8, 12 

and 16 bits compared to same rate RS(12, 8) code 

B. RS(63, 55) 

Fig. 4 shows the SER results for RS (63, 55) code 
compared with the same effective rate (i.e., 0.86) Reed 
Solomon code, i.e., RS (56, 48). A coding gain of 0.45 dB 
using a bfc of 8 bits is obtained at SER of 10

-4
. A gain of 0.5 is 

obtained with a bf of size 12 and a gain of around 0.75 dB is 
obtained when 16-bit bit-flip combinations are considered. 

C. RS(255, 223) 

Fig. 5 shows an RS (255, 223) code with an 8-bit CRC, 
compared with the same effective rate RS(240, 208) code 
giving a coding gain of 0.2 dB using a bit-flip combination of 8 
bits at SER of 10

-3
. With 12-bit bit-flip combinations, the 

coding gain is 0.3dB and the coding gain increases to 0.4dB 
with a 16-bit bit-flip combinations. 

 

Figure 4.  Convolutional/RS(63, 55) code with bit-flip combinations of 8, 12 

and 16 bits compared to same rate RS(56, 48) code 

 

 

Figure 5.  Convolutional/RS(255, 223) code with bit-flip combinations of 8, 

12 and 16 bits compared to same rate RS(240, 208) code 
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In all of the simulations results, the curves for the different 
codes tend to meet with the curve for the hard decision Reed 
Solomon codes at the higher values of Eb/N0. The reason for 
this is that at very high signal to noise ratio, the concatenated 
Convolutional/RS code is able to correct the errors in the 
received words with a high probability, thus giving almost the 
same SER as that of the bit-flipped scheme presented in this 
work. However the improvement in the SER is obvious for the 
smaller values of Eb/N0 which is of more significance. 

V. CONCLUSION AND FUTURE WORK  

A scheme for the soft decoding of Reed Solomon codes is 
presented in this paper. The proposed scheme has the ability to 
correct errors beyond the decoding capability of Reed Solomon 
codes. The effect of the bit-flip combinations on the decoding 
scheme is analyzed. It is shown that by increasing the value of 
the threshold for the number of iterations to perform in the 
successive decoding of Reed Solomon codes, the error 
correcting capability increases and the probability of decoding 
error decreases. However, a very high threshold becomes 
practically infeasible.  

The work presented in this paper is based on Error only 
Reed Solomon codes. In future it is planned to extend the work 
to Error and Erasure correcting Reed Solomon codes using 
symbol reliabilities in addition to the bit reliabilities. The error 
correction capability of the error and erasure RS codes is given 
by, 

2*Nerr + Nera <= 2t             (8) 

where Nerr is the number of errors and Nera is the number of 
erasures in the erroneous word. Using the symbol reliabilities, 
erasures can be introduced at known locations in the RS code 

and the decoding capability can be further enhanced by 
correcting up to 2t symbols. By being able to correct up to 2t 
erasures as well as the errors using the bit-flipping method 
discussed in this work, there is a likelihood of increasing the 
error correction capability beyond 2t. 
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Abstract—In order to provide reliable and secure commu-
nication against eavesdroppers and jammers over networks,
Universal Secure Error-Correcting Network Codes (USECNC)
based on Maximum-Rank-Distance (MRD) codes have been
introduced. This code can be applied to any underlying network
codes. However, Shioji et al. introduced a reasonable network
model against the code. In their model, an attacker eavesdrops
information symbols from some links, where the set of eaves-
dropping links is re-selected during one packet transmission.
The MRD-code-based USECNC cannot guarantee the security
against eavesdroppers under this model. Inspired by Shioji
et al.’s result, this paper considers the model such that the
set of links that jamming (error) symbols are injected into
is re-selected for each time slot. We show that the MRD-
code-based USECNC cannot guarantee the error-correcting
capability under the model of time-varying jamming links,
even if the number of jamming links is limited to only one.
Furthermore, by introducing a restriction on the field of local
coding vectors in the network coding, we propose a simple
solution to the problem of time-varying jamming links for
MRD-code-based USECNC.

Keywords-Network Coding; Secure Network Coding; Net-
work Error-Correction; Jamming

I. INTRODUCTION

Network coding [1] has been attracting much attentions
since it can achieve better performance than ordinary net-
works with routing methods in terms of throughput, energy
consumption, etc [2][3].

In reality, network coding may suffer from two kinds
of adversaries: eavesdropping and jamming. Silva et
al.’s presented Universal Secure Error-Correcting Network
Codes (USECNC) [4][5] based on Maximum-Rank-Distance
(MRD) codes [6][7] to provide secure and reliable communi-
cation against eavesdroppers and jammers over the network.
Their code can be applied to any underlying network codes
and hence it is called ‘universal’. In the construction of
Silva et al.’s USECNC, packets are split into m segments
and transmitted to sink nodes through the network over m
time slots. It has been assumed that packets are tapped by
eavesdroppers and corrupted by jammers on several links
that are fixed during one transmission of packets, i.e. m
time slots.

Shioji et al. introduced the time-varying eavesdropping-
link model in which attacker can re-select the set of eaves-
dropping links at each time slot of one packet transmission
[8]. They showed that Silva et al.’s USECNC is insecure
under this model, that is, information is leaked to eaves-
droppers [8]. When the network coding is implemented
on an overlay network of the Internet, the assumption of
time-varying eavesdropping links is reasonable. Although a
packet is not split from the perspective of the overlay net-
work and they are transmitted through fixed ‘logical’ paths,
a packet is split into multiple fragments and they are routed
over different ‘physical’ paths at an intermediate router.
Hence, from the point of view of the overlay network, the set
of tapped logical links may be re-selected if physical links
are eavesdropped. Such attackers against the network might
be active, i.e. jammers who inject jamming packets into links
to corrupt the network. Thus, this paper considers the model
such that the attacker injects jamming (error) symbols into
some links (called ‘jamming links’) in the network, and the
set of jamming links is re-selected during one transmission
of packets. We show that the MRD-code-based USECNC
cannot guarantee the error-correcting capability under the
model of time-varying jamming links, even if the number
of jamming links is limited to only one. Furthermore, by
introducing a restriction on the field of local coding vectors
(LCV’s) in the network coding, we propose a simple solution
to the problem of time-varying jamming links for MRD-
code-based USECNC.

The rest of this paper is organized as follows: Section II
gives several definitions, the basic model of network coding
and a brief review of MRD-code-based USECNC presented
by Silva et al. In Section III, we introduce the time-varying
jamming-link model, and show the vulnerability of MRD-
code-based USECNC under this model. In Section IV, we
propose a simple countermeasure against this model. Finally,
we conclude this paper in Section V.

II. PRELIMINARIES

In this section, we give definitions about the representation
of finite field extensions, the basic model of network coding
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and a brief review of MRD-code-based USECNC presented
by Silva et al.

A. Field Extensions

Let Fq be a finite field containing q elements, and let Fqm

be an m-degree field extension of a base field Fq . Then, Fqm

can be viewed as a vector space over Fq . When the basis of
the space is fixed, i.e., an irreducible polynomial generating
the field extension is determined, an element of Fqm can
be represented by an m-dimensional vector over Fq . We
suppose that the vector representation of x ∈ Fqm is written
by [x(1), x(2), . . . , x(m)] ∈ Fm

q .

B. Network Coding

Let G = (E ,V) be a delay-free acyclic directed network,
where E and V denote a set of links (edge, channel) and a
set of nodes, respectively. Let s ∈ V and R ⊂ V respectively
denote a source node and a set of sink nodes, where s ̸∈ R.
In this network model, we suppose that each link can carry
an element of Fq per one time slot. The source node wishes
to multicast the sequence x⃗ = [x1, x2, . . . , xn]

T ∈ Fn
q to

all sink nodes at rate n, where the rate is defined as the
number of elements in Fq transmitted from s per one time
slot. Suppose that

n ≤ min{maxflow(s, r) : r ∈ R}

holds, where maxflow(s, r) (i, j ∈ V) denotes the max-flow
from i to j. Then, there exists a network coding method in
which s can multicast x⃗ to all nodes in R at rate equal to
n [1].

We assume that linear network coding [9] is employed
over G, i.e., the type of data processing performed on
the packets at each node is limited to linear combination.
This implies that the data flow on any link over G can be
represented as an Fq-linear combination of the sequence
x1, x2, . . . , xn. Thus, the information flow on link e ∈ E
can be denoted as ye = b⃗Te · x⃗ using a global coding
vector (GCV), b⃗e = [b1, b2, . . . , bn]

T ∈ Fn
q . When one has

access to, say, l links e1, e2, . . . , el, then the information
obtained from these links is denoted as Mx⃗ ∈ Fl

q , where
M = [⃗be1 , b⃗e2 , . . . , b⃗en ]

T. Constructing a network code is
equivalent to determining the GCV of each link by setting
the coefficients of the linear combination performed at each
node.

C. The MRD-Code-Based USECNC

Here we introduce the fixed jamming-link model and the
construction of Silva et al’s USECNC employed over this
model [4][5].

1) Fixed Jamming-Link Model: Suppose that one packet
is composed of an element of Fqm that is an m-degree field
extension of Fq , and is represented by an m-dimensional
vector over Fq . We define n packets transmitted from the
source node s by X = [X1, X2, . . . , Xn]

T ∈ Fn
qm(=

Fn×m
q ). Then, the duration of one transmission of X is

composed of m time slots. The source node s splits X and
sends them over m time slots using a linear network code
though G, i.e., transmits [X

(i)
1 , X

(i)
2 , . . . , X

(i)
n ]T ∈ Fn

q at
each time slot i = 1, . . . ,m.

Here we suppose that there exist t(< n) jamming links
in E and they inject error packets into G. Silva et al. [4][5]
assumed that these links are fixed during one transmission,
i.e., m time slots. At a specific sink node, the received
packets though G with injection of jamming (error) packets
is represented by

Y = AX +DZ ∈ Fn×m
q , (1)

where A ∈ Fn×n
q is a transition matrix corresponding

to GCV’s. A linear network code employed over G is
called feasible [10] if rank A = n for all sink nodes,
otherwise it is rank-deficient. The rank deficiency is defined
as ρ = n − rank A. On the other hand, Z ∈ Ft×m

q denotes
t jamming (error) packets. D ∈ Fn×t

q is a transition matrix
corresponding to jamming links. D and Z are unknown ran-
dom variables with unknown distributions. Then rank D ≤ t
holds since t < n must hold.

Throughout this paper, we focus our attention only on
injection of jamming packets, and omit eavesdropping on
links (cf., Shioji et al.’s analysis in [8]).

2) Silva et al.’s Scheme: For the construction against
the jamming(error)-packet injection, Silva et al.’s Universal
Secure Error-Correcting Network Codes (USECNC) [4][5]
is equivalent to [n, k] Maximum Rank Distance (MRD) code
C ⊂ Fn×m

q satisfying m ≥ n and 0 < k ≤ n−2t−ρ, where
ρ (= n− rank A) is the rank deficiency of A. Namely, the
transmitted packet X in Eq.(1) is a codeword of C. MRD
code is a class of linear codes over Fqm , which is optimal in
the rank-distance sense. For the [n, k] MRD code C, we have
dR(C) ≥ 2t + ρ + 1, where dR(C) denotes the minimum
rank-distance [6][7] between all pairs of distinct codewords
of C. We also have

dR(AX,Y ) = rank (Y −AX)

= rank DZ

≤ rank Z

≤ t, (2)

where dR(P,Q) denotes the rank-distance between matrices
P,Q ∈ Fn×m

q . Hence, the minimum rank-distance decoder
of C can correct t jamming packets (and ρ rank deficiency
of A) under the fixed jamming-link model (n− k ≥ 2t+ ρ)
[10].

III. TIME-VARYING JAMMING LINKS OVER THE
NETWORK

In this section, we introduce the model of time-varying
jamming links, and show that MRD-code-based USECNC
cannot guarantee the error-correcting capability under this
model.
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A. The Model

Suppose that the source node s multicast n packets, i.e., n
vectors in Fm

q , over time slots i = 1, 2, . . . ,m. We consider
a model such that the jammer(s) can re-select the set of t
jamming links at each time slot i.

Denote the t error packets injected into G by a t × m
matrix

Z = [z⃗1, z⃗2, . . . , z⃗m] ∈ Ft×m
q ,

where z⃗i ∈ Ft
q (i = 1, 2, . . . ,m) is a t-dimensional

column vector chosen according to arbitrary distribution.
At a specific sink node, let Di ∈ Fn×t

q (i = 1, 2, . . . ,m)
be a n × t matrix representing the linear combination of
jamming-packet segments at time i. Jammer(s) specify the
set of jamming-links arbitrarily, and hence we assume that
Di is chosen arbitrarily by jammer(s). The received matrix
Y ∈ Fn×m

q at the specific sink node is written as

Y = AX + V ∈ Fn×m
q , (3)

where the matrix V denotes jamming packets conveyed over
the time-varying jamming links, given by

V = [D1z⃗1, D2z⃗2, . . . , Dmz⃗m] ∈ Fn×m
q .

When D1 = D2 = · · · = Dm, Eq.(3) is equivalent to Silva
et al.’s fixed jamming-link model [4][5].

B. MRD-Code-Based USECNC under the Time-Varying
Jamming Link Model

On the time-varying jamming-link model presented in the
previous subsection, we first have the following lemma.

Lemma 1. Suppose that the jammer(s) can arbitrarily
select non-zero matrices D1, D2, . . . , Dm from Fn×t

q and
can generate non-zero vectors z⃗1, z⃗2, . . . , z⃗m ∈ Ft

q . Then
the maximum possible rank of V is n.

Proof: It is only necessary to show an example having
rank V = n. Choose Di for i = 1, 2, . . . , n (n ≤ m) as
follows:

D1 =
[
u⃗1, 0⃗, . . . , 0⃗

]
,

D2 =
[
u⃗2, 0⃗, . . . , 0⃗

]
,

...

Dn =
[
u⃗n, 0⃗, . . . , 0⃗

]
,

where u⃗j denotes the j-th column vector of an n×n identity
matrix and 0⃗ is a column zero vector. Let z⃗i be represented
as z⃗i = [z

(1)
i , 0, . . . , 0]T ∈ Ft

q . We assume that z(1)i is chosen
from F∗

q = Fq\{0} for i = 1, . . . , n. Then, we denote V by

V = [D1z⃗1, D2z⃗2, . . . , Dnz⃗n | Dn+1z⃗n+1, . . . , Dm+1z⃗m+1]

= [V1 | V2] ,

where V1 can be represented as

V1 = [D1z⃗1, D2z⃗2, . . . , Dnz⃗n]

=

z(1)1 · · · 0
...

. . .
...

0 · · · z
(1)
n

 .

We thus have rank V1 = n and hence rank V = n holds.
This completes the lemma.

Denote rank V = v. We then have v ≤ n from Lemma 1.
Let X in Eq.(3) be a codeword of Silva et al.’s USECNC,
that is, [n, k] MRD code C with m ≥ n and 0 < k ≤
n−2t−ρ. From Lemma 1, jammers may select Di and z⃗i to
satisfy v > t even if rank Di ≤ t holds for all i = 1, . . . ,m.
We then have

t < v = rank V

= rank (Y −AX)

= dR(Y,AX).

Thus, the decoder of C cannot correct t jamming (error)
packets under the time-varying jamming-link model.

Moreover, we give the following lemma that shows the
number of jamming packets is independent of rank V .

Lemma 2. Suppose that jammer(s) can arbitrarily choose
Di’s in Eq.(3) from Fn×t

q . Then, the maximum possible rank
of V is n, which is independent of the value t > 0.

Proof: Since the supposition m ≥ n is required in
Silva et al.’s USECNC, the example presented in the proof
of Lemma 1 always satisfy rank V = n. Moreover, in
the example in the proof of Lemma 1, we have assumed
rank Di = 1 for i = 1, 2, . . . , n independently from the
value t > 0. Thus the lemma is completed.

The above analysis proves the following result.

Theorem 1. Suppose that there are t′ jamming links in E
under the time-varying jamming-link model. Let the trans-
mitted packet over the network is a codeword of Silva et al.’s
USECNC, i.e., [n, k] MRD code C with 0 < k ≤ n− 2t− ρ
and m ≥ n. Then, for any t′ > 0, the decoder of C
cannot correct t′ jamming (error) packets injected from time-
varying jamming links.

This theorem implies that, under the time-varying
jamming-link model, Silva et al.’s USECNC cannot guar-
antee the error-correction capability even if t′ = 1.

C. An Example

Assume q = 2, m = n = 3 and t = 1. We do not consider
the rank deficiency and the existence of eavesdroppers, and
set ρ = µ = 0. From these parameters, the USECNC is
defined as a [3, 1] MRD code C ⊂ F3×3

2 . A codeword of C
is defined as a 3×3 matrix X = [X1, X2, X3]

T ∈ C, where
Xi ∈ F3

2.
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Under the time-varying jamming-link model, a specific
sink node receives the following packet.

Y = AX + V

= A

X1

X2

X3

+ [D1z⃗1, D2z⃗2, D3z⃗3],

where A ∈ F3×3
2 , Di ∈ F3×1

2 and z⃗i ∈ F1
2 for i = 1, 2, 3.

Here we assume rank A = 3 and rank Di ≤ t = 1 for
i = 1, 2, 3. For example, we suppose A is a 3 × 3 identity
matrix I and Di’s are

D1 = [1, 0, 0]T,

D2 = [0, 1, 0]T,

D3 = [0, 0, 1]T.

We note that rank Di = t = 1 for each of i = 1, 2, 3 similar
to the fixed jamming-link model. We also represent Xi =

[X
(1)
i , X

(2)
i , X

(3)
i ] ∈ F3

2 and z⃗i = [zi] ∈ F1
2 for i = 1, 2, 3.

We then receive

Y =

X
(1)
1 X

(2)
1 X

(3)
1

X
(1)
2 X

(2)
2 X

(3)
2

X
(1)
3 X

(2)
3 X

(3)
3

+

z1 0 0
0 z2 0
0 0 z3

 .

In this case, we have rank V = 3 if all z1, z2, z3 are nonzero
and hence X cannot be uniquely reconstructed. This can be
viewed as the worst case of Silva et al.’s USECNC under
the fixed jamming-link model, that is, 3(> t) error packets
are injected into the network.

IV. A SIMPLE WAY TO PREVENT THE JAMMERS

The simplest way to prevent time-varying jamming links
is to construct the network in which no packet is split
into segments. Namely, packets are transmitted not as m-
dimensional vectors using m time slots but as elements
of an m-degree field extension itself at one time slot in
Silva et al.’s USECNC. We thus consider how to transmit
codewords of [n, k] MRD code at one time slot over a linear
network code and how to decode the received codeword by
the minimum rank-distance decoder.

Let p be a prime and the number of elements in a base
field Fp. And let pm(∼ q) be the number of elements in an
extended field Fpm . We redefine that each link can carry an
element of Fpm per one time slot. The source node s wishes
to transmit x⃗ = [x1, x2, . . . , xn]

T ∈ Fn
pm to all sink nodes

in R at one time slot using a linear network code. Then, the
received packet at a specific sink node is represented as

y⃗ = [y1, y2, . . . , yn]
T

= Ax⃗+Dz⃗ ∈ Fn
pm , (4)

where A ∈ Fn×n
pm is a transition matrix according to a

linear network code over Fpm . z⃗ ∈ Ft
pm denotes t jamming

packets and D ∈ Ft×t
pm is a transition matrix corresponding

to jamming links.

Assume x⃗ ∈ Fn
pm(= Fn×m

p ) in Eq.(4) is a codeword of
[n, k] MRD code defined over Fpm , where m ≥ n and 0 <
k ≤ n− 2t+ ρ. Let M(·) denote the matrix representation
of a vector in Fn

pm to measure the rank distance between
vectors. For example, the matrix representation of x⃗ is

M(x⃗) =


x
(1)
1 x

(2)
1 · · · x

(m)
1

x
(1)
2 x

(2)
2 · · · x

(m)
2

...
...

. . .
...

x
(1)
n x

(2)
n · · · x

(m)
n

 ∈ Fn×m
p ,

where [x
(1)
i , x

(2)
i , . . . , x

(m)
i ] ∈ Fm

p is the vector representa-
tion of xi ∈ Fpm (i = 1, . . . , n). Then, according to Eq.(4),
we have

dR(M(Ax⃗),M(y⃗)) = rank (M(y⃗)−M(Ax⃗))

= rank (M(y⃗ −Ax⃗))

= rank M(Dz⃗), (5)

from the properties of the additive operation over a field
extension Fpm . However, unlike Eq.(2), rank M(Dz⃗) ≤ t
does not always hold from the property of the multiplicative
operation over Fpm . Hence, the minimum rank-distance
decoder of the [n, k] MRD code cannot be simply applied
to Eq.(4). Hence, we add the following condition to the
construction of the underlying network coding such that
rank M(Dz⃗) ≤ t always holds.

Condition 1. For all nodes, elements of local coding vectors
(LCV’s) are chosen from the subfield (base field) Fp of the
field extension Fpm .

Note that elements of LCV’s are coefficients of linear
combination of incoming symbols at each node and they
define elements of GCV’s [2]. Thus, this condition also
yields that the transition matrices A and D are defined over
the subfield, i.e., A ∈ Fn×n

p ⊂ Fn×n
pm and D ∈ Ft×t

p ⊂ Ft×t
pm .

For any a ∈ Fp and b ∈ Fpm , their vector representations
are [0, . . . , 0, a] ∈ Fm

p and [b(1), b(2), . . . , b(m)] ∈ Fm
p ,

respectively. Then, the multiplication ab over Fpm is given
by

ab := [ab(1), ab(2), . . . , ab(m)],

from the fact of finite fields. That is, all operations can be
executed over the base field Fp. Thus, under Condition 1,

38

CTRQ 2011 : The Fourth International Conference on Communication Theory, Reliability, and Quality of Service

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-126-7

                           46 / 144



we have

M(Dz⃗) = M



d1,1 d1,2 · · · d1,t
d2,1 d2,2 · · · d2,t

...
...

. . .
...

dt,1 dt,2 · · · dt,t

 ·


z1
z2
...
zt




= M



∑t

w=1 d1,wzw∑t
w=1 d2,wzw

...∑t
w=1 dt,wzw




=


∑t

w=1[d1,wz
(1)
w , d1,wz

(2)
w , . . . , d1,wz

(m)
w ]∑t

w=1[d2,wz
(1)
w , d2,wz

(2)
w , . . . , d2,wz

(m)
w ]

...∑t
w=1[dt,wz

(1)
w , dt,wz

(2)
w , . . . , dt,wz

(m)
w ]



= D


z
(1)
1 · · · z

(m)
1

...
. . .

...
z
(1)
t · · · z

(m)
t


= DM(z⃗),

where du,v∈Fp (u, v = 1, . . . , t) and [z
(1)
w , z

(2)
w , . . . , z

(m)
w ] ∈

Fm
p is the vector representation of zw ∈ Fpm (w = 1, . . . , t).

Since rank M(z⃗) ≤ t, we have

rank M(Dz⃗) = rank DM(Z⃗) ≤ t.

Combining Eq.(5) and this, the minimum rank-distance
decoder of the [n, k] MRD code can decode the received
packets y⃗ as with the Silva et al.’s USECNC for the fixed
jamming-link model.

However, this solution contains the following problems; a)
The scheme is not universal since the condition of LCV’s is
introduced. b) Since the field for LCV’s is changed from Fq

to Fp with p < q, the probability of rank deficiency becomes
high when random network coding [11] is employed, or
the size of Fp might be insufficient for the deterministic
construction of network coding depending on the network
structure [12]. We believe the completely different technique
from MRD codes must be required to realize universal
secure error-correcting codes against the time-varying jam-
ming links.

V. CONCLUSION

This paper considered the reasonable network model such
that the set of links that jamming (error) symbols are injected
into is re-selected for each time slot. We revealed that
the MRD-code-based USECNC cannot guarantee the error-
correcting capability under the model of time-varying jam-
ming links, even if the number of jamming links is limited to
only one. Further, by introducing a severe restriction to the
field of LCV’s, we presented a simple way to avoid jamming
with the time-varying jamming links for MRD-code-based
USECNC.
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Abstract—This paper proposes a novel distance measuring
scheme based on repeated PN sequence for ultra wide-band
vehicle radar systems. The proposed scheme measures the
distance between a vehicle and an obstacle based on repeated
use of a single short pseudo random sequence. Simulation
results show that the proposed scheme provides a shorter mean
distance measuring time while keeping a similar measurement
error performance to that of the conventional scheme.

Keywords-PN sequence; DS-UWB; distance measuring; SRR;
vehicle radar

I. INTRODUCTION

Recently, the vehicle radar system has attracted much
interest for improved road safety, since it enables drivers
to safely control their vehicles by providing them with in-
formation on the distance between the vehicles and obstacles
[1]-[4]. The vehicle radar system can be classified into two
categories: long-range radar (LRR) and short-range radar
(SRR) systems [3]. Specifically, we are concerned with the
SRR system since it has lower cost and higher distance
accuracy than those of the LRR system [3].

Due to its high resolution requirement, the SRR system
generally employs the ultra wide-band (UWB) signal [1],
[3], and its distance measuring accuracy becomes higher as
the length of the pseudo-noise (PN) sequence used in the
UWB increases [5]-[7]. However, a long PN sequence leads
to a long distance measuring time, and consequently, is not
appropriate for the vehicle radar system requiring a short
distance measuring time to avoid a collision among high-
speed vehicles.

To tackle this problem, recently, a distance measuring
method using multiple PN sequences with different lengths
instead of a single long PN sequence was proposed [7]. In
this paper, on the other hand, a novel distance measuring
scheme based on repeated use of a single short PN sequence
is proposed. The simulation results demonstrate that the pro-
posed scheme offers a shorter mean distance measuring time
while maintaining a similar measurement error performance
to that of [7].

The remainder of this paper is organized as follows.
Section II describes the signal model and proposed distance
measuring scheme. Simulation results are presented in Sec-
tion III. Finally, Section IV concludes this paper.
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Figure 1. The system model of the proposed distance measuring scheme.

II. PROPOSED SCHEME

Fig. 1 shows the system model of the proposed distance
measuring scheme. To measure the distance between a
vehicle and an obstacle, first, the direct sequence (DS)-UWB
signal generator transmits the following DS-UWB signal
sK(t) to the obstacle:

sK(t) =
√
Ec

KN−1∑
j=0

pmod(j,N)g(t− jTc), (1)

where Ec and Tc are the chip energy and duration of a PN
sequence with a length of N , respectively, K is the number
of repeated use of the PN sequence, pj ∈ {−1,+1} is the
jth chip, mod(·, ·) is the modulo operation, and g(t) is a
UWB waveform with unit energy over [0, Tc). Subsequently,
the transmitted signal sK(t) is reflected from the obstacle
and returns to the radar with a time delay τ , and thus, the
received signal y(t) can be expressed as

y(t) = sK(t− τ) + w(t), (2)

where w(t) represents the additive white Gaussian noise
(AWGN) process with double-sided power spectral density
of N0/2. To estimate the delay τ , next, a correlation between
the received signal and a reference template sK(t−τ̃)/

√
Ec,

where τ̃ is a trial value for τ , is performed as

RK(τ, τ̃) =

∫ t1+KNTc

t1

1√
Ec

y(t)sK(t− τ̃)dt

=

∫ t1+KNTc

t1

1√
Ec

{sK(t− τ̃)sK(t− τ)

+ sK(t− τ̃)w(t)}dt (3)
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Figure 2. The algorithm of the distance estimator.

for τ̃ = 0, Tc, 2Tc, · · · , KNTc, where t1 denotes the
initial time of correlation. Finally, the distance estimator
block estimates the distance between the vehicle and ob-
stacle based on RK(τ, τ̃), whose detailed process is shown
in Fig. 2.

The maximum correlation value of RK(τ, τ̃) is first
selected and then compared with a threshold Rth. If the
maximum value is larger than Rth, the delay estimate τ̂ is
obtained as

τ̂ = argmax
τ̃

{RK(τ, τ̃)}, (4)

otherwise, the selection and comparison process resumes
with newly transmitted sK(t). Once a delay estimate is
obtained, the estimate of the distance D between the radar
and obstacle is calculated as cτ̂

2 , where c is the velocity of
light (3 × 108 m/sec). To get a more reliable distance esti-
mate, Q delay estimates and the corresponding Q distance
estimates are obtained, and then, the standard deviation σD

of the Q distance estimates is compared with a threshold
σR specified by the system. If σD is less than σR, the final
distance estimate D̂ is obtained by averaging the Q distance
estimates; otherwise, the overall distance estimation process
is repeated with increasing K by 1. It should be noted that
the proposed scheme is based on RK(τ, τ̃), Rth, and σR

independent from the speed of vehicles, and thus, valid for
any speed of vehicles.

III. SIMULATION RESULTS

In this section, the proposed scheme is compared with
the conventional scheme [7] in terms of the mean distance
measuring time and mean distance measuring error defined
as the mean time that elapses prior to obtaining D̂ satisfying
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conventional schemes at Ec/N0 of −7 dB and −4 dB.

σD < σR and E{D − D̂}, respectively. For simulations,
we assume the following parameters: N = 15, Q = 100,
σR = 3 m (10% of the maximum detectable range 30 m
[2] of the SRR systems), and Tc = 2 ns. Rth is set with
a false alarm probability of 0.01, and D is assumed to be
distributed uniformly over the detectable range [5, 30] of
the SRR systems. For the conventional scheme, we use PN
sequences with lengths of 15, 30, 60, 120, and 240 as in [7]

Fig. 3 shows the mean distance measuring time of the
proposed and conventional schemes as a function of Ec/N0.
From the figure, the proposed scheme is observed to out-
perform the conventional one as expected. This is due
to the fact that the proposed scheme uses a single short
PN sequence repeatedly unlike the conventional scheme
employing multiple PN sequences with different lengths.
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Fig. 4 shows the mean distance measuring error perfor-
mance of the proposed and conventional schemes when
Ec/N0 is −7 dB and −4 dB. As we can see from the
figure, the proposed scheme exhibits a similar measurement
error performance to that of the conventional scheme in the
detectable range of the SRR systems.

IV. CONCLUSION

In this paper, we have proposed a novel rapid distance
measuring scheme for UWB vehicle radar systems, where
a single short PN sequence is repeatedly used to yield
a distance estimate, resulting in a shorter mean distance
measuring time than that of the conventional scheme using
multiple PN sequences with different lengths. The simulation
results confirm that the proposed scheme outperforms the
conventional scheme in terms of the mean distance mea-
suring time while exhibiting a similar measurement error
performance to that of the conventional scheme in the
detectable range of the SRR systems.
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Abstract—In this paper, we propose a new periodogram-
based integer frequency offset (IFO) estimation scheme robust
to the fractional frequency offset (FFO) variation. We first
observe the reason why the conventional IFO estimation scheme
in [10] is sensitive to the variation of the FFO, and then, propose
a new IFO estimation scheme using the modified maximum-
likelihood (ML) metric. The numerical results demonstrate
that the proposed scheme is more robust to the variation of
the FFO and has better IFO estimation performance than the
conventional scheme in [10].

Keywords-estimation; frequency offset; OFDM; training
symbol

I. INTRODUCTION

Due to its immunity to multipath fading and high spec-
tral efficiency, orthogonal frequency division multiplexing
(OFDM) has been adopted as a modulation format in a
wide variety of wireless systems such as digital video
broadcasting-terrestrial (DVB-T), wireless local area net-
work (WLAN), and worldwide interoperability for mi-
crowave access (WiMAX) [1]-[4]. However, the OFDM is
very sensitive to the frequency offset caused by Doppler
shift or oscillator instabilities, and thus, the frequency offset
estimation is one of the most important technical issues in
OFDM-based wireless systems [5], [6].

Various schemes [7]-[9] on the frequency offset estimation
have been proposed so far. Schmidl and Cox (SC) proposed a
frequency offset estimation scheme using a training symbol
with two identical halves [7], whose estimation range is
equal to the sub-carrier spacing. In [8], a new frequency
offset estimation scheme that utilizes a training symbol with
more than two identical parts was proposed, increasing the
estimation range twice that of the SC scheme. However, the
optimality for the estimation accuracy was not considered
in the scheme in [8]. With the maximum-likelihood (ML)
criterion, in [9], the optimal scheme for frequency offset
estimation was derived using the same training symbol as
in [8]. The scheme in [9] offers high estimation accuracy
with the same estimation range as in the scheme in [8].
However, these schemes require a special training symbol
structure, thus decreasing the transmission efficiency.

Recently, in [10], a periodogram-based frequency offset
estimation scheme was proposed, which has the estimation

range as large as the bandwidth of the OFDM symbol
while maintaining the same performance as those of the
schemes based on training symbols. However, its estimation
performance for the integer part of the frequency offset
(normalized to the sub-carrier spacing) rapidly changes
according to the value of the fractional part of the frequency
offset, eventually resulting in a significant variation in the
overall frequency offset estimation performance.

Thus, in this paper, we propose a new integer frequency
offset (IFO) estimation scheme robust to the fractional
frequency offset (FFO) variation. We first investigate the
influence of the FFO on the IFO estimation scheme in [10],
and then, propose a modified ML IFO estimation scheme.
The numerical results show that the proposed IFO estimation
scheme is more robust to the variation of the FFO and has
better performance than the IFO estimation scheme in [10].

II. SIGNAL MODEL

The nth transmitted complex-valued OFDM sample x(n)
is generated by using the inverse fast Fourier transform
(IFFT), and thus, can be expressed as

x(n) =
1√
N

N−1∑

k=0

Xkej2πkn/N , n = 0, 1, · · · , N−1, (1)

where N is the size of the IFFT and Xk is a phase shift
keying (PSK) or a quadrature amplitude modulation (QAM)
symbol in the kth sub-carrier. The data part of the OFDM
symbol has a duration of T seconds, and the cyclic prefix
(CP), whose length is generally designed to be longer than
the channel impulse response, is inserted in order to avoid
the intersymbol interference (ISI).

The nth received OFDM sample r(n) is obtained by
sampling the received OFDM signal every Ts = T/N
seconds and is expressed as

r(n) = s(n)ej2π(εI+εF )n/N + w(n), (2)

where s(n) =
∑L−1

k=0 hkx(n − k) is the signal component
with the kth channel filter tap coefficient hk and the channel
memory size L, εI and εF represent the IFO and FFO
normalized to the sub-carrier spacing 1/T , respectively,
and w(n) is the complex-valued additive white Gaussian
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noise (AWGN) sample with mean zero and variance σ2
w =

E{|w(n)|2}, where E{·} and | · | denote the expectation
and absolute value operators, respectively. In this paper, we
assume that the channel is static during one OFDM signal
period and timing synchronization is perfect.

III. PROPOSED SCHEME

A. Influence of the FFO on the IFO estimation

In [10], the estimates ε̂I and ε̂F of the IFO and FFO are
obtained as

ε̂I = arg max
fk

{
I(fk) + I(fk + 1)

}
(3)

and

ε̂F =

√
I(ε̂I + 1)√

I(ε̂I) +
√

I(ε̂I + 1)
, (4)

respectively, where ‘arg’ is the argument operation and
I(fk) is the signal periodogram defined as

I(fk) =

∣∣∣∣∣
N−1∑
n=0

r(n)e(n)e−j2πfkn/N

∣∣∣∣∣

2

, (5)

where fk ∈ {−N
2 ,−N

2 + 1, · · · , N
2 − 1} is the kth IFO

candidate and e(n) = x(n)∗

‖x(n)‖2 with the complex conjugate
‘∗’ and Euclidean norm ‖ · ‖ is the envelope equalized
processing factor employed to remove the data modulation
effect.

In the absence of the noise, ε̂F is given by Z(ε̂I)
Z(ε̂I)+Z(ε̂I+1) ,

where Z(α) = | sin(π(ε−α)/N)|, and is drawn as a function
of ε− ε̂I as shown in Fig. 1, where ε = εI + εF is the real
frequency offset. It is seen from the Fig. 1 that the FFO can
be correctly estimated only when 0 ≤ ε − ε̂I < 1, that is,
when ε̂I ∈ (ε− 1, ε].

Fig. 2 shows the IFO metric {I(f) + I(f + 1)} nor-
malized to N2‖h0‖2 as a function of the frequency f ∈
[−N/2, N/2) for εF = 0.4 and 0.8 when εI = 1,
N = 8, and the noise is absent, where ‘◦’ represents the
IFO metric value corresponding to each fk and the shaded
region represents the range of ε̂I ∈ (ε − 1, ε] for a correct
estimation of the FFO. In this paper, the correct estimation
probability of the IFO is defined as the probability that the
maximum IFO metric corresponds to fk within the shaded
region. From the Fig. 2, we can clearly see that the correct
estimation probability of the IFO would be very sensitive to
the variation of the FFO, since the ratio of the IFO metric
value corresponding to fk within the shaded region to the
largest one among the IFO metric values corresponding to
fks’ outside the shaded region rapidly changes according to
the value of the FFO: specifically, the ratio when εF = 0.4
is larger than that when εF = 0.8, and thus, the correct
estimation probability of the IFO would be higher when
εF = 0.4 than when εF = 0.8.
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Figure 1. ε̂F as a function of ε− ε̂I in [10].
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Figure 2. IFO metric {I(f) + I(f + 1)} normalized to N2‖h0‖2 as a
function of the frequency f ∈ [−N/2, N/2) for εF = 0.4 and 0.8 when
εI = 1, N = 8, and the noise is absent.

B. Proposed IFO Estimation Scheme

From the discussions in the previous section, we can see
that the periodogram-based IFO estimation problem can be
modeled as a detection problem of a single tone with the
maximum energy. Then, the IFO estimate can be obtained
as

ε̂I = arg max
fk

I(fk), (6)

which is in fact the ML solution for detecting a single tone
with the maximum energy [11] and its normalized metric
value is shown as a function of f in Fig. 3, where it is
clearly observed that the correct estimation probability of
the IFO would be still very sensitive to the FFO variation as
that corresponding to (3), since (6) is an ML solution that
does not take the FFO into account. Also, we can observe
that the shaded region is always equal to the left slope of
the normalized IFO metric graph in Fig. 3, and thus, through
the some shift operation, the normalized IFO metric value in
the shaded region can be increased regardless of the value
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Figure 3. IFO metric I(f) normalized to N2‖h0‖2 as a function of the
frequency f ∈ [−N/2, N/2) for εF = 0.4 and 0.8 when εI = 1, N = 8,
and the noise is absent.
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Figure 4. IFO metric I(f + 0.5) normalized to N2‖h0‖2 as a function
of the frequency f ∈ [−N/2, N/2) for εF = 0.4 and 0.8 when εI = 1,
N = 8, and the noise is absent.

of the FFO. Based on these observations, we propose the
following modified ML IFO estimation scheme

ε̂I = arg max
fk

I(fk + 0.5), (7)

which is the shifted version of (6) to the left by 0.5 and its
metric I(f +0.5) always has the maximum value within the
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Figure 5. Correct estimation probabilities of the IFO as a function of the
FFO for the proposed and conventional schemes in the AWGN channel
model when SNR is 0 dB.

shaded region regardless of the value of the FFO as shown
in Fig. 4 since the length of the shaded region is 1 and the
FFO is distributed uniformly over [0, 1). Thus, the correct
estimation probability of the IFO in the proposed scheme is
expected to be robust to the FFO variation.

IV. NUMERICAL RESULTS

In this section, we compare the performance of the pro-
posed IFO estimation scheme with the conventional scheme
in [10]. In the simulation, we assume the following pa-
rameters: quadrature PSK (QPSK) modulated data sequence
{Xk}N−1

k=0 , the FFT size of N = 64, a CP with a length
of 8 samples, and the maximum Doppler shift of 125 Hz
(corresponding to a mobile speed of 54 km/h and a carrier
frequency of 2.5 GHz used for WiMAX). The signal to noise
ratio (SNR) is defined as σ2

s/σ2
w with σ2

s , E{|s(n)|2}.
We consider AWGN and four-path Rayleigh fading channel
models with path delays of 0, 2, 4, and 6 samples and
exponential power delay profile of E{A2

l } = exp(−0.768l)
(i.e., the power ratio of the first and last paths is set to be
10 dB).

Figs. 5 and 6 show the correct estimation probabilities
of the IFO as a function of the FFO for the proposed and
conventional schemes. As expected, the proposed scheme
is more robust to the FFO variation than the conventional
scheme. In addition, we can see that the proposed scheme
significantly outperform the conventional scheme. This can
be explained as follows. Since the proposed IFO metric is
based on a single periodogram, it has only a single peak
and can exploit it for detection. On the other hand, the
conventional scheme uses the sum of two periodograms,
and thus, has two peaks in the metric. The two peaks
increase the metric value corresponding to the correct IFO
candidate; however, they also increase the metric values
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corresponding to the incorrect IFO candidates located on
both sides of the correct IFO candidate, thus resulting in a
higher incorrect estimation probability (i.e., a lower correct
estimation probability) of the IFO.

V. CONCLUSION AND FUTURE WORKS

In this paper, we have proposed a new IFO estimation
scheme robust to the FFO variation. We have first studied
the influence of the FFO on the conventional IFO estimation
scheme in [10], and then, proposed a modified ML IFO
estimation scheme. By using efficiently shifted version of
ML metric, the proposed scheme always has the maximum
metric within the correct estimation range regardless of the
value of the FFO. From the numerical results, it is confirmed
that the proposed scheme is more robust to the variation of
the FFO and has better IFO estimation performance than the
conventional scheme in [10].
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Abstract —  Nowadays, with the development of next 
generation networks, new standards for voice and video 
services have been introduced, and VoIP (Voice over IP) has 
become a very popular protocol. It leads to the convergence 
of networks which provide voice and data transfer services 
with enhanced and improved applications for customers. As 
a key element of the next generation networks, IMS (IP 
Multimedia Subsystem) architecture aims to offer multimedia 
services via fixed-mobile convergent solutions. In this paper, 
a work model offering triple play services via a UMTS 
network and an IMS subsystem is realized. This model is 
realized through an Open Source software solution for an 
IMS subsystem, and the success of the triple play service 
provided by this system is analyzed. Testing of access 
networks and of different codecs using an Open IMS Core 
system and a UMTS access network is carried out. The most 
successful codec is determined and proposed for use while 
offering triple play services. Further, an optimization of the 
UMTS radio-access network of a middle size operator is 
done by planning the optimal number of NodeB’s for this 
software solution and the dimensioning and optimization of 
the same. The conclusion is that, from the standpoint of 
offering triple play services to a certain number of users, no 
significant extensions of the radio network capacity are 
needed. The resulting system for offering triple play services 
is functional and optimized for exploitation in an active 
network with high reliability. 

 
Keywords – UMTS; IMS; Open IMS Core; EDGE; WiFi.  

I. INTRODUCTION 
Third generation mobile systems (3G) were introduced 

in accordance with the needs of customers for high speed 
data transfers, in order to enable a broad spectrum of 
Internet services. The UMTS (Universal Mobile 
Telecommunications System) presents one of the most 
frequently used standards for third generation mobile 
networks [7]. The combination of Internet and mobile 
networks has resulted in UMTS enabling triple play 
services, whose primary goal is the transition of all current 
and future services to IP: data, voice and video.  

IMS (IP Multimedia Subsystem) represents a standard 
that defines core and service layer architecture of the fixed 
and the mobile telecommunication networks for a new 
generation [8]. The specification of its main elements, 
protocols and mechanisms is based on the cooperation of 
leading telecommunication standardization groups: 3GPP, 
ETSI/TISPAN and IETF. The main technological 
characteristic of IMS is its transparency towards different 
access networks. This is why IMS is the main initiator of 
the evolution of telecommunication networks, leading 
towards fixed-mobile convergence (FMC) solutions. Users 
can access the integrated user interface and are offered a 

unique broad spectrum of services using different devices 
and access technologies.  

In [1], Magedanz, Vingarzan and Harjoc tested the 
Open IMS Core system [9] when a million users access the 
same system. However, an analysis or evaluation of the 
system while providing triple play services in a 
corresponding real environment of a medium size operator 
is not presented. Vingarzan and Weik presented in [2], the 
performance results of the Open IMS Core system in the 
case of transferring signalization traffic for voice 
transmission over various access networks. Testing of the 
video service and choosing appropriate codecs is not 
observed. In [3], Prokkola, Perala, Hanski and Piri 
presented the testing of HSDPA and WCDMA networks. 
The performances of the HSDPA network are not 
compared with other wireless radio access technologies. 
The main research objectives presented in this paper are: 

• Realization of the IMS test platform based 
completely on open source technology. 

• Realization and testing of triple play services over 
an IMS platform (voice call, video call and data 
transfer). 

• Comparison of the performance of different 
access technologies (EDGE, WiFi, UMTS) 
through an IMS test platform by measuring 
appropriate parameters. 

• Selection of the optimal codec in order to achieve 
the best quality for voice and video 
communication. 

• Optimization of the UMTS radio access network 
in terms of predicting the number of users who 
will initially use the triple play services over 
UMTS radio access networks and the Open IMS 
Core system, and finally the optimization of the 
number of NodeB’s needed to meet the users’ 
needs. 

• Considering the results published in [1], the 
design of a potential IMS network for a medium 
size operator, which would meet the needs of the 
initial number of users and whose network core 
would be an Open IMS Core system. 

In the next section, the testing of triple play services 
over various radio access networks (EDGE/WiFi/UMTS) 
is described, with an analysis of the quality of the voice, 
video and data services. Thereafter, the optimization of 
mobile networks is described. The analysis is performed 
based on data from a medium sized telecom operator with 
a developed mobile network (GSM/EDGE/UMTS) and a 
fixed network (PSTN/ADSL), assuming that the number of 
users of the mobile network is 1.000.000, and 700.000 
users for the fixed network. This is followed by the 
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dimensioning and optimization of the Open IMS Core 
system. 

II. TESTING OF THE IMS SYSTEM 
The parameters observed for the testing of every 

access network are: packet loss, delay, jitter, MOS (Mean 
Opinion Score) and R factor. The jitter diagram and the 
value of the MOS factor, when testing the voice and video 
service, will be shown for each access network. All of 
these measurements will be done for the GSM FR (GSM 
Full Rate) codec. The presumption is that a unloaded 
Open IMS Core system is used. The Open IMS Core is 
installed on the PC with a 1024/128 Kbit/s access link, 
and the conversation participants are stationary.  

Finally, these parameters will be tested for a UMTS 
access network using an iLBC (Internet Low Bitrate 
Codec) codec, and it will be determined if and what kind 
of progress was achieved by introducing this codec. 

In the case of data and instant messaging transfer, it 
can generally be concluded that there were no problems in 
the realization of these services through any of the used 
radio access technologies.  

A. Testing through the  EDGE radio access network 
The test results of the triple play services for the  

EDGE radio access will be listed below, with an analysis 
of the measured parameters. 

Figure 1 shows the block diagram of the triple play 
testing scenario through the EDGE radio access network 
and the Open IMS Core system. 

 

Figure 1. Testing of triple play services through the EDGE radio access 
network 

 
The test results of the voice service through the 

EDGE radio access network and the Open IMS Core 
system can be interpreted as follows: 

• The average value of the MOS parameter was 3.3, 
resulting in a very good quality of the voice 
communication. 

• Variations in the packet delay were highly 
emphasized during the voice communication, as 
shown in Figure 2. This refers especially to the 
jitter increase in the interval between the 22nd and 
the 25th second of the voice session. Average jitter 
was 23.42 ms, and is marked by squares in the 
picture. According to [10], where the suggested 
maximum value for jitter in the VoIP network is 
30 ms, it can be concluded that this network 
provides a good quality of the tested service. 

 

 

Figure 2. Measured jitter through the EDGE radio access network in the 
case of voice communication 

While testing the voice and video service together, a 
large decrease in value of the MOS parameter during the 
session was noted. In the beginning of the communication, 
this parameter had the value of 3.7, then immediately 
decreased to 1 (which is basically an unusable call). It 
retains this value until the end of the call.   

It can be seen from Figure 3 that the jitter had higher 
values during the first 9 seconds of the video session. 
Average jitter was 66 ms which is a very poor result for 
the tested type of service. 

 

 
 

Figure 3.  Measured jitter through the EDGE radio access network in the 
case of voice and video communication 

 
From the measurements performed on the test system 

it can be summarized that video call services through an 
EDGE radio access network and an Open IMS Core 
system cannot be provided, since the introduction of a 
video call degrades the performances of the voice call to a 
level where it becomes impossible to use. This conclusion 
was to be expected given the practical transmission rate 
characteristic for EDGE technology.  

B. Testing through the WiFi radio access network 
The test results of the triple play services for a  

WiFi radio access network along with an analysis of the 
measured parameters will be presented below. Figure 4 
shows the block diagram of the test scenario through a 
WiFi radio access network. 

For the voice communication tested through the WiFi 
network, the MOS parameter had the value of 3.7, and 
was approximately stable during the entire period of the 
voice session, which is an excellent result for this type of 
codec. 
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Figure 4. Testing of triple play services through a WiFi radio access 

network 
 

Variations in packet delay were not highly expressed 
(as was the case for the EDGE access network) during the 
voice communication, as shown in Figure 5. Average 
jitter was 3.98 ms, which is a very good result for this 
type of service. 

 

 
Figure 5. Measured jitter through the WiFi radio access network in the 

case of voice communication 
 

While transferring voice and video communication 
through the WiFi network, the MOS parameter was 2.1, 
which means that the introduction of  the video service 
significantly degraded the quality of the transmitted voice. 

It can be concluded from Figure 6 that the jitter values 
during the call session were within acceptable limits. 
There was only one larger increase of these values in the 
19th second of the call duration. Average jitter was 20.58 
ms, which is an acceptable value for this type of service. 

 

 
 

Figure 6. Measured jitter through the WiFi radio access network in the 
case of voice and video communication 

 
It can be concluded that, when transmitting voice and 

video services over a WiFi access network and an Open 
IMS Core system, the transmission performance is 

significantly degraded when compared to the transmission 
of a voice service alone. The WiFi technology can be used 
for the transmission of video services, but a poorer quality 
can be expected for the enduser.  

C. Testing through a UMTS radio access network 
In this section, the test results of the triple play 

services for the UMTS radio access will be shown, with 
an analysis of the measured parameters. 

Figure 7 shows a block diagram of the test scenario 
through the UMTS/HSxPA radio access network. 

The test results of the voice service through the UMTS 
radio access network and Open IMS Core system can be 
interpreted as follows: 

 

Node B

Alice

GGSN
ADSL modem

Bob

Internet

Jezgro mreže

UMTS/
HSxPA radio 

pristup

Open IMS 
Core server

 
Figure 7.  Testing of triple play services through UMTS radio access 

network 

• MOS parameter of the voice service tested 
through the UMTS network was 3.7, which is, as 
we know, an excellent result. It is important to 
emphasize that this parameter was stable 
throughout the entire duration of the session. 

• Variations in packet delay were not so emphasized 
during the voice communication, as is shown in 
Figure 8. Average jitter was 4.86 ms, which 
completely satisfies the requirements listed in 
[10]. 

 

 
 

Figure 8.  Measured jitter through the UMTS radio access network in the 
case of voice communication 

 
The MOS parameter for the transfer of voice and 

video communication over the UMTS network was 1, 
which means that the introduction of the video signal 
notably degraded the quality of the voice transmitted; 
therefore, it cannot be used for those purposes. 

From Figure 9 it can be concluded that jitter is 
emphasized at the beginning of the call, but later on 
during the communication, it decreases to a slightly lower 
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level. Average jitter was 48.29 ms, which is an 
insufficient value for this type of service. 

 

 
 

Figure 9.  Measured jitter through the UMTS radio access network in the 
case of voice and video communication 

 
It can be concluded that the transmission of a voice 

and video service through the UMTS access network and 
the Open IMS Core system significantly degraded the 
transmission performance, when compared to the 
transmission of voice service alone. Therefore, the UMTS 
technology cannot be used for the transmission of a voice 
and video service at the same time and under these 
conditions.  

D. Testing through theUMTS radio access network – 
iLBC codec 
In order to optimize and provide high quality triple 

play services, the analysis of parameters measured when 
using the iLBC codec in the network will be given below. 
This codec is primarily intended for the coding of speech 
in IP communications. The main advantage of this codec 
is an acceptable degradation of speech quality if it comes 
to packet loss or packet delay. 

When testing the voice service using the iLBC codec 
through the UMTS access network and the Open IMS 
Core system, the results can be interpreted as follows: 

• MOS parameter for the voice service tested 
through the UMTS network had an average value 
of 4.1, which is an excellent call quality. It also 
took stable values throughout the entire duration 
of the session. 

• Variations in packet delay were not as emphasized 
during the voice communication, shown in Figure 
10. Average jitter was 6.27 ms. 

 
 

 
 

 

 

 

 

 

Figure 10.  Measured jitter through the UMTS radio access network in 
the case of voice communication using iLBC codec 

 
When testing the voice service together with the video 

signal through the UMTS access network and the Open 

IMS Core system, the results can be interpreted as 
follows: 

• MOS parameter for voice and video 
communication through the UMTS access 
network had an average value of 3.9, and was 
stable throughout the entire session. 

• Variations in packet delay were not as emphasized 
during the communication, except at the 
beginning of the call, as shown in Figure 11. 
Average jitter was 19.57 ms. 

 

 
 

Figure 11.  Measured jitter through the UMTS radio access network in 
the case of voice and video communication using iLBC codec  

 

E. Conclusions 
After obtaining the results of the transfer of the triple 

play service via the EDGE, UMTS and WiFi radio access 
networks, it can be concluded that the EDGE radio access 
network can be used for voice service, but the quality of 
the call is degraded completely when transferring the 
voice together with the video signal, and it cannot be used 
to offer these services to the end-users. As opposed to the 
EDGE network, the WiFi access network achieved an 
excellent performance for voice calls, however, for video 
calls there occurs a decrease in the quality of the call 
(MOS has the value 2), and it can be concluded that the 
WiFi technology, despite the significantly better 
performance, cannot be used for the transfer of triple play 
services over an Open IMS Core system, due to the 
relatively poor values of the MOS parameter. On the other 
hand, UMTS has also achieved an excellent performance 
for the voice call, while the video call has introduced a 
complete decrease in the quality of the service. It can also 
be concluded that UMTS is only to be used for voice and 
data services while it does not provide satisfactory 
parameters for a video service. 
     An improvement of the quality of voice and video 
communication through the Open IMS Core system and 
the UMTS radio access network using the iLBC codec is 
achieved in the final stage. When the iLBC codec is used 
to test the quality of triple play services of a voice 
communication, excellent performances of the quality of 
voice and video communication through the UMTS radio 
access network and the Open IMS Core system are 
achieved, which was to be expected taking into 
consideration the characteristics of this codec. 

III. OPTIMIZATION OF THE RADIO ACCESS NETWORK 
The fundamental factor for defining the number of 

users who will share network resources is the traffic 
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produced by each one of them. The traffic per user 
depends on the call frequency and average call duration.  

One approach to the optimization of the UMTS radio 
access network for triple play users will be described 
below. Conditions, input data, presumptions and 
methodology for an optimal number of UMTS network 
NodeB’s will be listed, taken from an average telecom 
operator.  

Input data and presumptions are listed as follows: 
• The operator has 1.000.000 mobile users. 
• It is assumed that 20% of the mobile users use the 

UMTS service. 
• It is assumed that 30% of the UMTS users use the 

triple play service. 
• It is assumed that 10% of the triple play users 

access the system during busy hour.  
• It is assumed that the RAB traffic class is used for 

the triple play service. 
• Ideal propagation conditions are assumed. 

RAB (Radio Access Bearer) represents a logical 
relation between the core network and user equipment. It 
is used to enable a connection for the UMTS service 
across the UTRAN (UMTS Terrestrial Radio Access 
Network) network. The RAB connections are realized as 
Radio Bearer connections between the RNC (Radio 
Network Controller) and the core network.  

Triple play service users are considered to use the 
RAB interactive class of traffic and a certain service 
subscription package with a certain amount of traffic 
included. It is important to mention that (in order to define 
the busy hour) for packet traffic, it is assumed that 10% of 
the daily traffic is used during busy hour and the 
remaining 90% of data traffic is used during the rest of the 
day.  

The traffic measured in kB/busy hour is calculated by 
dividing the amount of traffic from the subscription 
package into 30 days, taking into consideration ten 
percent of the obtained average daily traffic. 

Considering the above calculation, and after the 
analysis of the average HSPA user, for the 1GB data 
traffic included in the monthly subscription, the traffic 
during busy hour is 28633 kbit. 

The relation between uplink and downlink traffic is 
10%, meaning that an average user realizes 318,19 kB of 
downlink traffic and 31,81 kB of uplink traffic during 
busy hour. 

The configuration of every base station/cell will be 
designed to support HSDPA up to 14,4 Mbps and EUL up 
to 1,4 Mbps, using only one frequency bearer, because of  
the theoretical restriction of the code tree resources 
(HSDPA requires 15 out of the 16 available codes). This 
can only be realized with the assumption that there is no 
other (R99) traffic (otherwise the use of two bearers is 
necessary).  

Since R99 traffic is still expected, it is optimal to 
include dynamical code allocation, i.e. a minimum of 10 
codes per cell are allocated to the HSDPA, and the 
remaining five codes will be available when the R99 
traffic is low.  

If 10 codes per cell are allocated to the HSDPA, it can 
be concluded that the maximum traffic for that cell will be 
7,2 Mb/s for downlink and 1,4 Mb/s for uplink traffic.  

Considering the above assumption, that 10% of the 
triple play users will be accessing the network during busy 
hour, a total number of 600 active triple play users is 
obtained for busy hour.  

For one cell it can be calculated:   
• 7.2 Mbps/318,19 kB = 3 user/cell. 
Therefore, it can be concluded that it is necessary to 

plan 200 cells/NodeB in the UTRAN network, so as to 
serve the total number of triple play users accessing the 
system during busy hour.   

IV. DIMENSIONIG AND OPTIMISATION OF THE OPEN 
IMS CORE SYSTEM 

In order to carry out the dimensioning and optimization 
of the Open IMS Core system, besides the number of 
UMTS users of the triple play service who will access the 
system during busy hour, it is necessary to define the 
number of fixed network users who will use the triple play 
service.  

Input data and assumptions for this case are listed as 
follows: 

• The operator has 700.000 users. 
• It is assumed that 30% of the users use Internet 

service. 
• It is assumed that 20% of the Internet users use 

triple play service.  
• It is assumed that 10% of the triple play users 

access the network simultaneously during busy 
hour.  

Using these assumptions a total number of 42.000 
users who access the Open IMS Core system is obtained. 
Taking into account the assumption that 10% of the users 
use the triple play service at the same time, a total number 
of 4.200 users is obtained.  

Together with the UMTS users, a number of 10.200 
users accessing the Open IMS Core system at the same 
time is obtained.   

 Taking into account that the computer used for testing 
the Open IMS Core system has a poor performance, 
referring to the processor speed, the throughput of the 
network interface, memory, etc., this machine could not 
be used for an IMS core network of a real operator. 

Such a workstation can, according to [1], 
simultaneously serve 10000 calls. This would satisfy the 
requirements listed above.  

However, more users are expected to use the triple 
play service in the future, which will result in the need for 
proper dimensioning and optimization of the Open IMS 
Core system.  

Scalability and redundancy are the next important 
parameters which should be observed. In order to achieve 
a scalable system, expandable in accordance with the 
future growth of the number of triple play users, and to 
improve the performances of the system for future users, 
two parallel Open IMS Core systems can be installed.  
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Figure 12. Optimized Open IMS Core system 

 

This is the horizontal scalability principle, where a 
capacity-expandable platform is achieved by the 
multiplication of servers (CSCF’s and FHoSS database). 

From the viewpoint of system redundancy, it is 
possible to provide database redundancy, computer 
processor redundancy and geographical redundancy. 

V. CHALLENGES FOR MOBILE OPERATORS – OTT 
(OVER-THE-TOP) 

We are witnessing a large increase in mobile data 
traffic and a significant utilization of the available 
bandwidth of networks, currently happening worldwide. 
This growth receives great support from the diverse 
offerings of IP-enabled intelligent devices. To adjust and 
to earn additional revenue, mobile operators must 
optimize their networks. This optimization refers to the 
installation of new multimedia platforms in the core 
network (IP RAN aggregate node, IP core network). The 
new platforms would, in order to identify the used OTT 
services and to implement certain rules and repayments, 
enable the following functions:  

• Service-aware charge. 
• Access control. 
• Policy control. 
• Content filtering. 
• Quality of service (QoS). 
• Application detection and control. 
• Optimization of data traffic. 
• Security. 
The Figure 13 presents these multimedia platforms. 

Internet

IMS - CSCF 

GGSN/PCEF/PGWSGSN/MME/SGW

SPR/AAA

OCS/OFCS

PCRF

UMTS/
HSPA

Gy/Gz

DiameterDiameter Gx

Rx

 Figure 13. Multimedia platform 

Through the implementation of the mentioned 
platforms, mobile operators get the opportunity to develop 
new models of revenue sharing with OTT providers. Extra 
revenue could be achieved by introducing new services. 

 

VI. CONCLUSION 
After obtaining the measuring results of the transfer of 

triple play services across EDGE, WiFi and UMTS access 
networks, it can be concluded that when introducing a 
video signal to a voice session over WiFi and UMTS 
access networks it shows a poor performance, which 
implies a significantly decreased quality of service. For 
the EDGE access network this service is completely 
degraded and is impossible to use. 

For the voice transmission, very good performances are 
obtained for each of these three access technologies. 

Further, it is experimented with using different codecs 
for the transmission over UMTS in order to improve the 
quality of service for this access network. The best results 
are obtained using the iLBC codec, which achieved great 
performances for triple play services.  

From the viewpoint of data and instant messages 
transfer, it can generally be concluded that these sessions 
were successfully completed for each technology. 

Further, the optimization of the number of UMTS radio 
access network’s NodeB’s is completed. This was done 
for a middle size operator, and the conclusion is that in 
order to offer triple play services to a certain number of 
users, no additional extensions of the radio access network 
are needed. 

The increase in the number of users using advanced 
terminals and requests for the triple play service, results in 
an increase of the network load, which will result in an 
additional optimization of the network in the future.  

Furthermore, a dimensioning of the IMS core for 
middle-sized fixed operators and mobile operators is 
done. It can be concluded that the Open IMS Core as a 
commercial solution would be a functional IMS system, 
adjusted to customer's requests, and with a high capacity, 
so user penetration could be satisfied for a long period of 
time.  

Additional research could include testing of the WiFi 
network for different codecs, understanding  jitter 
behaviour for characteristical measurements, and 
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measuring the same parameters over a longer measuring 
period. 
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Abstract—In this paper, optimal scheduling mechanisms are
developed for packet forwarding in wireless sensor networks,
where clusterheads are gathering information. The objective is to
monitor real-life processes for a given time interval and forward
packets with minimum loss probabilities to the base station. In
order to achieve this objective we develop an optimal scheduling
algorithm, which determines the time slots in which packets must
be sent by the nodes. The scheduling algorithm, on the one hand,
guarantees that all the packets will be sent within a predefined
time window and thus meeting delay constraints and, on the other
hand, it provides uniform packet loss probabilities for all the
nodes. The algorithm we propose is capable of providing optimal
scheduling with given constraints and guarantees balanced load
in polynomial time.

Index Terms—load balancing, scheduling, wireless sensor net-
works (WSN), numerical optimization

I. INTRODUCTION

Data gathering from a set of sensor nodes to a Base Station
(BS) by using a cluster-based routing topology is commonly
used in wireless sensor networks (WSNs) [1], [2]. In this kind
of networks tiny sensor nodes communicate in short distances
and collaboratively work to fulfill the application specific
objectives of WSN. Many of the envisioned applications
involve the collection of bursty data traffic generated by events,
which are to be delivered to the BS as quickly and as reliably
as possible in order to recognize emergency situation. In these
applications packet delay and packet loss probability are of
crucial importance [3], [4].

Resources (energy, time, bandwidth) are limited in WSN
applications, hence cross-layer optimization are the key ap-
proach to minimize the utilization of resources if the Quality
of Service (QoS) is prescribed.

Because of these strong limitations, scheduling becomes
even more important in WSN to save on energy consumption.
In this paper we develop a new scheduling algorithm for
packet transfer in WSN, which guarantees reliable information
transmission to the BS in terms minimizing the packet loss
probabilities. Packet loss occurs when the amount of packets
forwarded to the CHs exceed their capacity. Scheduling has
been intensively researched in the telecommunication litera-
ture [5], [6], [7], however the main focus was on buffered
architectures. The problem in our case will be transformed

into a binary matrix optimization. So far, this has been solved
by quadratic programming (see [8]). Now a novel solution is
presented, which will provide the optimal scheduling matrix
in polynomial time. Since clusterhead (CH) based routing is
a commonly used solution in WSN (e.g., LEACH protocol
[9] or other hierarchical solutions proposed in [10], [11]), we
assume that each node can only send one packet to a selected
CH at each time instant.

After the system and the application are briefly introduced,
the network model and the mathematical model are detailed.
The formulation and transformation of the original problem
into a matrix optimization task is followed by the performance
analysis and the conclusion of our work.

II. SYSTEM DESCRIPTION AND APPLICATION

The algorithm introduced in this paper is concerned with
applications when the traffic generated by the sensor nodes are
classified into traffic classes (e.g., motion detection, acoustic
signals, video signals, . . . etc.) The WSN architecture is single-
tier clustered with heterogeneous sensors and performing
centralized processing [12]. The CHs forward the received
packets to the BS over a link with capacity V . As a result
V presents a limit to the packets can be collected from nodes
in a given time instant. In order to collect all the packets the
CH assigns timeslots to the nodes for acquiring their packets.
This timeslot assignment is referred as a scheduling. In this
scheme, each traffic class has two parameters:

• the amount of packets to be transmitted to the CH;
• the time duration in which this given amount of packets

must arrive at the CH.
The target platform is the Berkeley Mica2 mote [13],

which is one of the most widely used WSN platforms. The
platform has an 8 MHz processor, 4 kB of RAM, 128 kB
of flash memory and a 433 MHz wireless radio transceiver.
The transfer rate is 38.4 kbps and it is powered by two AA
batteries.

TinyOS operating system [14], [15] is designed to be used
with networked sensors and it supports the Mica2 platform.
TinyOS handles task scheduling, radio communication, clock
and timers, ADC and power management.
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In the case of Mica2, a fully programmable Media Access
Control (MAC) layer is available. A time division multiple
access (TDMA) channelization is supported in the case of such
simple and energy constrained nodes. Plenty of channel access
method is proposed for WSN and there are two common
solutions. One solution is the contention based scheme where
nodes try to assign the channel randomly, independently from
each other, such as ALOHA [16]. ALOHA is improved in
many ways (such as B-MAC [17], Z-MAC [18], X-MAC
[19]) to guarantee performance metrics required by different
applications. Contention based protocols are very important
channel access methods in the case of rare but bursty traffic,
which is the typical case of event driven applications. On
the other hand TDMA-based scheduled solutions could be
very efficient if the users are known and fix, the data arrives
regularly (e.g.: every one minutes the temperature value must
be delivered to the BS) and topology is static. TDMA-based
protocol can also save more energy, since each node can stay
in sleep mode except for its own slot time. However TDMA-
based protocols need synchronization protocols [20] affecting
the guard time [21], time slot assignment [22] determining
the end to end delay and scheduling. Scheduling protocols
choose the order of the data transfer at the different links [23].
In this paper we propose Load Balancing Scheduling (LBS)
algorithm, which minimizes the probability of cell loss.

In the following section the mathematical model will be
introduced.

III. THE MODEL

The overall number of packets node j wants to send to
the CH is denoted by Xj . All of the packets must be sent
within a time interval Kj : Kj > Xj . The scheduling of
packet transmissions by node j can be expressed by a binary
vector c(j) of length Kj with weight Xj , where component
cj(l) ∈ {0, 1} indicates whether packet is transmitted or not
to the CH at time instance l.

Composing a transmission matrix C of these vectors, one
may seek the optimal matrix (Copt). To find the optimal
matrix, we present a novel approach based on a constructive
iteration, solving the problem in polynomial time.

The data acquisition network can be divided into two parts:
• The sensors performing measurements in the different

rooms.
• Relay nodes, which are forwarding the packets containing

the measurements to the BS.
In Figure 1 the different application classes correspond to

different rooms in a building. Each room has different Xj , i.e.,
one requests a given amount of data from every room. The data
is collected by the sensor node from its sensors and stored for
transmission. In the beginning of the communication Xj-s are
transferred to the sensors nodes, where the calculation of Kj-s
are performed based on the battery status and returned to the
CH. The optimal scheduling matrix is then constructed by the
CH. In each time-slot, V amount of data is sent to the CH
corresponding to the l-th column of the scheduling matrix.

Room1 Room2 Room3

Room4

CH
CH

CH

Relay network

Fig. 1. WSN communication scenario with sensor nodes and CHs

This V amount of data is then sent to the relay nodes of the
network in order to forward them to the BS.

The nodes performing the measurements are small size
units with a variety of sensors included with strong energy
and processing limitations. Energy is used either in stand-by
mode or in active mode when they are engaged with radio
transmission (packet forwarding). The available energy at node
j is denoted by Gj , while the energy consumption in active
node is gtx and in stand-by is gsleep. If the node sends Xj

amount of packets and it switches off after Kj timeslot, then
the overall energy consumption can be given as

Gj = (Kj −Xj) · gsleep +Xj · gtx. (1)

As Gj is limited (due to the battery capacity) based on this
expression one can determine what is the maximal Kj needed
to transmit a given amount packets by the sensor node. As far
as the relay nodes are concerned, they have more energy than
the sensor nodes. Each room has a relay node, which acts as
a CH. The CH can only receive V number of packets in a
time frame due to its capacity. In the case of TDMA, V is the
number of slots accommodated in a time frame. The task of
scheduling is to assign time slots to the sensor nodes in such
a way that the Xj number of packets are sent in Kj time
and the probability of packet loss (in a given time slot more
than V sensor nodes are sending packets to the CH) must be
uniformly distributed.

Timeframe, size: V

1 2 ... v ...

W

1 2 ... v 1 2 ... v

Fig. 2. Typical structure of TDMA timeframes

The number of timeframes available in a relay node is
denoted by W . The number of available timeslots in each
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timeframe is denoted by V . These slots are summarized on
Figure 2. In a TDMA protocol each node has a dedicated
timeslot in every timeframe wherein it may send its packet to
its parent node.

A. Mathematical model

Let us assume that there are J number of nodes transmitting
packets to a specific cluster head. The capacity of the cluster
head in a time frame is denoted by V . This capacity means
the amount of packet can be received in one time frame, the
number of time slots. The amount of packets to be sent by
node j is denoted by Xj , while the time constraint in which
the transmission is to be finished is denoted by Kj . Xj is
initially defined and using the equation (1) the Kj can easily
be calculated.

The time is measured in discrete units thus Kj , j = 1, . . . , J
are assumed to be integers. The scheduling of node j is
represented by a binary vector cj ∈ {0, 1}Kj where if
cj(l) = 1 then a packet is sent to the cluster head at time
instant l. The scheduling matrix C can be constructed from
vectors cj , j = 1, . . . , J , which form the row vectors of C
and the number of columns is taken as L = argmaxj Kj . For
example in the case of J = 6, X1 = 5, X2 = 5, X3 = 4,
X4 = 3, X5 = 3, X6 = 7, K1 = 6, K2 = 8, K3 = 7, K4 = 6,
K5 = 4, and K6 = 8 one specific scheduling matrix looks as
follows:

Cvalid =


1 1 0 1 1 1 0 0
0 1 1 0 1 0 1 1
1 0 1 1 0 1 0 0
0 0 0 1 1 1 0 0
1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0

 .

In this example the capacity of the CH was V = 4, and as it
can be seen the number of ones are balanced. The following
example for C matrix is not valid and unbalanced, and this
scheduling overloads the CH.

Cinvalid =


1 1 0 1 1 1 0 0
0 1 1 0 1 1 0 1
0 0 1 1 1 1 0 0
0 0 0 1 1 1 0 0
1 0 1 1 0 0 0 0
1 1 1 1 1 1 1 0

 .

The aggregated number of incoming packets in the cluster
head at time instant l is given as

∑J
j=1 cj(l) being the

weight of the lth column vector in matrix C. The cost of
reception (which needs the power of CHs) is proportional to
the number of received packets at time instant l expressed as
al :=

∑J
j=1 cj(l). We seek an optimal matrix Copt where

the aggregated number of incoming packets are balanced with
respect to time. More precisely, we try to achieve that nodes
schedule their packet transmission in such a way that each time
instant the cluster heads receive more or less the same number

of packets. This objective can be formulated as follows:

Copt : min
C

L∑
l=1

L∑
k=1

 J∑
j=1

Cj,l −
J∑

j=1

Cj,k

2

. (2)

The constraint can be expressed as
∑L

l=1 Cj,l = Xj , j =
1, . . . , J and if the last nonzero component of row j is at
location Mj , such that Mj :

∑L
l=1 Cj,l = Xj , j = 1, . . . , J

then Mj ≤ Kj , j = 1, . . . , J . We seek the balanced solution
by optimizing (2).

Furthermore we deal with the assumption that there is a loss
in the transfer of packets to the CH because of the overload of
the link. Namely, there exists no scheduling matrix for, which
the aggregated load does not exceed the throughput V of the
CH node, i.e., for every optimal scheduling matrix Copt there
exists at least one time instance when the aggregated load
exceeds the throughput:

∀Copt : ∃k, V <

J∑
j=1

Xj(k) (3)

This assumption is important because it means that the
available bandwidth is fully utilized.

B. The scheduling protocol
In order to optimize matrix C we need parameters

Xj ,Kj , j = 1, . . . , J . In the first stage of the protocol we
define the amount of packets we want to acquire data from
the different sensor nodes (e.g. we want to get information
about the status of the adequate room), which will specify
parameters Xj , j = 1, . . . , J . In the forthcoming discussion
we define a communication protocol. Therefore, initially we
assume that in each room Xj , j = 1, . . . , J are given.

1) The nodes are synchronized using the Reference Broad-
cast Synchonization (RBS [24]) protocol, in order to use
the TDMA based package scheduling.

2) The values of Xj are sent to the sensor nodes in order to
specify the amount of packets to obatin a certain amount
of information about the status of room containing node
j.

3) Each sensor node determines the amount of timeframes
(Kj , j = 1, . . . , J , one timeslot in each timeframe),
wherein the Xj packets can be transmitted. In other
word, by using equation (1) they calculate Kj , j =
1, ..., J . This information is sent back to the CH.

4) Having Xj ,Kj , j = 1, ..., J the CH will determine the
optimal scheduling matrix Copt.

5) If at any given timeslot an overload occurs (the weight
of a given column vector exceeds V ) then some ran-
domly selected packets are discarded subject to uniform
distribution. In this way, the fair treatment is provided
for all sensor nodes.

6) Each node will receive the corresponding row vector of
the optimized scheduling matrix Copt.

7) In operation the nodes are transmitting packets to the
CH only in those timeslot, which are indicated in the
received row vector.
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In the next section, the optimization of matrix C is discussed
by using a constructive polynomial algorithm named LBS.

IV. SOLUTION BY POLYNOMIAL ALGORITHM: LBS
ALGORITHM

In this section a new algorithm is presented, which aims
at balancing the number of “1”-s in every column vector
of matrix C. The forthcoming algorithm is motivated by a
simple consideration that if the scheduling of the load can
be distributed uniformly over a given time interval, then the
packet loss is reduced to the minima. Any deviation from this
uniformity may cause loss to a given time instant, while in
other time slots under-utilization occurs.

Let the the matrix C initially be filled in with zeros. We
modify the matrix as Cl,k = 1 if k < Kl and l = argminj Kj .
In this way, the algorithm will place L number if “1”-s in the
matrix at the first L steps. One may see, that in each step that
specific node is selected, which has the smallest remaining
lifespan. After L steps the algorithm steps to the end of the
matrix and the previous steps this construction procedure is
repeated. Note that this algorithm will never put “1” in a place
where the constraints forbid it (Xj < Kj). The algorithm
terminates when all the prescribed Xj , j = 1, ..., J number of
packets are scheduled.

This method named LBS algorithm (Algorithm 1) can
formally be described as follows:

Algorithm 1 LBS algorithm
Require: ∀i = 1...J : Ki, Xi

L← maxj Kj

C← 0J×L

S ←
∑

j Xj

while S > 0 do {Number of unscheduled packets}
for l← L to 1 do

Find argmini Ki where (l < Ki) ∧ (Xi > 0)
S ← S − 1
Xi ← Xi − 1
Ci,l ← 1

end for
end while

Let us analyze the complexity of the newly proposed LBS
algorithm. We put the number of

∑J
j=1 Xj “ones” into the

matrix and this can be upper bounded by JL. There is a
minimization phase in each insertion, which be evaluated in
time J . Thus, the overall complexity is as follows

J ·
J∑

j=1

Xj ∼ O (J · (J · L)) ∼ O
(
J2 · L

)
. (4)

This complexity is between the cubic and quadratic time
taking account the following assumption: J < L therefore
this algorithm runs in polynomial time.

The newly presented LBS algorithm gives optimal solution
to (2) and runs in polynomial time. In the next section exten-
sive simulations demonstrate the performance of the method.
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Fig. 3. Entropy of solutions achieved by different methods

V. PERFORMANCE ANALYSIS

In this section, we compare the optimal solution obtained by
exhaustive search to the one achieved by the LBS algorithm
and to the one achieved by a random strategy. The simulations
were carried out for J = 20 nodes and the corresponding
Xj , j = 1, ..., J and Kj , j = 1, ..., J constraints have been
chosen randomly in the range of Xj ∈ [5, 100] and Kj ∈
[5, 100]. The results have been evaluated after selecting several
constraints randomly, then running the simulations and taking
the average error of the solutions achieved by the methods and
by exhaustive search. The random method and the exhaustive
search are the reference solutions in order to provide a better
comparison of this new LBS method.

We took into consideration the properties of the platform
specified in Section II in the simulations we performed.

The obtained results are depicted by the Figure 3. Analyzing
the result on the figure, one may note that the solution provided
by the LBS algorithm is possible as good as the results pro-
vided by the Exhaustive search. The Random strategy performs
more worse than the LBS algorithm or the Exhaustive search.
The figure shows the entropy of the solutions. One may note
the horizontal axis scaled logarithmically. (The exhaustive
search is not visible as the results of the LBS algorithm fully
overlaps it.)

The previous and following graphs contain the results of
a Hopfield Neural Network (HNN), our previous solution to
solve the specified problem. Details about the HNN may be
found in [8] and [25]. The results of the HNN only slightly
differs from the optimum.

The running time of the enumerated methods are compare
to each other in Figure 4. The LBS algorithm, the HNN and
the random strategy provide its solutions in polynomial time
opposed to to the exponential complexity of the exhaustive
search method. (The exhaustive search due to the exponential
complexity does not appear on the previous graph.) The LBS
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Fig. 4. Running time of solutions achieved by different methods

algorithm is faster than the HNN recursion, the reason are
detailed:

• The random strategy generates a random matrix keeping
the constraints Xj ,Kj : ∀1 . . . J . The complexity of this
generation is

O (J · L)

• The theoretical complexity of the LBS algorithm is (as
detailed previously):

O
(
J2 · L

)
• The time and steps of convergence for the discrete HNN

using the strong Lyapunov criteria could be proven as
follows:

O
(
J2 · L2

)
• The exhaustive search uses huge search space and elects

the optimal scheduling matrix from all possible C matrix.
Therefore its complexity:

O
(
2J·L

)
Therefore we expect the results depicted by the Figure 4. (The
running time is measured in seconds and the vertical axis is
scaled logarithmically.) We repeated out tests several times but
not enough times to provide monotone variation as one may
expect. Certainly these results can be extrapolated.

In order to measure how balanced a solution is, we introduce
the entropy of the weight distribution of the columns in matrix
C as follows

H (p) =

L∑
k=1

−pk ln pk, (5)

where

pk =

∑J
j=1 Cjk∑L

k=1

∑J
j=1 Cjk

.

This entropy value provides a heuristic metric to describe the
measure of equalization of the packet loads in the different
solutions.

Table I demonstrates that the solution provided by LBS
algorithm has the highest weight entropy (i.e., the most
uniform weight distribution of the columns), hence it fulfills
the constraint related to weight balancing.

Method Entropy
Random Strategy 5.45

HNN 5.62
LBS algorithm 5.89

Exhaustive Search 5.89

TABLE I
ENTROPY OF WEIGHT DISTRIBUTION

Figure 5 shows the advantages of the LBS algorithm, since
the number of packets hitting the CH at in time frames are
equalized.

One may also see that if a capacity V is given (in this
example let V = 9) then the scheduling methods provided
either by the Random Strategy or by the HNN will suffer
from packet loss, as the CH cannot receive all the packets
in the given time instances. This effect is very sharp if the
timeframes are less than 25. In the case of LBS algorithm, or
Exhaustive Search there is no packet loss even in these cases
due to more uniform distribution of the load.
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The random strategy follows from a simple algorithm of
constructing a scheduling matrix. In each row of the matrix
the Xj number of “1”-s are randomly placed within the Kj

time limit. This method is used for comparison, it serves as a
“dummy” model.

VI. CONCLUSION

In this paper, new methods were proposed to provide
optimal scheduling for packet-transmissions in WSN. The
objective of optimal scheduling was defined by the Balanced
Cost objective function. It is noteworthy, that the newly
introduced methods yields always a valid scheduling matrix, as
opposed to the HNN or random scheduling, which may yield
invalid matrices. The algorithm introduced above is capable
of providing optimal scheduling with given constraints and
guarantees balanced load. It runs in polynomial time and yield
valid solution therefore it is possible to use in real-life WSN
data acquisition applications.
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Abstract— Real-time protocols such as Real-time Transport 

Protocol (RTP) and its companion protocol Real-time 

Transport Control Protocol (RTCP) are the solution for 

customers who have progressively come to desire real-time 

services. The characteristics of RTP and RTCP packets differ 

since they carry different content types, i.e., real-time data and 

control data, respectively. The standard approach assumes 

that RTP real-time data packets and RTCP control packets are 

classified into the same media-oriented service class. That 

might impact the Quality of Service (QoS) for real-time 

services with regard to network status. Therefore, this paper 

proposes an idea of QoS enhancement by efficiently 

transmitting user control information and establishing the 

proper transmission rate dynamically in dependence upon the 

status of a network. To accomplish this task, RTCP control 

packets are classified the Signaling service class, which should 

be given the absolute preferential treatment over all other User 

service classes. Results obtained with NCTUns simulator and 

emulator show a significant impact of control information 

prioritization on QoS performance metrics and indicate that 

this approach could be a new starting point for research 

activities in the future. 

Keywords-control information prioritization; QoS; RTCP; 

RTP 

I. INTRODUCTION 

Customers have progressively come to desire real-time 
services, and the solutions to their desires came in the form 
of real-time protocols. Using packet switching and the 
routing of Internet Protocol (IP) packets means that delays 
are introduced in the access and core networks [1], and hence 
a data acquired in real-time is transformed undesirably in the 
networks to non-real-time in the receiver. Real-time 
protocols are used to correct these delays and the degradation 
that is introduced during data processing and IP routing in 
the network. The goal of real-time protocols is to transport, 
control, and reassemble the information-bearing bits into 
real-time data for display at the receiver. 

The real-time protocols include Real-time Transport 
Protocol (RTP) [2], which is an Internet Engineering Task 
Force (IETF) standard. The RTP offers data packet 
sequencing to enable correct ordering of packets at the 
receiver because packets can take different routes to their 
destination. It also provides identification of data source and 
type of payload, timing and synchronization, monitoring of 
delivery for diagnosing, reducing transmission problems, and 

sending the feedback of correct delivery and the quality of 
data transmission to the sending device. Furthermore, it 
integrates traffic sources of different types. This is used to 
merge heterogeneous traffic from multiple transmitting 
sources into a single flow. Because packets are time stamped 
at their source and destinations, delays encountered in transit 
can be estimated and unnecessary jitter can be removed to 
enable real-time display and enhance Quality of Service 
(QoS). 

This protocol comes together with its companion 
protocol Real-time Transport Control Protocol (RTCP) [2]. 
Its function is to provide a means for reporting the 
performance of data transfer in the network. Roles of RTCP 
are to expose the states of the client/server to each other so 
that they understand and exchange the parameters of the 
communication, and report on the quality of communication. 
This protocol issues and transmits periodic control packets 
from participants to all other participants in a session. Two 
types of RTCP packets are exchanged by the RTCP: the 
Sender Reports (SRs) and the Receiver Reports (RRs). Fields 
in the report packets contain descriptions of the state of the 
session. Compound RTCP packets can be formed by 
concatenating several report packets and transmitting them 
as one packet. The QoS can be determined using the 
parameters in the reports provided by the RTCP [3]. The 
RTCP reports on the number of packets sent and received 
since the last report (throughput) and hence the number of 
lost packets. Because packets are time stamped, the RTCP 
also provides the round-trip delay, the state of the paths, and 
of course, the jitter associated with the packets. 

These protocols, RTP and RTCP, are designed to be 
independent of the underlying transport and network layers. 
In its conventional implementation, RTP does not have a 
standard Transmission Control Protocol (TCP) or User 
Datagram Protocol (UDP) port on which it communicates. 
The only standard that RTP obeys is that UDP 
communications are done via an even port and the next 
higher odd port is used for RTCP communications. 

Since RTCP packets are sent using a different UDP 
source and destination port, it is not unlikely that the RTCP 
packets will receive a different treatment by the network. 
The standard approach requires that RTCP packets must be 
marked with the same DiffServ Code Point (DSCP) as the 
RTP packets in an effect to gain similar treatment from the 
network as that provided to the RTP packets. However, 
utilizing the same DSCP for the RTCP packets as that used 
for the RTP packet does not resolve all problems as follows. 
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First, RTCP packets vary in size and are generally larger 
then RTP packets which effects their treatment by a network. 
Second, RTCP packets are sent at a rate as little as 1/500

th
 of 

the rate that RTP packets are sent which may also affect their 
treatment by the network. Third, resource reservations made 
to protect the RTP flows of packets are unlikely to be made 
to protect the RTCP flow; and if the reservation was made 
for the RTCP packets, it could fail, and/or be treated 
differently because of the vastly different traffic profiles. In 
summary, the QoS statistics determined by RTCP packets 
may be different than the actual QoS experienced by RTP 
packets carrying the actual media. 

Accordingly, this paper proposes an idea of QoS 
enhancement by efficiently transmitting user control 
information and establishing the proper transmission rate 
dynamically in dependence upon the status of a network. 
This is attained through the classification of RTCP control 
packets into the Signaling service class rather than media-
oriented service classes. According to our previous work [4], 
Signaling service class should be given the absolute 
preferential treatment over all other User service classes. 
From the RTCP perspective, it is beneficial to receive the 
absolute preferential treatment over RTP as it provides more 
accurate statistics for the measurements performed by RTCP, 
and thereby increase the QoS. 

In the remainder of the paper, the related work on QoS 
evolution and signaling is discussed in Section II. The 
concept of control information prioritization is described in 
Section II. It also highlights the difference between the 
standard and novel approach in terms of control information 
prioritization. Section III considers the impact of standard 
and novel approach on QoS performance metrics using 
simulation methodology. It discusses the obtained results, 
together with their analysis to show that the conclusions are 
warranted. Section IV concludes this paper and outlines open 
issues for future work. 

II. RELATED WORK 

First studies proposing QoS frameworks for IP networks 
started to appear within IETF. To support QoS in IP 
networks, IETF proposed two frameworks. These are 
Integrated Services (IntServ) [5], based on connection-
oriented resource reservation principle and Differentiated 
Services (DiffServ) [6], based on service differentiation 
approach. IntServ provides QoS to end hosts by reserving 
end-to-end resources using the Resource Reservation 
Protocol (RSVP) [7], when the end hosts signal their QoS 
needs. DiffServ obviates the need for a resource reservation 
protocol and offers the benefits of provisioning 
differentiated services. DiffServ is a starting point to 
guarantee QoS by providing different service classes, which 
are configured using specific combination of QoS 
mechanisms.  

Although Multiprotocol Label Switching (MPLS) [8] is 
not considered as a QoS framework for IP networks, it 
provides a number of advantageous features to network 
operators. According to MPLS, data are transmitted along 
the so-called Label Switched Paths (LSP), which are 
established using either RSVP modification [9] or 

specifically developed Label Distribution Protocol (LDP) 
[10]. Modern QoS-aware networks such as DiffServ, MPLS 
or DiffServ/MPLS are specifically designed to be flexible 
enough to reallocate network resources in the best possible 
way, such that the required performance is provided using 
minimum amount of resources [11]. 

To be able to provide QoS when needed, it is necessary 
not only to deploy proper and effective QoS frameworks, but 
also to have means to signal to the network entities in charge 
to set-up QoS the desired level of service. In other words, it is 
necessary to build a framework that, interworking with a 
proper protocol, will signal QoS in an efficient and reliable 
way. The IETF Working Group Next Step in Signaling (NSIS) 
[12] has been chartered to address these issues, and define the 
framework for QoS signaling. Moreover, the 
Telecommunication Industry Association (TIA) has published 
a standard TIA-1039, QoS Signaling for IP QoS Support, 
which is involved in solutions to the problem of improving 
end-to-end QoS performance, e.g., Control for High-
Throughput Adaptive Resilient Transport (CHART) system 
[13]. Another approach related to providing QoS under 
network congestion is described in [14].  

In general, many QoS related projects show that there is 
an important background of work that aims at achieving 
QoS provisioning with the different tasks it involves [15]. 
Neither of referenced approaches discusses the possibility to 
enhance the QoS for real-time services by efficiently 
transmitting user control information. Our approach is based 
on an idea of prioritizing control information transmission 
in order to improve the QoS performance of real-time 
services. 

III. CONTROL INFORMATION PRIORITIZATION 

To accomplish the task of prioritizing control information 
transmission, DiffServ addresses the clear need for relatively 
simple and coarse methods of categorizing traffic into 
various service classes and applying QoS parameters to those 
classes. Different service classes are constructed using 
DSCPs, traffic conditioners, Per Hop Behaviors (PHBs), and 
Active Queue Management (AQM) mechanisms [16].  

Though the IETF standards provided a consistent set of 
PHBs for services marked to specific DSCP values, they 
never specified which service should be marked to which 
DSCP value. Cisco led many confusions and disagreements 
over matching services with standards-defined code points in 
2002 to put forward a standards-based marking 
recommendation in its strategic architectural QoS Baseline 
document [17]. Eleven service classes that could exist within 
the enterprise were examined and extensively profiled, then 
matched to their optimal RFC-defined PHBs. More than four 
years after Cisco put forward its QoS Baseline document, 
RFC-4594 was formally accepted as an informational RFC 
in 2006 [16]. An informational RFC is an industry-
recommended best practice. This RFC puts forward twelve 
service classes and matches these to RFC-defined PHBs. 

There are more than a few similarities between Cisco’s 
QoS Baseline and RFC-4594, as there should be, since RFC-
4594 is essentially an industry-accepted evolution of Cisco’s 
QoS Baseline. However, there are some differences that 
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merit attention. Cisco has completed a marking migration for 
Call Signaling from AF31 to CS3 (as per the original QoS 
Baseline). The most significant of the differences between 
Cisco’s QoS Baseline and RFC-4594 is the RFC-4594 
recommendation to mark Call Signaling to CS5. In 
summary, the Cisco modified version of RFC-4594 is very 
similar to RFC-4594, with the one exception of swapping 
Call Signaling marking and Broadcast Video [17]. 

Since RFC-4594 is to be viewed as industry best-
practice recommendation, enterprises and service providers 
are encouraged to adopt this recommendation, with the aim 
of improving QoS consistency, compatibility, and 
interoperability. However, since it is a set of formal 
DiffServ QoS configuration best practices, and not a 
requisite standard, modifications can be made to these 
recommendations as required by specific needs and 
constraints. To meet the QoS requirements as defined in 
International Telecommunication Union – 
Telecommunication Sector (ITU-T) Recommendation 
Y.1541, we proposed a modification of these configuration 
guidelines with regard to Signaling service class [4].  

The approach proposed in our previous work is based on 
configuring Signaling service class by using priority queuing 
system to give it absolute preferential treatment over all other 
User service classes. The priority queuing system is a 
combination of a set of queues and a scheduler that empties 
them in priority sequence [16]. When asked for a packet, the 
scheduler inspects the highest priority queue dedicated to 
Signaling service class and, if there is traffic present, returns a 
packet from that queue. Failing that, it inspects the next 
highest priority queue, and so on. A packet assigned to 
Signaling service class is marked with a new DSCP value, 
which should be requested from the Internet Assigned 
Numbers Authority (IANA). This DSCP value should be 
lower than one used to configure the Network Control service 
class and higher than one reserved for all User service classes 
defined in RFC-4594 and RFC-5865 [18].  

Though this approach is signaling protocol independent, 
our previous work has discussed it in the context of Session 
Initiation Protocol (SIP) [4]. This work considers the 
previously proposed approach with regard to RTCP. 

Since the RTCP packets simply signal information 
regarding the reception of the RTP packets, we propose to 
mark them with DSCP value associated to Signaling service 
class rather than media-oriented service classes. In this 
manner, it is possible to provide reliable and efficient 
transmission of user control information in order to increase 
the QoS by monitoring the media status, reporting on media 
quality, and taking any necessary corrective actions based 
on the media status. Thus, the main contribution of this 
paper lies in highlighting the fact that prioritizing control 
information transmission improves the QoS performance of 
real-time services.  

IV. SIMULATION METHODOLOGY 

A. Simulation Setup and Environment 

In order to investigate the impact of novel approach of 
control information prioritization on QoS performance 
metrics, the simulations are performed using NCTUns 
network simulator and emulator 6.0 [19], because it enables 
conduction of RTP/RTCP and DiffServ simulations. 

The simulations are based on two different simulation 
scenarios performed on the simple network topology shown 
on Figure 1. The scenarios differ in control information 
prioritization. In Scenario 1, RTCP control packets are 
marked with the same DSCP as RTP packets and classified 
into the Multimedia Streaming service class. On the other 
hand, in Scenario 2, RTCP control packets are marked with 
higher DSCP then one used for RTP packets. The RTCP 
control packets are classified into Network Control class, 
since it is the only class in NCTUns that provides the 
absolute preferential treatment over all other User service 
classes, as Signaling service class should. 

The single DiffServ domain, which constitutes the 
illustrated network topology, is composed of two boundary 
routers and one interior router. Boundary routers are 
responsible for classifying and conditioning traffic. Traffic 
classification is based on five-tuple (source IP address, 
destination IP address, source port number, destination port 
number, protocol). Several parameters are distinguished for 
this purpose as shown in Table I. 

 

 
a. RTP (Real-time Transport Protocol); b. RTCP (Real-time Transport Control Protocol). 

Figure 1.  Network topology. 
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TABLE I.  SIMULATION ENVIRONMENT DETAILS 

Node Name Node Type Source IPa Address Application Port Destination IPa Address 

Node 1 Boundary Router NAb NAb NAb NAb 

Node 2 Interior Router NAb NAb NAb NAb 

Node 3 Boundary Router NAb NAb NAb NAb 

Node 4 Sending Node 1.0.1.2 adapt_bw 5004, 5005 1.0.6.2 

Node 5 Sending Node 1.0.2.2 stg Default 1.0.7.2 

Node 6 Receiving Node 1.0.3.2 rtg Default NAb 

Node 7 Receiving Node 1.0.6.2 rtprecvonly 5004, 5005 NAb 

Node 8 Receiving Node 1.0.7.2 rtg Default NAb 

Node 9 Sending Node 1.0.8.2 stg Default 1.0.3.2 

a. IP (Internet Protocol); b. NA (Not Applicable). 

 

Traffic conditioning is based on the token bucket scheme. 
Since traffic conditioning helps to prevent network 
congestion, it is set to be disabled in both simulation 
scenarios. Interior router is responsible for dispatching the 
incoming packets to the different service class queues for 
receiving different QoS treatments. The forwarding 
treatments (i.e., PHBs), which are used for the purpose of 
investigating the impact of control information prioritization 
on QoS performance metrics, are listed in Table II. 

The links between network nodes are dimensioned to 
implement simple network configuration with one bottleneck 
link (Node 2 → Node 3). The configured link capacities, as 
well as propagation delays are shown in Figure 1. The delay 
of all links is 10 ms, and links capacity is 10 Mbps except 
link between Node 2 and Node 3. The bottleneck link 
capacity is 5 Mbps. 

The network is loaded by two types of traffic flows that 
belong to different service classes. The Standard service 
class is intended for all background traffic that will receive 
normal (undifferentiated) forwarding treatment through the 
network. The Multimedia Streaming service class is used for 
transport of video traffic using RTP. The RTCP control 
packets use this service class in Scenario 1, and the Network 
Control service class in Scenario 2. The Network Control 
service class is primarily intended for routing and network 
control. Since this service class has preferential treatment 
over all other User service classes, it is considered as 
alternative to the Signaling service class in Scenario 2. 

The traffic generators components are stg and rtg, 
respectively for sending and receiving background traffic. 
Using UDP greedy mode, stg application on Node 5 
generates packets of 1400 bytes during 999 s, whereas stg 
application on Node 9 generates packets of 1024 bytes 
during 500 s. The RTP and RTCP traffic is generated using 
rtprecvonly and adapt_bw application programs, which are 
implemented on Node 7 and Node 4, respectively. 
Application rtprecvonly receives RTP and RTCP packets, 
sends RTCP packets, but does not send RTP packets. 
Application adapt_bw uses RTCP packets to report the 
received QoS at the receiver so that sender can dynamically 
adjust the sending rate of its RTP packets. The RTP packets 
are received on port 5004, whereas the RTCP packets are 
received on port 5005. The RTP is used to transport video 
traffic with characteristics listed in Table III. 

 

The simulations are run for 500 simulations seconds. Due 
to nearly permanent characteristics of background traffic, 
this period can be considered sufficient. The RTP/RTCP 
session active time is from 5

th
 to 500

th
 simulation second. 

Start time and stop time for background traffic generator 
implemented on Node 5 is 150

th
 and 350

th
 simulation second, 

respectively. The activity of background traffic generator 
implemented on Node 9 is started at 0.5

th
 simulation second 

and ended at 500
th
 simulation second. 

B. Simulation Results and Analysis 

Obtained simulation results show significant impact of 
the novel approach on critical QoS performance metrics in 
comparison to standard approach, which is particularly 
obvious during the maximum network load. The standard 
approach involves marking both RTP and RTCP packets 
with same DSCP value (i.e., Scenario 1). The novel approach 
is based on marking RTCP packets with the higher DSCP 
value than one used for RTP packets (i.e., Scenario 2). The 
considered performance metrics, which are important for 
QoS of real-time services, include: throughput, RTP packet 
loss rate, cumulative number of lost RTP packets, Round-
Trip Time (RTT) and jitter for RTP packets. 

TABLE II.  DISTINGUISHED QOS CONFIGURATION PARAMETERS 

QoSg Configuration Setup in Boundary Router 

Rules 

Source IP
e
 

Address 

Source 

Port 

DSCP
d
 

Scenario 1 Scenario 2 

1.0.1.2 5004 AFa31 AFa31 

1.0.1.2 5005 AFa31 CSb6 

1.0.6.2 * DFc DFc 

1.0.8.2 * DFc DFc 

QoSg Configuration Setup in Interior Router 

Queues 

PHB
f
 Type Rate [Mbps] 

Queue 

Length 

[packets] 

DFc 7.5 10 

AFa41 2 10 

CSb6 0.5 10 

a. AF (Assured Forwarding); b. CS (Class Service); c. DF (Default Forwarding); d. DSCP (DiffServ 

Code Points); e. IP (Internet Protocol); f. PHB (Per Hop Behavior); g. QoS (Quality of Service). 

TABLE III.  VIDEO TRAFFIC CHARACTERISTICS 

Encoding name nv [20] 

Sampling rate [Hz] 90000 

Bits per sample 0.555555 

Frame rate [fps] 30 
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As shown on Figure 2a, the novel approach based on 
classification of RTCP control packets into the Signaling 
service class, provides throughput in range from 5 kBps to 
20 kBps during the interval of maximum network load. On 
the other hand, throughput obtained in the standard approach, 
in which RTP and RTCP packets are classified into the same 
media-oriented service class, does not exceed 10 kBps 
during the same period. Therefore, the novel approach results 
in higher throughput than the standard approach. This is a 
consequence of the control information prioritization, which 
makes establishing the proper transmission rate dynamically 
in dependence upon the status of a network. 

The RTP packet loss rate shown on Figure 2b implicates 
that the novel approach to the classification of RTCP packets 
performs better than standard one. In the novel approach, 
RTCP packets adjust the sending rate of RTP packets more 
dynamically than in the standard approach. Thereby, packet 
losses are prevented, which results in lower cumulative 
number of lost RTP packets (Figure 2c). Accordingly, 
cumulative number of lost RTP packets equals 4383 and 
4892 packets in novel and standard approach, respectively. 

Since the novel approach uses RTCP packets for more 
dynamic adjustment of the sending rate of RTP packets, it 
also prevents RTP packets to experience long delay caused 
by network status. Standard approach, on the other hand, 
does not adjust the sending rate as fast as the novel approach, 
since the QoS statistics determined by delayed RTCP 
packets may be different than the actual QoS experienced by 
RTP packets carrying the media. The lack of the standard 

approach in comparison with the novel one is shown on 
Figure 2d. It is noticed that the RTT of RTP packets in 
standard approach is higher than in novel one during the 
interval of maximum network load. Moreover, it is kept 
constant during the simulation, which results in lower jitter 
than in novel approach (Figure 2e). 

V. CONCLUSION AND FUTURE WORK 

This paper proposes an idea of improving the QoS 
performances of real-time services by prioritizing user 
control information transmission and establishing the proper 
transmission rate dynamically in dependence upon the status 
of a network. To accomplish this task, the approach proposed 
in our previous work is used. According to that approach, 
Signaling service class is configured using priority queuing 
system to give it absolute preferential treatment over all 
other User service classes. Since the proposed approach is 
signaling protocol independent, this paper considers it with 
regard to RTCP. In this respect, RTCP packets are classified 
into the Signaling service class rather than media-oriented 
service classes in order to transmit the user control 
information reliably and efficiently. 

Obtained results show the significant impact of control 
information prioritization on QoS performance particularly 
during the maximum network load. Prioritizing control 
information transmission provides more accurate statistics 
for the measurements performed by RTCP, and thereby 
increases the QoS.  

 

 
a. RTP (Real-time Transport Protocol); b. RTT (Round-Trip Time). 

Figure 2.  Simulation results: (a) Throughput; (b) Loss rate of RTP packets; (c) Cumulative number of lost RTP packets; (d) RTT for RTP packets; (e) Jitter 

for RTP packets. 
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However, the opportunity for the improvement of this 
approach may be identified. Encouraged by the positive 
results, the intention is to elaborate proposed idea and 
investigate it in detail. That could include the research 
activities on behavior of various types of multimedia real-
time traffic under various network conditions. Additionally, 
the intention is to emulate the real-time traffic, in order to 
test the functions and performances of real-world devices 
and services, and observe how they would perform under 
various network conditions.  

Also, since today’s innovation and technology 
development depends on the users’ satisfaction, it is 
necessary to investigate users’ perceived quality of the real-
time services with regard to this approach. Being linked to 
various investigation areas, this idea is hopefully going to 
become a new starting point for research activities in the 
future. 
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Abstract—This paper proposes a new architectural solution to 

support  Quality of Services (QoS)  for real time media flows in 

a multi-domain system based on new concepts as Content-

Aware Networks (CAN) and Network Aware Application 

(NAA). The system described, based on coupling between 

network and applications is focused, but not limited to, on 

multimedia services, with content aware processing in the 

network, including QoS assurance. The architecture actually 

parallelizes the Internet in virtual CAN networks, spanning 

multiple domains and assigning specific quality of services 

classes to different CANs. This work is a part of the starting 

effort inside of a new European FP7 ICT research project, 

ALICANTE. 

Keywords— Quality of Service; Content-Aware Networking; 

Network Aware Applications; Multimedia distribution; Future 

Internet 

I.  INTRODUCTION 

A new trend in the Future Internet (FI) [1-6] is to 
increase the coupling between the transport architectural 
stratum and application layer, the result being that one has 
content awareness at the network layer and network aware 
applications at the higher layer. The new concepts are called 
Content-Aware Networks (CAN) and Network-Aware 
Applications (NAA). This approach is supposed to support 
richer processing of media flow at the network level. The 
solution is investigated by many groups, given the general 
accepted vision, stating that [10][11] the FI will be strongly 
service-content oriented and media oriented. The CANs can 
be constructed as overlays, on top of traditional IP networks 
using network virtualization (note that this is seen as a main 
way to make the Internet more flexible [8][9][12]). CAN 
routers are optimized for additional tasks (with respect to the 
traditional ones) such as content/context-based filtering, QoS 
processing,  routing/forwarding, adapting  and transforming 
the packet flows.  

This work is a starting activity, performed in the 
framework of a new European FP7 ICT research project, 
“Media Ecosystem Deployment Through Ubiquitous  
Content-Aware Network Environments”, ALICANTE, [15] 
[16][17].  Inter-working environments are defined, to which 

different cooperating business actors belong: User 
Environment (UE), to which some End-Users belong; 
Service Environment (SE), to which Service Providers (SP) 
and Content Providers (CP) belong; Network Environment 
(NE), to which the Network Providers (NP) belong. The 
“Environment”, is a generic name for a grouping of 
functions defined around the same common goal and which 
possibly vertically span one or more several architectural 
(sub)layers. By Service, if not specified differently, we 
understand here high level services, as seen at the 
application/service layer. The above environments are 
actually present in current deployments, but there is 
insufficient collaboration between them. The neutral network 
service, considered many years as a basic and good principle 
(despite that there are large discussions to preserve it or not 
in FI), proves nowadays to be a weak solution, especially if 
one considers the new multimedia communications and their 
increasing importance in the FI.  

This paper proposes an enhanced solution for guaranteed 
QoS assurance in a multi-domain CAN network context. It is 
organized as follows. Section 2 presents samples of related 
work. Section 3 summarizes the overall ALICANTE 
architecture. Section 4 is focused on the CAN solutions for 
QoS assurance. Section 5 contains some conclusions. 

II. RELATED WORK 

Nowadays a higher coupling between the Application 
and Network layers is investigated, targeting to better 
performance (for multimedia) but without loosing 
modularity of the architecture. The CAN (i.e., adjusting 
network layer processing based on limited examination of 
the nature of the content) and NAA (i.e., processing the 
content based on limited understanding of the network 
condition) are studied in the framework of re-thinking the 
architecture of the FI. 

The work [13] considers that CAN/ NAA can offer a way 
of evolution of networks beyond IP. The capability of 
content-adaptive network awareness is exploited in [1] for 
joint optimization of video transmission. The CAN/NAA 
approach can naturally lead to a user-centric FI and 
telecommunication services as described in [3][8][9]. The 
work in [9] discusses the content adaptation issues in the FI 
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as a component of CAN/NAA approach. The CAN/NAA 
approach can also offer QoE (Quality of Experience) and 
QoS capabilities of the future networks, [4][6]. The 
architecture can be still richer if we add context awareness to 
content awareness [7]. The CAN approach, on the other side, 
requires a higher amount of packet header processing in the 
CAN elements similar to deep packet inspection techniques; 
therefore, new methods are needed to minimize this 
processing task. The CAN/NAA approach can also help to 
solve the current networking problems related to the P2P 
traffic overload of the global Internet [14]. The application 
layer traffic optimization (ALTO) problem studied by IETF 
can be solved by the cooperation between the CAN layer and 
the upper layer.  

III. ALICANTE SYSTEM ARCHITECTURE 

The ALICANTE architecture includes network-
awareness at the service/application level and content-
awareness at the network level. In [15][16][17] the main 
concepts of ALICANTE are fully introduced. 

A flexible business model is defined, composed of 
traditional SP, CP, NP - Providers and End-Users (EU). A 
new actor is the CAN Provider (CANP) which is the virtual 
layer connectivity SP, offering content-aware network 
services. A new entity is also defined: Home-Box (HB)- 
which  can be partially managed by the SP, the NP, and the 
end-user. The HB is a physical and logical entity located at 
end-user's premises and gathering content/context-aware and 
network-aware information. The HB can be also seen as a 
CP/SP for other HBs, on behalf of the End User (EU). The 
HBs cooperate with SPs in order to distribute multimedia 
services (e.g., IPTV) in different modes (e.g., native 
multicast or Peer to Peer -P2P).  

The architecture is composed of four 
layers/environments: User Environment, Service 
Environment plus HB layer, CAN layer and traditional 
network layer. Two novel virtual layers exist [16][17],  
(CAN layer for network level packet processing and HB  
layer for the actual content delivery, in the user proximity) 
working on top of IP.  The virtual CAN routers (CANR) 
perform the CAN processing. They are also called Media-
Aware Network Elements (MANE) to emphasize their 
additional capabilities: content and context - awareness, 
controlled QoS/QoE, security and monitoring features, etc., 
in cooperation with the other elements of the system.   

The SE [17] uses information from the CAN layer to 
enforce NAA procedures, in addition to user context-aware 
ones. Per flow adaptation can be deployed at both HB and 
CAN layers, as additional means for QoS, by making use of 
scalable media resources.  

In the Data Plane, CAN concepts are applied in order to 
perform network/transport intelligent content-aware 
processing (QoS, based on provisioning and dynamic 
adaptation, routing/forwarding, security, etc.). The 
management and control of the CAN layer is partially 
distributed; it supports CAN customization as to respond to 
the upper layer needs, including 1:1, 1:n, and n:m 
communications, and also allow efficient network resource 
exploitation. The rich I/F between CAN and the upper layer 

allows cross layer optimizations interactions, e.g., including 
offering distance information to HBs to help working in P2P 
style. At all levels, monitoring is performed in several points 
of the service distribution chain and regulates a two fold 
adaptation action, at the virtual HB Layer and at the virtual 
CAN Layer. 

Figure 1 presents the overall architecture and emphasizes 
the CAN layer and physical perspective of the system. The 
UMgr, SMgr, CANMgr, NRMgr – are respective managers 
at user, service, CAN and network levels. 

The network infrastructure contains several NP domains 
(e.g., autonomous systems - AS) and access networks (AN). 
Each domain has an Intra-domain Network Resource 
Manager (Intra-NRMgr), as the ultimate authority 
configuring the network nodes. The CAN layer cooperates 
with HB and SE layers, seen as users of the CAN services 
and using network-aware information delivered by the CAN 
layer.  One CAN Manager (CANMgr) exists for each IP 
domain to assure the consistency of CAN planning, 
provisioning, advertisement, offering, negotiation installation 
and exploitation. However, autonomous CAN-like behavior 
of the MANE nodes can be offered also in a distributed way 
based on processing individual flows, content-related 
metadata, and verification of content-related predicates. 

The upper layers HB, UE, SE elaborate together network 
-aware and context-aware applications. The HB layer hosts 
the service adaptation, service mobility, security, and overall 
management of services and content. Service Provider(s) 
may request CAN construction to CANP.   

All CAN operations are performed in MANE nodes, 
installed at the edges of the domains (for scalability). One or 
several CANs with different capabilities can be defined, 
installed and offered by each domain. They also can be 
chained in order to obtain multi-domain spanned CANs. The 
MANEs perform processing according to the content 
properties (described by metadata or packet headers or 
derived by on-fly content-type analysis) also depending on 
network properties and its current status. The MANE basic 
set of functions are [16][17]: content-aware intelligent 
routing, flow adaptation, QoS and resource allocation, 
filtering and specific security functions, data caching. The 
CAN/MANE approach offers advantages over conventional 
routing but raises several challenging open research aspects, 
given more tasks to be performed by MANE in comparison 
with traditional routers. 

The SP can offer (via CAN layer) QoS guaranteed 
services, realized at CAN level, by constructing appropriate 
virtual (unicast or multicast) single or multiple-domain pipes 
in the network, with or without resource reservations, based 
on Service Level Agreements (SLA) contracts. Then, as a 
second level of actions, adaptation actions will be performed, 
e.g., adapting flows proactively if we have Scalable Video 
Codec sources. 

IV. CAN LAYER AND QOS ASSURANCE  

This section presents several aspects related to (V)CANs 
and QoS; the approach adopted is that one CAN is associated 
to a given QoS class. Actually one may have several levels 
of granularity when defining CANs. However, irrespective to 
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the granularity, the main common idea is preserved:  that the 
CAN layer offers to the SP “Parallel Internets” specialized at 
different types of applications content. We consider below 
the definitions related to QoS classes (QC), in order to 
establish the relationship between CANs and QoS classes. 

These classes should be combined when a CAN (represented 
for instance by a “QoS plane”) is spanned over multiple 
domains. 
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Figure 1.  The ALICANTE Overall Architecture 

 

A. QoS Classes Definitions 

A (well known) QoS class is a QoS transfer capability 
[18][19] represented by a set of attribute-value pairs, 
expressing various packet transfer performance parameters 
such as one-way transit delay, packet loss, jitter.  A provider 
domain’s supported QCs can be divided  [18][19][22] into 
local QoS classes (l-QCs) and extended QoS classes (e-
QCs), to allow us to capture the notion of QoS capabilities 
across domains. From a service offering perspective, QoS 
classes correspond to the performance (transfer quality) 
guarantees expressed in contracts as SLSs. From a service 
provisioning perspective, the QCs classes split the network 

QoS space into a number of distinct classes, and hence set 
the traffic-related objectives of traffic engineering functions: 

• QoS class (QC): a basic network-wide QoS transfer 
capability of a single provider’s domain. It is defined 
(in DiffServ but not only) as a set of parameters 
expressed in terms of {Delay, Jitter, Latency}.  

• Local QC (l-QC): a QC that spans a single AS. This 
is a notion similar to Per Domain Behavior (PDB) –
in DiffServ technology. 

• Extended QC (e -QC): a QC that spans several ASes. 
It consists of an ordered set of l-QCs. The 
topological scope of an e-QC usually extends outside 
the boundaries of the local domain. 

An abstract and flexible definition is the Meta-QoS-
Class, MQC [18]. It captures a common set of QoS ranges of 
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parameters spanning several domains. It relies on a 
worldwide common understanding of application QoS needs 
(e.g., VoD service flows need similar QoS characteristics, 
whatever the transited AS is). The MQC concept offers the 
advantage that the existence of “international” well known 
classes greatly simplifies the inter-domain signaling in the 
sequence of action to establish domain peering in the multi-
domain context. 

A Meta-QoS-Class can be defined with the following 
attributes, such as [18]: a list of services (e.g., VoIP) for 
which the MQC is particularly suited; boundaries for QoS 
performance attribute (one-way transit delay, one-way transit 
variation delay –jitter, loss rate); constraints on the ratio: 
resource for the class - to traffic for the class. 

The attributes could depend on AS diameter (e.g., a 
longer delay could exist in a large AS, and performance 
attributes can be weighed in order to prioritize those ones to 
which the service is more sensitive). A given MQC in an AS 
followed by the same MQC in the next AS should equal the 
same MQC (invariance). 

There is a flexible relationship between a MQC and l-QC 
of a domain (i.e., not one-to-one relationship) : 

• several MQCs (defined by different values of 
DiffServ DSCP codes), can be mapped onto the 
same l-QC,  

• vice-versa: one can define several l-QC which 
belong to the same MQC (this means that any such l-
QC could be composed with any l-QC of a neighbor 
domain if the latter l-QC belongs to the same MQC). 
If for the same service (e.g., VoD) several qualities 
are wanted, then a hierarchy of MQCs should be 
defined.  

The MQC concept is useful in practice only if a limited 
set of Meta-QoS-Classes are defined. Each AS classifies its 
own l-QCs based on Meta-QoS-Class. An l-QC from an AS 
can be bound only with a neighbor l-QC that refers to the 
same Meta-QoS-Class. A Meta-QoS-Class typically bears 
properties relevant to the crossing of one and only one AS. 
However, this notion can be extended in a straightforward 
manner to the crossing of several ASes, as long as we 
consider the set of ASes as a single super-AS. 

B. CANs and Network Planes 

In ALICANTE, a concept of Parallel Internets (PI) [20] 
will be adopted, but modified and enriched with content 
awareness. A PI enables end-to-end service differentiation 
across multiple administrative domains. The PIs can coexist, 
as parallel logical networks composed of interconnected, per-
domain, Network Planes (NPl). In ALICANTE, generally a 
one-to-one mapping between a CAN and NPl will exist.  

A CAN Network is an overlay seen as a network plane 
(NPl) + content awareness. Specialization of CANs may 
exist in terms of QoS level of guarantees (weaker or 
stronger), QoS granularity, content adaptation procedures, 
degree of security, etc. 

A given NPl is defined to transport traffic flows from 
services with common connectivity requirements. The traffic 
delivered within each NPl receives differentiated treatment 
both in terms of forwarding and routing, so that service 

differentiation across NPls is enabled in terms of edge-to-
edge QoS, availability and also resilience. 

A given NPl/CAN can be realized by the CANP, by 
combining several processes [17], while being possible to 
choose different solutions concerning some “dimensions”: 

• Routing: different paths can be implemented for 
individual CANs/NPls in order to support 
heterogeneous service requirements. Routing 
differentiation can be realized at several levels, e.g., 
one can define dedicated topologies to get several 
routing adjacencies towards the destination; 
dedicated paths selection to achieve multiple path 
(based on different routing metrics in different 
NPls). 

• Data plane forwarding and packet processing: 
different classification, metering and drop policies, 
different packet scheduling behavior by configuring 
different policies in a common scheduler, assigning 
dedicated scheduling resources, etc. 

• Resource management: Data packets can be treated 
differentially in terms of policing, shaping, degree of 
multiplexing, over-provisioning factor, queuing, etc. 

The CAN granularities from the QoS point of view can 
be as follows (classified from a lower degree to higher 
degree): 

C. Multi-domain CANs based on Meta-QoS-classes  

This is the simplest implementation of CANs. Each 
(V)CAN, spanning one or more domains, has associated  a 
given MQC. The resulting Internet appears as a set of PIs or 
equivalently CANs, or MQC planes. Each Internet consists 
in all the l-QCs bound in the name of the same MQC. If an l-
QC maps several Meta-QoS-Classes, then it belongs to 
several Internets. The SP can define several CANs 
represented as PIs. The metadata inserted in the data packets 
allow ingress MANE to select the VCAN that is the closest 
to its needs (the “best match” principle is preserved), as long 
as there is currently a path available for the destination. 

In a MQC plane, all paths are considered (to a reasonable 
extent) as equal. Therefore, the problem of path selection 
amounts to find one best path, for the selected MQC plane. 
This principle is similar to the traditional IP routing 
approach. So, for the inter-domain part, one can rely on a 
BGP-like protocol doing the path inter-domain selection 
process.  

The DiffServ concept of Per-Domain Behavior (PDB) is 
not identical with the MQC concept. The two concepts both 
specify some QoS performance values, but they differ in 
their purposes. The PDB objective is to help implement QoS 
capabilities within a network, while the MQC definition 
objective is to help agreement negotiation between 
CANPs/SPs. Actually, a PDB is closer to an l-QC than to a 
MQC. The main advantage of the MQC concept is that it 
simplifies the horizontal negotiations between CAN 
Managers to chain the single-domain CANs into multi-
domain CANs. 

Examples of CANs associated each to one of the four 
MQCs can be: Premium MQC; Gold MQC for TCP-friendly 
(elastic) traffic; Gold MQC for non TCP-friendly (non-
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elastic) traffic; Best effort MQC. Examples of basic 
groupings can be: the overall network organized as an 
Internet with four Meta-QoS-Classes and an Internet with 
only the last three Meta-QoS-Classes. 

For each MQC one should define parameters. An 
example for a Premium MQC could be: Usage: real time 
flows, needing constant bandwidth guarantees; Performance: 
Delay, Jitter, Loss – very low (qualitative); Constraints: 
admission control will be applied and possibly shaping to 
enforce the resource requirement; Resources: on each output 
interface, the traffic for the class is always much smaller than 
the bandwidth reserved for the class (EF based). The 
resources must always absorb the traffic with no loss, even 
with burst aggregates. 

Mapping of high level services on such CANs has a low 
granularity. For instance, if one adopts the TISPAN 
taxonomy [21], the TS 23.107 document identifies four QoS 
classes: conversational class, streaming class, interactive 
class, and background best effort. In such a case VOIP and 
Video conference will be included in the first class, given 
their interactivity. 

The ALICANTE mapping of service flows on CANs 
based on MQC approach could be done by defining four type 
of CANs each one having its well-known MQC. Therefore 
the four CANs expose decreasing QoS capabilities 
irrespective to what the type of the service is (video, audio, 
data). The content awareness of the system means to classify 
the flows according to their QoE class (gold, silver, etc.) and 
assign them to be transported over the appropriate 
CAN/MQC-plane. 

D. Multi-domain CANs based on local QC composition  

This case is more complex than the previous one. Each 
domain may have its local QoS classes. Several Local QCs 
(l-QC) can be combined to form an Extended QC (e-QC). 
Composition rules for QoS classes should be defined. The 
granularity is greater than in the MCQ approach, in the sense 
that a greater number of parallel CANs can be defined. Still, 
a CAN plane offers a single resultant QoS class. 

E. Multi-domain hierarchical CANs based on local QC 

composition  

This case is the most efficient but also the most complex. 
Each domain may have its local QoS classes. Several Local 
QCs (l-QC) can be combined to form an Extended QC (e-
QC). The difference from the previous solution is that inside 
each CAN several QOS classes are defined corresponding to 
platinum, gold, silver, etc. In such a case, the mapping 
between service flows at SP level and CANs can be done per 
type of the service: VoD, VoIP, Video-conference, etc. – if 
SP wants to do it. Additionally to the required QC, a priority 
indicator can be considered (this is a figure established by 
the SP), indicating the current priority seen from the business 
point of view by the SP; e.g., for an emergency situation, a 
video service flow may have a greater priority than for a high 
definition entertainment video flow. The granularity is 
greater than in the MCQ approach, in the sense that a greater 
number of parallel CANs can be defined. Still, a CAN plane 
offers a single resultant QoS class. 

F. CAN provisioning and content aware processing of 

service flows 

Figure 2 shows an example of two provisioned multi-
domain CANs, spanning respectively: CAN1: AS1, AS2; 
CAN2: AS1, AS2, AS3; based on the implementation in 
AS1, 2, 3 of the MQC1, 2 as shown.  

It was supposed that a functional block CAN-NRMgr 
exists at SP to initiate the CAN construction conforming to 
the needs of SP (e.g., based on forecast traffic data). It is 
shown in a simplified way how the CANs are realized and 
how the QoS based on content classification is realized in the 
first MANE of AS1. The following actions are performed: 

• CAN 1,2, have been requested (negotiation)  by 
CAN NRMgr@SP, to CANMgr@AS1. The 
topological data and QoS needs are delivered by the 
CAN NRMgr@SP (action 1 in Figure 2). 

• CANMgr@AS1 negotiates resources with 
IntraNRM@AS1 (action 2). 

• Multiple domain CANs are needed, so 
CANMgr@AS1 negotiates SLAs (actions 3.1, 3.2) 
with CANMgr@AS2, CANMgr@AS3 (hub inter-
domain peering model is supposed here).  The inter- 
CANMgr negotiations are not visible at SP level. 

• CAN1, 2 are  installed in the network at SM@SP 
request (actions 4, 4.1 and 4.2) 

• MANE1 is instructed  how to classify the data 
packets, based on information as: VCAN_Ids, 
Content description metadata, headers to analyze, 
QoS class information, policies, PHB – behavior 
rules, etc. obtained from CAN NRMgr@SP via 
CANMgr@AS1 and IntraNRM@AS1. Also, the 
output part of the MANE1 is configured for queuing 
and scheduling as to realize the QoS classes.  

• Service Management at SP instructs the SP/CP 
server how to mark the data packets. The 
information to be used in content aware 
classification can be composed of high level headers 
(e.g., RTP); content description metadata (including 
optionally an explicit VCAN_Id to simplify the 
MANE analysis task 

The implementation of the QoS classes in the network 
can be done based on known QoS technologies like MPLS + 
DiffServ. The mapping of the (V)CAN onto actual paths is 
performed by the Intra NRMgr. Applying the above 
procedures, the data flows are classified by the MANE, 
assigned to the appropriate CAN and processed according to 
the QoS class associated to that CAN. 

A data packet is analyzed by the classifier and assigned 
to one of the CANs, depending on: MANE classification 
information and policies; data packet high-level protocol 
headers and/or metadata and/or VCAN_Id contained in the 
packet. Consequently, the packet is forwarded to the 
appropriate logical CAN for further processing. 

V. CONCLUSIONS AND FUTURE WORK 

The paper proposed an architectural solution supporting 
QoS in a virtualized network environment, based on content 
awareness at network level, in the framework of a complex 
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system for media distribution. The approach is to map the 
QoS classes on virtual data CANs, thus obtaining several 
parallel QoS planes. The system can be incrementally built 
by enhancing the edge routers functionalities with content 

awareness features. Further work is going on to fully validate 
the concept and then to design and implement the system in 
the framework of the FP7 research project ALICANTE. 
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Abstract—Quality of Experience is a parameter used to express
the relationship between Quality of Service and the satisfaction
of network service subscribers. The modeling of Quality of
Experience demands for solving a multidimensional problem.
In this paper, we present a Quality of Experience analysis of
streaming videos. Related to this, we show that we can reduce the
dimensions of the Quality of Experience modeling with the help of
Principle Component Analysis techniques. We demonstrate that
for our data set the Zero Throughput Time and the Packet Delay
Variation are enough to get a picture of the state of the network.
We further calculate the Mahalanobis distance to analyze the
outliers in the data set. We illustrate that for our data set the
97.5 % quantile for the Mahalanobis distance is a good threshold
that indicates low user perception. We also advocate the use of
robust statistics in the analysis of Quality of Experience as we
are dealing with contaminated data sets.

Index Terms—Mahalanobis Distance; Quality of Experience;
video streaming; robust statistics; 3G network measurements;

I. INTRODUCTION

Quality of Experience (QoE) modeling is an important
aspect for understanding the impact of Quality of Service
(QoS) on service subscriber’s satisfactions. Current state of the
art QoE models are producing results that are approximately
able to forecast the QoE for mobile streaming videos. Yet, a
single highly effective metric for predicting the QoE in mobile
networks valid in any context is to be established. This paper’s
aim is to contribute to a better understanding of the QoE and
QoS relationship in 3rd Generation (3G) networks.

Linear weighting of QoS metrics has been popular in mea-
suring the QoE [1], [2], [3]. The input of these algorithms
are numerous QoS metrics that are collected during runtime
and are linearly weighted against each other to produce a QoE
estimate. The objective is to find a single metric that can be
used to estimate the QoE. For this purpose, we introduce a
new metric to QoE modeling, the Mahalanobis distance [4].
The Mahalanobis distance is a distance metric that expresses
the distance of a measurement point to the center of a data set,
taking into account the correlation of data set. We employ the
Mahalanobis distance to compute a single value over multiple
QoS measurements that tells us how a particular data point is
related to the average state, i.e., the center of the data set, of the
network. We show that the Mahalanobis distance is correlated
to QoE even when computed over a subset of the measured
QoS metrics.

To analyze the efficiency of the Mahalanobis distance in
estimating the QoE we conducted a set of experiments where
users watched a video that was streamed over a 3G network
to a mobile device. The users rated the video on a scale
from 1 to 5 with regards to the image quality, as specified
by the ITU-T recommendation [5]. A different class of QoE
research employs traditional point-based metrics, e.g., Peak
Signal to Noise Ratio (PSNR), Moving Pictures Quality Metric
(MPQM), or Mean Square Error (MSE), to assess the QoE of
video images [6]. The PSNR is computed by comparing the
original image before streaming and the actual image that was
displayed on the end user’s device. In contrast to PSNR, where
computer algorithms are used to evaluate the satisfaction, we
used humans to assess the video quality. This yields more
realistic User Ratings (URs) but also introduces more noise to
the measurement of the UR. Sources of noise originate from
the human behavior, e.g., delay in rating, human forget factor,
inaccurate rating.

We also demonstrate that the modeling can be simplified by
only using a subset of the available QoS metrics without loosing
much accuracy. We use Principle Component Analysis (PCA)
techniques to reduce the dimensionality of the QoS metrics.
Reducing the dimensionally of the QoS metrics simplifies the
acquisition and reduces the computational efforts to prognos-
ticate the QoE.

Moreover, we advocate the use of robust statistical methods.
In our case the QoS data shows contaminated distributions. The
contaminated part is of particular interest as we show that the
low QoE ratings correspond to the contaminated part of the
data set. Classical statistics fail to identify this contamination
whereas robust statistics are designed to deal with anomalies
in data sets. By means of an example we demonstrate that
the Mahalanobis distance produces more accurate results with
robust methods compared to classical methods.

The paper is as follows; in section two, we elaborate on
the mathematical concepts that we use during the analysis of
our results, followed by an overview of the used QoS metrics.
Section three applies the Mahalanobis distance to our data set.
We discuss the distribution of the Mahalanobis distance, and
identify and model the outliers of our QoS metrics. Section
four briefly explains the practical use of the Mahalanobis
distance in a real-time environment and we conclude in section
five with the conclusion and future work.
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II. BACKGROUND

In this section, we provide an overview of the Mahalanobis
distance and provide an insight in the QoS metrics used for the
assessment of the QoE.

A. Mahalanobis Distance

Mahalanobis distance is a distance metric that expresses the
distance of a measurement point to the center of its data set
taking into account the data set’s correlation. The Mahalanobis
distance differs from the Euclidian distance in the use of the
correlation between the components of the data set.

The Mahalanobis distance is formally defined as

DM (x) =
√

(x− µ)TS−1(x− µ) (1)

where x = (x1, x2, . . . , xN ) is a multivariate vector containing
a set of measurements, µ = (µ1, µ2, . . . , µN ) is the center of
the data set and S is the covariance matrix of the data set.
It can be shown that if a data set is multinormal distributed
then the Mahalanobis distances of the data set are distributed
approximately as a chi-square distribution:

D2
M ∼ X 2

p , (2)

with p degrees of freedom [7].
We further observe that our data set is contaminated. In such

situations classical statistics yield biased estimates. To obtain
more accurate estimates we employ the Minimum Covariance
Determinant (MCD) algorithm to calculate the covariance ma-
trix. The fast MCD algorithm is a highly robust estimator of
multivariate location and scatter [8], [9]. In our paper, we
used the R implementation of MCD with alpha equal to
0.75 and default remaining parameters. This corresponds to a
breakdown point of 25 %, which ensures reasonable efficiency
and high robustness against outliers [10].

B. QoS Metrics

During our experiments we assessed the following five QoS
metrics: Packet Delay Variation (SD), Packet Rate (PR), Packet
Loss Rate (PL), Clumping Rate (CL), and Zero Throughput
Time (TZ). SD is calculated as

SD =

√√√√ 1
N − 1

[
N∑

n=1

(D2
n)−ND̄2

]
, (3)

where N is the number of received packets per interval, Dn the
one-way-delay of packet n, and D̄ the average one-way-delay.
CL is an indicator that detects clumped packets sequences. TZ

is the duration of no observance of throughput. Additionally
we count the number of packets, PR, and the packet loss, PL,
per second. The TZ , SD and CL are different metrics that
describe the variation in one-way-delays of packets. More
detailed descriptions of the presented QoS metrics can be found
in [11].

Before computing the Mahalanobis distances over the
QoS metrics we applied an Exponentially Weighted Moving
Average (EWMA) to the data set. The EWMA is used to address

the human forgetfulness factor and the delay in rating of the
objects under investigation. EWMA is defined as

y(j) = (1− α)x(j) + α y(j − 1), (4)

where α is the smoothing factor. In previous research α = 0.75
yielded the most satisfying results [12]. Note that the EWMA
needs a warm-up time to become effective.

III. TESTBED SETUP

We set up a testbed to record URs together with QoS
metrics while streaming videos. We streamed a video from
a Darwin Streaming Server (DSS) [13] to a HTC Dream over
the Real Time Streaming Protocol (RTSP) [14]. The users
that participated in the experiment watched a video alone in
a darkened room and rated the quality of the video image
whenever he or she felt was appropriate by pushing one of
the five buttons on the screen.

The DSS is running on a Linux (2.6.27) Ubuntu 9.04 ma-
chine and streams a video MPEG-4 compressed with dimensions
176 × 144 pixels, 24 kHz AAC stereo sound, 23.97 fps, and
streamed at a rate of 325 kbps. The HTC Dream runs a custom
designed video streaming application on Android 1.5.

More detailed description of the testbed and how the mea-
surements are acquired refer to [15].

We collected data during forty minutes of video streaming
over a 3G network. A total number of 106 URs were recorded.
The ratings in relation to the five measured QoS metrics after
EWMA are analyzed.

IV. MEASUREMENT ANALYSIS

We start the analysis of the QoS starts with the identification
of the metrics that are most influential in the data set and
correlate most to the UR. Then we proceed to compute the
Mahalanobis distance over the selected metrics and analyze
its distribution. With this information we then try to model
the QoS metrics of concern and attempt to optimize the QoE
model.

A. Data set reduction

We first look at the pairwise Pearson’s correlation coefficient
ρs(QoSi, QoSj) and place the values in the correlation matrix
SP . The correlation matrix (SP ) is presented in TABLE I.
The correlation between the QoS metrics over the whole data

TABLE I
THE CORRELATION MATRIX (SP ) OF THE MEASURED QOS METRICS AND
THE UR COMPUTED WITH PEARSON’S CORRELATION COEFFICIENT (ρ).

SD RP PL CL TZ UR
SD 1.000 -0.420 0.130 -0.158 -0.123 0.383
RP -0.420 1.000 0.053 0.494 0.251 -0.442
PL 0.130 0.053 1.000 0.169 0.155 -0.382
CL -0.158 0.494 0.169 1.000 0.698 -0.645
TZ -0.123 0.251 0.155 0.698 1.000 -0.662
UR 0.383 -0.442 -0.382 -0.645 -0.662 1.000

set is given. The correlation between QoS metrics and URs is
computed only over the rated measurement points. We identify
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that some QoS metrics correlate moderately ∼ 0.69 while
others show less correlation ∼ 0.42, or very low correlation.
In particular the PL seems to be a very poor estimate of
the UR, given its low correlation. As other QoS metrics show
better correlation among each other and the UR, a Principle
Component Analysis (PCA) is an appropriate technique to see
if the dimensionality of the data set can be reduced without
the loss of much information.

We apply the Robust Principal Component Analysis
(ROBPCA) [16] to our QoS data set with n = 2245 measurement
vectors and p = 5 dimensions. The loadings of the Principle
Components (PCs) are shown in TABLE II together with their
eigenvalues. The PCs can be seen as the spectrum of the data

TABLE II
THE DECOMPOSITION OF THE QOS DATA IN ITS PRINCIPLE COMPONENTS

BY THE PCA TECHNIQUE. THE LOADINGS OF THE QOS METRICS ARE
GIVEN PER PC TOGETHER WITH ITS EIGENVALUE λ.

PC1 PC2 PC3 PC4 PC5

λ 185.668 50.747 23.900 0.569 0.000
ϕ 0.712 0.906 0.998 1.000 1.000
SD -0.397 0.256 -0.881 0.022 0
PR 0.151 -0.928 -0.336 0.064 0
PL 0.000 0.000 0.000 0.000 1
CL 0.001 -0.054 -0.041 -0.998 0
TZ -0.905 -0.267 0.330 0.000 0

set where λ, the eigenvalues of the covariance matrix, are
proportional to the importance of the PC. The MCD algorithm
was also used to compute the covariance matrix for the
ROBPCA. We used the R implementation with alpha set to
0.75. Reducing the dimension is achieved by disregarding PCs.
A common selection criterion for PCs is

k∑
j=1

l̃j

/ r∑
j=1

l̃j > x, (5)

where l̃j is the jth eigenvalue of the covariance matrix,
l̃1 ≥ l̃2 ≥ . . . ≥ l̃r with r = rank(S), and x is proportional
to the compression of the data set after PC reduction. ϕ in
TABLE II is the covariance matrix cumulative sum of the
relative eigenvalues of the data set. By keeping PC1 and PC2

from TABLE II we obtain x ≈ 90 %. The first two PCs are
loaded, in order of significance, by TZ , SD, PR, CL, and PL.
TZ seems to be the main contributor in PC1 and PR in PC2.
SD is the second largest contributor to variation in both PCs
and overall more influential than PR. Hence, the data set can be
described by TZ and SD with regards to its variation, given that
the loadings of TZ and SD are approximately 90 % and 35 %
of PC1 and PC2, with weights 0.712 and 0.195, respectively.

We observe that the n dimensions of the QoS data set can
be reduced while approximately maintaining variability. We
show that retaining only TZ and SD after dimension reduction
is appropriate. By using PCA techniques we concluded that
mainly TZ but also SD are the QoS metrics that best describe
the data set with regards to its variability.
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Fig. 1. The Mahalanobis distance Q-Q plot of the reduced data set (TZ and
SD) against a Xp=2 distribution. Only the rated measurements are shown
and colored by their User Rating (UR).

B. Mahalanobis distance quantile analysis

We model the QoE with a reduced data set retaining the two
most influential QoS metrics on the variance of the data set, i.e.,
TZ and SD. The Mahalanobis distance distribution computed
over TZ and SD of the whole data set is shown in Figure 1.
This figure shows a Q-Q plot where the rated data points are
colored to their UR. Red is a bad rating, whereas green is
an excellent rating. The Mahalanobis distance distribution is
plotted against a theoretical X distribution with two degrees
of freedom.

The Q-Q plot of the reduced data set against the theoretical
X2 disribution starts of as it seems linearly but it diverges at a
given point. The Mahalanobis distance shows approximately
linear relationship with a X2 distribution when the data set of
concern is multinormal distributed. We analyze the distribution
of TZ and SD in more detail later on. We can now observe
that their distribution is contaminated, which, in particular,
gives rise to the tail. The contamination is manifested in the
Q-Q plot through divergence of the quantile equality line (the
dashed line in Figure 1). We observe that the bad and poor
URs correspond to the tail of the distributions, and they are
separated from the main body of the distribution. Therefore
the distribution can be modeled as being contaminated, where
the measurement points in the tail are part of a contamination
distribution and considered to be anomalies or outliers of the
QoS average behavior. The contaminated part is of particular
interest as this is an indicator of poor satisfaction.

C. Mahalanobis Distance Tolerance

Given that the squared Mahalanobis distance is approx-
imately X 2

p=2 distributed, points larger than
√
X 2

p,0.975 can
theoretically be considered as outliers [7]. To get a better
insight we construct a set of vectors in R2 that define the
97.5 % tolerance ellipse on the TZ-SD plane based on the
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Fig. 2. The Zero Throughput Time (TZ ) - Packet Delay Variation (SD) data
plane and the 97.5 % tolerance ellipse computed with classical and robust
statistical methods. The data points are colored by to their User Rating (UR).

rated data points. This corresponds to the theoretical χ2 dis-
tribution’s 97.5 % quantile. The tolerance ellipse is shown
in Figure 2. The figure shows the tolerance ellipse obtained
with classical statistics and with robust statistical methods.
The robust location estimation of the data set is depicted
with the black crosshair, the blue crosshair is the center as
specified by classical statistics. It is clear that the classical
tolerance ellipse is inflated toward the outliers of, mostly, TZ .
The robust ellipse seems to cope well with the outliers. The
robust estimation of the center (47.61, 46.98) focuses on the
major mass center of the data set, in contrast to the classical
center estimation (260.52, 45.57). The estimation of location
for SD is approximately the same for both methods but the TZ

is 547.19 % overestimated by the classical method compared
to the robust one.

When we analyze the consistency of the URs inside the
tolerance ellipse and outside we observe that inside the ellipse
mostly 5 and 4 ratings are located. Outside the ellipse, the
lower ratings reside. UR 3 seems to be mostly inside the
tolerance ellipse. We do not observe a tendency of the URs
distribution in these two areas. After interviewing the humans
under investigation we observed that the streamed videos were
mostly of satisfying quality, and when poor performance was
noticed the satisfaction was very bad. In other words, the
users perceived a reasonably good service, or a quite bad
service, and rarely something in between. This is translated in
a binary satisfaction, where the service perceived is either good
(contraction of URs excellent and good) or bad (contraction of
URs poor and bad). We can simulate such behavior by the use
of the tolerance ellipse, namely inside the ellipse good service
is perceived and outside bad one is perceived.

D. Spread of the Mahalanobis Distance

Figure 3 shows the Mahalanobis distance per measurement
point. The points are colored according to their UR, and the
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Fig. 3. The Mahalanobis distance per measurement point. The
q
X2

2,0.975
cutoff is drawn with a dashed blue line. The data points are colored according
to their User Rating (UR).

horizontal dashed line is the
√
X 2

p,0.975 cutoff at 2.72. The good
and excellent-rated measurement points above the cutoff are
numbered. We observe that 91 % of the URs above 3 are under
the cutoff and 97 % of the URs under 3 are captured by the√
X 2

p,0.975 cutoff. As a result 9 % of good URs are located in
the outlier area, i.e., points 3, 1075, 1154, 1354, and 1795.
68.75 % of the fair ratings are below the cutoff line. Ideally
we want a clear separation between good and bad ratings.
Possible causes why this is not the case is improper rating of
the objects of concern or caused by the smoothing effect of the
EWMA. The latter effect can be diminished by using a smaller α
in equation 4. Yet, altering α also affects other measurement
points. In the case of our measurements, α = 0.75 yields
optimum results. Only one value rated under 3 falls under the
cutoff. Reasons for this are similar to the previous case.

E. Contamination of TZ & SD

The
√
X 2

p,0.975 cutoff divides our data set in two parts. The
data points representing the network conditions yielding good
user perceptions lie below the cutoff; above the cutoff are the
outliners, indicators of unstable network conditions. With this
information, we can model the TZ and SD as contaminated
time series. The conventional model of contaminated data is
given by

F = (1− ε)G0 + εH, (6)

where ε ∈ [0, 0.5] is the degree of contamination, G0 is the
model distribution and H is the contaminating distribution. ε
must be smaller than 0.5 because this is the limit where the
contamination would become the model distribution and visa
versa. The model in equation 6 can be applied to our QoS met-
rics where the data points below the cutoff are of distribution
G0 and the data point above the cutoff of distribution H . ε is
defined to be the ratio of data points above the cutoff over the
total number of data points, in our experiment ε = 0.137.
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Fig. 4. Histogram of the Zero Throughput Time (TZ ), the model and the
contamination distribution with a bin size of 2.15 ms.
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Fig. 5. Histogram of the Packet Delay Variation (SD), the model and the
contamination distribution with a bin size of 1.55 ms.

Figures 4 and 5 show the Probability Distribution Function
(PDF) of TZ and SD, respectively. The black line is the PDF
of the measured metrics, F in equation 6. The dashed red
line corresponds to G0 (the model distribution) and the blue
dashed line is the identified contamination, i.e., H .

The contamination of TZ in Figure 4 covers the tail of the F
distribution. The model distribution G0 fits well the body of F
as only minor contamination is present. This suggests that the
tail of TZ can be an estimator for the QoE. The contamination
H of SD at the other hand is mixed in the whole distribution.
Similar to TZ , the contamination accounts for most of the tail
and in the case of SD also the head of F . H is considerable
more present in the body of SD than compared to TZ . For the
SD it is impossible to identify the contamination merely on
the basis of F .

When applying the
√
X 2

p,0.975 cutoff we assumed approxi-

mate multinormal distribution. The Anderson-Darling normal-
ity test on G0 of TZ and SD does not yield results in favor
of the normality hypothesis. Both data sets reveal positive
skewness, which is larger for SD than for TZ . A larger data
set helps to clarify the normality hypothesis. Yet, we showed
that the Mahalanobis distance is an effective estimate for QoE.

V. QOE ANALYSIS DURING RUNTIME

The Mahalanobis distance in the above analysis was com-
puted offline after the experiments took place. Employing
the Mahalanobis distance analysis during runtime implies
the computation of the S matrix and the center of the data
during runtime. For performance reasons this is not desirable,
especially on devices with scarce resources such as hand-
held devices. The Mahalanobis distance computation can be
simplified by using a predefined S matrix and µ vector. The
computation of the Mahalanobis distance is then reduced to
the multiplication of a matrix, and two vectors. The accuracy
of the Mahalanobis distance estimates are consequently depen-
dent on the selected S and µ. These values must be computed
on a network with a QoS that yields good QoE most of the time.
S and µ might differ for different Internet access technologies
and should be studied separately before merging.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we focused on the use of the Mahalanobis
distance for the user satisfaction estimation of streaming
video services. We showed with the help of Mahalanobis dis-
tance that there is an approximate binary relationship between
QoS and QoE in 3G networks. We also showed that we can
reduce the dimensions of the QoS metrics to two, without
loosing much information. Of the QoS metrics measured in
our experiments, TZ and SD are the metrics that best describe
the data set with regards to its variation.

We also showed by example that robust statistical methods
yield far better and reliable results than classical statistical
methods. Robust statistical methods are able to handle out-
liers better than classical methods. In our data set, we are
particularly interested in outliers, thus appropriate statistical
methods are of great importance.

Future work includes the generalization of the Mahalanobis
distance method in QoE modeling. We have shown that for
the case of streaming over 3G networks, the Mahalanobis
distance seems to be a good indicator of user satisfaction.
Studies of different Internet access technologies and services
will shed light on the Mahalanobis’ distance generalized
applicability.

Also, an optimized cutoff might yield better results and it
is subject for future work. A larger data set than used in our
paper is necessary to obtain more significant statistical results.
A hysteresis approach to the binary modeling is also a good
solution to prevent oscillatory behavior in binary modeling.
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Abstract—ALICANTE is a recently proposed architecture 

that enables a lightweight form of virtualization for the 

purpose of offering QoS to media streams across the 

internet. A content aware network (CAN) is a cross domain 

overlay, which is provisioned in advance in order to provide 

preferential treatment to media streams. While it uses legacy 

infrastructure, such as core IP/MPLS routers and 

provisioned links, it relies on a special border router, called 

MANE (Media Aware Network Element). This paper 

presents a modular implementation of such a network 

element using off-the-shelf hardware and open source 

software. The implementation uses Click modular router to 

implement flow classification, MPLS encapsulation and 

decapsulation, separation between virtual CANs, and 

enforcement of separation between networks.  Based on 

incipient measurements in a virtual testbed, we show that 

the implementation imposes minor overheads over existing 

routing infrastructure.  

Keywords—Content-Aware Networking; Network Aware 

Applications; Quality of Services; Multimedia distribution, 

Future Internet; Media Aware Network Element 

I. INTRODUCTION 

One of the new paradigms of the Future Internet (FI) is 
“content orientation”, which is supposed to improve the 
user experience related to the new digital multimedia 
services and networked media content. This trend is 
recognized also by the European commission, which 
defined the “Objective ICT-2009.1.5: Networked Media 
and 3D Internet” in the FP7 Call 4 [1][2]. In this call, new 
directions are defined as content-aware networks (CAN) 
and network-aware applications (NAA). This approach 
breaks (partially) the classic TCP/IP and OSI stack 
network neutrality and application-transport separation 
concepts. The challenge is to get better performance 
without losing modularity of the architecture. CAN-NAA 
means the capability of the overall system to adjust 
network resource allocation based on limited examination 
of the nature of the content, while network-awareness 
means to process and distribute the content, based on 
limited understanding of the network conditions. Dynamic 
optimization is desired, with policies taking into account 

the content and adaptation needs, the user contexts, 
requirements and social relational networks. The FI should 
enable multiple user roles, e.g., as content producer, user, 
or manager. 

The work of this paper is a part of the effort inside of 
an European FP7 ICT research project, “MediA 
Ecosystem Deployment Through Ubiquitous Content-
Aware Network Environments”, ALICANTE, [3][4]. An 
innovative architecture is proposed, in order to deploy a 
new type of “Networked Media Ecosystem”, which allows 
flexible cooperation between providers, operators, and 
users. Three interworking environments are defined: 
Network Environment (NE) modeling Network Providers, 
Service Environment (SE) related to Content and Service 
Providers and User Environment (UE) including all End-
Users (see Figure 1). The validation of the project 
architecture and results will be done in a large-scale 
international pilot. 

The above environments are nowadays present in real 
deployments, but actually the collaboration between them 
is weak or non-existent. The current architectures do not 
exchange content-based and network-based information 
between the network layers and upper layers. This neutral 
network was considered many years as a strong principle 
governing the Internet, however it begins to show some 
disadvantages taking into account the multimedia-
intensive aspects of the FI.  

The paper is organized as follows: Section II presents 
some of the related work existent in the field. The 
ALICANTE architecture and its main concepts are defined 
in Section III. Section IV is focused on the MANE 
implementation, while some measurements are presented 
in Section V. Conclusions, open issues, and future work 
are presented in Section VI. 

II. RELATED WORK 

The content-aware networking (CAN) and network-
aware applications (NAA) approach is a new mode to 
design the layered architecture, with a running debate 
about the benefits of better interactions as opposed to the 
penalty of losing modularity of the architecture.  
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Figure 1.  The ALICANTE Architecture  

In such a context, both CAN and NAA are of interest 
both for research communities and industry, in the process 
of re-thinking the architecture of the FI. 

The capability of content-adaptive network awareness 
to offer optimization for video transmission is analyzed in 
[5]. In [6], it is considered that CAN and NAA can offer a 
way for evolution of networks beyond IP. In [7], it is 
discussed how the CAN/NAA approach can lead to a user-
centric FI and telecommunication services. The content 
adaptation issues in the FI as a component of CAN/NAA 
approach is discussed in [8]. The better QoE/QoS 
capabilities of the CAN/NAA architecture is analyzed in 
[9][10]. Further gains are obtained if context awareness is 
also considered [11][12].  

Conversely, packet header processing time in the CAN 
routers raises concerns similar to the deep packet 
inspection techniques problems [13]. The application layer 
traffic optimization (ALTO) problem defined by the IETF 
can be solved by the cooperation between the CAN layer 
and the upper layer, as in [14][15]. 

However, no complete and open architecture currently 
exists, able to support multimedia distribution according to 
the CAN principles and scalable over sizeable networks 
and heterogeneous networking technologies. Therefore, an 
open field for research in this domain exists.  

III. ALICANTE SYSTEM ARCHITECTURE 

A. Layers and entities 

The ALICANTE architecture, as shown in Figure 1, 
promotes concepts such as content-awareness to the 
network environment, user context-awareness to the 
service environment, and adapted services/content to the 

end-user for his/her best service experience while being 
either a consumer and/or producer.  

Two new virtual layers are proposed on top of the 
traditional network layer: the CAN layer for network level 
packet processing and a Home-Box (HB) layer for the 
actual content delivery.  

The CAN layer offers an enhanced support for packet 
payload inspection, processing and caching in network 
equipment. It is developed over traditional IP 
network/transport layer.  It will improve data delivery via 
classifying and controlling messages in terms of content, 
application and individual subscribers; it improves QoS 
assurance via content-based routing and increases network 
security level via content-based monitoring and filtering. 
In such a way, content- and application-aware networks 
are created to provide high levels of performance, end-user 
experience, and to enable application and subscriber-
specific data forwarding. The specific components in 
charge of creating this CAN layers are the Media-Aware 
Network Elements (MANE), i.e., the new CAN routers, 
and the CAN managers. 

The Home-Box layer is an upper layer, using CAN 
services and taking into account network-aware 
information delivered upward by the CAN layer. Thanks 
to this layer, inter-working with the User, Service, and 
Network Environments, one can elaborate network and 
context-aware applications and deliver the necessary 
inputs to create content-aware networks. The Home-Box 
(HB) is a physical and logical entity located at end-user's 
premises. The adaptation, service mobility, security, and 
overall management of services and content are being 
assured at this layer through a new specific middleware 
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proposed by the project, working in conjunction with the 
other layers. 

The interactions between the above mentioned two 
layers establish together a powerful cross-layer 
optimization loop providing end-users with the best 
possible service experience and optimizing the resource 
usage. 

The upper SE layer uses information delivered by the 
CAN layer and enforces network-aware applications 
procedures necessary to perform the adaptation of the 
media resources to the user's preferences.  

The main management and control entity in the CAN 
layer is the CAN Manager (CANMng). Corresponding to 
its roles, we distinguish the following interfaces of CAN 
Manager with the Virtual Home-Box layer: to advertise 
CANs and negotiate their usage and to help the 
establishing of connectivity relationships at Virtual HB 
layer based on, e.g., network related distance information. 
The CANMng has also interfaces to the lower network 
layer in order to negotiate CANs and request their 
installation. 

Each AS has one CANMng, playing the following 
roles: to (re)define the CANs (according to the enhanced 
connectivity service targeted) and perform all related 
actions to configure, maintain and update CANs; to 
advertise and negotiate the CAN usage with upper layers, 
using Service Level Agreements/Specifications 
(SLA/SLS) contracts; to communicate with other CAN 
managers in order to establish multi-domain chains, again, 
using SLA/SLS contracts; to communicate with its own 
intra-domain network resource managers (IntraNRM). The 
IntraNRMs have the ultimate authority upon the network 
provider resources, thus conserving each domain’s 
independency. 

B. The Content-Aware Network Router  

The MANE, a content-aware network router, is an 
intelligent network node. It performs appropriate 
processing (routing, filtering, adaptation, security 
operations, etc.) taking into account the content type, the 
content properties (described by metadata or extracted by 
protocol field analysis) and also depending on network 
properties and network status. The results of the content 
related information analysis provide metrics, which help 
deciding the best strategy to adopt for the best content 
repurposing and publishing methods.  The MANE basic 
set of functions are:  

Content-aware intelligent routing: the MANE will 
decouple the higher level routing process from the lower 
level forwarding and perform intelligent routing, based on 
results extracted from packet fields analysis or content 
description metadata 

Content-aware QoS and resource allocation: the 
MANEs will be able to deduct the QoS requirements of 

different flows based on the flows content. The CAN layer 
will load-wise monitor the current status of the CANs. The 
MANE will maintain an aggregated image of flows that 
they forward, and for every recognized flow type, an  
instance of CAN (VCAN – Virtual CAN) will be assigned 
depending on the level of QoS guarantees and network 
status. This will optimize resource allocation in the 
network depending on traffic types and QoS requirements  
The CAN level will interact with the domain network 
resource management in order to perform mapping onto 
different L2/L3 QoS-aware technologies (e.g., 
MPLS/Diffserv or Carrier Ethernet). Some amount of 
relatively infrequent dynamic re-allocation of the network 
resources between different CANs is possible, optimizing 
resource usage. The MANE has also an adaptation role, 
deployed at different points in the delivery chain: at the 
service creation, during the transport by the CAN routers, 
and at the Home-Box site;  

Specific Security issues: increase usage of encryption 
technologies (such as IPSec) at network level has the 
direct consequence that content type can become hidden 
and packet inspection becomes ineffective; to mitigate 
this, we will exploit the possibility to include content 
related information in dedicated fields. Thus, the end-to-
end communication remains encrypted and private, while 
the content-aware network concept can still function. 

Another issue, beyond privacy, which is addressed by 
using special fields and/or metadata to describe the 
content, is the processing time required by deep packet 
inspection; eliminating the need for this procedure will 
significantly improve the performance of the CAN-
enabled routers. 

 

IV. MANE HIGH LEVEL ARCHITECTURE 

 
The main interactions of the MANE are presented in 

Figure 2. The control plane interactions are indicated with 
thick shaded arrows, and the data path is indicated with 
thin arrows. From above, the Intradomain NRM has the 
role of providing the means to create FEC associations for 
entry in the MPLS domain. Each packet is marked with a 
VCAN header by the generating HB/SB, and a path is 
decided through CAN Manager – IntraNRM collaboration. 
The type of VCAN and the entry into the MPLS tunnel are 
then provided for each entry MANE router. The core of 
the mane is a classifier/router module which identifies 
incoming traffic based on its VCAN header, encapsulates 
it into the MPLS header, and sends it to the appropriate 
LSP.  

 
 

  

80

CTRQ 2011 : The Fourth International Conference on Communication Theory, Reliability, and Quality of Service

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-126-7

                           88 / 144



Classifier/Router
(UPB)

Adaptation

Intradomain
Mcast

TC
TC

UDP/9991

UDP/9992

UDP/9999

IP, ARP

MPLS

USER 

VCAN_ID => MANE_IN, MANE_OUT, QoSCANMng

IntraNRMVCAN_ID => label, eth, next_

MANE

p
c
a
p

eth1

eth3

eth2

TC rules:
Label => Mbps limit

(a)

(b)

(c) KERNEL

 
Figure 2.  The ALICANTE Architecture: details on Virtual CAN Layer 

 The architecture is completely modular so that 
functionality can be developed in parallel. Modules all run 
in user space and are interconnected using UDP/IP so they 
can run on either the same, or on different machines. 
Another advantage is that it is easy to reconfigure the 
architecture by simply changing the UDP ports, or by 
inserting new modules.  

 The central module is the Classifier/Router, which 
harvests packets from the incoming interface and 
distributes them to the other modules, or encapsulates 
them into the MPLS paths. The classifier needs to know 
the association between VCAN IDs present in all 
incoming packets so that it can route traffic to the 
appropriate VCAN. VCANs are assumed to be configured 
in advance by the CAN Manager and provisioned through 
the IntraNRM. In particular, MANE needs to be instructed 
explicitly by the IntraNRM on the association between the 
VCAN_ID and an MPLS label to be used (shaded arrow 
marked b)). This module also decapsulates MPLS traffic 
that comes from the domain, before forwarding it to the 
appropriate HB/SB.  

The core router part is not represented here, but we 
assume it has complete MPLS support and is implemented 
either with specialized hardware, or with Linux machines 
requiring a specially patched kernel.  The IntraNRM 
manages al the labels and the bandwidth provisioning for 
each path. In fact bandwidth provisions are sent down to 
both MANEs and core routers to be enforced, perhaps with 
tc functionality (marked as shaded arrow c).   

The Classifier/Router module is implemented in user 
space and uses Click modular router [16], as shown in 
Figure 3. For close to Linux performance it could be 

moved down into the kernel space in the final phases of 
development.  It performs MPLS and IP routing both in 
and out the domain. It performs FEC associations for 
incoming IP traffic, and MPLS decapsulation for traffic 
outgoing to HB. It dispatches traffic to local modules 
(Adaptation, multicast, etc), but also accepts traffic from 
them so they don’t need to handle routing or encapsulation 
tasks. The convention in implementing the MANE is that 
eth0 interface is used for testbed support and therefore not 
part of ALICANTE. Interfaces eth1, eth2, eth3 … are used 
either as ingress into, or egress from the MANE. The main 
classification task is performed by a dedicated classifier 
element, called cl_ing (for ingress traffic), that 
identifies the VCAN of the incoming packet and uses the 
appropriate MPLS label to decide the policies for 
forwarding, shaping and policing. The elements grouped 
in the elementclass Card handle all the bookkeeping 
necessary to IP and MPLS to exchange packets on the 
local network (for card2 and card3, the internal details are 
omitted). 
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Figure 3.  Userspace MANE classifier/router implementation using 

Click elements 

V. EXPERIMENTS 

 
Using the implementation of MANE described in the 

previous section, we built a topology comprising three 
HBs, three MANEs, and two MPLS core routers, as shown 
in Figure 4.  
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Figure 4.   Pilot island using three MANE routers, two core routers and 

three home boxes (HB). 

At this phase of the project, all the elements in the 
picture run in a virtualized fashion using VirtualBox on a 
server with quad CPU Intel Xeon X2250, 4GB memory, 
running Ubuntu Linux. We measured performance for 
three different routing configurations: using standard IP, 
using kernel MPLS, and using our implementation of 
MANE (currently in user space). The results for path 3 are 
summarized in Table I:  

TABLE I.  MEASUREMENT RESULTS 

 IP MPLS MANE 

ping 32  

byte packets 

RTT/stddev [ms] 

1.46/0.44 1.48/0.45 1.70/0.69 

ping 1460 byte 

packets 

RTT/stddev [ms] 

1.53/0.46 1.43/0.65 1.75/0.78 

UDP 

Rate[Mbps]/Load 
45.3/66% 45.2/66% 41.0/85% 

TCP 

Rate[Mbps]/Load 
61.0/33% 60.0/37% 37.8/62% 

  
For the RTT tests, we used ping with large and small 

packets. The MANE implementation brings a minor 
increase in end to end transit time and a slight increase in 
the standard deviation of RTT. The data rates achieved 
with the MANE implementation are 10% less than the 
plain Linux data rates, but part of this difference can be 
accounted by the current implementation of all modules in 
user space. This also explains the increase in processing 
time in the networking elements, reported as ‘Load’ in the 
table.  

VI. CONCLUSIONS AND FUTURE WORK 

 
We presented the high level architecture of a media 

aware network, which aims at virtualizing network 
resources for the purpose of offering higher QoS to media 
flows. The MANE (Media Aware Network Element) is an 
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edge router that has a central role in implementing the 
separation between networks, by classifying incoming 
traffic and distributing it to appropriate MPLS paths 
inside each domain.   

We implemented the MANE using off the shelf 
hardware, using Click modular router to interface the 
components: classification, routing, adaptation, multicast, 
MPLS FEC association, encapsulation and decapsulation. 
Our preliminary implementation on a virtual testbed 
shows a modest increase in processing overhead when 
compared with traditional IP/MPLS processing.  

In the future we aim at developing the MANE in two 
directions: adding deep packet inspection functionality, to 
assist in classification of traffic not yet associated with a 
VCAN, and integration with high speed network 
processing cards, to target operation at line speed. Both 
these directions aim at creating a MANE that can be 
deployed in the field by service providers.  
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Abstract—Wireless mesh networks (WMNs) are considered as
the next step towards providing a high-bandwidth network over
a specific coverage area. Because of their advantages over other
wireless networks, WMNs are undergoing rapid progress and
inspiring numerous multimedia applications such as video and
audio real-time applications. These applications usually require
time-bounded service and bandwidth guarantee. Therefore, there
is a vital need to provide Quality of Service (QoS) support in
order to assure better quality delivery. However, providing QoS
support for real-time traffic in WMNs presents a number of
significant technical challenges. In this paper, we focus on one of
the most critical technical issues in QoS support, by proposing a
novel QoS traffic adaptation model based on fuzzy logic theory,
named FTAM, which is capable of supporting real-time traffic
such as video and voice services. By monitoring the rate of change
in queue length in addition to the current length of the queue,
FTAM is able to provide a good measurement of the future
queue state, and then to achieve the convenient traffic adaptation
according to the network state.

Index Terms—Wireless Mesh Networks; QoS; Traffic Adpta-
tion; Fuzzy Logic;

I. INTRODUCTION

The last few years have witnessed a wealth of research ideas
on Wireless Mesh Networks (WMNs) that are moving rapidly
toward implemented standards. Although WMN research is a
relatively new field it is gaining more popularity for various
new applications. For instance, multimedia application that
opens up for converged services and new purposes is quickly
becoming a key focus area for wireless mesh communications
[1]. With the increase in both the bandwidth of wireless chan-
nels and the computing power of mobile devices, it is expected
that video and audio services will be offered over WMN
in the future. However, enabling multimedia communications
over such networks is remaining a challenging task for both
academic and industrial communities. Video and audio real-
time services typically require stringent bandwidth and delay
guarantees. This makes the deployment of Quality of Service
(QoS) mechanisms a vital need for the satisfaction of user’s
requirements. Real-time applications generate traffic at varying
rates and usually require the network to be able to support
such a changing rate. Therefore, providing QoS guarantees is
crucial for supporting disparate services envisioned for future
wireless mesh networks [2].

Despite the efforts made to alleviate this issue, there still
exist a number of barriers to the widespread deployment of
real-time applications. The most prominent one is how to en-

sure the traffic adaptation in the case of heavy congestion case.
It is important to note that the existing solutions developed for
wired networks can not be deployed directly within WMNs.
Difficulties with these models lie in the fact that they are
not adapted to different node states and resource variation, as
in mesh environments the available bandwidth for each node
varies with time since the medium is shared [3].

In this paper, we introduce a novel QoS model for traffic
adaptation based on fuzzy logic that is capable of support-
ing real-time traffic such as video and voice services. A
major factor behind using fuzzy logic theory to ensure the
traffic adaptation, is its adequation to the uncertainty, the
heterogeneity and the information incompleteness of WMN
environment characterized by dynamic traffic changes. Our
proposed model, build on both MAC and network layers,
will bring about the benefits of the advances in the areas of
artificial intelligence and wireless networking. The evaluation
of the model performances will be studied under different
traffic and network conditions. The balance between network
performances and reliability when transmitting multimedia
traffic is an important issue to consider too.

The remaining of the paper is organized as follows. A brief
description of Fuzzy Logic theory is provided in Section II.
Section III gives a state of the art regarding QoS fuzzy models
in WMN. Section IV presents our proposed model. In Section
V, we discuss the performance evaluation of FTAM, while
Section VI concludes the paper.

II. FUZZY LOGIC

In this section, we give a brief overview of the Fuzzy Logic
theory to help the unfamiliar reader to understand the rest
of the paper. Exhaustive description can be founded in the
literature [4] [5].

A. Fuzzy Sets

Fuzzy sets represent a modernization of traditional crisp sets
where the membership of an object x in a set A is evaluated by
1 (true) or 0 (false). True signifies that x is member of A and
false signifies that x is non-member of A. Fuzzy sets allow the
partial membership of x in A. The degree of membership has
a real value in [0, 1], where 0 and 1 correspond respectively
to the full non-membership and the full membership of x in
A. If A is a fuzzy set in a universe U , the membership of x in
A is evaluated by the membership function µA as following:
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µA : U → [0, 1]. (1)

Each u∈U has a degree of membership in A equal to µA(u).
An object x is defined as a linguistic variable such as distance
or speed, and a fuzzy set A is defined as a linguistic term such
as far or high.

B. Fuzzy Logic Controllers

A Fuzzy Logic Controller (FLC) is a tool used to compute
the value of an output based on several inputs having between
them a complex relation which cannot be solved via traditional
mathematical tools such as weighted sum. The structure of a
FLC is shown in Figure 1. To compute the value of the output
of a FLC, the following steps must be applied.

Fig. 1: Fuzzy Logic Controller

First, we compute or measure from the external environment
the value of each input. Second, these values are converted
by the fuzzifier into fuzzy variables ready to be used by the
inference engine. This step is called fuzzification and it is
executed based on the membership functions of each input.
An example of membership functions is shown in 1. Third,
the inference engine applies each rule of the fuzzy rule base to
the input fuzzy variables to compute an output fuzzy variable.
An example of fuzzy rule base is shown in Table I. The rules
of the fuzzy rule base have the following form: IF (input 1 is
X1 and input 2 is X2 and input 3 is X3) THEN (output is Y ).
Fourth, the output fuzzy variables of all the rules are connected
to compute the final output fuzzy variable. Finally, the final
output fuzzy variable is converted by the defuzzifier into a
crisp output ready to be used in the external environment.

III. FUZZY LOGIC IN WIRELESS MULTIHOP NETWORKS

Fuzzy logic has been successfully applied to resolve prob-
lems that are either difficult to tackle mathematically or where
the use of fuzzy theory provides improved performances [6]. In
what follows, we present some relevant QoS models proposed
in the literature.

In [7], we proposed an integrated stateless cross-layer
QoS protocol FuzzyQoS based on fuzzy logic for wireless
mobile ad hoc networks. The choice of using fuzzy logic
is justified by the fact that fuzzy logic is well adapted to
systems characterized by imprecise states, as in the case of
ad hoc networks. The fuzzy approach aims to improve the
control of traffic regulation rate and congestion control of
multimedia applications. FuzzyQoS uses fuzzy thresholds to
adapt the traffic transmission rate to dynamic conditions. The
performance evaluation has shown that FuzzyQoS can achieve

low and stable end-to-end delay, and high throughput under
different network conditions.

In [8] a fuzzy logic based cooperative MAC protocol
(FLCMAC) is proposed to cooperate amongst network flows
and dynamically adjust access probability of each low pri-
ority flow affecting the high priority flows to satisfy their
QoS requirement. The simulation results have indicated that
compared to the enhanced distributed channel access (EDCA)
scheme of 802. 11e, the FLCMAC gives better performances
in terms of throughput and delay under moderate and heavy
background traffic both in single-hop and multi-hop scenarios.
This work addresses the problem of spatial reference estima-
tion in mobile scenarios.

In [9], the authors proposed a new model to investigate
the use of fuzzy logic theory for assisting the TCP error
detection mechanism in an ad hoc network. An elementary
fuzzy logic engine was presented as an intelligent technique
for discriminating packet loss due to congestion from packet
loss by wireless induced errors. The results have shown that
the fuzzy engine may distinguish congestion from channel
error conditions, and consequently assist the TCP error de-
tection [9]. Reznik et al. in [10] have investigated the issues
for improving the reliability and accuracy of the decisions
in wireless ad hoc networks. They proposed an approach
that offers a way of integrating wireless units measurement
results with association information available or priori derived
at aggregating nodes. This approach is used for describing
both wireless units results and association information with
consideration given to both Neuro-Fuzzy and probabilistic
models and methods. The information sources available in
the system are classified according to the model (fuzzy or
probabilistic), which seems more feasible to be applied [10].

IV. FUZZY TRAFFIC ADAPTATION MODEL

An efficient network congestion control has to prevent the
packets losses, which are caused by unexpected traffic bursts.
Thus, it has to estimate the dynamic behavior of the traffic
in the nodes buffers and to send sources the congestion
notifications early enough. Therefore, due to the dynamic
nature of buffer occupancy and congestion at a node, we
expect that applying a fuzzy logic control seems to be a very
interesting issue.

In this section, we propose a fuzzy logic controller FLC-
FTAM (Figure 2), which is designed to offer a better adapt-
ability under varying network conditions by better tuning of
rules without intervention of operators.

The proposed model is conceived as a nonlinear controller in
which the input-output relationship can be expressed by using
a small number of linguistic rules or relational expressions.
The goal of our proposal is to make rate control decisions
based on the instantaneous queue length and the variation rate
of the queue length at each wireless node. By monitoring the
rate of changes in queue length (variation rate) in addition to
the queue length, the model is able to provide a measure of
queue state, and by using explicit rate congestion notifications
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Fig. 2: FTAM model

we can make source nodes more responsive to sudden changes
in the network traffic volume.

Let’s consider that the current queue length of a node is
around the half of the queue size and the rate changing of the
queue length is during an increasing phase, then the queue will
be filled in the near future. Hence, a congestion may occur and
future arrival packets may be dropped. To prevent congestion,
the incoming flow rate should be immediately decreased. In
the other case, when the current queue length of a node is close
to zero and the rate changing of the queue length is during
a decreasing phase, then the flow rate should be increased to
fully optimize the utilization of radio resources and to fully
maximize the overall throughput of the wireless network.

To illustrate well this concept, we use the following rule
(all rules used by our model to achieve the traffic adaptation
process are shown in Table I):

”If the rate changing in the buffer is rising fast and the
buffer is filled, then the flow rate should be very-little”.

In this expression, ”buffer”, ”rate changing” and ”flow
rate” are called linguistic variables which accept values among
the words of a natural or synthetic language such as ”filled”,
”rising fast” or ”very-little”. Usually, the values related to
the linguistic variables are modeled by means of fuzzy sets.
In most cases, this way of representation offers both a good
description of systems and a natural behaviour of any inherent
non linearity in the control process. The design of FTAM in-
volves the selection of suitable mathematical representation of
fuzzification and defuzzification operators, fuzzy implication
functions, and forms of membership functions among a set of
candidates. Particular choice of these functions and operators
may affect the behavior of the traffic adaptation controller.

Figure 2 illustrates the structure of the proposed fuzzy logic
controller FLC-FTAM. FLC-FTAM uses two input parameters
to compute an explicit traffic rate: queue length (QL) and
its growth rate (GR). The value of GR is computed as the
difference between the current queue length and the queue
length from the previous control interval (i. e. queue growth
rate). Based on the values of GR and QL parameters, and
the information stored in the traffic rules base, FTAM can
calculate the required change in the session rate and store
this information in a field named Explicit Rate ”ER” in a
newly created congestion notification packet (CNP). Within
the present control interval, the congested node sends a CNP
packet that will travel to the upstream nodes along the route.

In order to obtain the flow correction rate, we define the
fuzzy Rule Base shown in Table I. This table is a proposal for

the FLC-FTMA determined via the analysis in the previous
section but also by observations during simulations. Note that
the rule base is malleable enough so that other researchers can
argue and propose different rules for different reasons.

TABLE I: FTAM Fuzzy Rule Base

IF THEN
n Growth Rate Queue Length Flow Rate
1 Negative Very Small Increase sharply
2 Negative Small Increase sharply
3 Negative Medium Increase moderately
4 Negative Big Do not change
5 Negative Very Big Do not change
6 Acceptable Very Small Increase sharply
7 Acceptable Small Increase moderately
8 Acceptable Medium Do not change
9 Acceptable Big Decrease moderately
10 Acceptable Very Big Decrease sharply
11 Positive Very Small Do not change
12 Positive Small Do not change
13 Positive Medium Decrease moderately
14 Positive Big Decrease sharply
15 Positive Very Big Decrease sharply

Note that in the implementation phase of FTAM model,
the choice of traffic rules is performed depending on the
manner how the system should behave to ensure the traffic
adaptation process. After classification of the appropriate rules,
the membership functions associated to each parameter’s rule
are identified. For that aim, a variety of membership functions
may be applied to ensure the adaptation process such as
triangular, Gaussian, and trapezoidal functions. In FTAM, we
have chosen triangular and trapezoidal functions because of
their simplicity in computation. After that, the rule base is
fine tuned by observing the progress of simulation in order to
achieve a suitable balance between a tolerable average end-to-
end delay and increase the throughput.

V. PERFORMANCE EVALUATION

A. FTAM Analysis

Before simulating our proposal by computer-based sim-
ulation, we should first validate the effectiveness of using
the fuzzy logic within the proposed traffic adaptation model.
Since our model is based on IF-THEN rules rather than on
mathematical equations, we need to show how the traffic
adaptation changes as function of fuzzy inputs.

Figure 3 shows the relation function between the output
(flow correction rate) of the model and its two inputs (queue
length and growth rate). We observe that when the queue is
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Fig. 3: Correction Flow Rate as a function of Queue Length
and Growth Rate

full or empty, the flow correction rate is less dependent on the
growth rate. For instance, if the queue is full, then the flow
rate should be decreased except if the growth rate is negative.
However, when the queue is empty, the flow rate should be
increased except if the growth rate is positive. In the other
case, we observe that when the queue length is middle, the flow
rate is more dependent on the growth rate. If the growth rate
is positive, acceptable or negative, then the flow rate should
be decreased, not changed or increased, respectively.

The previous results typically express the relation between
the queue length and the growth rate. As explained above,
the target queue length in our model is equal to the Medium
value of queue length (here equal the half of the buffer size).
For instance, when the queue is empty, the flow rate should
be increased until the half of the buffer size will be filled.
The degree of the rate increasing is function of the distance
between the current queue length and the half of the buffer
size. However, when the queue length is equal to the half of
the buffer size and the growth rate is positive, the flow rate
should be decreased moderately to save the queue length in
this range.

This example shows again the flexibility provided by the
fuzzy logic to control carefully the traffic adaptation. Such
results cannot be obtained using a traditional weighted sum
models.

B. Simulation Results

In what follows, we present some preliminary simulation
results of the proposed model using GlomoSim simulator.
Throughout the simulation, each wireless node has a trans-
mission range of 250 meters and shares an 11 Mbps radio
channel with its neighboring nodes. The source and destination
nodes associated with flows are distributed among the nodes
in the wireless mesh network. The simulated environment has
a square shape of 1000m x 1000m where all wireless nodes
share a single radio channel of 11 Mbps. The performances
of FTAM are compared with IEEE 802.11 and SWAN-AIMD
[11]. During the simulation, real time voice and video flows
are active and monitored. Voice and video traffic are modeled
as 80 Kbps and 200 Kbps constant rate, respectively.

Figure 4a shows the buffer size variations at a source node at
the beginning of the simulation. This figure shows clearly that

the buffer size in FTAM is always limited. At the beginning
of the simulation, the buffer size may go up to 30%, this
is due essentially to the fact that there is no much traffic in
intermediates nodes; hence it is possible to send additional
packets over these nodes. Figure 4a illustrates also that buffers
in AIMD remains almost full for a longer period of time
waiting for successive messages losses. It is clear that FTAM
improves exponentially the performance of 802.11 in terms
of QoS. Therefore, it would be more significant to compare
FTAM to an enhanced and well known approach as SWAN-
AIMD.

Figure 4b is a capture of the buffer size variation at an
intermediate node. We can observe clearly that FTAM attempts
to reach the maximum tolerable throughput; which means that
the buffers in intermediate nodes will be filled as rapidly as
in SWAN-AIMD. Nevertheless, a best value of throughput is
reached more quickly. Thus, the buffer size in intermediate
nodes will take a small value which can help to reduce the
congestion and to decrease the time delivery of traffic packets.
Regarding the buffers in AIMD, they are filled gradually upon
the detection of packets lost problem.

Figure 4c illustrates the impact of the buffers variations at
intermediate nodes on the end-to-end delay. We observe that
AIMD increments gradually the throughput upon the detection
of congestion problem, and packets will wait longer in buffers
in intermediate nodes. However, our model, FTAM, maintains
the size of buffers as low as possible; thus the traffic packets
do not lose much time, waiting in the intermediate nodes.

(a) Buffer size at a source node (b) Buffer size at a intermediate node

(c) Delay

Fig. 4: Buffer size and delay variations

VI. CONCLUSION

This paper explored the usage of artificial intelligent (Fuzzy
Logic) technique in order to control the rate adaptation of
multimedia real time traffic in WMNs. The proposed model,
FTAM, uses the queue length variation rate in addition to
the current queue length in order to predict and control the
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network congestion. One of the benefits of FTAM is that
the regulation rate is predicted as soon as the congestion
is expressed in the nodes. Moreover, FTAM ensures that
best-effort traffic coexists well with real-time traffic in the
multimedia applications.

Future works include extensive simulations using Glo-
moSim underboth the single-hop and multi-hop environment
and compare the performances of FTAM with the standard
IEEE 802.11. and SWAN-AIMD
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Abstract—Quality attributes are an important concern in
critical business processes supported through services orches-
tration. Various works in the literature have addressed quality
attributes values computation of services orchestration. This
paper proposes a novel approach that combines workflow
patterns aggregation rules and a multi-criteria decision mak-
ing method named MACBETH. This approach allows us to
measure the satisfaction degree of services orchestration to the
quality attributes requirements as defined at design-time.
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I. INTRODUCTION

Service Oriented Architectures (SOAs) is an emerging
paradigm for the development of business applications sup-
ported through services orchestrations. Services are the
central concept of SOAs. Multiple services with same func-
tionalities are spread over Internet. This makes clients faced
to a large choice between functionally equivalent services
as well as services providers faced to increased competition.
Therefore, both clients and services providers need to agree
on some guarantees: clients require guarantees that satisfy
their expectations and services providers need guarantees to
prevent from hazardous use of their services.

Today, quality attributes for services and services orches-
trations become an important issue. At design-time, clients
choose services satisfying services orchestration require-
ments in term of quality attributes (also referred as Quality of
Service in the literature). However, at execution time, some
services involved in the orchestration may unpredictably
fail or change their quality attributes values positively or
negatively. This will result in possible deviations of quality
attributes values of the orchestration. Therefore, clients need
to know how much the orchestration meets their require-
ments.

Various works dealing with computation of services
orchestration quality attributes values exist in the litera-
ture [1] [2] [3]. Currently, none approach supports different
kinds of quality attributes simultaneously in order to provide
a high level information for decision making. The satisfac-
tion degree of services orchestration is a such high level

information. Measuring the satisfaction degree of services
orchestrations can be seen as a Multi-Criteria Decision
Making (MCDM) problem. In this paper, we present a
novel approach giving a measurement of the satisfaction
degree of services orchestrations. This approach has the
advantage of taking into account clients preferences from
quality attributes point of view. It is based on workflow
patterns aggregation rules [1] [2] [3] and a MCDM method
named the Measuring Attractiveness by a Categorical-Based
Evaluation TecHnique (MACBETH) [4].

The remainder of this paper is organized as follows. Sec-
tion II introduces related work on quality attributes values
aggregation and MCDM methods. Section III details our
approach for measuring services orchestration satisfaction
degree, while Section IV concludes the paper.

II. RELATED WORK

Various approaches have been proposed to compute each
quality attribute value independently for services orches-
tration (e.g., giving response time values for all services
composing the orchestration, how to compute the overall
response time of the orchestration?). These approaches
can be classified in two categories: probabilistic models-
based approaches [6][7][8][9] and workflow patterns-based
approaches [1][2][3][5]. The first category of approaches
that allow to compute quality attributes values of services
orchestration is based on probabilistic models. It consists
in transforming the services orchestration model into a
probabilistic model (e.g., Continuous Time Markov Chain
(CTMC) model [6][7] or Discrete Time Markov Chain
(DTMC) [8] or Stochastic Petri Nets (SPN)[9]). Then,
the probabilistic model is annotated with quality attributes
values. Finally, these approaches use tools like PRISM [6] or
SPNP [9] to compute each quality attribute value of services
orchestration. The major drawback of these approaches is
that they support only reliability and/or response time. The
second category consists in defining aggregation rules of
quality attributes values for each composition pattern. A
composition pattern is a combination of pairs of work-
flow patterns [10]; it is composed from one split pattern
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Table I: Workflow Pattern-Based Approaches and Related Works

Research work composition patterns quality attributes

Jaeger and al. [2] Sequence, loop, AND-AND, XOR-XOR,
AND-XOR, OR-OR, OR-XOR, AND-N/M,
OR-N/M

throughput, response time, cost, availability,
reputation, encryption grade

Rosenberg and al. [3] Sequence, loop, AND-AND, XOR-XOR throughput, response time, cost, availability,
reputation, encryption grade, scalability, ac-
curacy, robustness

Cardoso and al. [1] sequence, loop, AND-AND, XOR-XOR,
Fault-tolerant systems

response time, cost, reliability, fidelity

Coppolino and al. [5] sequence, loop, AND-AND, XOR-XOR,
AND-N/M

reliability

(e.g., AND-split) and one join (synchronisation) pattern
(e.g., XOR-join) except the sequence and loop patterns,
which are considered individually. Table I summarizes, for
each research work, the composition patterns taken into
account and the supported quality attributes. The advantage
of workflow patterns-based approaches is that they support
larger set of quality attributes. Moreover, they are extensible:
(i) more composition patterns could be added and (ii) new
quality attributes could be integrated. For that reason, in
our proposal, we will exploit a workflow patterns-based
approach.

However, when changes affect positively and/or nega-
tively some quality attributes values, it becomes difficult
to estimate how much the whole orchestration fits client’
expectations and satisfaction. Thus, it would be useful to
have a high-level information. This information represents
the services orchestration satisfaction degree. This could be
done by aggregating the quality attributes values to provide
only one value that measures the satisfaction degree of the
services orchestration. To this end, we propose to use a
MCDM method.

The most common MCDM method used in industrial
applications is Analytical Hierarchy Process (AHP) [11]. It
is based on the Weighted Arithmetic Mean (WAM) operator.
AHP allows the elementary performance expression and the
WAM operator weights quantification using human exper-
tise. However, this method suffers from a lack of consistency
between the expression of elementary performances step
and the determination of the weights step: the weights
being expressed on a ratio scale are not consistent with
the interval scale of the elementary performances.The MAC-
BETH method [4], as the AHP method, defines quantitative
performance expression and aggregation from qualitative
pairwise comparisons of situations issued from the decision-
maker. But unlike AHP, the MACBETH methodology satis-
fies the measurement theory requirements (i.e., with respect
to the commensurability and signifiance [4]). That’s why,
we choose the MACBETH method to aggregate quality
attributes values and to measure the satisfaction degree of
the services orchestration.

Phase 1:
Workflow patterns
based approach

Phase 2:
MCDM method

(q1, … , qn)S1

qorch
(q1, … , qn)Sn

(q1, … , qn)orch

(q1, … , qn)Si     : quality attributes values vector of the service Si
(q1, … , qn)orch : quality attributes values vector of the services orchestration
               qorch  : satisfaction degree of the services orchestration

,,,

Figure 1: Principe of the Aggregation Approach

III. AGGREGATION PROPOSAL

In this section, we introduce our proposal for measuring
the satisfaction degree of services orchestrations. We define
the satisfaction degree as the percentage of respect to quality
attributes requirements specified at design time (e.g., in
SLAs). In this paper, we do not deal with requirements def-
inition and we assume that these requirements are provided.

Each service Si, involved in a given services orchestration,
has a quality attributes values vector (see Fig. 1) denoted as:
(q1, ..., qn)Si , where q1≤j≤n is the quality attribute value.
Starting from these vectors, they are firstly aggregated in
phase 1 using workflow patterns aggregation rules. This
results in one vector of quality attributes values of the
orchestration (see Fig. 1). Next, the quality attributes values
of this vector will be aggregated in phase 2 using a MCDM
method. That provides us only one value, which is the
satisfaction degree of services orchestration. Before detailing
these two phases, we present a simplified manufacturing
process supported through a services orchestration described
in Fig. 2. We will use this services orchestration model to
illustrate our approach hereafter.

The process begins with launching a production request
(service operation LaunchProductionRequest). Then, when
the production terminates, the production planning is up-
dated (service operation UpdateProductionPlanning); in par-
allel, a quality control is executed on the product (service
operation LaunchQualityControl). If the control is positive,
the product is moved to stock (service operation MovePro-
ductToStock), otherwise it will be reported as wasted product
(service operation Report WasteProduct).

Hereafter, we assume that quality attributes requirements

90

CTRQ 2011 : The Fourth International Conference on Communication Theory, Reliability, and Quality of Service

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-126-7

                           98 / 144



AND
SPLIT

S1

S2

XOR
SPLIT

XOR 
JOIN

S4S3
S5

AND
JOIN

Launch 
production 

request

Launch 
quality 
control

Report 
waste 

product 

Move 
product 
to stock

Update 
production 
planning

Figure 2: Example of Manufacturing Process

and measurements are given respectively by the client and
a monitoring system (quality attributes measurement is out
of the scope of this paper).

A. Phase 1: Aggregation Based on Workflow Patterns Rules

In the first phase (see Fig. 1), we use aggregation rules
based on workflow patterns (see Section II) to compute
each quality attribute value of the services orchestration.
This consists in applying step-by-step rules in order to
aggregate quality attributes values. The applied rules are
those corresponding to the composition patterns used in
the services orchestration model. Beginning from the most
nested composition pattern, the orchestration model is parsed
and aggregation rules for each value in the quality attributes
values vector are progressively applied. This is done until
reducing the whole orchestration model into a sole node
(Fig. 3). The resulted quality attributes values of the end
node form the quality attributes values vector of the services
orchestration. This approach is relevant for each quality
attribute value that has aggregation rules for the composition
patterns. We will detail this phase through the services
orchestration described in Fig. 2.

For simplification purpose, we will consider a set of three
quality attributes values: response time (qrt), reliability (qrel)
and availability (qav). The aggregation rules for each of the
composition patterns and for each of the quality attributes
values are summarized in Table II. The first step consists
in checking the most nested composition pattern, which is
the XOR-XOR pattern between S3 and S4 in Fig. 3a. Then,
we apply the respective aggregation rule from Table II. The
quality attributes values computation of this composition
pattern gives :

qrt(S3,4) = p1.qrt(S3) + p2.qrt(S4)
qrel(S3,4) = p1.qrel(S3) + p2.qrel(S4)
qav(S3,4) = p1.qav(S3) + p2.qav(S4)

Thus, the orchestration model is reduced to that given in
Fig. 3b. Then, taking into account the reduced orchestration
model, the next composition pattern to be considered is the
sequence pattern of S2 and S3,4. The quality attributes values
computation of this composition pattern gives :

qrt(S2,3,4) = qrt(S2) + qrt(S3,4)
qrel(S2,3,4) = qrel(S2).qrel(S3,4)
qav(S2,3,4) = qav(S2).qav(S3,4)

The following composition pattern identified in step 3
(Fig. 3c) is the parallel pattern associated to the synchroniza-
tion pattern (AND-AND). The resulting quality attributes
values after the reduction of the orchestration model are:

qrt(S2,3,4,5) = max(qrt(S2,3,4), qrt(S5))
qrel(S2,3,4,5) = qrel(S2,3,4).qrel(S5)
qav(S2,3,4,5) = qav(S2,3,4).qav(S5)

The obtained orchestration model from this step is com-
posed of two nodes structured in sequence (Fig. 3d). By
aggregating quality attributes values of these two nodes
in sequence, the services orchestration is reduced to a
sole node. The quality attributes values of this node
form the quality attributes values vector of the whole
services orchestration model. This vector is denoted as
(qrt(orch), qrel(orch), qav(orch)) where :

qrt(orch) = qrt(S1,2,3,4,5) = qrt(S1) + qrt(S2,3,4,5)
qrel(orch) = qrel(S1,2,3,4,5) = qrel(S1).qrel(S2,3,4,5)
qrel(orch) = qav(S1,2,3,4,5) = qav(S1).qav(S2,3,4,5)

This resulting vector (qrt(orch), qrel(orch), qav(orch))
or more simply (qrt, qrel, qav)orch will be the input of the
phase 2 (Fig. 1).

B. Phase 2: Aggregation Based on Weighted Mean Method
(MACBETH)

The goal of this phase is to aggregate different values in
the quality attributes values vector of the services orchestra-
tion (e.g., (qrt, qrel, qav)orch) in order to obtain a measure of
the satisfaction degree of the services orchestration (qorch)
(see Fig. 1). This measure allows us to interpret the positive
or negative changes that affect the quality attributes values
vector of the orchestration. For example, how to compare the
vectors (10, 0.95, 0.99)orch and (7, 0.90, 0.99)orch. A client
who has strong time constraint may consider variation of
the quality attributes values as an improvement of quality
orchestration. An other one who is interested to reliability
can report this variation as a degradation. For that purpose
and in order to discriminate these alternatives, we use the
MACBETH method [4]. MACBETH is a weighted mean
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Table II: Aggregation Rules [1][3]

Response Time Reliability Availability

Sequence
∑n

i=1
qrt(si)

∏n

i=1
qrel(si)

∏n

i=1
qav(si)

Loop qrt(si) ∗ c qrel(si)
c qav(si)

c

AND-AND max(qrt(s1), ..., qrt(sn))
∏n

i=1
qrel(si)

∏n

i=1
qav(si)

XOR-XOR
∑n

i=1
pi.qrt(si)

∑n

i=1
pi.qrel(si)

∑n

i=1
pi.qav(si)

ac denote the number of occurring loops
bpi the probabilities of the outgoing branches for XOR-XOR

(a) Step 1 (b) Step 2 (c) Step 3 (d) Step 4 (e) Step 5

Figure 3: Workflow Pattern-Based Aggregation Steps

Figure 4: The Main Steps of MACBETH Method

method that allows us to translate quality attributes values
to a satisfaction degree and thus thanks to :

• normalization of quality attributes values according to
measurement theory (i.e., with respect to the commen-
surability and signifiance requirement [4]),

• determination of the weights of the weighted mean
operator,

• aggregation of normalized quality attributes values.

It is based on pairwise comparisons of situations made by
the client (the expert). The MACBETH method comprises
four main steps (Fig. 4):

1) Context definition step: The first step consists in

identifying the criteria, which are quality attributes in
our case. Secondly, situations that will be compared
are defined. In our context, situations are represented
by vectors of quality attributes values that result
from several instantiations of the services orchestration
model. For example, we consider three instances of
services orchestration represented by measured quality
attributes values as follows:

S1 = (q1rt, q
1
rel, q

1
av) = (10, 0.9, 1)

S2 = (q2rt, q
2
rel, q

2
av) = (15, 0.6, 0.8)

S3 = (q3rt, q
3
rel, q

3
av) = (5, 1, 0.6)

Two more reference situations are introduced denoted
situation good and situation neutral. The good situ-
ation represents the total satisfaction of the require-
ments associated to the criteria (i.e., the best quality at-
tributes values vector) while the neutral situation rep-
resents the minimum satisfaction of the requirements
(i.e., the worst quality attributes values vector). These
two reference situations could be retrieved for example
from Service Level Agreement (SLA) contracts. For
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example :

Sgood = (qgood
rt , qgood

rel , qgood
av ) = (3, 1, 1)

Sneutral = (qneutral
rt , qneutral

rel , qneutral
av ) = (20, 0.5, 0.5)

Note that the good situation and the neutral situation
are associated respectively to the vectors of elementary
performance expression (1, 1, 1) and (0, 0, 0) (i.e.,
after normalization). Therefore, if we consider that
these two situations are formed from upper and lower
bounds of quality attributes values, all other situations
will be classified between them.

2) The elementary performance expression step: In this
step, the goal is to normalize quality attributes values.
To this end, the client (the expert) uses his expertise
to judge given situations and fulfill the matrix of
judgements like the one given in Table III. Firstly, he
is asked for each criterion (i.e., quality attribute) about
his preferences between pairs of situations (including
the two reference situations). If the client prefers
situation Si to Sj for a criterion k, this is noted as
follows:

Si�Sj

and means that for the normalized quality attributes
values qi

k > qj
k. This is mapped in Table III into

the classification of the situations by their order of
preference.
Secondly, the client expresses his strengths of pref-
erence about the same situations. The strengths of
preference are characterized with seven levels: 0=null,
1=very weak, 2=weak, 3=moderate, 4=strong, 5=very
strong, 6=extreme (see Table III). If the client cannot
give his strengths of preference but only his prefer-
ences, this is noted by positive or more shortly P. The
client prefers the situation Si to Sj with a strength
h ∈ {0, ..., 6} for a criterion k i.e.,

Si �h Sj

This is equivalent to :

qi
k − q

j
k = hα

where α is a coefficient necessary to meet the condi-
tion qi

k and qj
k ∈ [0, 1].

Example : We ask the client to compare the response
time of the situations S1 and S2. He says that he
prefers S1 to S2 i.e.,

S1 � S2 ⇔ q1rt > q2rt

and that he prefers extremely (h = 6) S1 to S2 i.e.,

S1 �6 S2 ⇔ q1rt − q2rt = 6α

Next, once all the strengths of preference between
situations are provided. The matrix of judgements is

Table III: Preferences and Preferences Strengths for Re-
sponse Time

Response Time Good S3 S1 S2 Neutral

Good No strong a P P P

S3 No very strong P P

S1 No extreme P

S2 No extreme

Neutral No

a0=null, 1=very weak, 2=weak, 3=moderate, 4=strong, 5=very strong, 6=ex-
treme

fulfilled (e.g., see Table III) and a system of equations
can be extracted. It takes the form:

qi
k − q

j
k = hα

By solving this system of equations, elementary per-
formance expressions (normalized quality attributes
values) are quantified in the interval [0,1].
Example: for the strengths of preference expressed in
Table III, the system of equations is the following :

(qgood
rt = 1) qgood

rt − q3rt = 1− q3rt = 4α

q3rt − q1rt = 5α

q1rt − q2rt = 6α

(qneutral
rt = 0) q2rt − qneutral

rt = q2rt − 0 = 6α

The above system is solvable and the solution is:

q1rt = 0.5714, q2rt = 0.2857, q3rt = 0.8095

Note that the same procedure is established for each
quality attribute (i.e., for reliability and availability
too). In the same way, we get for reliability and
availability:

q1rel = 0.6364, q2rel = 0.0909, q3rel = 1

q1av = 1, q2av = 0.7333, q3av = 0.4

3) Weights determination step: MACBETH is based on
the weighted mean operator for the aggregation given
as follows:

qag =
n∑

i=1

wi.qi (1)

where wi represents the relative importance of quality
attribute qi. Thus, to determine the weights wi, the
client expresses his judgements about the relative
importance of quality attributes. To this end, he has to
compare particular (possibly fictive) situations where
only one normalized quality attribute value is set
to 1 e.g., (0,...,0,1,0,...,0). So, the aggregated quality
attribute value is reduced to qag = wi, where qag is the
aggregated value of the quality attributes values vector
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Table IV: Expert Judgements for Weights Determination

(0, 1, 0) (0, 0, 1) (1, 0, 0) (0, 0, 0)

(0, 1, 0) No Strong Positive Positive

(0, 0, 1) No Very weak Positive

(1, 0, 0) No Very weak

(0, 0, 0) No

with qi = 1 and qj = 0 for i 6= j. To determine the n
weights of the quality attributes, the client has to give
at least n strengths of preference between considered
situations (e.g., Table IV). This results in n equations:

qi
ag − qj

ag = hα = wi − wj

with the condition
∑n

i=1 wi = 1. Note that h ∈ {0,...6}
represents the strengths of preference.
Example: let us consider a quality attributes val-
ues vector with three quality attributes values
(qrt, qrel, qav). So we have to compute three weights
wrt, wrel and wav . Taking the matrix of judgements
fulfilled by the client (Table IV), we can write the
following equations :

q(0,1,0)
ag − q(0,0,1)

ag = 4α = wrel − wav

q(0,0,1)
ag − q(1,0,0)

ag = α = wav − wrt

q(1,0,0)
ag − q(0,0,0)

ag = α = wrt − 0
wrt + wrel + wav = 1

The solution of the system of equations is:

wrt = 0.1111, wrel = 0.6666, wav = 0.2223

4) Aggregation step: In this step, as quality attributes val-
ues are normalized (step 2) and weights are computed
(step 3), we have just to apply the formula (1) for every
situation characterized by a quality attributes values
vector (q1, ..., qn).
Example: The aggregated values of situations S1, S2

and S3 are :

qS1

ag = 0.71 , qS2

ag = 0.2553 , qS3

ag = 0.8455

The aggregation results show that the situation S3 is better
than S1 and that S1 is better than S2.

IV. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a novel approach for
measuring the satisfaction degree of services orchestrations.
Our work aims to preserve services consumer satisfaction
and to do the necessary adaptations whenever any violation
of the services consumer requirements occurs. However, as
seen in Section III-B, the reference situations (situations
Good and Neutral) are defined respectively by the best

quality attributes values and by the minimum ones agreed
by the client. Therefore, the minimum satisfaction degree
that can be measured (i.e., equal to ”0”) correspond to the
minimum quality attributes values agreed by the client. So,
the approach does not allow us to predict possible violation
of client requirements. This will be the subject of our future
work.
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Abstract—Wireless Mesh Networks (WMNs) have emerged as
a key technology for next generation wireless networks. It is
expected that WMNs will support diverse kind of multimedia ser-
vices. Hence, there is a vital need to conceive efficient and reliable
MAC protocols that allows alleviating wireless MAC problems. In
this paper, we develop a novel MAC scheme for Wireless Mesh
Networks based on a TDMA approach and using directional
antennas. Our main objective behind this proposal is to respond
to the main directional MAC problems such as deafness and
hidden terminal problems caused by the lack in knowledge at
each wireless node about its neighboring transmissions. The
contribution of our MAC scheme is twofold. First, in enabling
parallel transmissions and second in maintaining a full knowledge
at each wireless node about neighboring transmissions. Using
parallel transmissions, a busy node will not miss the start of
a neighboring transmission. A robust algorithm of mini-slot
assignment is proposed to provide full-knowledge, collision-free,
and a fair channel access between all the nodes in the network.

Index Terms—Wireless Mesh Networks; Directional Antennas;
Medium Access Control (MAC);

I. INTRODUCTION

Wireless mesh networks (WMNs) have emerged as a key
technology for next-generation wireless networks. A WMN is
a set of stationary wireless routers serving as access points
for wireless clients and forming together a wireless mesh
backbone (creating in effect, an ad hoc network).

One of the main challenges that are facing the deployment
of WMN is how to ensure Quality of Service (QoS) to the
real-time traffic. In fact, a properly designed MAC protocol
is a key factor to maintain the reliability of transmissions, to
satisfy the QoS requirements and to efficiently allocate the
radio resources. Two main aspects distinguish WMNs from
traditional multi-hop wireless networks such as mobile ad
hoc and wireless sensor networks [1]. First, the routers are
placed in fixed location with continuous power supply, and
then there is no mobility or energy constraints. Second, the
traffic aggregated at each local router is heavy due to the
forwarded traffic from neighboring routers and the uploaded
traffic from local wireless clients, and then contention-based
MAC protocols suffer from serious collisions and great viola-
tions of QoS requirements. Hence, designing a properly MAC
protocols continues to be critical problem in WMNs.

In the other hand, directional antennas have been success-
fully applied to increase spatial reuse, reduce interference,
extend transmission range and optimize power consumption.
Directional antennas seem then to be an appropriate technique

to improve the performance of WMNs characterized by their
heavy load traffic and their fixed wireless routers. The past few
years have witnessed the special attention given by the wireless
community to the directional antennas concept. A number of
proposed MAC protocols based on directional antennas have
been proposed, most of them are CSMA/CA-based protocols.
However, the use of directional antennas introduces new MAC
problems such as deafness problem, new kinds of hidden
terminal problems and head-of-line blocking problem.

The deafness problem (Figure 1a) occurs when a node
C tries to communicate with a node A while node A is
beamformed to another direction than the direction of node C.
In such scenario, node C loses many RTS (Ready-To-Send)
packets while trying to establish the connections with A. It
leads to the following: Increase the contention window of
node C, lose the fairness between nodes, waste the bandwidth
and cancel the spatial reuse, which it is the main benefit
of directional antennas. The hidden terminal problem (Figure
1b) occurs when two nodes A (source) and B (destination)
begin a communication while a neighboring node C is already
communicating with other nodes. When node C becomes idle,
it does not sense the communication between A and B due to
the use of directional antennas. If node C has in the head of its
queue a packet intended to node B, it starts the transmission of
a series of unsuccessful RTS packets. Node C suffers then from
the inconveniences of deafness problem explained above, and
node B suffers from collisions between data packets received
from A and RTS packets received from C. The head-of-line
problem (Figure 1c) occurs when a node C has in the head of
its queue a packet intended to a busy node A, while the next
packet in the queue is intended to an idle node D. Hence, the
packet intended to D suffers from unnecessary delay.

The main reason of these problems is the lack in aware-
ness at a wireless node about the concurrent neighboring
transmissions. This lack is due to one of the following two
scenarios. First, when two nodes begin a communication, they
do not inform all the nodes in their vicinity about the on-
going communication due to the use of directional RTS/CTS
(Clear-To-Send) transmissions. Second, even if nodes in the
vicinity of the communication are well informed, the RTS/CTS
handshake cannot be heard by a busy node. In our opinion,
parallel transmissions seem to be an optimal solution of these
problems. We mean by parallel transmissions that the different
concurrent transmissions have the same start and end times.
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(a) Deafness problem (b) Hidden terminal problem (c) Head-of-line blocking problem

Fig. 1: Directional MAC problems

In this paper, we propose a new TDMA-based (Time Divi-
sion Multiple Access) MAC protocol for wireless mesh back-
bone using directional antennas. Our proposal aims to handle
directional MAC problems by enabling parallel transmissions.
The proposed protocol provides a full knowledge about the
concurrent transmission in the surrounding of each wireless
router. Thus, the proposed protocol is designed to be collision-
free, deafness-free and blocking-free. In addition, the proposed
MAC protocol includes a new algorithm that offers a flexible
and scalable way for assigning time-slots to wireless routers.
The proposed time-slot assignment algorithm is applied at each
node/neighborhood, to completely avoid the transmission of
unsuccessful control messages, and hence to widely reduce
the control overhead in WMNs. Moreover, the time-slot as-
signment changes dynamically to ensure a fair channel access.
Benefiting from the transmission characteristics of directional
antennas, the spatial reuse is greatly increased by our protocol.

The rest of the paper is organized as follows. The related
work is reviewed in Section II. The antennas model is pre-
sented in Section III. In Section IV, we detail our proposed
protocol. Finally, we draw our conclusion in Section V.

II. RELATED WORK

Several proposed MAC protocols for ad hoc and mesh
networks using directional antennas exist in the literature.
Most of them are based on the IEEE 802.11 DCF MAC
protocol. In this section, we give our proper classification
of MAC protocols using directional antennas. In our clas-
sification, protocols are divided into two groups: protocol
with parallel transmissions and protocol with non-parallel
transmission, each group is divided into several categories.

A. Non-Parallel Transmission

This group includes three categories of protocols, pure di-
rectional RTS/CTS, circular directional RTS/CTS, and explicit
control messages category.

In Pure Directional Category [2][3], all RTS/CTS/Data/Ack
packets are transmitted in the directional mode. Since no
additional control packets exists, the spatial reuse is improved.
However any proposed mechanism doesn’t handle the deafness
or the hidden terminal problem.

In the circular directional category [4][5], RTS and CTS
are circularly transmitted in the directional mode through all
or part of the unblocked beams of the transmitter and the
receiver. The goal is to alleviate the deafness problem and
to inform all the directional-omni neighbors about the ongo-
ing transmission. Although the deafness problem is largely

alleviated with this category of protocols, the deaf nodes are
not completely avoided. In addition, the control overhead is
largely increased due to additional control packets (circular
RTS/CTS), and further fields inserted into RTS/CTS packets.

In the category of explicit control messages, additional
control messages are used, e.g., busy-tone signals [6] and
receiver initiated messages [7]. The busy-tone signals [6] are
sent after the transmission to notify nodes in deafness state
to reset their contention window. RTR (Ready To Receive)
packet is sent by a receiver to invite potential sender to begin
the transmission. The mean weakness of these approaches
is that they try to solve directional MAC problems at the
end of transmissions. The fairness is improved, however the
unsuccessful RTS packets and bandwidth wastage still exist in
this kind of protocols.

B. Parallel Transmission

Few works are proposed in the group of parallel transmis-
sion. These protocols are divided into two categories: CSMA-
based [8], and TDMA-based [9]. In former case, the source-
destination couple of the first successful exchange of RTS/CTS
packets are considered as master nodes. Nodes in their vicinity
are considered as slave nodes. After the successful exchange
of control packets, master nodes wait for a duration before
the beginning of transmission. Only the slave nodes, that win
to exchange successful RTS/CTS packets during the waiting
time, are allowed to transmit in parallel with the master nodes.
Several limitations are observed: First, RTS/CTS packets are
sent omnidirectionaly, hence the network connectivity is lim-
ited to OO-neighbors. Second, serious collisions may occur
during the waiting time after the RTS/CTS exchange between
the master nodes. Third, it is not clear how it will be the
behavior of slave nodes if they are common neighbors of two
couples of master nodes. To cope these issues, a directional
TDMA-based MAC (RT-DMAC) protocol is proposed in [9].
However, RT-DMAC is designed only for uniform grid topolo-
gies where each node has four neighbors and is equipped with
four beam antennas. The connectivity of RT-DMAC is also
limited to OO-neighbors. This approach in not realistic in real
WMNs and then the proposed protocol is not applicable.

III. ANTENNAS SET-UP

Each wireless router is equipped with M non-overlapped
directional antennas. Routers can transmit or receive using
directional or omnidirectional mode. When using omnidirec-
tional mode, a router can either transmit or receive through
all directions at the same time with a gain of Go. When
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using directional mode, a router can either transmit or receive
through only one direction with a gain of Gd � Go. Three
sets of neighbors are used in our model: OO-neighbors/DD-
neighbors when both the transmitter and the receiver use om-
nidirectional/directional mode respectively, and DO-neighbors
when either the transmitter or the receiver uses the directional
mode.

IV. THE PROPOSED MAC PROTOCOL

A. Time Division

The time sequence in nodes is divided into slots. Each slot
is divided into a control part and a transmission part. The goal
of the control part is to decide which nodes will transmit in
the following transmission part and which nodes will receive.
In order to minimize the control overhead, the transmission
part is much greater than the control part. The control part
is divided into N mini-slot when N represents the number of
nodes in the most load two-hop neighborhood. Each mini-slot
is divided into three mini-parts. The two-hop neighborhoods
of a given node consist of all nodes containing in the one-hop
or the two-hop neighbors of this node. The time division is
shown in Figure 2.

Fig. 2: Mini-slot Assignment

B. Mini-Slot Assignment

The goal of the mini-slot assignment is to assign a number
of nodes to each mini-slot. If the number of mini-slots is small,
then the control overhead is small. Hence, the number of nodes
into each mini-slot should be the largest as possible. The mini-
slot assignment should take into consideration that two nodes
in the same two-hop neighborhood cannot be assigned to the
same mini-slot. As explained in Section III-C, a node wishing
to transmit during the transmission part should send a jam
signal during it corresponding mini-slot. Hence, in order to
maintain a collision-free MAC protocol, two nodes in the same
two-hop neighborhood cannot be assigned to the same mini-
slot. In fact, if two nodes in the same two-hop neighborhoods
begin a transmission at the same time, resulting in a situation
where the receiver of one of them is a one-hop neighbor of
the other, and then a collision will occur at this receiver. The
algorithm of mini-slot assignment is shown in Algorithm 1.

C. Framework

At the beginning of each mini-slot, if a node S has a packet
to transmit to node R and if S is assigned to this mini-
slot, S will transmit a jam signal omnidirectionally during

Algorithm 1 Mini-slot assignment

1: N ← 1; Number of mini-slots
2: Li = The set of 2-hop neighbors of node i
3: Sj = The set of nodes in the mini-slot j
4: for i = 0 to Numberofnodes do
5: flag ← false;
6: for j = 0 to N do
7: if Li ∩ Sj == ø then
8: add i to Sj ;
9: flag ← true;

10: break;
11: end if
12: end for
13: if flag == false then
14: N ← N + 1;
15: add i to SN ;
16: end if
17: end for

the first mini-part of the mini-slot. A jam signal is a busy-
tone signal and it does not contain any information. The jam
signal should be only sensed at the receiver but not decoded.
When a receiver node R receives a jam signal during the first
mini-part, it detects the direction of the received signal and
it knows that the corresponding neighbor will be busy during
the following transmission part. Note that since a jam signal
only needs to be detected and not decoded, it will be sensed
by all the nodes in the set of DO-neighbors of the sender S
even if it is transmitted using the omnidirectional mode [10].
In the second mini-part, the node S transmits a jam signal
toward the direction of R using the directional mode. Hence,
when a neighbor node of S senses only the first jam signal, it
knows that S will be busy during the following transmission
part. In the other case, when a node receives a jam signal
during the first and the second mini-slots, it knows that it
will be the receiver node R during the following transmission
part. In the result, all the one-hop neighbors of S are notified
that S will be busy in the following transmission part. If one
of the neighbors of S has in the head of its queue a packet
intended to S, the transmission of this packet is deferred to the
next slot. In the third mini-slot, the receiver R transmits a jam
signal using the omnidirectional mode, and then the one-hop
neighbors of R know that R will be busy during the following
transmission part. In the following mini-slots, the assigned
nodes can follow the same procedure if their corresponding
receivers are not busy. In other words, the assigned nodes can
follow this procedure if they have not received a jam signal
from their corresponding receivers during the precedent mini-
slots of the same slot. It is clear that using our protocol, all the
nodes will have a complete knowledge about the concurrent
transmission in their vicinity, and then no deafness, hidden, or
blocking problem will take place since transmissions occur in
parallel.

In the aim of better understating our proposed work, let’s
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Fig. 3: The framework of our protocol

consider the example shown in Figure 3. It presents a chain
topology of 6 nodes. In the first step, the model has to
assign nodes to mini-slots. Let’s consider the set of nodes
A,B,C, since each node of this set is within the two-hop
neighborhoods of the two other nodes, each one of them
should be assigned to a separate mini-slot. Node D is not
within the two-hop neighborhood of node A, and then node
D is assigned to the same mini-slot of node A. For the same
reasons, node E is assigned to the mini-slot of node B and
node F is assigned to the mini-slot of node C. In the second
step, we explain the operations realized by our protocol. Let’s
consider that at the beginning of the slot, the node D has in
the head of its queue a packet intended to node C. During
the first mini-part of the first mini-slot, node D transmits a
jam signal using the omnidirectional mode. By sensing the
direction of the receiving jam signal, node C and node E know
that node D will be busy during the transmission part. During
the second mini-part of the first mini-slot, node D transmits a
jam signal toward node C using the directional mode. Hence,
node C knows that it is the corresponding receiver of node D,
and node E knows that it is not the corresponding receiver of
node D. In the third mini-part, node C transmits a jam signal
using the omnidirectional mode. By sensing the direction of
the receiving jam signal, node B knows that node C will be
busy during the transmission part. Nodes B and E are assigned
to the second mini-slot. During the first mini-slot if node B
has in the head of its queue a packet intended to node A,
it follows the same procedure of node D. In the other case,
if node B has in the head of its queue a packet intended to
node C, it defers the transmission of this packet to the next
mini-slot and it checks if it has another packet in the queue
indented to node A. If such packet exists, node B follows the
procedure of node D; otherwise B remains idle during its mini-
slot. Node E follows the procedure of node B by preventing the
transmission toward node D. The same procedure is repeated
in the third mini-slot. The transmission will take place just
after the end of the control part. The precedent mechanism is

repeated at the beginning of each slot.

D. Fairness

It is clear from the previous sections that the nodes assigned
to first mini-slots have the higher priority to access the channel.
Hence, in order to maintain the fairness in channel access, the
mini-slot assignment is shifted at the beginning of each slot.
In other words, if a node is assigned to the ist mini-slot in
the current slot, it will be assigned to the (i − 1)st mini-slot
during the next slot. For instance, the nodes assigned to the
second mini-slot in the current slot, will be assigned to the first
mini-slot in the next slot. Hence, the priority of these nodes
is incremented by one index. Also, the nodes assigned to the
first mini-slot in the current slot will be assigned to the latest
mini-slot in the next slot. Hence, the priority of these nodes
will be changed from higher priority to lower priority.

V. CONCLUSION AND FUTURE WORK

In this paper we have proposed a new TDMA-based MAC
protocol for WMNs using directional antennas. By provid-
ing a full knowledge for each node about its neighboring
transmissions and by maintaining parallel communications,
our protocol is able to alleviate the control access chal-
lenges encountering in many MAC protocols. Our protocol
is collision-free, deafness-free, hidden-free and blocking-free.
Our proposol also provides a full faireness between all the
nodes in the network.

Our future works will be focused on implementing and
deploying our model, and adding more functionalities such
as congestion control and service differentiation. In addition,
the performances evaluations of our work will be compared
with some existing directional MAC protocols.
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Abstract—This paper investigates the performance of packet 
scheduling in downlink LTE (Long Term Evolution) systems 
using Round Robin strategy in time domain and time and 
frequency domain. Two types of non-real time services are 
considered in the analysis performed, with and without 
priority set, as well as the limitation given by the physical 
downlink control channels (PDCCH) on the number of 
simultaneously scheduled users.  Cell throughput, achievable 
user throughput and system capacity are evaluated in different 
scenarios with two mixed services, two packet scheduling 
approaches and priority impact on the generated traffic. 

Keywords-LTE; OFDMA; PDCCH; packet scheduling; 
Round Robin

I. INTRODUCTION

Long Term Evolution (LTE) is the name given to a 3GPP 
(3rd Generation Partnership Project) concerning UTRAN 
(Universal Terrestrial Radio Access Network) evolution to 
meet the needs of future broadband cellular communications. 
This project can also be considered as a milestone towards 
4G (Fourth Generation) standardization. The requirements 
set for LTE specified in [1] envisage high peak data rates, 
low latency, increased spectral efficiency, scalable 
bandwidth, flat all-IP network architecture, optimized 
performance for mobile speed, etc. In order to fulfill this 
extensive range of requirements several key technologies 
have been considered for LTE radio interface of which the 
most important are: multiple-access through Orthogonal 
Frequency Division Multiple Access (OFDMA) in downlink 
and Single Carrier - Frequency Division Multiple Access
(SC-FDMA) in uplink and multiple-antenna technology. 

Packet Scheduling is one of LTE Radio Resource 
Management (RRM) functions, responsible for allocating 
resources to the users and, when making the scheduling 
decisions, it may take into account the channel quality 
information from the user terminals (UE), the QoS (Quality 
of service) requirements, the buffer status, the interference 
situation, etc. [2]. Like in HSPA or WiMAX, the scheduling 
algorithm used is not specified in the standard and it is 
eNodeB (Evolved NodeB) vendor specific.

In this paper, we evaluate the performance of packet 
scheduling in downlink LTE using the Round Robin strategy 
through the results obtained for the average cell throughput, 
the achieved user throughput and the system capacity. These 
results may be considered in the LTE network design, in 

order to approximate the number of users that can be served 
with a certain throughput in a commercial LTE network.

The remainder of this paper is organized as follows. 
Section II discusses several aspects on scheduling and 
assigned resources in downlink LTE system followed by the 
Round Robin model description for different resource 
assignment approaches in Section III. Section IV depicts the 
results of the simulated scenarios and the conclusions are 
driven in Section V.

II. SEVERAL ASPECTS ON RESOURCE ALLOCATION IN 

DOWNLINK LTE

The benefit of deploying OFDMA technology on 
downlink LTE is the ability of allocating capacity on both 
time and frequency, allowing multiple users to be scheduled 
at a time. The minimum resource that can be assigned to a 
user consists of two Physical Resource Blocks (PRBs) and it 
is known as chunk or simply Resource Block (RB) [2],[3]. In 
downlink LTE one PRB is mapped on 12 subcarriers (180 
kHz) and 7 OFDM symbols (0.5 ms) and this is true for non-
MBSFN (Multimedia Broadcast multicast service Single 
Frequency Network) LTE systems and for normal Cyclic 
Prefix (CP). Scheduling decisions can be made each TTI 
(Time Transmission Interval) that in LTE is equal to 1 ms.

For non-real time services dynamic scheduling is usually 
used as it provides flexible and even full utilization of the 
resource.This scheduler performs scheduling decisions every 
TTI by allocating RBs to the users, as well as transmission 
parameters including modulation and coding scheme. The 
latter is referred to as link adaptation. The allocated RBs and 
the selected modulation and coding scheme are signaled to 
the scheduled users on the PDCCH (Physical Downlink 
Control Channel). The dynamic packet scheduler also 
interacts closely with the HARQ (Hybrid Automatic Repeat 
Request) manager as it is responsible for scheduling 
retransmissions and it may also take into account the QoS 
attributes and buffer information [4].

The channel conditions may or may not play a role in 
scheduling decisions. An alternative to channel-dependent 
scheduling is Round Robin strategy that serves the users in 
cyclic order, regardless the channel information.

Although OFDMA technology allows the users to be 
multiplexed in time and frequency, the scheduler, according 
to the implemented algorithm, may choose to allocate the 
entire bandwidth to a single user, reducing the scheduling to 
be done only in time domain. The channel-sensitive 
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scheduling done in time domain only is called Non-
Frequency Selective Scheduling (NFSS) and the scheduling 
exploiting the channel variations in both time and frequency 
is known as Frequency Selective Scheduling (FSS) as 
specified in [5]. Fig. 1 illustrates an example of FSS for two 
users [6].

When scheduling is done in time and frequency domain, 
independently if it is channel-aware or not, the number of 
multiplexed users at each TTI is limited by the number of 
PDCCHs that can be configured. This depends on the system 
bandwidth, the number of symbols signaled for PDCCH 
allocation, the PDCCH format number, etc. [3], [4], [7], [8]. 
The PDCCHs are intended to provide both uplink and 
downlink scheduling information and as a PDCCH is 
allocated to each user to be scheduled, the maximum number 
of scheduled users per TTI in downlink LTE is half of the 
number of PDCCHs available. The authors from [4] 
discussed this constraint and proposed a three-step packet 
scheduling algorithm as it is depicted in Fig. 2. 

III. ROUND ROBIN SCHEDULING MODEL IN DOWNLINK 

LTE

As mentioned in Section II, Round Robin scheduling is a 
non-aware scheduling scheme that lets users take turns in 
using the shared resources (time and/or RBs), without taking 
the instantaneous channel conditions into account. Therefore, 
it offers great fairness among the users in radio resource 
assignment, but degrades the system throughput. Both Time 
Domain Round Robin (TD RR) and Time and Frequency 
Domain Round Robin (FD RR) scheduling models are 
described in this section.

A. Time Domain Round Robin scheduling

In TD RR the first reached user is served with the whole 
frequency spectrum for a specific time period (1 TTI), not 
making use of  the information on his channel quality and
then these resources are revoked back and assigned to the
next user for another time period. The previously served user 
is placed at the end of the waiting queue so it can be served
with radio resources in the next round. This algorithm
continues in the same manner [9]. Fig. 3 illustrates the 
resource sharing between two users with TD RR algorithm. 
The colors make the difference between the users. In this

Figure 1. Frequency selective scheduling illustration for two users in 
downlink LTE

Figure 2. Illustration of a three step scheduling algorithm framework

example, every user is allocated 100% of the RBs and 50% 
of the time resource, so each gets 50% of the global resource.

Let us suppose a CBR (Constant Bit Rate) service of 250 
kbps and a SNR (Signal to Noise Ratio) throughput per RB 
given by the radio conditions of 500 kbps. Assuming that 
there is one static user making the service and the same SNR 
is experienced in each RB and in all TTIs, the maximum 
amount of data that can be sent during one TTI per RB is 0.5 
kb. Considering the system bandwidth of 20 MHz which 
consists of 100 RBs, the user needs to be allocated all 
resources for five TTIs to reach his service throughput. 
Therefore the user must be allocated 1/200 of the total 
resource in order to be served.  This ratio is equal to service 
throughput / (SNR throughput*total number of RBs given by 
the system bandwidth). This represents the main idea in the 
TD RR model.

B. Time and Frequency Domain Round Robin scheduling

The FD RR allows multiple users to be scheduled within 
one TTI in cyclic order. Keeping in mind the PDCCH 
limitation discussed in Section II, the scheduling framework 
from Fig. 2 can be applied. The TDPS (Time Domain Packet 
Scheduling) may select N users in RR fashion to be 
scheduled in one TTI, but the PDCCH resources (M) must be 
checked in order to see if all users selected by the TDPS can 
be simultaneously scheduled. M users at most can be the 
input of FDPS (Frequency Domain Packet Scheduling), 
which schedules each user with RR strategy across different 
RBs. In the next TTI the users that were not selected in the 
previous one will be scheduled in the same manner and so on. 

The FD RR is briefly presented in [10] where PDCCH 
constraint is not considered. The authors propose that all 
users be allocated one RB before reallocating to the same 
user. If the number of users waiting to be scheduled is less 
than the number of PDCCHs per TTI, this approach is 
correct. But if the users selected within one TTI are greater 
than the PDCCHs and if the idea of allocating one RB to 
each user is maintained, the result will be a waste of 
resources.

The resource sharing between two users with FD RR,
assuming a hypothetical system bandwidth of two RBs, is 
depicted in Fig. 4. As in Fig. 3, each user is allocated 50% 
of the global resource. Taking the example given in Section 
III.A, but considering the limitation of 20 PDCCHs per TTI 

Figure 3. Resource sharing between two users with TD RR
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Figure 4. Resource sharing between two users with FD RR

for downlink LTE as it is concluded from [4], [7] and [8] 
and 40 users having the same radio conditions and making 
the same service, one user needs to be allocated 1 RB for 
500 TTIs. The global resource in this case is reduced due to 
PDCCH constraint i.e. the maximum throughput given by 
the radio conditions * number of PDCCHs. The radio 
resource ratio assigned to each user is 1/40, higher than in 
TD RR example, so the capacity will be smaller. A solution 
to address this problem would be the allocation of more RBs
at once to each user in order to exploit all transmission 
bandwidth. Knowing that for 20 MHz band in downlink 
LTE 20 users can be simultaneously scheduled at most, each 
user can be allocated 5 RBs before assigning resources to 
another one. In this case, the FD RR cell throughput will be 
the same as for TD RR, with the only advantage of being 
more suited to services with small packets and some delay 
requirements.

IV. SIMULATION SCENARIOS AND RESULTS

A computer simulation using C++ platform is conducted 
to evaluate the performance of RR scheduling in downlink 
LTE. For the simulations performed a single cell eNodeB is 
considered, with a carrier frequency of 2.6 GHz FDD
(Frequency Division Duplex) and a system bandwidth of 20 
MHz. The antenna configuration used in all scenarios is
SISO (Single Input Single Output) which leads to category 
1 terminal with ~10Mbps for all users. In order to reduce the 
complexity of the system simulations, we assume that equal 
downlink transmit power is allocated on each RB and all 
transmitted packets are received correctly. Moreover, the 
users are static and experience the same SNR values for all 
RBs allocated for all the simulation period (they are all 
located in the same bin).

The downlink SNR values used in this paper, resulting
from the pathloss, shadow fading, multipath fading, eNodeB 
transmit power and thermal noise, are listed in Table I, 
along with the corresponding modulation and coding 
schemes and data rates. 

The following sub-sections present the simulation results 
for cell throughput, average user throughput and system 
capacity in downlink LTE with RR scheduling. There are 
two categories of users considered: the first makes a CBR 
streaming service with 2 Mbps expected throughput (under
this value the users cannot be served) and the second makes 
a VBR best effort service with 2 Mbps minimum accepted 
throughput, but it can reach more . The maximum best effort 
throughput reached is limited by the minimum between the 
data rate corresponding to the SNR experienced and the 
maximum throughput given by the user terminal category.  

TABLE I. DOWNLINK SNR TO DATA RATE MAPPING

Minimum 
downlink

SNR values (db)

Modulation and coding 
scheme

Data rate 
(kbps)

1.7 QPSK (1/2) 138
3.7 QPSK (2/3) 184
4.5 QPSK (3/4) 207
7.2 16 QAM (1/2) 276
9.5 16 QAM (2/3) 368

10.7 16 QAM (3/4) 414
14.8 64 QAM (2/3) 552
16.1 64 QAM (3/4) 621

A. Cell throughput results

Fig. 5 and Fig. 6 show the cell throughput with TD RR 
and FD RR for streaming users and best effort users.

The dependence of the cell throughput on the SNR values 
with 30 users in the cell is depicted in Fig. 5. An interesting 
evolution is shown by the cell throughput in FD RR for
streaming service, where the cell saturation is reached. The 
explanation lies in both PDCCHs limitation of 20 per TTI 
and the CBR service of 2 Mbps. Despite the PDCCH 
limitation in FD RR for best effort users, cell saturation is 
not reached due to their capability of achieving a higher 
throughput compared to their service throughput. All 30 
users are served only in TD RR for the last SNR throughput 
value.

When comparing TD RR with FD RR based on the 
results illustrated in Fig. 6 it can be concluded that for best 
effort users they show the same cell throughput evolution, 
This is not the case for streaming users because in TD RR 
the cell throughput is higher due to a higher number of users 
served. From the cell throughput saturation it can also be
seen that in TD RR there are 31streaming users served, while 
in FD RR only 20 users reach their service requirements.

B. Average user throughput results

Fig. 7 shows the evolution of average user throughput 
with the number of users in the cell. For streaming service 
the user throughput is constant at 2 Mbps, while for best 
effort users it varies until the cell saturation is reached, the 
saturation point being the maximum number of users served.
The maximum best effort user throughput is limited by the
terminal category. The achievable best effort user throughput 
is higher in FD RR than in TD RR for more than 20 users in 
the cell because there are fewer users served and the cell 
resource is shared between a smaller number of users.

Figure 5. Cell throughput vs. SNR for TD RR and FD RR
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Figure 6. Cell throughput vs. the number of users in the cell                   
for TD RR and FD RR

Figure 7. Average user throughput vs. the number of users                            
in the cell for TD RR and FD RR

C. System capacity results

Fig. 8 and Fig. 9 show for both scheduling strategies how 
many users are served from the total number of users in the 
cell and the impact of the priority set for streaming service 
on the number and types of users scheduled. Half of the users 
in the cell are best effort users. The cell saturation is reached 
for 31 users served in TD RR and 20 in FD RR. When no 
priority is set, the number of served streaming users is equal 
to that of best effort users. For 50 users in the cell and 
priority set, in TD RR there are 6 best effort users and 25 
streaming users served, while in FD RR there is no best 
effort user served and 20 streaming users served.

V. CONCLUSIONS AND FUTURE WORK

This paper illustrates the performance of Time Domain 
Round Robin and Time and Frequency Domain Round 
Robin scheduling in downlink LTE in what concerns the 
cell throughput, the average user throughput and the system 
capacity, in the assumption of two types of services with the 
possibility of applying a higher priority to one of them, 
having an impact on which number and type of users are 
served. The constraint of PDCCHs on the number of users 
scheduled each TTI has also been outlined and depicted in 
the simulation results, making FD RR less efficient when 
the number of users in the cell is higher than the PDCCHs. 
These results may be considered when designing a real LTE 
network. Future work will focus on the analysis of packet 
scheduling in uplink LTE system.

Figure 8. Number of users served vs. number of users                                     
in the cell w/o priority in TD RR

Figure 9. Number of users served vs. number of users                               
in the cell w/o priority in FD RR
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Abstract—Modern cryptography applications require signifi-
cant processing power and resources on computers. To make
implementations of these algorithms comply with the rising
requirements of speed and throughput of modern applications,
the use of instruction set extensions and external cryptography
processors has become more and more commonplace. While
cryptography algorithms can and do differ significantly in their
design and functionality, there are certain algebraic operations
which are used throughout all algorithm types. In this paper,
we review the fundamental operations that can be found behind
several cryptography algorithms currently in use. We examine the
need for enhancing the performance of cryptographic protocols
and available methods for accelerating the computation of such
algorithms. We discuss current methods for accelerating their
performance and examine the use of instruction set extensions
for cryptography algorithms, particularly the cases where an
instruction set can be used for multiple purposes. We conclude
that future applications require making these instruction sets as
general as possible to support a wide range of algorithms.

Keywords-Cryptography; Instruction Set Extensions; Embedded
Security; ASIP.

I. INTRODUCTION

Cryptography is the science—and some say, art [1]—of
hiding and securing information. Cryptography has an interest-
ing and far-reaching history dating back thousands of years,
but what can be considered modern cryptography began in
the 20th century. Driving forces to this development were
the advent of computers and the pressure from the second
World War, where cryptography and cryptanalysis played a
vital role in its’ outcome [2][3]. Currently, the whole global
communication network is heavily dependent on cryptography
and its applications.

As a result of this progress, applications handling personal
data, banking information, spatial data and private commu-
nications have spread to mobile and embedded devices. This
data must be secured at all points in the communication chain.
Cryptography is computationally intensive, and thus modern
embedded devices that must be able to process encrypted
information require different cryptography acceleration meth-
ods to function properly in this environment. There are many
different possible approaches to solving this problem, and in
this paper we consider the problem with focus on Instruction
Set Extensions (ISE) for a general-purpose CPU (GPCPU).

This approach allows the device to execute certain pre-defined
operations more effectively than a software approach. A ded-
icated hardware solution on silicon would be faster, but these
solutions sacrifice flexibility and programmability for speed.
Properly designed ISEs can provide concrete improvements
to performance with additional programmability added to
the system, but before this is possible, the central building
blocks from number theory that are required for cryptography
algorithms must be identified. If these blocks can be mapped
to other, seemingly unrelated functions, the instruction sets
can be designed to accommodate even broader functions than
cryptography.

In this paper we review and examine the building blocks of
cryptography algorithms at different security model abstraction
levels. We discuss current methods for accelerating their per-
formance and examine the use of instruction set extensions for
cryptography algorithms. We start the discussion by defining
the layered security model we use for categorizing security
elements in this paper in Section II. In Section III, we proceed
to give an introduction to the foundations of ISEs. Then, in
Section IV, we proceed to review the predominant types and
functions of modern cryptographic algorithms. In Section V,
we review and discuss methods for accelerating the processing
of cryptographic protocols by examining the mathematical
foundations behind cryptographic algorithms. In Section VI,
we review proposed solutions for cryptographic instruction
set extensions, including co-processor and application-specific
instruction-set processor (ASIP) approaches. In Section VII,
we suggest some of the interesting future research directions
regarding embedded security, cryptographical primitives and
ISE design for embedded systems. Our concluding remarks
are discussed in Section VIII.

II. THE PYRAMID MODEL OF SECURITY

The structure of any information security design can be
generalized into the form of a security pyramid [4], divided
into five different levels ordered by the level of abstraction,
from highest to lowest. At the top abstraction level is the
security protocol architecture, which describes the protocols
used for secure communications. In the next layer are the
different algorithms used to achieve the security specified by
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Fig. 1. Security Pyramid [4]

the protocols. These algorithms include the basic signature,
encryption and hash algorithms required for cryptography. The
third level contains the basic building blocks of the algorithms
themselves. These include the number theoretic foundations
of the algorithms, and different number representations for
speeding up cryptography algorithm implementations. The
fourth level contains the platform-independent representations
of the algorithms, and the fifth and final level is the actual
physical silicon implementation of the algorithms in the pro-
tocol architecture.

The security pyramid model can also be seen as a service
architecture. The upper levels define requirements (what needs
to be done) and general architecture guidelines (how this
can be done), and the lower levels provide services upwards
by implementing the requirements of the upper level. For
example, when the security protocol is chosen, it defines what
security algorithms will be required for implementation, but it
does not explicitly specify how they should be implemented,
as long as they meet the requirements. Similarily, the selection
of security algorithms leave the designer free to explore actual
algorithm implementation options based on the requirements
from the upper level (optimization for speed, energy efficiency,
side-channel resistance). The instruction accurate level pro-
vides the actual number theoretic functionalities of the third
level in the form of instruction sets. Finally this continues
down to the implementation level, where the requirements and
specifications from the upper levels define the actual physical
implementation and layout of the device.

The interactions between levels are straightforward when
the security pyramid is considered to be separate from the
rest of the design process of the whole device the security
features are a part of. When the whole process is considered,
this model is not accurate enough to represent the problems
and relations in security design for devices.

A similar security pyramid for embedded systems has been
presented in [5]. It also contains five levels of abstraction, but
with little differences. The top level, similarly to the previous
model, is the protocol level. The second level is the algorithm
level. The third level is the architecture level, which consists
of secure design architectures and partitioning to prevent

attacks against the systems from software. The fourth level is
the microarchitecture level, which contains secure hardware
design guidelined by the architecture level decisions. The
lowest level is the circuit level, which contains secure physical
layer implementations for the chosen microarchitecture. In this
model, number theory has been absorbed by the algorithm
level to make way to secure design and partitioning, an
important issue with secure embedded systems.

What is common for both models is that, as is pointed
out in [5], the whole problem of secure system design is not
necessarily concentrated on a single level of abstraction. Some
problems can be addressed on a single level, but others must be
addressed on several levels or the security of the system breaks
down. Because adversaries usually have full physical access
to an embedded device they are trying to compromise, the
security must be sound on all levels on the security pyramid,
or the whole system is compromised. This is challenging from
a design standpoint, and more research needs to be directed to
ensuring built-in system security in all abstraction layers and
all phases of the design process.

III. INTRODUCTION TO INSTRUCTION SET EXTENSIONS

Cryptographic algorithms utilize certain algebraic opera-
tions, which are often not directly implemented in or supported
by the Instruction Set Architecture (ISA) of modern digital
systems. Cryptography applications require a large amount
of computation resources, so identifying and streamlining the
calculation of these algebraic operations is essential to good
performance on digital computers. This can be implemented
with software, but this approach is slow and requires a lot
of power. Conversely, pure hardware solutions are very fast
and efficient, but lack the flexibility of software. Thus hybrid
methods that use both techniques are required. There are sev-
eral methods available to achieve performance gains, and they
are dependent on the overall architecture and purpose of the
target system [6]. General purpose embedded processors can
be paired up with co-processors, FPGA solutions or hardware
accelerators, or specifically designed ASICs or ASIPs can
handle the extra computational load. This review is centered
on specific processor ISEs used to handle these operations.
ISEs expand the available native instructions for a processor,
and when an operation is supported by a specific ISE, its’ pro-
cessing is substantially faster than an implementation purely
based on software.

ISEs can be mapped to the security pyramid, where they
occupy the fourth level, as is seen on Figure I. As ISEs are
dependent on the building blocks provided by their respective
upper layers, the fundamentals of these operations must be
understood so that the best possible choices can be made for
the basis of ISE design. These are naturally dependent on other
architectural choices, so this review will take into account the
most basic and general methods.

When considering ISEs and their implementation, it must
be realized that the pressure for effective implementation
comes from the upper levels of the security pyramid. At
the implementation level, there is not much we can do after
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the specifications have been decided and the chip design
is finished. Similarly, there is nothing a designer can do
about cryptography protocol or specific algorithm design, the
designer must work between these layers to provide good
service to both upper and lower layers in the security pyramid.

An instruction for a single round of a block cipher can be
implemented, and it provides very fast performance for that
single block cipher. What happens if the cipher suite needs to
be changed by altered application demands? Even though a
new device can be brought in to handle the changed require-
ments, it is not always practical to change the hardware in
applications for which the cipher suites can change regarding
to the service they provide. If the device is required to handle
several different cryptography protocols for different purposes,
it is desirable to have as broad a functionality as possible in the
single chip without losing performance significantly. Also, the
designer must pay attention to related functions that overlap
with the security features [4]. This means that the instructions
provided for cryptography applications can be used for other
purposes as well, if the underlying functions have sufficient
similarities, such as using the same permutations or field
operations.

IV. MODERN CRYPTOGRAPHY ALGORITHMS

Contemporary communication systems are heavily depen-
dent on secure communication of information. Algorithms
for secure communications have been developed throughout
history, but many of them have been broken by cryptanalysis.
Here we focus on the three main groups of cryptography
algorithms. When considering an algorithm for cryptography
purposes, a designer has a wide range of choices available, as
the number of available and secure ciphers is very large and
growing constantly. Cryptographic algorithms can be broadly
divided into symmetric or private-key, asymmetric or public-
key ciphers and cryptographic hash functions.

The two basic techniques for obfuscating the relationship
between plaintext and ciphertext are confusion and diffu-
sion [7]. Confusion aims to blur the relationship between the
plaintext, key and ciphertext, while diffusion eliminates the
statistical redundancy inherent in the plaintext and distributes
it over the ciphertext. Good ciphers should employ both
techniques, and several different operations for both public
and private key systems exist for achieving confusion and
diffusion. Symmetric cryptography algorithms use the same
key for encryption and decryption. Before two communicating
parties can begin to exchange encrypted messages, they have
to agree on the algorithm to be used and a common key both
will use for encryption and decryption. After a key has been
agreed upon, both parties use the same key for both encryption
and decryption.

In 1976, Whitfield Diffie and Martin Hellman introduced
the concept of public-key cryptography [8]. A public key
algorithm has a pair of keys, one for encryption (public key),
the other for decryption (private key). The public key for
encrypting messages to the recipient is published and the
private key for decrypting received messages is kept secret.

The security of public-key cryptography lies on a difficult
mathematical problem that is easy to solve with certain specific
information, but next to impossible otherwise. The intractabil-
ity of integer factorialization and discrete logarithms in certain
groups are the most used problems as the basis of public-key
cryptography algorithms. Some problems thought at first to be
intractable have been shown to be solvable, thus breaking the
cryptosystem built on it.

Hash functions are essential to many cryptographic proto-
cols, because they provide condensed versions of their input in
a manner which cannot be reversed. This has several applica-
tions in message authentication schemes and integrity checks,
among other important functions. An ideal hash function is a
one-way function that generates a fixed length digest h(m)
of an arbitrary length input value m. The one-wayness of
a function means that evaluating the function is easy, but
evaluating its’ inverse is not feasible.

V. METHODS AND ALGORITHMS FOR ACCELERATING
CRYPTOGRAPHIC PROTOCOLS

To effectively realize fast implementations for cryptography
algorithms, it is necessary to examine the number theoretical
foundations of these algorithms. The following approaches are
mainly algorithmical or mathematical approaches to acceler-
ating the calculation of central operations in cryptography. In
addition to the fundamental basis of increasing speed of cryp-
tographic calculations, the understanding of these operations
also help to give insights into cipher design and requirements.

The techniques examined here address modular arithmetic,
point scalar multiplication and operations for symmetric ci-
phers. They are based on the third level of the security
pyramid, and form the basis of instruction set extensions
found on the fourth level. As such, they essentially define
how fast we are able to perform the required operations for
cryptography algorithms in the first place.

A. Exponentiation and modular arithmetic

Exponentiation is a central arithmetic operation in most
algorithms, and consequently the speed of exponentiation
significantly affects their performance. Modular arithmetic
operates in a residual number system, where all operands are
reduced modulo an integer. Cryptography combines these two
central operations in many ciphers, and because of this, they
are critical to the performance of cryptography applications.

Trivial multiplication algorithms have a complexity of
O(n2) [9]. Algorithms such as Karatsuba-Ofman multiplica-
tion [10] have a complexity of O(nlg 3). Efficient exponenti-
ation has many solutions, and a good review of fast methods
and their mathematical fundamentals can be found in [11],
where addition chains, the binary method, m-ary method,
different window methods and redundant number systems are
considered. It was found in the review that the choice of the
multiplication algorithm depends on the situation. Sometimes,
as is with Diffie-Hellman key exchange, it is more prudent
to use precomputation methods, while in other situations the
choice of the group will make all the difference, as is with F2n
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in Elliptic Curve Cryptography (ECC), where it is possible to
use different coordinate systems for a substantial advantage.
Other number representations for exponentiation have been
proposed, such as the Fibonacci m-ary representation [12],
which is a sparse number representation based on representing
numbers as sums of Fibonacci numbers.

The Chinese Remainder Theorem (CRT) is often used to en-
hance RSA performance, as it can be used to effectively halve
the required modulus length by calculating exponentiations
mod p and mod q instead of mod (pq). A description of
CRT can be found in, for example, [1]. All methods where
the modulus is a composite and require modular exponenti-
ation can benefit from using CRT, with some reservations.
For example RSA decryption greatly benefits from this, but
encryption does not, as the factors of the composite modulus
n = pq are required for the CRT, and the security of RSA
depends on only the receiver knowing the factors for n. The
effect of using CRT on RSA results in theoretical decryption
speed increase of 4x, and for the implementation in [13], actual
speedup is 3.8x.

The use of modular arithmetic requires modular reduction
and inversion operations. These are computationally expen-
sive, and methods to improve their performance are well-
documented. Montgomery presented a method [14] for ac-
celerating modular exponentiation by transforming the cal-
culations into a new representation where divisions and re-
ductions by n can be performed as divisions and reductions
by some arbitrary binary number 2i. Given that reductions
and divisions by powers of 2 are trivial in digital computers,
this greatly increases the speed of modular exponentiation.
Although the benefit is lost for minor operations, as the cost of
transforming the operands to the Montgomery representation
is not free, repeated operations benefit from this approach
greatly. Discussion and algorithms for Montgomery reduction
and multiplication can be found in, for example, [15]. The
Montgomery method is widely implemented in digital systems
of all kind where efficient modular reduction is required, and
improvements to the original algorithm are widely researched.
An algorithm presented in [16] runs faster than Montgomery’s,
and differs from the Montgomery method by integrating the
multiplication and reduction steps. In [17], a modified version
of Montgomery multiplication is presented, with a reported re-
duction in multiplication steps of 26.68% to 38.9% compared
to previous improvements.

An alternative method for fast modular reduction [18] was
presented by Barrett. It is based on precomputing a single
parameter for later use. This precomputation cost can be
considered negligible if the modulus does not change dur-
ing calcualtions. So far, the Montgomery method is more
prominent in existing implementations. A modified Barrett
implementation was presented in [19]. It is based on modifying
the precomputation phase and by implementing a modified
Karatsuba-Ofman multiplication algorithm to provide substan-
tial improvement to performance compared to the Montgomery
method. When compared on three different platforms, the per-
formance of the modified Barrett algorithm was consistently

better than Montgomery’s, and increased with larger moduli.
Calculating multiplicative inverses are an important part in

any modular arithmetic based cryptosystem. This can be done
via Fermat’s Little Theorem, which states that ap−1 ≡ 1
mod p and thus the multiplicative inverse of element a is
ap−2 = a−1 mod p. An another way to calculate inverses
is the Extended Eucleidian Algorithm, of which a description
can be found in, for example, [20].

B. Elliptic Curve Cryptography

Elliptic Curve cryptosystems are based on elliptic curves
over finite fields [21], [22]. A basic introduction to ECC
can be found in [23], and a more comprehensive treatment
in [20]. While cryptosystems operating in Zp use modular
exponentiation, the central operation for ECC is point scalar
multiplication, where a point P on the elliptic curve is added
to itself k times. The reversal of this calculation is known
as the Elliptic Curve Discrete Logarithm Problem (ECDLP),
and the intractability of this problem in the chosen underlying
field is the basis of ECC. Attacks on ECC exist—like RSA, the
ECDLP has not been proven to be intractable—but they can
be alleviated with proper choice of system parameters [20].

Modular arithmetic is present in ECC systems, as the
operands are reduced modulo a prime for prime fields Fq ,
and modulo an irreducible polynomial in extension fields F2n .
Similar m-ary techniques, windowing techniques and NAF
representations discussed in Section V-A can be used for ac-
celerating such calculations [23]. The coordinate system used
to represent the points on an elliptic curve can also be modified
to provide faster calculations by reducing or removing the
need for inversions, which are costly to compute. Itoh-Tsujii
inversion [24], derived from Fermat’s Little Theorem, can
be used to calculate inversions in both prime and extension
fields. The use of repeated squarings to compute inversions
in binary fields is discussed in [25]. Also, the choice of
both the curve and the underlying field can have a significant
effect in speeding up calculations. See [20] for discussion on
accelerating ECC systems.

VI. INSTRUCTION SET EXTENSIONS FOR CRYPTOGRAPHY

Given the demonstrated complexity of operations in cryp-
tography algorithms and the fact that computers are used
by necessity to perform these operations, the optimization
of performance for computer systems is essential for any
cryptography application. Wu et al. [26] state that for a fast and
efficient platform for cryptography applications, the platform
must be scalable and it must perform the essential operations
required in cryptography efficiently.

ASIPs have been intensively studied already for more than
a decade. The aim in ASIP design is to find sequences of
general purpose operations in the target application, and group
these sequences into a hardware implementation [27], [28],
[29], [30]. Often the target application is profiled using tool-
based automation to find such code sequences. The resulting
recurring command sequences that are chosen for hardware
implementation are often quite short, usually less than 10
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and often only 2-3 general purpose processor commands
of length. In ASIP methodologies often a general purpose
processing core is enhanced with hardware execution units for
the detected command sequences with the aim that the special
hardware units speed up overall application processing speed
considerably. For example, in an early study presented in [27]
it was determined that this kind of an approach provides a
performance increase of no more than 30 % when compared
to a general purpose processor designed with equal area and
power constraints.

ASIP design methodologies have established their position
as an attractive alternative to embedded processor design,
especially in the digital signal processing application domain.
The use of ASIPs for cryptographic applications has also
been studied quite intensively in recent years. For example,
in [31], an ASIP for speeding up AES, DES, MD5 and SHA
processing is designed. The design process attempts to identify
all possible levels of parallelism in the target application both
at the instruction level (where detected sequences are 5-10
instructions of length) and at the task level, thus aiming for
a better result than in the traditional instruction level profil-
ing. The results showed up to 2.7x cycle time improvement
for the target algorithms. In [32], an existing ASIP design
platform is used to design an ASIP for AES processing in
sensor networks. The optimization includes the design of two
new hardware units to speed up the AES MixColumns and
SubBytes transformations. In comparison to an unoptimized
reference model, the resulting optimized ASIP and its code
show cycle count reductions of 33 % and 45 % for encryption
and decryption, respectively. In [33], the design space is
explored to design an ASIP for cryptographic pairings based
on an existing RISC core. Based on the exploration, the key
extensions to the core are a multi-cycle scalable Montgomery
multiplier and an enhanced memory architecture. The resulting
ASIP instances range from a fast ASIP instance suitable to
embedded systems to a smaller and slower instance suitable
to for example smart card applications.

Instruction set design can also affect the choice of un-
derlying algorithms and methods dramatically. In [34], an
instruction set is customized to provide superior multiplica-
tion performance with an algorithm clearly inferior to other
available options when considered without the instruction set.

The question whether to accelerate public or private key
algorithms, or both, is heavily dependent on the target appli-
cation. For example the effects on cryptography acceleration
on SSL is analyzed in [35], where it was found that given very
short SSL sessions, public-key traffic for key exchange and
setup dominates the total amount of encrypted traffic. In SSL,
public-key encryption is used for key exchange and authentica-
tion, and symmetric encryption is used for payload encryption.
As the amount of traffic increases, symmetric encryption
becomes increasingly dominant in the overall traffic. If a
server has to handle multiple distinct encrypted connections
for a prolonged amount of time, public-key encryption traffic
becomes increasingly important. For a client which has to
handle only one connection, symmetric encryption becomes

more and more meaningful as the amount of traffic grows.

A. Synergy benefits from instruction sets

In [36], a method for accelerating AES with an instruction
set designed for ECC is presented. It exploits the fact that AES
uses finite field arithmetic in the field GF(28), and thus ECC
accelerators for fields of the form GF(2m) can be used also for
accelerating AES. The instruction set contained an instruction
for binary polynomial multiplication, and this was used to
enhance performance. The authors report a speed increase of
up to 25% for AES when utilizing instructions for ECC in a
SPARC V8 LEON-2 processor. Although the speed increase is
not on par with dedicated AES implementations on FPGA:s,
for example, it shows how it is possible to gain performance
from exploiting the common building blocks of cryptographic
algorithms.

The effects of the Intel AES instruction set [37][38] for
performance on SHA-3 hash function candidates is analyzed
in [39]. A significant majority of the SHA-3 candidates are
directly based on or utilize the AES round operation, so direct
performance improvements on the operation of such functions
is intuitive. The analysis is based on simulations on the
information available of the Intel AES ISE. As the instructions
perform one complete round of AES, algorithms which do not
directly comply to the round function do not gain performance
benefits from these instructions, even though they have similar
building blocks. This highlights the disadvantages of very
specialized instruction sets; it is always a tradeoff between
flexibility and performance, as the instructions perform a
complete round, any deviation from the standard round causes
the instructions to be unusable, even though the underlying
operations are the same.

It would be reasonable to assume that any methods for
accelerating AES performance would also have similar impact
on the performance of the SHA-3 candidates that are based
on AES. Especially instructions for ECC are interesting in this
regard, as it has been previously noted that they can be used
to accelerate AES, and thus would be by extension capable of
doing the same to some of the SHA-3 candidates. To the best
of our knowledge, no research in this direction has yet been
published, though.

VII. OPEN ISSUES AND FUTURE WORK

Because the capability of devices to execute a wide variety
of cryptographic protocols effectively is directly tied to the
security and privacy aspects of future communication systems,
the creative use of instruction sets to enhance the performance
of cryptography operations is an interesting research topic.
This is especially true for devices which must provide a wide
variety of functions using limited processing capabilities.

When considering the larger scale of secure system design,
overcoming the information security challenges of embedded
communication systems of the future requires continuous
fundamental and cross-disciplinary research. As an enabling
factor to approaching these challenges we see the need for a
paradigm shift: instead of treating security as an incremental
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feature of embedded communication systems, research efforts
should focus on pre-empting the emergence of information
security threats and vulnerabilities in future embedded com-
munication systems. This requires incorporating information
security as an integral part into the design process of such
systems and their subsystems. Such a paradigm shift raises
challenging novel research problems in both hardware and
software development as well as related processes. Focusing
research efforts on security-enabled hardware/software code-
sign solutions and systematic approaches for designing secure
embedded communication systems would be an important first
step in this direction.

In our view, the initial step towards more robust and secure
system design could be integration of the design-time ”build-
ing security in” philosophy [40] from software engineering
to the run-time ability of adapting to new application-domain
specific applications, as conceptualized in Software-Defined
Radio (SDR) [41] and Open Wireless Architecture (OWA)
[42], in the overall embedded communication system design
process [43]. Bringing these research directions together to
design secure embedded communication systems would be an
extremely interesting approach. Some aspects of the research
required to accomplish this are outlined in [44]. A thorough
overview of design challenges for future embedded commu-
nication systems including their security is given in [45].

Security interacts directly with the price, power consump-
tion, testability, performance and reliability factors of the
design process [23]. This poses steep requirements to system
design processes and methodologies. To achieve these goals,
the requirements for such design processes should be explic-
itly defined and examined. Building security into embedded
systems has effects in all vital areas of system design, and
this is an interesting direction for future research.

VIII. CONCLUSION

Effective methods for accelerating different cryptosystems
have been presented in literature. It remains as the design-
ers dilemma to select the best of these methods which are
applicable to the current problem and use them effectively
to accelerate the required operations used in the design. The
design process of an embedded system should incorporate
security features to the core of the process, thus moving
towards design methods where security is already built in.
Security models such as the security pyramid are efficient in
pointing out that security is not a feature that can be added in
as an afterthought, but is a complex problem that involves all
layers of abstraction.

Implementing efficient methods for essential algebraic and
other operations can make a large difference in cryptogra-
phy application performance. The choice of these operations
depend on the nature of the cryptography application, but
as some operations are central to many different algorithms,
synergy benefits from implementing a broad base of operations
are worth consideration for implementations where flexibility
is a design parameter.

Instruction set extensions for general purpose processors
have been demonstrated to be very efficient in improving
cryptography application performance by providing instruc-
tions for particular operations that are ill-suited for execution
in traditional CPUs. Performance increases have been studied
and have been observed to be even an order of magnitude
faster than implementations in pure software.

Instruction sets for particular algorithms are naturally faster
in performance than generalized approaches, but fixed word
lengths and logic cause loss of flexibility in choosing different
algorithms for implementation. Instruction sets that target
some general problematic operation that is shared between dif-
ferent ciphers are naturally more flexible, while still providing
significant performance increase compared to pure software
solutions. If the goal is to create a flexible solution for
cryptography acceleration, these generalized instruction sets
are a very tempting choice over specific instruction sets.
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Abstract - Blind flooding have been proposed to perform route 

discovery operations in Mobile Ad-hoc Networks as an early 

method, but it suffers from a serious  problem relied to the 

broadcast storm problem. Several probabilistic approaches 

have been proposed to overcome this problem, such as fixed 

probabilistic, adjusted probabilistic and smart probabilistic 

schemes. This paper investigates the use of probability with 

Dynamic Source Routing Protocol (DSR) algorithm to 

overcome the broadcast storm problem. The paper invistigates 

issues regarding the implementation and integration of 

probability in DSR algorithm and how it can be improved. 

Simulation results show that the new scheme provides good 

results in performance levels by taking in consideration the 

status of the network density (sparse versus dense networks). 

Keywords-Source Routing; Probabilistic Flooding; Fixed 

Probability; Broadcasting 

I. INTRODUCTION 

In computer networks, the key functionality is to transmit 

and receive data. Controlling this functionality requires 

routing the data from the source to the destination. In mobile 

ad hoc networks, this is a critical and sensitive issue that has 

to be investigated due to the limitation on such networks, as 

mobile ad hoc network is designed to be robust. The nodes 

in such networks are continuously moving and changing 

there positions, and therefore, the topology of the network 

are changing frequently, the process of finding the route 

from source to destination is a challenging task. 

One of the first route discovery mechanisms used is blind 

flooding [1][2]. In blind flooding, when a node receives a 

Route Request (RREQ) message for the first time, it 

retransmits it to all its neighbors. This approach is costly and 

can cause what is called broadcast storm problem [3]. 

Several schemes have been proposed to overcome this 

problem using probabilistic approaches. For example, using 

fixed probability, in which the node rebroadcast the RREQ 

with a predetermined probability p. Other approaches used 

adjusted or smart probability where the rebroadcasting of 

the RREQ is performed according to a probability calculated 

based on some local information of the node’s neighbors [4]. 

In this paper, we investigate the use of probability with 

DSR algorithm in order to reduce the effects of broadcast 

storm problem and reduce the contention aiming at 

improving the performance of the network. The basic idea is 

to gather useful information about the current status of the 

network and then make the routing decision based on the 

collected data.  

Finally, for further improvements, we propose a 

technique to use a global knowledge about the network 

based on some estimations about the network to enhance the 

accuracy of the routing decisions. 

 

II. RELATED WORK 

One of the earliest techniques used to find a route from a 

certain source node to a destination node is flooding. 

Flooding is the basic technique used and implemented in 

DSR [1] and AODV [2] routing protocols. Flooding is 

performed by broadcasting a RREQ packet from the source 

node to all of its neighbors. If one of the neighbors is the 

destination, it replies by sending a Route Reply (RREP) 

packet, otherwise, it rebroadcast the request to all it 

neighbors. If a node (not the destination) receives a RREQ, 

it will check if the packet has seen before, if so, it will 

discard the packet, else it will rebroadcast it until the 

destination node is reached where RREP packet is sent. The 

concept of flooding is attractive due to its simplicity, 

effectiveness and ease of implementation. 

However, this technique can lead to a serious problem 

called broadcast storm problem [3]. This problem occurs 

because the flooding is likely to happen frequently in ad hoc 

networks. Due to the number of rebroadcast operations, this 

will result in many redundancies in RREQ packets and cause 

a contention in the network.  

Several approaches were proposed to reduce the 

redundancy and control rebroadcasting process. One of the 

earliest techniques is using probabilistic broadcasting in 

which the intermediate nodes rebroadcast the RREQ 

according to a certain probability [6]. 

Bani yassein and Bani Khalaf in [4] used the concept of 

four probabilities (P's) in their smart probabilistic approach 

to calculate the rebroadcasting probability based on local 

information of the neighbors. They choose the value of p's 

such that p1>p2>p3>p4 without specifying initial value for 

p. 
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A. Overview of Dynamic Source Routing Protocol (DSR) 

The DSR protocol consists of two phases; route 

discovery phase which is a mechanism for finding a route 

from source to destination, and route maintenance phase 

which is the process of discovering the failure or keeping the 

link active [1]. 

When a node creates a packet to be sent to a destination, 

a route path is appended to the head of packet to determine 

which path the packet should move through. The node can 

find this path by searching the route cache for previously 

learned paths. If the path could not be found in route cache, 

then this node sends a route discovery packet to find a path 

to the destination. When a node receives a route discovery 

packet, it returns a route replay packet to the sender, if it is 

the target, containing a copy of accumulated route through 

the network. When the sender receives this message, it put it 

in its cache to be used in later requests. If the node is not the 

target node, it appends its address to the route path 

accumulated in the message and forwards it by a local 

broadcast packet. If the node finds it own address listed in 

the message or the message contains a request id that has 

seen before, it discards this message. The destination node 

when receiving a route discovery packet, it looks in its route 

cache to fine a route to the source, if the path found in 

cache, the destination send pack route replay message 

through this path, otherwise, the destination starts its own 

route discovery process.; However, this operation may cause 

infinite loop, therefore the destination may include the path 

in the route replay message. Also the destination could 

reverse the source route if the network has a bidirectional 

link. The destination saves route replay message in send 

buffer which contains the messages that cannot be 

transmitted and try to retransmit the messages later on. Also 

it can be time stamped so it can be discarded later 

B. Adjusted Probabilistic broadcasting 

The adjusted probabilistic broadcasting [4] depends on 

calculating the average number of neighbors in the network. 

Node’s a neighbors are defined as the nodes that can be 

directly reached by node a. The average number of 

neighbors can be calculated as the following: 

n

N
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n

i

i
 1

         (1) 

where Ni is the number of neighbors of node I and n is the 

number of neighbors in the network. In [4], the nodes 

estimate the average using the following equation: 
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where N is the number of nodes in the network and A is the 

area of the ad hoc network. 

Once a node receives a RREQ, it checks if this is not the 

first time the node receives this RREQ, the node will discard 

the RREQ, else, it will find the number of its neighbors. If 

the number of its neighbor is less than avg, then the node is 

probably in a sparse area and therefore high broadcast 

probability is assigned to the RREQ. On the other hand, if 

the number of neighbors is greater than avg, then the node is 

probably in dense area and a low probability is assigned to 

the RREQ.  

 

C. Smart Probabilistic Broadcasting 

Smart probabilistic broadcasting algorithm [1] defines 

four values of probabilities p1, p2, p3, p4 where 

p1>p2>p3>p4. The algorithm calculates the avg as above 

and calculate the average number of neighbors for the nodes 

whose number of neighbors is less than avg (avg1) and the 

average number of neighbors for the nodes whose number of 

neighbors is greater then avg (avg2) using the following 

equations: 
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 11           (3) 

where Ni <avg, k is the number of node satisfying the 

condition, and n is the number of nodes in the network. 
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where Ni ≥ avg, k is the number of node satisfying the 

condition, and n is the number of nodes in the network. 

Once receiving a RREQ for the first time the node get 

the values of avg, avg1 and avg2 then it calculates  number 

of its neighbors c. Now, if c<avg1, then this node is in low 

sparse area which means high probability is assigned to 

RREQ p=p1. If avg1<c< avg, then the node is in medium 

sparse area and a medium high probability is assigned to 

RREQ p = p2. If avg < c < avg2, then the node is in 

medium dense area and medium low probability is assigned 

to RREQ  p=p3. Finally, if c>avg2, then the node is in high 

dense area and low probability is assigned to RREQ  p=p4.  

III. MOTIVATION 

DSR is one of the earliest routing algorithms that have 

been introduced. It uses flooding technique for route 

discovery operation. However, as mentioned above, 

although blind flooding is simple, effective and easy to 

implement, it can lead to a serious problems like broadcast 

storm problem. 

Many approaches have been proposed to improve the 

route discovery process. One of the most important 

approaches is probabilistic broadcasting using fixed 

probability approaches[4], dynamic probabilistic 
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approaches, adjusted probabilistic or two-p scheme and 

smart probabilistic of four-p approaches [3][4]. 

The aim of using probability is to reduce the redundancy 

and overlapping in radio signals and hence reduce the 

contention and collision in the network. 

Those techniques mentioned above have been 

implemented and tested using AODV routing scheme and 

shows a significant improvement and increase in network 

performance with the AODV protocol. 

As stated in [1], typically, AODV performance is close 

to the DSR performance. However, in high mobility 

environments, DSR outperforms AODV because AODV 

spends significant amount of time to expand the search 

range. Search in route discovery phase in both AODV and 

DSR have the same overhead but with a noticeable 

advantage to DSR as DSR performs less route discovery 

operations on control overhead over transmission bytes. 

However, with respect to delivery bytes, AODV 

outperforms DSR due the increased reliability in AODV.  

The probabilistic techniques have not yet investigated 

using DSR algorithms. A significant improvement is 

expected to be achieved when implementing probabilistic 

techniques (fixed, adjusted and smart probabilistic) with 

DSR. 

We propose to use a probabilistic technique in DSR 

routing scheme based on local knowledge about the 

neighbors collected by the nodes. The proposed framework 

will not generate an extra overhead to the network as it will 

uses the “hello” message mechanism to gather this data. The 

“hello” message mechanism is explained later in this paper.  

 

IV. IMPLEMENTATION 

To implement adjusted and smart probability the node 

must have some knowledge about the state of the network 

(its neighbors and their neighbors). Thus, a technique must 

be defined that enable the node to collect this information in 

repeated manner. Hence in this work, we define hello 

message to be used with DSR algorithm since the original 

DSR algorithm was designed to be fully dynamic and did 

not use hello message. Hello message was defined in our 

approach  to be sent periodically by nodes every some fixed 

period of time, each hello message contain a broadcast 

destination address and the originated node source address 

along with the number of neighbors of the sending node so 

any node that receives this message will indicate that the 

sending node is a neighbor and has n neighbors and store 

this information in a local data structure so it can be used 

when needed, also the hello massage must include a Time 

To Live (TTL) value equal to 1 to prevent propagating this 

massage to other nodes other than its neighbors. however 

not receiving a hello massage for some time this will 

indicates that a node is no longer a neighbor and has to be 

discarded from the local data structure, this can be done by 

adding a time stamp that indicates the time of  receiving the 

hello message and add it to the local data structure along 

with the sending node and its neighbors, a periodic check is 

performed based on expiration time property so any 

neighbor that did not send a hello message for some period 

of time is no longer a neighbor and has to be eliminated 

from the local data structure. After collecting information 

sent by all its neighbors any node in the network can use 

this information to calculate the probability of resending a 

route request. 

A. Simulation Environment 

 For the purpose of testing our approach we use NS2 

simulator version 2.33 running under Fedora Linux 

operating system. 

 

B. Simulation Parameters 

We use NS2 simulator to test our approach, the 

simulation area was 250×250 m, 500×500 m, 750×750 m 

and 1000×1000m the node bandwidth is 2Mbps using 

IEEE802.11 MAC layer protocol. Regarding the number of 

nodes the approach was simulated with 25, 50, 75 and 100 

mobile node. Nodes speed was chosen to be 4, 8, 12 and 16 

m/s [5]. And the last parameter is the number of connections 

used the simulation is performed at 5, 10, 15 and 20 

connections.      

In order to test our approach several scenarios must be 

generated to represent different simulation parameters, each 

point at the simulation was tested using 10 deferent 

scenarios to ensure an acceptable degree of confidence, also 

different algorithms was tested using the same scenarios at 

the same point in the simulation, and using different 

scenarios at different points in the simulation to represent 

different simulation parameters. 

C. Evaluation Criteria 

The following metrics where used as an evaluation criteria’s: 
1- Average end-to-end delay: it include all end to end 

delay in data packet sending from source to 
destination which include delay caused by route 
discovery, MAC layer delay and application layer 
delay. 

2- Routing overhead: it is the number of route request 
packets generated through the simulation process to 
find a path for sending a data packet. 

3- Normalized routing load: it is the ratio of routing 
packet transmitted to the data packet delivered 
through the simulation. 

D. Average End to end Delay 

Figure 1 shows the average end-to-end delay for Blind 

Flooding DSR, Fixed Probability DSR, 2P DSR and 4P 

DSR against the simulation area. The results were obtained 
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for simulation area between 250×250 and 1000×1000 with 

50 node, speed of 16m/s and number of connections 10. It 

can be seen that the for areas below 750x750 the delay is 

under 0.2 whereas the delay is increased rapidly afterwards 

at 1000x1000 to around 1.6. 
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Figure 1. End-to-end delay against area when n=50, speed 16m/s and 

connections=10. 

At simulation area of 250×250, the results from the four 

algorithms seems to be identical but as the simulation area 

increase the 4P and FP show better performance than BF 

and 2P. 
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Figure 2. End-to-end delay against number of nodes when area= 500×500, 

speed 16m/s and connections=10. 

 

Figure 2 shows the end-to-end delay against the number 

of nodes for the four algorithms at simulation area 

500×500m, a speed of 16m/s and number of connections 

equal 10.  

As can be seen that the 4P algorithm gives better 

performance than the other algorithms because of its 

flexibility in determining different probabilities, while the 

BF still shows a better improvement than 2P and FP.  

Figure 3 shows the end-to-end delay against the speed of 

nodes for the four algorithms at simulation area 500×500m, 

a number of nodes of 50 and number of connections equal 

10.  
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Figure 3. End-to-end delay against the speed of nodes when 

area=500×500, n=50 and connections=10. 

 

As the speed of nods increases, the 4P algorithm shows a 

significant improvement over the other algorithms; 

moreover, FP algorithm performance is better than BF and 

2P.  
 

V. “HELLO” PACKETS 

“Hello” packets are periodically generated by a given 

node in order to know the number of its neighbors. These 

packets are extra control packets sent by nodes to 

successfully accomplish broadcast operations. Each node 

sends a short packet that informs its neighbors of its 

presence. So, a node can know its neighbors by simply 

listening to the medium.  Since nodes obtain neighborhood 

information through “Hello” packets, the information in the 

“Hello” packet varies depending on it usage. Thus it is 

necessary to quantitatively assess the impact of the size of 

the “Hello” packets on the overhead involved and thus be 

able to comment on any possible performance tradeoffs. To 

this end, we have used a “Hello” packet with a size of 12 

bytes for exchanging neighborhood information.    

 

VI. CONCLUSION AND FUTURE WORK 

The paper presented a performance evaluation of using 

probabilistic approach in DSR routing algorithms. It is 

noticeable that the performance of probability approach is 

better than Blind Flooding especially at high number of 

connections and high simulation area. Also it is noticeable 

that at low network area (e.g., 250×250 and 500×500), all 

the four algorithms show relatively close performance. But 

at higher network area (e.g., 750×750 and 1000×1000) 

probabilistic approaches shows a significant improvement 

over the Blind flooding approach.  

The simulation experiments show that our proposed 

scheme significantly outperforms the 2P-based and flooding 

schemes in terms of reducing overhead at low speed of 

nodes (1 m/s). In addition, the 4P algorithm substantially 

outperforms the other algorithms in terms of reducing 

average end-to-end delay for low speed nodes. Regarding 
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packet delivery ratio, the experimental results show that our 

scheme outperforms the other schemes.  
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Abstract—In this paper, we investigate the availability modeling
of computer networks with redundancy mechanisms. Sensitivity
analysis is applied in order to find the bottlenecks of system
availability. We use Markov chains for the analytical evaluation
of complex scenarios. We apply our proposed modeling approach
in a case study to evaluate how sensitive dependability is to failure
and recovery times of different components in an enterprise
network. The influence of network topologies is also considered
in our case study.

Keywords—Availability; Markov Chains; Sensitivity analysis;
Computer networks

I. INTRODUCTION

Over the last few years, the use of data networks has
significantly increased. This considerable growth is some-
what related to the convergence of many different services
on the same transmission technology. These services should
be continuously provided even when events like congestion,
link failures, routing instabilities, sabotage, natural disasters,
hardware or software failures happen. The design, deployment
and management of communication network infrastructure
ought to meet such requirements. The possibility of identifying
points where the unavailability or downtime of these networks
may put the business at risk is an interesting track to be
followed by organizations.

Recently, much has been done to deal with issues relating
to the availability of computer networks. Researchers have
used different approaches to deal with these problems, in-
cluding sensitivity analysis techniques and the development
of advanced redundancy mechanisms.

Zou et al. [1] discusses algorithmic methods to compute
network availability for a given topology and presents two
tools for computation of network availability in large and
complex networks. Semaan [2] discusses different issues re-
lated to network availability. First, the paper presents some of
the elements that impact the availability of a solution. Then,
it discusses how network designers can calculate the exact
availability of their solution and provides means to determine
the optimal level of availability. Trivedi et al. [3] presents

a new classification of dependability and security models
for systems and networks. It also presents several individual
model types such as availability, confidentiality, integrity, per-
formance, reliability, survivability, safety and maintainability
models. Furthermore, it is shown that individual model types
can be combined to form composite dependability model
types. The dependability/security models can be represented
as combinatorial models, state-space models, and hierarchical
models.

In this paper, we focus on the availability of data networks,
including redundancy mechanisms. Several scenarios are eval-
uated through analytic-numeric solution of Markov chains [4].
The model parameters used were obtained from manufacturers
of network elements, as also from experimental measurements.
We evaluate the impact of different component parameters
on the overall system availability, by means of differential
sensitivity analysis.

The rest of the paper is organized as follows: Section II
presents basics of availability of computer networks and sen-
sitivity analysis. Section III describes the proposed availability
models. Section IV presents the evaluation of availability and
its sensitivity for all the proposed models. Finally, Section V
discusses the results of this study and introduces ideas for
future research.

II. FUNDAMENTAL CONCEPTS

A. Dependability Requirements for Voice and Data Networks

Standard IP applications traffic is characterized by bursti-
ness. However, such applications are not highly sensitive to
delay and jitter. On the other hand, voice applications run
continuously and steady, they could thus be strongly affected
by long delays and jitter [5]. Providing high quality voice
service on IP networks is one of the most pressing issues
faced by the VoIP community [6].

Critical services, such as VoIP, have strict QoS requirements
for both performance tolerance and service dependability.
Dependability of a computer system must be understood as
the ability to avoid service failures that are more frequent and
more severe than is acceptable [7]. Dependability attributes
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include the concepts of availability, reliability, safety, integrity
and maintainability [7].

Inputs to availability models include component Mean
Times to Failure (MTTF) and Mean Times To Repair (MTTR).
The hardware component MTTFs are generally supplied by the
manufacturer. The MTTRs are tightly related to the mainte-
nance policy adopted by the organization.

B. Parametric Sensitivity Analysis
Sensitivity analysis is a method of determining the most

influential factors on model results [8], [9]. The effect of
changes in data distribution function and the impact of changes
in parameter values are examples of study subjects for sen-
sitivity analysis. When dealing with analytic models such as
Markov chains, parametric sensitivity analysis is a particularly
important technique for assessing the effect of changes in the
rate constants on the measures of interest. This approach may
be used to find performance or availability bottlenecks in the
system, thus guiding an improvement and optimization [10].

There are many ways of conducting sensitivity analyses.
The simplest method is to repeatedly vary one parameter
at a time, while keeping the others fixed. When applying
this method, the sensitivity ranking is obtained by noting the
corresponding changes in the model output. Other techniques
include factorial experimental design [11], correlation analysis,
regression analysis and perturbation analysis (PA). Differential
analysis, also referred to as parametric sensitivity analysis
or the direct method, is the backbone of nearly all other
sensitivity analysis techniques [9]. This method is chosen in
this paper, as it can be performed in an efficient computational
manner on analytic models commonly used in performance
and availability analyses.

Parametric sensitivity analysis is performed by computing
the partial derivatives of the measure of interest with respect
to each input parameter. For instance, the sensitivity of a given
measure Y , which depends on a parameter λ, is computed as
in Equation (1), or (2) for a scaled sensitivity.

Sλ(Y ) =
∂Y

∂λ
(1)

S∗
λ(Y ) =

∂Y

∂λ

(
λ

Y

)
(2)

A number of researchers have already demonstrated how
to perform parametric sensitivity analysis in a variety of
analytic models. In [10], the basics of transient sensitivity
analysis in continuous time Markov chains (CTMC) are pre-
sented. Sensitivity functions for Markov chains were recently
implemented in the SHARPE package [12], making use of
the techniques described in the papers we have just cited.
Since the reduced reachability graph of a Stochastic Petri Net
(SPN) is a Markov chain, this kind of model may also be
analyzed, by following the steps indicated in [13]. Their work
includes the implementation of sensitivity analysis features
in the SPNP package [14]. Queueing systems are another
example of analytic models whose sensitivity analysis has been
described in [15].

III. PROPOSED AVAILABILITY MODELS

Traditional evaluation techniques for availability use
Markov chains and Markov reward models. In this section,
we present three CTMC (Continuous Time Markov Chain)
availability models (Figures 4, 5 and 6). The first one rep-
resents a system without any redundancy. The second one
represents a system with aspects of fault-tolerance based on
link redundancy (see Figure 2). Then, the last one represents
a system with aspects of fault-tolerance based on warm-
standby redundancy (see Figure 3). This approach is char-
acterized by fault detection and recovery mechanisms. The
dependability models can be evaluated using tools such as
SHARPE (Symbolic Hierarchical Automated Reliability and
Performance Evaluator) [12].

A. Platform Description

The following three scenarios were used as a basis for the
availability analytic models presented in this paper. They also
served as experimental testbeds, from which some failure and
recovery parameters were obtained, as well as to validate the
analytic results obtained from the respective Markov chains.

1) First and Second Scenarios: In the first scenario, the
testbed is composed of two machines, a switch and two routers
that are connected by a single link (see Figure 1). In the second
scenario, the testbed is composed of two machines, a switch
and two routers that are connected by redundant links (L0 and
L1 - see Figure 2). When the main link (L0) fails, the spare
link (L1) assumes the role of the main one. After main link
restoration, the system returns to the initial condition.

Figure 1. Test Bed - Scenario 1.

Figure 2. Test Bed - Scenario 2.

2) Third Scenario: In this scenario, the testbed is composed
of two machines, a switch and three routers (see Figure
3). The system uses fault-tolerance based on warm-standby
redundancy. When one of the primary components (R0 or L0)
fails, the spare components (R1 and L1) assume the role of
the primary components. This switchover process takes time
for the spare components to start operation, named Mean
Time to Activate (MTTA). After restoration of the primary
components, the system returns to the initial condition.

B. CTMC Availability Model without redundancy

In Figure 4, the Markov chain represents the first scenario,
which is the simplest one, with no redundancy. There is only
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Figure 4. Markov chain for the availability of non-redundant network

Figure 3. Test Bed - Scenario 3.

TABLE I
STATES OF CTMC MODEL WITH LINK REDUNDANCY

State Description
UUU The System is UP
DUU Down state, Router R0 failed
UDU Down state, Router R1 failed
UUD Down state, Link L0 failed

one link, named L0, connecting router R0 and router R1. In
this model, the normal operation of a component is denoted
by the label U (up), and a failed component is represented by
label D (down). A state in the Markov chain is defined by
a sequence of labels, representing router R0, router R1 and
link L0, respectively. We assume the failure and repair time
of each component are exponentially distributed. λR0, λR1

and λL0 are the respective failure rates of R0, R1 and L0.
In a similar notation, µL0, µR0 and µR1 are the respective
repair rates of each system component. Once any component
(R0, R1, or L0) has failed, the overall system is in a down
state and subsequently no additional failures occur until the
component is repaired, so that the expansion of state space
stops at the first down state. In Table I, a description of each
state is given. For this model, the system is up and running
only in the state UUU. All the other states are shaded gray in
Figure 4, representing the system down states.

C. CTMC Availability Model with link redundancy

In Figure 5, we consider a system that has redundancy
only at the link level, as illustrated in Figure 2. The normal
operation of a component is denoted by the label U (up),
and a failed component is represented by label D (down).
A state in the Markov chain is also defined by a sequence
of labels, representing router R0, router R1, link L0, and

TABLE II
STATES OF CTMC MODEL WITH LINK REDUNDANCY

State Description
UUUU The System is UP
DUUU Down state, Router R0 failed
UDUU Down state, Router R1 failed
UUDU The System is UP, Link L0 failed
UDDU Down state, R1 and L0 failed
DUDU Down state, R0 and L0 failed
UUDD Down state, L0 and L1 failed
UUUD The System is UP, L1 failed
DUUD Down state, R0 and L1 failed
UDUD Down state, R1 and L1 failed

link L1, respectively. The ideal condition for this system is
denoted by state UUUU, in which all components are in non-
failed condition. Failure transitions have rates λX , and repair
transitions have rates µX , where X ∈ {R0, R1, L0, L1},
representing each system component. In states shaded gray,
the system has failed, due to a failure in one of the routers,
or a failure in both links. We assume that in those states no
additional failures occur in the remaining components, since
they are in an idle condition. Another assumption for this
model is that there is a repair policy, that prioritizes the repair
of link L0 over link L1 when both are failed. We do not
consider any priority in the repair of routers because it is
not possible in this model to have both routers down, since
a failure in any of them brings the overall system to a down
state. In Table II, a description for each state is given.

D. CTMC Availability Model with router redundancy

We present in Figure 6 a Markov chain that represents the
system illustrated in Figure 3. The failure and repair rates
of each component are represented by λX and µX , where
X ∈ {R0, R1, R2, L0, L1}. Rates αR and αL are the inverse
of mean time to activate the spare router and the spare link,
respectively.

For simplicity, we have made some simplifications that do
not significantly affect the results we obtain from the analysis.
One of the assumptions for this model is that there is a priority
in the repair of components. Router R2 has the higher priority,
followed by router R0, link L0, router R1, and link L1, in
descending order. We also consider that no failure is possible
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Figure 5. Markov chain for the availability of link-redundant network

when a component is in waiting condition.
The nomenclature used for the states in this model is based

on the current condition of each system component, in the
following order: router R0, link L0, router R2, router R1, link
L1. A letter U indicates the up condition, when component is
active. Letter D denotes a down condition for that component,
meaning that it has failed, and that a repair is needed. Letter
W represents a waiting condition, in which the component
is not being used, but is ready to enter in active mode, as
soon as it is needed. Therefore, state UUUWW denotes router
R0, link L0, and router R2 are active, router R1 and link
L1 are on waiting condition. For an active state, the system
must present one of the following combinations: UUUWW,
DWUUU, WDUUU, UUUDW or UUUWD (see Figure 6).
Particularly, in the DWUUU state, router R2 with spare router
and link (R1 and L1) are active, while R0 is in down state and
L0 is waiting, since it only works together with R0. A similar
situation happens in WDUUU state, where R2, R1 and L1 are
active, but L0 is down, leaving R0 in a waiting condition.

Figure 6 shows the initial state of the system, UUUWW.
With rate λR0 a failure happens and brings the system to down
state (DUUWW). Similarly, with rate λL0 a failure happens
and brings the system to down state (UDUWW). Likewise,
with rate λR2 a failure happens and brings the system to down
state (UUDWW). In this case, the repair with rate µR2 brings
the system back to state (UUUWW).

After detecting a failure, a switchover occur making the
spare components (R1 and L1) active. In the states DUUWW
and UDUWW, the system activates the spare components with
rates αR and αL corresponding to router R0 and link L0
failures, respectively. After switch-over, the standby compo-
nents are able to take over the failed components, bringing
the system to and active state (DWUUU or WDUUU). The
repair with rates µR0 and µL0 bring the system back to

initial state. Before a repair happens, another failure with
rate λR1, λL1 or λR2 may bring the system to a down
state (DWUDU, DWUUD, DWDUU, WDDUU, WDUDU,
WDUUD). From states DWDUU and WDDUU, with rate
µR2, the system comes back to active states (DWUUU and
WDUUU). Similarly, from states DWUDU and DWUUD, with
rate µR0, the system comes back to active states (UUUDW
and UUUWD). Likewise, from states WDUDU and WDUUD,
with rate µL0, the system return to active states (UUUDW and
UUUWD). From the active states, the repair with rate µR1 or
µL1 brings the system to initial state. Finally, from UUUDW
and UUUWD, the system can return to down state with rate
λR0, λL0 or λR2. The repair with rate µR0, µL0 or µR2 brings
the system back to active states (UUUDW and UUUWD).

In Table III, we see the system availability condition for
each state of this Markov chain. Note that only on 5 states
the system is operational: UUUWW, DWUUU, WDUUU,
UUUDW, UUUWD.

IV. CASE STUDY

We concentrate our attention on parametric sensitivity anal-
ysis, as a technique to compute the effect of changes in
the rate constants of a Markov model on the measures of
interest. Parametric sensitivity analysis helps: (1) to guide
system optimization, (2) to find availability, performance, and
performability bottlenecks in the system, and (3) to identify
the model parameters that may produce significant modeling
errors. In this paper, (1) and (2) are the main purposes,
although the identification of errors in the early versions of
the proposed models was also possible through such analysis.

We consider the testbed shown in Section III-A to perform
a parametric sensitivity analysis using the proposed depend-
ability CTMC models. The MTTFs of components used in this
work are respectively: 131,000 hours for routers and 11,988
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Figure 6. Markov chain for the availability of router-redundant network

TABLE III
STATES OF CTMC MODEL WITH ROUTER REDUNDANCY

State Description
UUUWW The System is UP
DUUWW Down state, Switchover Started
UDUWW Down state, Switchover Started
UUDWW The System is Down
DWUUU The System is UP
WDUUU The System is UP
DWUDU The System is Down
DWUUD The System is Down
DWDUU The System is Down
WDDUU The System is Down
WDUDU The System is Down
WDUUD The System is Down
UUUDW The System is UP
UUUWD The System is UP
DUUDW The System is Down
UDUDW The System is Down
UUDDW The System is Down
DUUWD The System is Down
UDUWD The System is Down
UUDWD The System is Down

hours for links. We use a mean time to repair (MTTR) equal to
12 hours, for all components. Those values shall be considered
as the base case throughout this section, unless another value
is specified in each specific analysis. Notice that all λi in
the models of previous section are equal to 1/MTTFi, and
all µi are equal to 1/MTTRi. Sensitivity analysis of steady-
state availability is carried out by computing S∗

MTTFi
(A) as

the scaled sensitivity of availability with respect to MTTFi,
and S∗

MTTRi
(A) as the corresponding measure with respect

to MTTRi.

In the base case, using the values we have just men-
tioned, the steady-state availability for the first scenario is
0.998817194. The second scenario, in which link redundancy
is added, presents an availability of 0.999815827. In the third
scenario, which has redundant router, the availability increases
to 0.999906968.

Initially, we consider the sensitivity analysis regarding the
third scenario, in Section III-A2. The values for S∗

k(A),
where A is the system steady-state availability and k is
each of the components’ MTTF and MTTR, were computed
using sensitivity analysis features developed for the SHARPE
package. In Table IV, we see that parameters MTTFR2 and
MTTRR2 assume the greatest importance in system steady-
state availability, since they have the highest sensitivity values.
Any change in these parameters will have a major impact on
system availability, but in opposite directions. Sensitivity with
respect to MTTFR2 is positive, since the availability increases
when this parameter increases. In contrast, S∗

MTTRR2
(A) is

negative, because a smaller repair time of R2 implies an
increased availability. In Table IV, we can also notice that time
to repair spare components (MTTRR1 and MTTRL1) are
the ones with smallest impact on the system availability. This
result matches the results from the established repair policy,
since failed spare components are repaired only after main
components have returned to normal operation.

Figure 7 depicts a plot for the system availability, in which
the MTTF parameters for the system links (L0 and L1) were
changed one at a time, and the analytic model of Figure 6 was
solved. This plot confirms that efforts in expanding the time
to failure of link L0 have more impact on system availability
than increases in MTTFL1 do. Figure 8 also validates the
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TABLE IV
SENSITIVITY OF AVAILABILITY FOR SCENARIO WITH ROUTER

REDUNDANCY

Parameter k S∗
k(A)

MTTFR2 9.15946628e-05
MTTRR2 -9.15946627e-05
MTTRL0 -2.18237573e-06
MTTFL0 1.31711540e-06
MTTFL1 1.09121018e-06
MTTRR0 -1.99712368e-07
MTTFR0 1.20531140e-07
MTTFR1 9.98582261e-08
MTTRL1 -1.19080014e-09
MTTRR1 -1.08971849e-10

Figure 7. Effect of each link MTTF on system availability (scenario 3)

results from sensitivity ranking. If we make MTTFR2 bigger
the benefits will be much higher than that resulting from
enhancements on either R0 or R1 MTTFs.

MTTR is an important factor for system availability since
it will affect the downtime of network elements. For a re-
dundant topology (third scenario), Figure 9 shows the system
availability as a function of each component MTTR. Router
R2 is the component whose time to repair causes the biggest
effect on the steady-state availability, followed by link L0. This
information can also be obtained comparing the corresponding
values for each MTTR in Table IV.

Then, we will analyze the impact of R0 and L0 MTTFs on
the system availability in each proposed scenarios. The idea
is to observe the real impact of these parameters with respect

Figure 8. Effect of each router MTTF on system availability (scenario 3)

Figure 9. Effect of each component MTTR on system availability (scenario
3)

to system availability in different redundancy schemes (i.e.
different scenarios).

Comparing Tables V and VI - also obtained through
SHARPE’s sensitivity analysis features - we see that the
redundancy mechanism makes the system availability less
sensitive to failures of primary link (L0), while the sensitivity
with respect to MTTFR0 is almost the same. The results
from differential sensitivity analysis can also be confirmed
by comparing, in a scatter plot, the effect of changes in
MTTFL0 and MTTFR0 for each one of our three scenarios.
In Figures 10 and 11, we see that in second and third scenarios
availability is less affected by increases in MTTFL0 and
in MTTFR0. As in the previous plots, those values were
obtained by repeatedly varying the value of each parameter at
a time, and solving the Markov chain for that configuration.
It is important to state that this comparison using scatter
plots becomes more difficult as the number of parameters in
the model increases. The ranking obtained from differential
sensitivity analysis allows a direct view of the importance
order of all parameters.

The reduction of main router impact on availability is
confirmed in Table IV, that shows a higher sensitivity with
respect to the failure of spare link (MTTFL1) than with
respect to main router failure (MTTFR0). So, actions to
increase the MTTF of link L1 should be considered more
important than additional efforts to enhance the MTTF of
router R0. This kind of decision could not be easily made
without an accurate sensitivity analysis, as we have performed
in this case study.

V. CONCLUSION

In this paper, we proposed Markov chain models to evaluate
several dependability aspects of computer networks in different
scenarios. The models support the analysis of system avail-
ability along with its services, based on different topologies,
redundancy mechanisms and network elements. Sensitivity
analysis was applied in order to guide system optimization
in terms of steady-state availability.

For future work, we plan to extend these models to include
network availability with redundant topologies, different re-
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TABLE V
SENSITIVITY OF AVAILABILITY FOR SCENARIO WITH LINK REDUNDANCY

Parameter k S∗
k(A)

MTTFR0 9.15861826e-05
MTTFR1 9.15861826e-05
MTTRR0 -9.15861826e-05
MTTRR1 -9.15861826e-05
MTTFL0 1.00081664e-06
MTTRL0 -1.99963265e-06
MTTFL1 9.99815827e-07
MTTRL1 -9.99815827e-10

TABLE VI
SENSITIVITY OF AVAILABILITY FOR SCENARIO WITH NO REDUNDANCY

Parameter k S∗
k(A)

MTTFL0 9.99817011e-04
MTTRL0 -9.99817011e-04
MTTFR0 9.14947048e-05
MTTRR0 -9.14947048e-05
MTTFR1 9.14947048e-05
MTTRR1 -9.14947048e-05

Figure 10. Availability Vs. MTTFL0

Figure 11. Availability Vs. MTTFR0

covery strategies as well as taking into account different failure
modes.
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Abstract—Reliability has become a greater concern in recent 
years, because high-tech industrial processes with ever 
increasing levels of sophistication comprise most engineering 
systems today. Reliability Allocation Method currently used 
has corresponding advantages in different aspects, but there 
are still some limitations in practical engineering applications. 
It is difficult to establish the mission reliability models for 
large and complex system while facing the degradation use in 
function, dynamic correlation between structural composition 
and faults not meeting the independent assumptions, and other 
cases. Based on the analysis of the advantages and 
disadvantages of the traditional reliability allocation methods, 
this paper described in details the mission reliability allocation 
method of complex system by applying simulation. It can not 
only conduct a great deal of iteration calculation but also can 
weigh different allocation schemes without adding additional 
work, using simulation calculations after the initial 
establishment of system simulation models. This is suitable for 
the mission reliability allocation of complex systems in 
engineering projects. Finally, this paper provided practical 
cases applying this method into achieving mission reliability 
allocation of a warship system. 

Keywords- Reliability Allocation; Complex System; 
Simulation; Model. 

I.  INTRODUCTION 
Reliability has become an ever greater concern in recent 

years, because high-tech industrial processes with ever 
increasing levels of sophistication comprise most 
engineering systems today. Reliability allocation is an 
important link of system reliability design. Reliability 
allocation is to allocate reliability indicators provided by the 
system to subsystems, parts and components according to 
certain principles and procedures so as to enable designers at 
all levels to identify its reliability design requirements, 
accurately estimate manpower, time and resources according 
to the requirements and study the possibility of achieving 
this requirement and methods. It is a decomposition process 
from the integral to part, from big to small and from top to 
bottom.  Reliability allocation can be used in the design of 
both hardware system and software. While most of 
literatures present how to do the reliability allocation for 
hardware design a method of reliability allocation for 
software and network is described in [1, 2]. 

Reliability allocation includes basic reliability allocation 
and mission reliability allocation. Currently, reliability 

allocation is carried out mainly by constrained system 
reliability allocation method and unconstrained reliability 
allocation method. The former mainly includes Lagrange 
multiplier method, dynamic programming method, and 
direct search method; while the latter mainly includes equal 
allocation method, combination in proportion technique and 
score allocation method [3], and it also includes some 
methods deriving from above for the score is more  rational, 
such as Fuzzy Decision Method [4,5], AHP [6], using the 
maximal entropy ordered weighted averaging method [7], 
Analytical Target Cascading Method [8], sensitivity 
evaluation method [9] and so on. Unconstrained allocation 
method is frequently used in engineering. The use of all 
these methods often needs to establish the reliability model. 
It is very easy to build the basic reliability model of the 
system, such as series model; However, it is often difficult to 
establish the mission reliability model for large and complex 
system due to complexity of its structure, complexity in 
functions to be achieved, degradation use in function and 
dynamic correlation between structural composition, faults 
not meeting the independent assumptions, and other cases. 
This results in difficulties in the use of above methods. In 
this case, this paper, based on simulation ideas [10,11], puts 
forward the simulation-based reliability allocation method in 
order to achieve the mission reliability allocation for 
complex system. This method establishes not the mission 
reliability model but the simulation logic model of the 
system by defectively using functional logical relationship 
between product units, which can be widely applied in 
engineering. 

In this paper, Section Ⅱ introduces the overview of 
reliability allocation method frequently used. And then the 
simulation-based mission reliability allocation for complex 
system, including allocation idea and allocation process are 
detailed in Section Ⅲ. At last, it is a case study. 

II. RELIABILITY ALLOCATION METHOD FREQUENTLY 
USED 

Reliability allocation is the process of decomposing 
reliability indicators of the top-level system to the 
underlying unit step by step in the product design phase. In 
the course of the reliability allocation process, various 
methods should follow some common basic principles 
[12,13], such as: 
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TABLE I.  FREQUENTLY-USED RELIABILITY ALLOCATION METHODS AND CHARACTERISTICS 

Allocation 
method Applicable  stage Applicable Scope Applicable Conditions Advantages Disadvantages 

Equal 
allocation 
method 

demonstration 
stage 

Basic reliability allocation 
and mission reliability 
allocation 

When the product 
definition is not very clear

Simple calculation and 
convenient for use  

Not giving considerations 
to the actual differences 
between  various 
subsystems  

 Combination 
in proportion 
technique  

Preliminary 
design stage 

Conventional combination 
in proportion technique  
applies only to basic 
reliability allocation 

With a similar physical 
model available for 
reference, requiring that  
model shall have certain 
data basis 

Using the original actual 
user-defined data 

High dependence on the 
reference model 

Score 
allocation 
method 

Preliminary 
design stage and 
detailed design 
stage 

Basic reliability allocation 
and mission reliability 
allocation of series 
systems 

With scarce reference 
data, with certain quality 
basis of  technical  
personnel 

The initiative and 
engineering experience of 
personnel can be given 
into full play, and score 
results has a certain 
convergence  

Only scoring a few aspects 
of indicators, the results 
cover incomplete 
information 

 Allocate lower reliability value to higher-
complexity subsystems and equipment; 

 Allocate lower reliability value to equipment with 
immature technology; 

 Allocate lower reliability value to the equipment 
working in difficult  environmental conditions; 

 Allocate lower reliability value to products in 
service for long term; 

 Allocate relatively higher reliability value to 
products with higher importance; 

 Allocate relatively higher reliability value to 
products difficult to repair and replace; 

 On-shelf products that have reliability value or 
systems that have been used sophisticatedly will 
not be allocated with new reliability value in 
design phrase, while it is required to remove the 
reliability value of these units from the total index 
then allocate the remnant reliability value to other 
systems. 

Mainly due to different considerations and different 
premise of data application, different reliability allocation 
methods have different accuracy of their results. Frequently-
used reliability allocation methods and their characteristics 
[14,15] are as shown in Table 1. 

Although these above methods have corresponding 
advantages in different aspects, but there are still limitations 
in practical engineering applications: 

1) Logical complexity of system functions. Owing to 
the interconnect, backup, timing and other related relations 
between functions of various system component units, the 
underlying units could not meet the fault independence 
assumption. Therefore the existing series, parallel, by-pass, 
bridging and voting and other reliability models could not 
describe the whole system mission reliability; 

2) System reliability could not be calculated by the 
existing formula due to system and component unit life 
expectation does not obey the exponential distribution. 
Analytic deduction of other types of distributions is too 
complicated; 

3) Each result of reliability allocation needs to be 
verified, the reliability allocation work can be put to an end 
if only the requirements are satisfied. But this process is too 
long for complex systems which require iterative 
calculation [16]. 

III. SIMULATION-BASED MISSION RELIABILITY 
ALLOCATION OF COMPLEX SYSTEMS 

A. Allocation ideas 
Reliability allocation and reliability prediction are two 

inverse processes, while the latter is used to validate the 
reasonableness of the results of reliability allocation. 
Simulation-based reliability allocation method of complex 
systems just uses this idea, i.e. in the case of a known initial 
value of reliability allocation, using the prediction method to 
obtain the simulation-based system reliability value and 
determine whether the initial requirements of allocation can 
be meet; if not so, it is required to regulate the values 
obtained in the current allocation according to the equipment 
importance or system weaknesses and other factors obtained 
from the simulation analysis, and then conduct prediction 
again until system requirement can be satisfied. This method 
does not require establishing the mission reliability model of 
the system while directly employs the criterion for system 
failure to building simulation models for the complex 
functional logic relationship and timing relationship between 
systems, which is applicable to any allocation types 
including exponential allocation. As a result of simulation-
based calculations, after the initial establishment of system 
simulation models, we can conduct a lot of iterations and 
also weigh different allocation schemes without adding 
additional work. Therefore, it is suitable for the use in 
reliability allocation of complex systems in the engineering 
project. 

B. Allocation process 
Simulation-based reliability allocation mainly complies 

with the following steps: 
First, make clear the definition of the system mission and 

establish fault criteria, which is the basis of the entire 
simulation. Simulation model can be established accurately 
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only different missions have been given a clear definition of 
fault criteria. Therefore, the definition of fault criteria must 
be clear enough: what unit works on what time phase, what 
is the influence of unit fault on the mission－the system 
fault or functional degradation, as well as what kind of 
combination and what kind of timing of each unit fault will 
lead to system fault. 

Secondly, build simulation models based on the system 
functional logical relationship and fault criteria. 

Thirdly, obtain the initial allocation value of the 
underlying unit by using conventional reliability allocation 
method. At this stage, if there is a known basic reliability 
requirements of the system, the result of basic reliability 
allocation can be used as the initial value assigned, so that 
the mission reliability allocation can be conducted under the 
premise of guaranteeing the basic reliability requirements so 
as to reduce the number of iterations. 

Then, use the initial allocation value as an input of 
simulation model to run the simulation, and thereby compute 
the reliability of top system. 

Finally, determine whether the top system reliability can 
meet the requirements; if not so, it is required to re-regulate 
reliability values of the underlying unit and then continue 
the simulation by iteration method until the requirement can 
be satisfied. In the process of values regulation, take 
importance factors into account so as to efficiently and 
rationally complete reliability allocation process [17]. 

Using the device as the underlying unit, the specific 
simulation algorithm is as shown in Figure 1. 

(1) Build simulation models; 
(2) Read the database to obtain the initial value of Mean 

Time Between Critical Fault (MTBCF) of each 
device, the number of device and other input 
parameters; 

(3) Give simulation times, the maximum simulation 
time and time intervals between statistics; 

(4) Running the simulation. Initializing, making all 
devices be from free faults; 

(5) Generate random numbers; conduct random 
sampling on the life expectation of n device by 
using Monte Carlo method according to life 
expectation of device and MTBCF. 

In the simulation running at J time, the fault time of the 
ith device is: 

1( )ij i ijt F η−=                              (1) 
In the formula, ( )i ijF t is the fault distribution function of 

the ith device; ijη refers to the random number of random 
sampling of the ith device at J time of simulation. 

(6) Sequence by the order of the time of device fault 
occurring, let the fault first occur to the device with 
short fault time; 

(7) According to the established simulation model, 
using traversal search method, sequentially 
determine whether the device fault results in system 
fault until the system fault occurs, identify system 
fault time jt ; 

(8) Record current fault time of the system and the 

Start

Read the database, obtain various parameters 
of the system and various equipments

Give SimNum, Tmax and statistical time 
interval

SimNum=1

Whether SimNum is greater than set 
value

N

Calculate systems MTBCF according to the 
recorded fault time

Y

Initialization, all devices working normally

Fault time of the current equipment is 
not greater than Tm, and the number of 
current malfunction equipment is not 

greater than the total number of 
equipments

Random number generation

Y

The next time of 
simulation

SimNum+1

N

Sampling the fault time of each equipment

Sequence in accordance with the small-to-
large order of fault time

All equipments previous to Counter got 
malfunction

Determine whether the equipment
causes system fault

YN

End

Calculate the importance of various 
equipments and mode importance

Counter = 1, equipment with the minimum 
fault time

Counter = Counter + 1

Build simulation models

Calculate system reliability and output chart

 
Figure 1.  simulation algorithm 

serial number of devices to which faults have occurred; 
(9) If the current simulation times are greater than the 

set simulation times, then go to step 10; otherwise, 
go to step 4; 

(10) Using the interval statistical method to carry out 
system fault distribution statistic analysis for all data 
obtained by simulation to get the system MTBCF 
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value, reliability, device importance and the mode 
importance. Importance reflects the importance 
degree of device in system. Mode importance is 
used to identify the weakness in system. 

As the system fault time values are generated by random 
sampling, it is necessary to conduct statistical analysis for 
these values after N times of simulation. Suppose the 
maximum working hours of the system is maxT and equally 
divide it into several intervals (setting as m), then each time 
interval TΔ is: 

maxTT
m

Δ =
                                (2) 

Relevant reliability indicators can be obtained by placing 
the system fault time of each simulation on its corresponding 
time interval, such as MTBCF and fault distribution function 
are respectively as follows: 

                           (3) 

                     ( )
1

( )
m

r
s r s r

r

mF t p t
N =

= =∑                           (4) 

In the formula, rt refers to the biggest moment in the 
time interval r, ( )s rp t refers to the probability of placement 
in the time interval r, i.e. ( ) /s r rp t m N= Δ . In which, the 
importance of device is: 

times of system in fault caused by equipment Zi in fault( )
times of equipment Zi in fault 

W Zi =   (5) 

Mode importance of the device is: 
times of system in fault caused by equipment Zi in fault( )

times of system in faultNW Zi =     (6) 

IV. APPLICATION OF WARSHIP SYSTEMS CASES 
Take Warship Integrated Platform Management System 

as an example to do the reliability allocation. 

A. System description and mission failure criterion 
1) System Description 

Warship Integrated Platform Management System is a 
very important system in warships, which is mainly used for 
warship implementing real-time monitoring, control and 
management over main systems (equipment) on the platform. 
This system contains eight sub-systems including 16 types 
and 82 equipments in total. Among them, one is a ship-
borne computer which does not need to be allocated new 
reliability value and four equipments can be used as backup 
units for backup related equipments in all sub-systems. Thus 
between the different sub-system does not conform to the 
faults independent assumptions. There are series, parallel, n 
out of r and some fault correlation between interior 
equipments of different sub-systems. Therefore, it is very 
difficult to establish the system reliability models using 
conventional methods. We can describe the system in 
simulation method presented in 3.2. 

2) Mission reliability requirements 
MTBCF of Integrated Platform Management System is 

required to be 2000 hours. 

3) Mission fault criterion 
Warship working process will have different mission 

profiles. Under the corresponding different mission profiles, 
warship integrated platform management system has 
different working condition and fault criteria. For a typical 
mission profile, each sub-system will respectively achieve 
different functions. As a result, if any sub-system was in 
fault, the entire system functions could not be achieved. In 
the interior of sub-systems, some equipments fault will not 
lead to complete loss of functions of sub-systems but lead to 
functional degradation; fault relation exists between some 
equipments. 

Taking No. 6 sub-system as an example, which includes 
No.75~No.79 equipment, No.17, No.51, No.52 and No.80 
are four general-purpose backup units mentioned above, 
they are in other sub-systems and can backup No.75 
equipment. Then, the fault criterion of No.6 subsystem is as 
follows: one of No.75~No.79 equipment is in fault, or No.75, 
No.17, No.51, No.52 and No.80 all get malfunctions. 

B. Establish the simulation model of mission reliability 
System mission reliability simulation model could be 

established according to the mission criteria. Functional 
faults correlations in No. 2 and No.6 subsystems are as 
shown in Figure 2 and Figure 3. In the graphics, the figure in 
box respectively represents equipment serial number. No. 51, 
No. 52 and No. 80 equipment do not belong to No. 2 sub-
systems, but they can achieve backup for No. 17 equipment 
in the sub-system, so we can consider that they follow 1out 
of 4 relationship. After identifying functional fault 
correlations between various sub-systems, by following the 
series relationship between sub-systems, we can create 
reliability simulation model of the entire system, that is, the 
combination of functional faults and timing between what 
equipment can lead to system fault. System simulation 
model could be established according to the functional faults 
correlations in system, and then simulated program could be 
compiled according to the algorithm shown in figure 1. The 
partial codes are as follows. 

 
Figure 2.  Functional faults correlation in No. 2 sub-system 

 
Figure 3.  Functional faults correlation in No. 6 sub-system 
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… 
(Get fault time and Sequence in accordance with the small-to-large order) 
For j = 1 To 81 
    E(j) = False   'Initialization, all equipments working normally 
Next 
For j = 1 To 81 

E(TTF(j).SerialNumber) = True   ‘the equipments are in fault 
according to the fault time order 

 (Determine whether the equipment fault cause system fault) 
… 
S-S6_status = E(76) Or E(77) Or E(78) Or E(79) Or 
(E(17) And E(51) And E(52) And E(80) And E(75))          
‘No.6 subsystem status 
… 
System_status = S-S1_status Or S-S2_status Or S-

S3_status Or S-S4_status Or S-S5_status Or S-S6_status Or 
S-S7_status Or S-S8_status         ‘The whole system status 

…     
 (fault data statistics and compute MTBCF, importance and mode 

importance) 
… 
Next j 
… 

C. Obtain the initial value by series model allocation 
MTBCF of No. 82 equipment can be up to 100,000 hours, 
after removing No. 82 equipment with the known fixed 
value from the system reliability indicator, the reliability 
allocation can be carried out in series model using score 
allocation method, and the result shall be taken as the initial 
value of simulation-based mission reliability allocation. 
Considering the complexity and working hours, the result of 
reliability allocation in series model is as shown in Table 3. 
The same type of equipment could be allocated with the 
same value. 

TABLE II.  SEQUENCE OF EQUIPMENT IMPORTANCE 

Sequence 
number 

Equipment 
Number Importance Mode 

importance 
1 81 1.0000 0.0706 
2 82 1.0000 0.0697 
3 49 1.0000 0.0559 
4 7 1.0000 0.0520 
5 9 1.0000 0.0508 
6 11 1.0000 0.0481 
7 13 1.0000 0.0469 
8 12 1.0000 0.0461 
9 10 1.0000 0.0460 
10 8 1.0000 0.0455 
11 78 1.0000 0.0449 
12 76 1.0000 0.0439 
13 14 1.0000 0.0437 
14 77 1.0000 0.0420 
15 79 1.0000 0.0412 
16 18 1.0000 0.0338 
17 16 1.0000 0.0323 
18 50 1.0000 0.0316 
19 15 1.0000 0.0306 
20 48 1.0000 0.0261 
21 47 1.0000 0.0223 
22 41 0.1490 0.0062 
23 42 0.1313 0.0052 
… …  … 

D. Run the simulation to obtain the final value of reliability 
allocation 
Substitute initial reliability allocation values of various 

equipments into simulation model and run the simulation, 
and then obtain the system MTBCF up to 6630.548 hours, 
which is far greater than 2,000 hours as required by the 
system, so it is required to appropriately reduce the 
reliability index of some equipment. The main principles of 
adjustment: equipment with high importance, weakness 
links in systems shall reserve relatively higher reliability 
index; equipment assigned with unduly high reliability index 
probably could not be achieved in the project, so the 
reliability index should be appropriately reduced based on 
the actual situation. 

According to the sequence of equipment importance and 
vulnerability in the system obtained in the first round of 
simulation (see Table 2), based on the practical application 
of actual engineering projects, we can regulate MTBCF 
values of some equipment and obtain system MTBCF 
2247.826 hours after several rounds of iterations, so the 
current initial value can meet the requirements of mission 
reliability allocation, then reliability allocation work can be 
ended. The final allocation results are as shown in Table 4. 

V. CONCLUSION 
Using existing common methods to conduct system 

reliability allocation will be constrained in different aspects 
to varying degrees; especially in the case of complex system 
mission reliability allocation, some methods even could not 
solve the practical problems. However, in the case of using 
digital simulation ideas to conduct complex system mission 
reliability allocation, as long as the system mission and 
functions are identified, we can establish a system 
simulation model and further conveniently conduct 
verification on the results of complex system mission 
reliability allocation by using the initial allocation index of 
various underlying units, and meanwhile acquire the 
information of importance of various units, mission 
reliability and MTBCF of the whole system and various 
subsystems. In addition, this method can guarantee the 
correctness of multiple iterations testing and applies to 
application in practical engineering. 

Using simulation-based complex system reliability 
allocation method is required to established corresponding 
simulation models for different application objects, which 
requires that engineering staff shall not only have a deep 
understanding of system functions prior to the establishment 
of simulation model, but also certain programming 
capabilities so as to ensure the correctness of establishing 
logic simulation models. Therefore, the research on general-
purpose modeling simulation of complex systems can be 
further carried out in order to better apply to engineering 
projects. 
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TABLE III.  INITIAL ALLOCATION RESULT 

type n 1ir  2ir  3ir  4ir  iw  n* iw  iC = wi / w  MTBCFi  

A 16 10 1 7 1 70 1120 0.0163284 124985.4 

B 21 6 1 10 1 60 1260 0.0139958 145816.3 

C 2 7 1 6 1 42 84 0.0097971 208309 

D 4 6 1 8 1 48 192 0.0111966 182270.4 

E 4 6 1 8 1 48 192 0.0111966 182270.4 

F 1 6 1 8 1 48 48 0.0111966 182270.4 

G 3 6 1 10 1 60 180 0.0139958 145816.3 

H 1 10 1 8 1 80 80 0.0186611 109362.2 

I 1 4 1 7 1 28 28 0.0065314 312463.6 

J 1 7 1 5 1 35 35 0.0081642 249970.9 

K 1 8 1 9 1 72 72 0.016795 121513.6 

L 1 7 1 6 1 42 42 0.0097971 208309 

M 14 6 1 6 1 36 504 0.0083975 243027.2 

N 10 6 1 6 1 36 360 0.0083975 243027.2 

O 1 10 1 9 1 90 90 0.0209937 97210.88 

Sum 81   w =4287   
Note: n refers to the number of equipment of the same type;  refers to the complexity;   technical level;   working hours;  environmental 

conditions; score of various devices;  coefficient of scoring for each unit;  score of the system. 

TABLE IV.  FINAL ALLOCATION RESULT 

type A B C D E F G H I J K L M N O 
MTBCF (ten thousand hours) 4 4.5 4.5 3 3 4.5 3.5 3 4.5 4.5 4.5 4.5 3 3 4.5
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Abstract—This paper simulates and characterizes the 60 
GHz band wireless channels for typical indoor. The Radio 
wave Propagation Simulator (RPS) is used to simulate the 
model characteristics. Simulations performed on the three 
rooms at Telematics Laboratory of Bandung Institute of 
Technology (ITB) those are Residency room, Computer 
Laboratory (size 1013 cm x 589.5 cm x 289.8 cm), and 
Undergraduate/Final Project room (size 900 cm x 1013 cm x 
289.8 cm). The rooms were built with concrete walls in the left 
and right side with a thickness 14 cm, 0.5 cm for ceiling 
thickness, and the combination of walls and glasses at the front 
and backside of the rooms. The model characteristics were 
measured based on three classifications of distance between 
transmitter and receiver, i.e., CM1 (0 - 4 m), CM2 (4 - 10 m), 
and CM3 (> 10 m). We then obtain the model characteristics in 
terms of RDS value at 0.26 to 7.74 ns for the receivers at 
Residency room, 1.02 to 8.76 ns at Computer Lab and 2.07 to 
15.65 ns at Final Project room. The system performances 
shown the coherence bandwidth is 1.2778 to 76.9492 MHz for 
frequency correlation above 90% and therefore the maximum 
bit rate that can be achieved with 1.25 spectrum efficiency is 60 
Mbps.  

 
Keywords—60 GHz, RPS, rms delay spread, coherence 

bandwidth. 
 

I. INTRODUCTION 
Wireless network is no longer an exclusive technology. 

The utilization of this wireless network can served as an 
alternative for computer network communication system 
whether in large scale or small scale that can be choose by 
someone who preferred practical non-wire-communication. 
This service can be found for private area (WPAN-Wireless 
Personal Area Network), local area (WLAN-Wireless Local 
Area Network), and public area (WMAN-Wireless 
Metropolitan Area Network), i.e., office buildings, school or 
campus, supermarket and residential home.  

In wireless network realization, problems will occur that 
consist of data rates, coverage area, network size and power 
consumption, however, this can be fixed using WPAN 
(Bluetooth) or WLAN (Wi-Fi) which has different data 
rates. WPAN has lower data rate characteristics compared to 
WLAN, therefore WLAN application is more developed. 
Bandwidth which being used at present is 2.4 GHz (ISM-
Industrial, Scientific and Medical), unfortunately, this 
bandwidth is jam-packed with many applications that runs 
in short and long distance transmission, while the demand 
on higher data rates are increasing. Therefore, frequency 
around 60 GHz (millimeter waveband), which is unlicensed 
frequency, is becoming more interesting. The new 

technologies are designed to develop the gigabyte wireless 
connection although there are many challenges ahead [5][7]. 

The most important issue in this frequency applications 
are the channel modeling and characteristics. Reference [2] 
shows measure and characterization of wireless channel 
using S-V Model. However, this analytical research is not 
sufficient enough, not to mention the frequency integration 
of 2.4/5 GHz to 60 GHz [7].  

Concerned with the model that being used and to respond 
with the future challenges, this research are based on the 
wireless indoor channel characterization at 60 GHz through 
computer simulation so that we can identify the channel 
behavior. 

To limit the scope of this work, we focus our research on 
the delay spread value including mean excess and rms delay 
to obtain the main wireless indoor parameters. The rest of 
the paper is organized as follows. Section 2 reviews the 
wireless channel, propagation and channel modeling. 
Section 3 describes the simulation procedure and the model. 
Section 4 shows simulation results in terms of the main 
parameters. We draw conclusions in Section 5. 

 

II. CHANNEL MODELING 
In wireless communication systems, the propagation 

characteristics are having influence on the system design, 
both for outdoor or indoor. For 60 GHz, characteristics 
indoor system have significant differences (very unique) 
compared to outdoor system, are mainly caused by 
obstacles, i.e., walls, floor, ceilings and many objects which 
cause the radio signals will experience the reflection, 
diffraction and scattering effect. In addition to the basic 
mechanisms of propagation that associated with the fading 
and multipath, there is also attenuation due to absorption of 
oxygen in the amount of 10-15 dB/km which makes the 
frequency is not suitable for long distance (> 2 km). 
Therefore, applications for 60 GHz dedicated to indoor, so 
that characteristic of indoor communication systems should 
be considered especially the delay spread as multipath 
effects. 

To predict the delay spread, modeling based on 
deterministic propagation model that is ray tracing model 
with a computational model (optical ray technique). 
Propagation described by the wave propagation of different 
signals from transmitter to receiver antenna with respect to 
reflection, diffraction, and scattering objects in buildings 
and other obstructions. For computational process, is based 
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TABLE V. COHERENCE BANDWIDTH AND BITRATE AT 2.4 GHZ. 
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(b) 

Figure 7. Performance for CM1 with RDS : (a) minimum 0.26 ns and (b) 
maximum 1.85 ns. 

V. CONCLUSION AND FUTURE WORK 
Based on simulation results and analysis at three 

simulation area we can conclude that the indoor channel 
characteristics are influenced by the objects and the object 
materials inside the area itself. The wavelength will 
affecting the reflection, if the frequency higher therefore the 
reflection effect will be larger. The model characteristics for 

60 GHz, maximum RDS value achieved at 15.65 ns in Final 
Project room while minimum value achieved at 0.26 ns in 
Residency room. Using frequency correlation function 
above 90%, the coherence bandwidth is 1.2778 – 76.9492 
MHz therefore the maximum bitrate that can be achieved 
with 1.25 spectrum efficiency is 60 Mbps. 

This contribution is limited to an experimental ray-
tracing simulation for indoor 60 GHz transmission. The 
measurement is required to validate the simulated channel 
model. Our future work will be focused to validate the 
model by using experimental measurement. 
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Room Condition RMS (ns) Bc (MHz) Rb (Mbps)
Min. 0.55 36.36364 28
Max. 13.98 1.43062 1
Area 3.71 5.39084 4
Min. 0.26 76.92308 60
Max. 1.86 10.75269 8
Area 0.87 22.98851 17

2.4 GHz 

60 GHz

Room Condition RMS (ns) Bc (MHz) Rb (Mbps)
CM1 1.18 16.94915 12

CM2 4.05 4.93827 3
CM3 1.52 13.15789 10
CM1 3.39 5.89971 4
CM2 4.01 4.98753 3
CM3 2.90 6.89655 4
CM1 6.17 3.24149 2
CM2 7.31 2.73598 1
CM3 4.01 4.98753 3
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Computer 
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Abstract—The subject of this paper is a comparison of the 
different criteria and strategies of signal reception in space-
time coding MIMO systems operating under dynamic flat 
fading and channel cross-correlation. The dynamic fading 
means that a Doppler shift is comparable with the transmission 
rate. The criterion of comparison is a mean bit error rate. The 
BER characteristics are obtained via Monte Carlo simulation. 
Many strategies and antennas configurations are analyzed, 
including space-time maximum likelihood, and zero forcing, as 
well as 2x1, 2x2 and 2x3 antenna setup. Simulation  
demonstrates that the receiver with 3 antennas and simple 
maximum likelihood decoder usually acts better than receiver 
with a fewer number of antennas and a more sophisticated 
reception strategy. 

Keywords- STBC MIMO; ML; ZF; ML-ST 

I.  INTRODUCTION 
Potential performance benefits and a remarkable capacity 

promised by MIMO (multiple input – multiple output) 
systems attracted a lot of interest in the recent years. 
However, to keep this promise, many strict conditions have 
to be satisfied. This refers, inter alia, to the assumption of a 
quasi-static fading where the channel gains h(t)=h(t+T) [1] 
[2]. Under real conditions, the transfer function h(t) changes 
itself over the code word and this leads to interference, 
supposing the Maximum Likelihood (ML) criterion is used 
[7][8]. At the same time, the interference suppression 
methods, e.g. Zero Forcing (ZF) or Minimum Mean Square 
Error (MMSE) techniques are applied [4][5][6], as well as 
the QR decomposition [10] and the Maximum Likelihood 
Space-Time decoding (ML-ST) [8]. These strategies are 
usually examined in MISO (multiple input - single output) 
configuration and in the absence of a cross-correlation. 
Those approaches outperform linear combiner with the ML 
detector. However, they are more complex. The influence of 
the number of receiving antennas on this benefit was not 
taken into account, as well as the effect of cross-correlation. 

In the present paper, several antennas architectures and 
popular detector schemes - ML, ML-ST, ZF, MMSE - are 
analyzed, both for channel cross-correlation and for dynamic 
flat fading. The comparison of performance is carried out on 
the basis of BER characteristics. 

The rest of the paper is organized as follows. Section II 
describes the system model. Section III deals with  

interference suppression techniques. In Section IV, the 
Monte Carlo simulations are carried out and the obtained 
results are analyzed. Section V contains a concise 
conclusion. 

II. SYSTEM MODEL 
The considered system consists of two transmitting and 

one, two or three receiving antennas, Fig 1. All antennas are 
potentially mobile and omni-directional. It is assumed that 
the system exploits the space-time coding strategy [3]. In 
principle, the maximum likelihood decision rule is applied 
assuming that the interference suppression (IS) is performed 
first. The channel undergoes frequency flat and time-
selective Rayleigh fading. The channel gains are identical 
Gaussian random variables with zero means and 
autocorrelation function )()]()([2/1 2* lRththE ii    where 

)(lR  follows Jakes’ model [12]. 

 )2()( 0 lTFJlR sd  

J0( ) is the zero-order Bessel function of the first kind, Fd 
stands for maximum Doppler shift and Ts is the symbol 
duration time. 
 

 
We assume that the links between different antennas are 
identically distributed, however they can be correlated. The 
perfect estimation of the channel transfer functions h(t) is 
presupposed. 

 
Figure 1.  Considered MIMO System 
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The considered scheme exploits the code word of Alamouti 
[3]. For the 2x2 MIMO system, received signals in antennas 
Rx1, Rx2 at some point of time t are tr1 , tr2  respectively, 
while at the next moment t+T - Tr1 , Tr2 , where T – signal 
symbol duration and ni are the independent and identically 
distributed (i.i.d.) complex Gaussian variables with zero 
mean and some variance N0. 
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The changes in the third and fourth row of (2) follow from 
the fact that signals S1, S2 in the t+T period are conjugated 
and S1  is multiplied by (-1). By means of manipulating the 
receive vector T

TtTt rrrrr ],,[ 221,1 the matrix notation of (2) 
takes the form. 
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The decoder proposed by Alamouti acts as follows [3] 

 nHHSHSrHS HHH 
~~

 

where S~ is an estimate vector of transmitted symbols. 
Ignoring in (4) the noise component nH H  for a quasi-static 
channel, h(t)=h(t+T), the estimates of signals are 
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In real channels, however, the off-diagonal elements of 
HH H  are no longer zero and this introduces an 

interference. 
 

III. INTERFERENCE SUPPRESSION 
The main idea leading to interference suppression 

techniques is to built a matrix W to fulfill condition 

 IWH   

where I stands for diagonal matrix of real elements. In the ZF 
technique it takes a form [4] 

 HH HHHW 1)(   

As a consequence, elements causing the interference are 
reduced to zero but the variance of system noise is at the 
same time increased, what obviously deteriorates system 
performance. The way to reduce this effect is to built a 
modified matrix (8) and minimize the noise via the MMSE 
technique [13]. 

 HH HIHHW 12 )(    

where I -identity matrix and 2 - noise variance. 
Most publications deal with systems with one receiving 
antenna. This assumption provides an opportunity to use a 
simple matrix inversion. However, for a few receiving 
antennas the problem of matrix inversion is more complex. 
Such a matrix is no longer the square one and the advanced 
pseudo-inversion has to be carried out [9] 

 TT AAAA 1)(    

Another way to perform such an operation is a singular 
value decomposition (SVD): 

 TTTT USSSVAUSVA 1)(    

Still another technique employs a space-time decoder, ML-
ST [8]. It chooses the most probable sequence of the 
transmitted pair of symbols. The ML detector minimizes the 
product 

 2~xHr   

where x~  stands for pair of symbol, in BPSK case 
 )0,0(),1,0(),0,1(),11(~x . 

 

IV. SIMULATION RESULTS 
In order to compare the different strategies the Monte 

Carlo simulation method was applied. As a measure of 
channel variations, the normalized fading rate FdTS was 
used, where Fd stands for a maximum Doppler spread and 
TS for a symbol duration time (at times, this parameter is 
called the normalized fading bandwidth, BT). 

Three values of FdTS were used: 0.01 for quasi-static 
fading, 0.05 for moderate fading and 0.1 for fast fading. The 
first results, Fig.2, refer to ZF and MMSE techniques. The 
benefit of using MMSE instead of ZF becomes more and 
more negligible as the number of receiving antennas 
exceeds one. For the 2x2 setup, both detectors provide 
comparable results even for fast fading, and for the 2x3 
setup, the difference disappears. Such results were expected. 
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It is to be noted that the size of identity matrix I is dictated 
by the size of the HH H  matrix in (8). 

 

 
Figure 2.  BER performance of ZF/MMSE strategies for 2x1, 2x2, 2x3 

antennas setups and FdTS=0.01 - 0.1 

For the Alamouti code, this operation always leads to a 
2x2 square matrix irrespective of the number of receiving 
antennas, because there are always 2 transmitting antennas. 
The noise minimizing component I2  have the same value 
for all considered antennas configurations. 

Thus, the benefit of using MMSE instead of ZF becomes 
smaller with the increase of the number of receiving 
antennas. One can see from Fig. 2 that the highest impact on 
the behavior of all characteristics evokes the number of 
receiving antennas – the higher the number, the lower the 
BER. The next factor is the type of detector: the ML gives 
the poorest results, ZF and ML-ST seem better and 
comparable to each other. The influence of a cross-
correlation is temperate. 

 
Figure 3.  . BER performance of ML, ZF, ML-ST strategies for setups 

2x1, 2x2, 2x3 and fast fading, negligible cross-correlation 

However, it can be noticed that the ML detector in a 2x2 
setup gives better performance than all considered detectors 
in a 2x1 configuration in a range of SNR from 0 to approx. 
30dB. 

Fig. 5 refers to strong channel cross-correlation and fast 
fading. 
The a, b, c parts of the Fig. 5 refer to ML, ZF and ML-ST 
respectively. Colors denote the number of receiving 
antennas and 

 solid lines – fast fading strong correlated case; 
 dashed lines – fast fading uncorrelated case; 
 dotted bold lines – moderate fading uncorrelated 

case as a reference level. 
It can be seen that all considered strategies suffer from 

fading and cross-correlation. The greatest impact on the 
behavior of all characteristics again evokes the number of 
receiving antennas – the higher the number, the lower the 
BER. The next factor is the type of detector: the ML gives 
the weakest results, ZF and ML-ST seem better and 
comparable to each other. The influence of a cross-
correlation is temperate. 
The second group of results, Fig.3 and Fig. 4, refer to ML, 
ZF and ML-ST strategies (MMSE was neglected) for 
moderate fading and both uncorrelated channel and low 
channel cross-correlation. The elements of the correlation 
matrix were set randomly from the values of 0.2 to 0.4. This 
operation was described in detail in [11]. 

For the 2x1 setup, deteriorations of performance for all 
strategies are caused mainly by fading, while cross-
correlation can be treated as a nearly small supplement. For 
2x2 or 2x3 setups and ML strategy, the influence of both 
factors - fading and cross-correlation - are comparable, 
while for ZF and ML-ST the cross-correlation dominates. 

 
 

 
Figure 4.  BER performance of ML, ZF, ML-ST strategies for setups 2x1, 

2x2, 2x3 and fast fading, cross-correlation of =0.2-0.4 
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However, it is worth noting that for the 2x3 setup and 
typical conditions of moderate fading and low cross-
correlation, the simple ML detector offers better 
performance than ZF or ML-ST applied in a 2x1 or 2x2 
setup, Fig. 3 and 4. 
 

V. CONCLUSION 
We carried out a comparison of ML, ZF, MMSE and 

ML-ST reception strategies in STBC MIMO systems for 
2x1, 2x2 and 2x3 antennas setup. As a criterion of the 
comparison of the BER, characteristics obtained via Monte 
Carlo simulation were used. These characteristics show that 
an additional antenna (setup 2x3) used in a typical moderate 
fading and low cross-correlation environment gives better 
results than a sophisticated reception procedure, e.g. ML-ST. 
The benefits of using MMSE instead of ZF become smaller 
with an increase of the number of receiving antennas. The 
greatest impact on characteristics is caused by the number of 
receiving antennas. It was also shown that a low cross-
correlation acts as an additive error source and is nearly 
independent on fading. The above conclusions are, however, 
not valid for a strong cross-correlation case and for fast 
fading where the ZF/ML-ST strategies bring even better 
results than ML in a 2x3 setup. 
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Figure 5. BER performance of ML (a), ZF (b) and ML-ST (c) strategies for strong correlated channels = 0.5 - 0.7 and fast fading FdTS=0.1. Antennas 
setups 2x1, 2x2 and 2x3 
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