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The Fifth International Conference on Emerging Network Intelligence (EMERGING 2013), held
between September 29 and October 3, 2013 in Porto, Portugal, continued a series of events meant to
present and evaluate the advances in emerging solutions for next-generation architectures, devices, and
communications protocols. Particular focus was aimed at optimization, quality, discovery, protection,
and user profile requirements supported by special approaches such as network coding, configurable
protocols, context-aware optimization, ambient systems, anomaly discovery, and adaptive mechanisms.

Next-generation large distributed networks and systems require substantial reconsideration of
exiting ‘de facto’ approaches and mechanisms to sustain an increasing demand on speed, scale,
bandwidth, topology and flow changes, user complex behavior, security threats, and service and user
ubiquity. As a result, growing research and industrial forces are focusing on new approaches for
advanced communications considering new devices and protocols, advanced discovery mechanisms,
and programmability techniques to express, measure and control the service quality, security,
environmental and user requirements.

We take here the opportunity to warmly thank all the members of the EMERGING 2013
Technical Program Committee, as well as the numerous reviewers. The creation of such a broad and
high quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to EMERGING
2013. We truly believe that, thanks to all these efforts, the final conference program consisted of top
quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the EMERGING 2013 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope that EMERGING 2013 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the area of emerging
network intelligence.

We are convinced that the participants found the event useful and communications very open.
We hope that Porto, Portugal, provided a pleasant environment during the conference and everyone
saved some time to enjoy the charm of the city.
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Abstract—The smart grid concept introduces more software
control at both endpoints of the energy consumption chain: The
consumer is integrated into the grid management using smart
metering, whereas the producer will be host to a distributed
agent-based software approach. Including more renewable energy
sources in the energy mix will increase the necessity for a finer-
grained, automatic control of changes in the energy level. Such
changes need to be communicated for a distributed system to
be able to calculate supply and demand. We therefore propose
in this paper a lightweight protocol, which can be implemented
on top of existing technology providing the needed communica-
tion interface. We also specify common behavior and protocol
semantics for all implementing nodes, which forms the basis of
a distributed, decentralized demand and supply calculation in a
future energy grid.

Keywords—smart grid; messaging; protocol description; renew-
able energy sources

I. INTRODUCTION

The term “smart grid” unifies a number of concepts related
to an automated, information-supported management of the
energy grid. In his paper “integration is key to smart grid man-
agement” [1], J. Roncero shows how different technologies are
involved in the rather abstract smart grid concept.

Although a tighter integration of customers via smart meter-
ing is considered one of the cornerstones of a smart grid, the
increased usage of renewable energy sources will also play
an important role. However, although better appliances lead
to a more efficient usage of renewable energy sources, this
also leads to a higher dependence on energy which is not
entirely controllable by the utility, since energy generated by
wind parks or solar panels depends on the wind speed or solar
radiation, more specifically, the weather.

This means that there are variances on both sides of the
producer-consumer chain. Forecasting, as it is already em-
ployed via, for example, standard load profiles, helps to create
more certainty regarding the variances itself, but it will also
increase the number of calculations needed and the amount
of data analyzed. One could therefore argue that a “divide et
impera” approach is necessary, which leads to a decentralized,
agent-based infrastructure. Such an approach, however, needs
an information interchange protocol.

In this paper, we propose a lightweight protocol which
can be used in such a grid based on distributed software
and control. It will define certain basic protocol semantics
which will enable this grid to organize itself based on the

information available. This protocol, as described here, is not
based on a specific implementation: We propose the fields
required and how they are used but refrain from creating a
bit-for-bit specification. This protocol can, however, easily
be implemented on layer 7 of the ISO/OSI protocol stack
using, for example, JavaScript Object Notation [2] (JSON) as
a common data interchange format.

The remainder of the paper is structured as follows: After
describing our initial motivation in Section II, we will outline
the basic protocol structure in Section III, along with common
behavioral rules in Section IV. Afterwards, Section V will
describe the different types of messages available in the
protocol. The discussion in Section VI will show how the
protocol can be applied and outlines several scenarios and the
protocol’s behavior therein. We conclude with our plans for
future work in Section VII.

Since this paper describes a protocol, requirement levels
for implementors must be clear. In Sections III–V, this paper
makes use of the keywords listed in RFC 2119 [3]. This
includes “must”, “must not”, “required”, “shall”, “shall not”,
“should”, “should not”, “may” and “optional”.

II. MOTIVATION

The International Electrotechnical Commission’s IEC 61850
standard has first been issued for communication within a
subsystem automation system [4], but, in the meantime, has
been expanded to other applications as well [5]. Higgins et
al. [6] show how IEC 61850 can effectively be used for
automatic failover.

While IEC 61850 proposes a rich data model for smart
grid devices, it does not define mechanisms for a pro-active,
decentralized interaction of the different components. The in-
creasing inclusion of renewable energy sources tied to external
influences — like wind or solar radiation — also increases the
need for an higher frequency of control messages.

These messages could be issued by a central control unit
which observes the state of the whole or a part of the energy
grid and, given all information available, decides on the proper
course of action. Such a central control unit, however, must
be properly equipped to handle the information load, must
be equally well connected to avoid that the communications
infrastructure becomes a bottleneck, and must be extendible to
add features which help towards a more pro-active operation,
such as forecasting.

1Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-292-9
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Since such a central control unit also poses a single point
of failure, it is often assumed that a de-centralized layout of
cooperating agents would be a better approach [7]. This would
not concentrate the control logic in one point, but distribute it
over the grid. Such a distributed system would need a protocol
that would allow for interchanging information critical to the
actual operation.

IEC 61850 offers a very fine-grained data model for electric
grids. However, it misses a simple protocol mechanic that
would be applicable in the distributed supply-demand calcu-
lation that immediately becomes necessary in a smart grid
consisting of distributed agents. These agents would have to
interchange information about the energy state, i.e., demand or
over-supply that is introduced by weather changes or consumer
behavior. A projected increase in wind speed at evenings
would lead to an over-supply, whereas employees returning
home at a projected time of 6pm would mean a demand.

These two simple examples show how the need for a
distributed supply-demand calculation arises. We therefore
propose a lightweight, simple high-level protocol that can form
the basis of this calculation.

While the protocol as it is described here is not based on
IEC 61850 per se, it can still be used on top of IEC 61850 by
employing an appropriate application programming interface
(API). In fact, we avoid to enforce implementation details
wherever possible to make a widespread adaption possible.

III. BASIC PROTOCOL STRUCTURE

Nodes within the grid exchange data via Connections. A
connection is, to the protocol, a virtual concept which resides
in layer 7 of the ISO/OSI protocol stack. As such, it is not
tied to Internet Protocol (IP) addresses or other concepts of
lower levels in the ISO/OSI stack. Connections must be end-to-
end; they are bi-directional communication channels between
exactly two nodes. Concepts such as multicast must be realized
on top of this.

A connection serves two purposes. First, it identifies the
two endpoints. Second, by establishing a (largely virtual)
network of nodes and connections, this protocol creates a
communications structure that resembles the actual power grid,
recreating it on top of any other networking structure, such as
an IP-based wide-area network (WAN). This way, the power
grid and the telecommunications infrastructure do not have
to match in their layout. The layout recreation algorithm must
be implemented by the actual connection facilities which, e.g.,
map to an IP network.

Having those virtual connections represent the actual physi-
cal power supply line also enables us to model “dumb” cables,
which have no other properties than a maximum capacity and a
line loss. Taking these attributes into account, the actual power
transfer becomes part of the protocol. Smart power supply
lines which are equipped with, e.g., metering devices, become
nodes of their own. The simple power line–connection unit
then evolves into a connection–power line–connection building
block, which also adheres to the protocol semantics described
in the following section.

Messages can travel further than the node–connection–node
boundary. To enable nodes to answer to requests which do not
originate from their immediate neighbors, each node must be
uniquely identifiable. The Sender ID of a node must be unique
at any given time. It is an opaque bit array of arbitrary length
and must not contain any additionally information about the
node itself or anything else. Generating an universally-unique
identifier (UUID) [8] whenever the node’s software boots is
one way to get such an identifier.

Each message must contain an unique identifier (ID). This
is important since messages fall into two distinct categories:
requests and answers. A request is sent actively by a node
because of an event which lies outside the protocol reaction se-
mantics, such as a changed power level. Answers are reactions
which occur because of the protocol semantics as described
below. Since any reaction pertains to an original action, it
needs to identify this action, which is the reason for the unique
identifier of each message. Reactions must carry a new, unique
identifier, too.

The type of the message must be denoted by a Message
Type field. The mapping is outlined in Table 1. These numbers
are simple integer values with no coded meaning whatsoever.
We do not distinguish between message classes or priorities
here: The goal of the protocol is to remain simple, and we
believe that the message types outlined here suffice in reaching
the primary goal of the protocol, i.e., energy supply-demand
mediation.

A message must also contain a Timestamp Sent field de-
noting the time and day when the message was initially sent
as an Unix Timestamp (see [9] for the definition of the Unix
Timestamp).

To prevent messages from circulating endlessly, a time-
to-live (TTL) field is introduced. This TTL has the same
semantics as the IP TTL [10] field: It starts at a number greater
than 0. Whenever a message is forwarded or sent, the TTL is
decremented by 1. If the TTL reaches 0, the packet must not be
forwarded or otherwise sent but must be discarded. Messages
with a TTL value of 0 may be processed.

Additionally, an Hop Count is introduced. The Hop Count
is the reverse of the TTL: It starts with 0 and must be
incremented upon sending a message. It allows to measure
the distance between two nodes in the form of hops.

A message must carry an Is Response flag to distinguish
original requests from responses. If the Is Response flag is
set, the ID of the original message is contained in the Reply
To field. If Is Response is not set, the Reply To field must
not be evaluated; however, if a response is indicated, Reply To
must contain a value which must be evaluated by the receiving
system.

An answer must also contain the original message’s Time-
stamp Sent field (in addition to its own), and the Timestamp
Received denoting the time when the original message was
received.

To summarize, each message must contain at least the
fields of the following enumeration. In parentheses, we give
a proposition of the identifier that could be used in an actual

2Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-292-9

EMERGING 2013 : The Fifth International Conference on Emerging Network Intelligence

                             9 / 88



Value Type
0 Null Message
1 Echo Request
2 Echo Reply
3 Online Notification
4 Offline Notification
5 Demand Notification
6 Offer Notification
7 Offer Accepted Notification
8 Offer Acceptance Acknowledgement
9 Offer Withdrawal Notification

Fig. 1. Message Types

implementation.
1) message ID (ID)
2) message type (type), see Figure 1 above
3) original sender ID (sender)
4) timestamp sent (sent)
5) TTL (TTL)
6) hop count (hops)
7) is response (isResponse)
The message type defines what additional values a message

carries; these message types are described in Section V. The
message type itself is a simple integer value field with type-
to-number mapping shown in Table 1.

If Is Response is true, the following fields must be added:
1) reply to (i.e., original message ID) (replyTo)
2) timestamp received (received)

IV. COMMON PROTOCOL SEMANTICS

The following rules must be applied to each message,
regardless of their type.

First, a message must not be ignored (“no-ignores” rule).
All messages except the Null Message, the Echo Re-

quest Message and the Echo Reply Message must be for-
warded, partially answered and forwarded, or answered. This
is the “match-or-forward” rule. It becomes important with
requests and offers and is it further specified in Subsections
V-F and V-G.

Forwarding denotes the general process of receiving a
message and resending it. The message may be modified in
this process, for example, the requested energy level must be
lowered when a node can fulfill a portion of the request (see
below).

When forwarding, a given message must be sent on all con-
nections except the connection on which the original message
was received. This prevents message amount amplification:
Would the receiver also send the message on the connection
on which it was originally received, it would be useless since
the original sender already knows about its offer or request. It
would thus only lead to additional processing and unnecessary
use of bandwidth (“forwarding” rule).

Each node must keep a cache of recently received messages.
If a message is received again, it must not be answered or
forwarded (“no-duplicates” rule).

V. MESSAGE TYPES

A. Null Message

The Null message is the simplest message available in the
protocol. It contains no additional information besides the
basic protocol fields each message carries.

Null messages can be used as a form of heartbeat informa-
tion. This is especially useful on weak links, for example for
a remote wind park which might only have a mobile phone
(GSM) connection. It thus can be sent at regular intervals to
keep the line open.

A Null message in JSON representation is shown as an
example in Figure 2.

B. Echo Request Message

An Echo Request can be sent on any connection to see if
the endpoint is still alive and reachable. It must be answered.
An Echo Request must not be an answer, and it also must not
contain any additional information.

C. Echo Reply Message

An Echo Reply is the answer to an Echo Request. It must al-
ways be an answer and thus cannot be sent independently. This
message type also does not contain any additional information;
the proposed common fields (Timestamp Sent and Timestamp
Received) are sufficient for Round-Trip-Time measurements.

D. Online Notification

Using this message, a node in the grid can notify its
neighbors that it is going online or will be online at a certain
point in the future.

To actually be able to carry the second kind of information,
i.e., going online at a certain point in the future, this message
contains two additional fields: Valid From (validFrom) and
Valid Until (validUntil). A message using validity dates
must use the Valid From field and may optionally make use
of the Valid Until field.

This concept of validity dates is used by other message
types, too. It denotes a timespan between the time indicated
by Valid From and Valid To, both inclusive. Both fields are
Unix timestamps like, e.g., the Timestamp Sent. Whenever a
node wants to indicate that a message is valid immediately,
it places the current time and date in the Valid From field.
A “valid until further notice” semantic can be achieved by
omitting the Valid Until field entirely.

Any protocol implementor, however, must take care to
adjust his implementation whenever the Unix timestamp data
type changes. As the time of writing, a Unix timestamp of
64 bit width is typically used in modern operating systems,
which provides enough seconds since 1.1.1970 for the whole
lifetime of this protocol. Previously, the time_t C type was
specified as having 32 bits, which meant that an overflow
would happen on 19.01.2038, the so-called “year 2038 prob-
lem”.

Note that the Unix timestamp also allows for negative values
to represent times before 1.01.1970. Although this would not
be a necessary feature in the terms of this protocol, we advise

3Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-292-9
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{
ID: "c3e5aca2-616f-4003-bbc6-eb9e90335495",
type: 0,
sender: "2d60a262-903e-4f70-a9de-e4d9b83d2bb7",
TTL: 42,
sent: 1367846889,
hops: 23,
isResponse: false
}

Fig. 2. An example for a null message, encoded as JSON

against choosing an unsigned type as it would introduce the
need for additional programing quirks for implementors.

An Online Notification may be forwarded, but can also
be discarded. This type of message is important for all
directly connected nodes, because it has influence on the
wires connecting the originating and its neighbor nodes. Any
change in power levels, however, will be communicated using
demand/supply messages which will be described later.

E. Offline Notification

The Offline Notification is the counterpart of the afore-
mentioned Online Notification. It notifies the neighboring
nodes that the originating node will be offline (i.e., possibly
disconnected from the grid), utilizing the same Valid From and
Valid To timestamp fields.

Unlike the Online Notification, this type of message must
be forwarded. It provides additional information to the energy
supply/demand solving algorithms of other nodes, which get
a chance to re-calculate their supply plans. It is assumed that
a demand or supply message which reaches the node sending
the Offline Notification means that the Offline Notification will
also be received by the original sender of the demand/supply
message since the hop count is the same both ways.

However, since the Offline Notification message does not
contain a field supplying the change in the grid energy level
when the shutdown happens, an additional supply/demand
message must be sent if the node has influence on the grid’s
energy level.

F. Demand Notification

A Demand Notification message indicates the need for
energy of a particular node. It carries the Valid From and Valid
To fields.

Additionally and primarily, it carries the quantified demand
for energy in watts in the Power (power) field. Fractions
of watts are not supported, i.e., the lowest amount that can
be requested is 1 W. The field must not be 0, as this would
make the message itself superfluous. This field must not carry
negative values; those would mean an offer which has its own
message type.

Demand Notification messages must be forwarded if they
cannot be (completely) fulfilled. Each node must try to react
to a demand message, i.e., try to match it and supply the
energy requested. This is called the “match-or-forward” rule
as described above. If it cannot fulfill the demand, it must at
least forward it under the semantics outlined in Section III.

demand 500 kW

supply 250 kW

demand 250 kW

Fig. 3. A Demand Notification having the “match-or-forward” rule applied

If the node can supply the requested amount of energy com-
pletely, it must notify the requester using an Offer Notification
message. It must not forward the original Demand Notification
then.

If, however, the demand can only be partially fulfilled, the
node must send an Offer Notification indicating the amount
of energy that can be offered. It must then subtract this value
from the original value indicated in the request and forward
the thusly modified message. It must not change the message’s
ID or the message’s sender ID (“same-ID” rule). The partial
matching described in this paragraph is depicted in Figure 3.

A Demand Notification message must not be an answer.

G. Offer Notification Message

This type of message indicates an offer to the grid. It carries
the fields Valid From and Valid Until as they are described in
Subsection V-D and the amount of energy offered in the field
Power. This number is an unsigned integer and is expressed
in units of watts with no fractions possible.

Additionally, the offer includes a field Cost, which carries
the cost of this offer in cents per kilowatt hour (ct/kWh). This
allows for implementing cost-based policies, such as accepting
energy only if it is cheap.

An Offer Notification may be an answer. If so, it is an
answer to a previous Demand Notification, as described in
the above subsection. A node receiving multiple offers must
prefer offers of lower hop count over those with higher hop
count. This favors micro-grids and reflects the actual flow of
energy.

However, Offer Notification messages may also be sent as
a request. This is the case whenever the agent estimates that
it will output more power than it currently does. Consider for
example a wind park which is dependent on the weather. If the
agent’s forecasting module predicts an increased wind speed
in an hour and therefore an increased energy output, it may
send an Offer Notification instead of pitching or stalling the
wind turbines.

Just like a Demand Notification, such an original offer must
be matched by nodes in the grid. The difference between an
original offer and one that is an answer to a request is the
value of the Is Answer field: If set to 0, the offer must be
matched.

For matching and forwarding, the same mechanics as for
the Offer Notification message type applies, especially if it
can only be partly fulfilled.

H. Offer Accepted Notification

Whenever a request for energy is made and the offers have
been received, there may arise a situation when more energy
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is offered by all nodes than originally requested. For example,
if a wind park, a solar park and a traditional power plant send
Offer Notification messages after a request has been sent, the
sum of energy offered is likely to exceed the original amount
requested.

For this reason, a node must indicate which offer it accepts.
Otherwise, all offers would be fulfilled, leading to an over-
supply of energy in the grid which would be fatal.

As soon as the node finishes its demand/supply calculation,
it must send Offer Accepted Notification messages to all nodes
that were offering energy. In the body of the message, it must
list the IDs of those nodes whose offer it takes. All other nodes
will notice that their ID is missing from the notification and
thus not actually deliver the energy they offered.

An Offer Accepted Notification must be an answer. It must
also be sent of the node is taking on an original offer (as
indicated above). In that case, the Offer Accepted Notification
must be addressed to the offering node only, while the original
offer must be forwarded if it cannot be completely fulfilled as
described in Subsection V-G.

I. Offer Acceptance Acknowledgement

After an offering node has received an Offer Accepted
Notification, it must reply with an Offer Acceptance Acknowl-
edgement to indicate that the offer is still valid. This message
type must always be an answer.

J. Offer Withdrawal Notification

If a node has offered a certain amount of energy, be it as an
answer or as an original offer, and it can no longer stand up to
the offer, it must withdraw it. This type of message is always
an answer, carrying the ID of the original offer (in case of an
original offer that was withdrawn) or the ID of the original
request in the Reply To field.

If a node can still offer energy, but the amount has changed,
the original offer must be withdrawn using this message type,
and the new amount must be announced separately.

VI. DISCUSSION

Based on the message types, the protocol structure and
the semantics defined in the corresponding section, we will
now illustrate how the protocol helps in a distributed supply-
demand calculation. Therefore, we will not only discuss gen-
eral properties of the protocol, but also present scenarios to
show the protocol’s behavior.

To support the goal of a distributed supply-demand cal-
culation, the protocol must first and foremost help to make
a demand or over-supply known. This is, of course, in the
first place the task of the node itself; the protocol assists
by merely providing a means to transport this change in the
grid’s energy level via the Demand Notification and Supply
Notification messages.

A wind park, which is dependent on the weather, can already
use the supply message to indicate changing power levels.
Together with the validity dates, the wind park can also employ

a forecasting algorithm to notify other nodes in the grid of the
changed energy production beforehand.

Since the protocol uses virtual connections, the layout of
the grid does not have to correlate with the layout of the
communications network. That way, a simple WAN connection
can be used and maintained while the virtual connections still
allow all grid nodes to keep the same, consistent logical view
on the energy grid.

This is important considering the normal current flow in
a grid, which cannot be easily directed. Together with the
protocol’s rule to prefer messages with a lower hop count,
a correct implementation of this protocol steers node behavior
to mimic the energy grid’s behavior. Thus, it automatically
favors local micro grids and reduces load on the transmission
system.

A change of the energy level, may it be imminent or
forecasted, cannot go unnoticed since the “match-or-forward”
rule applies to every node. Provided that a transport-layer
protocol such as the Transport Control Protocol (TCP) [11]
or the Stream Control Transmission Protocol (SCTP) [12]
provides transport layer safety, a demand or supply message
will reach other nodes. This separation of concerns accords
with the ISO/OSI stack design principles.

However, the “match-or-forward” rule has one corner case
where it can lead to an endless amplification in the number
of messages currently circulating in the network: When none
of the nodes can match the demand. In this case, a message
must be discarded after a certain amount of time. This is
done based on the TTL (time-to-live), which is a common
rule also applied to IP packets. The initial TTL shall be user-
configurable and must be high enough for a node’s message
to reach a destination which can answer the request.

The simplest layout involving a consumer and a producer
exists when producer and consumer are directly connected. In
this simple case, when the consumer demands more energy
and the producer can match the request, it will answer with a
message indicating the offer of the required amount of energy.
This basic behavior is dictated through the requirement that
each offer or demand message must be matched or forwarded.

On this basis, more complex layouts can also be tested.
Consider the still rather simple, circular grid layout in Figure 4.

The consumer (labeled C), the factory pictured above,
requests more energy. The request reaches the northern of the
two transformers, which cannot influence the energy balance,
but has to forward it based on the “match-or-forward” rule.
The request message is copied and sent along both links, since
a message must be sent on all links except the receiving one
when forwarding (“forwarding” rule). The message reaches the
two wind turbines P1 and P2 simultaneously, meaning that link
latencies are ignored in this example.

If each one of them can provide half the amount of energy
requested in the time frame it was requested for, it will send
an offer and re-send the modified request. All four messages
will then reach the conventional power plant, P3. This will
also answer, in this example with the total amount of energy
requested. The five messages on the wire will eventually reach
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Fig. 4. A simplified, circular grid layout

P1, P2 and P3 again. By examining the message ID, which will
remain the same even if the request was previously modified
(“same-ID” rule), they can re-identify the message and will
remain silent (“no-duplicates” rule).

The answers will eventually reach the requester, C. It will
examine the offers and choose those made by P1 and P2
over the offer made by P3 since the message’s hop counts
are lower. This way, local renewable energy sources near
to a requester are automatically preferred. Finally, the Offer
Accepted Notifications are sent out, reaching P1, P2, and
P3. Since P3 doesn’t find its offer listed in the acceptance
notifications, it will refrain from powering up later. As the
last step, P1 and P3 acknowledge the process by sending
out their Offer Acceptance Acknowledgements. The demand-
supply calculation algorithm C has started when the need for
energy became apparent then stops.

Please note that in both examples, the power line loss has
been ignored. Such power line losses can either be described
using the Connection attributes, or by creating “smart lines”,
which then become nodes of their own. Due to the “match-or-
forward” and “forward” rules, the line loss is simply subtracted
from the message’s Power value.

It can easily be noted that neither the protocol’s semantics
nor its basic representation make an effort at security: We do
not propose a message encryption or impose an authentication
algorithm.

Partly, this is intentional: All nodes in the network shall
be treated equally. However, using a public transport such as
the Internet of course requires additional security measures to
be taken. Since this protocol would be part of the ISO/OSI
stack at level 7, we deem it sufficient to use the encryp-
tion/authentication facilities this stack already offers, such as
IP Secruity [13] (IPsec).

IPsec offers the ability to create a public key/certificate
chain infrastructure. Certificates would authenticate nodes in
the same way as they authenticate an online-banking web
server today. Certificate revocation lists can be used to block
compromised nodes within the smart grid.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have outlined the ground rules of a
messaging protocol which allows proactive communication of
nodes in the Smart Grid. The goal was to enable each node,
consumer and producer alike, to communicate their changing
needs or offer for energy, while allows other nodes to pick up
these pieces of information and act accordingly. This forms the
basis of a tighter integration of renewable energy sources and
allowing them to become more dominant in the energy mix,
even though those sources might be dependent on external
sources of influence outside our control, like the weather.

Proceeding further from that basis, we are going to propose
an agent architecture for the Smart Grid nodes that adheres to
this protocol. It will use the protocol semantics to implement
a solver for the demand/supply calculation process.

We are also going to demonstrate how this protocol can be
implemented using a standard IP network.
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Abstract—To tackle problems emerging with rapid growth
of information networks in scale and complexity, bio-inspired
self-organization is considered one of promising design princi-
ples of a new generation network, which is scalable, robust,
adaptive, and sustainable. However, self-organizing systems
would fall into a local optimum or converge slowly under
some environmental conditions. Therefore, it may take a long
time for self-organizing systems to adapt to environmental
changes. In order to adapt to dynamically changing conditions
of information networks, each component needs to predict
the future state of its neighbors from their past behaviors
and to adapt its movement to conform to the predicted
states. There are several investigations into self-organization
with prediction in the field of biology, but its application
to information network systems and technologies needs more
discussion. In this paper, we take AntNet, an ant-based routing
protocol, as an example and consider a mechanism to accelerate
path convergence with prediction. The proposed mechanism is
compared with AntNet from viewpoints of the recovery time,
path length, and control overhead. Simulation results show
that our predictive mechanism can accelerate path convergence
after environmental changes.

Keywords-self-organization; prediction; routing; Ant Colony
Optimization (ACO)

I. I NTRODUCTION

Due to rapid growth of information networks in scale
and complexity, conventional information network systems
and technologies, which are based on central control or
distributed control with global information, are to face
limitations. An information network system adopting con-
ventional control technologies suffers from the considerable
overhead in managing up-to-date information to grasp dy-
namically changing conditions as the scale and mobility
increase. Considering the problems that would emerge in
future networking, there have been research activities such
as GENI [1] and NSF FIA [2] in the USA, FP7 [3] in
Europe, and the AKARI Project [4] in Japan to establish a
novel network architecture and relevant technologies. Taking
into account requirements for new generation networks,
i.e., scalability, adaptability, robustness, and sustainability
higher than ever before, the paradigm shift is needed to
organize and control the whole network system in a fully
distributed and self-organizing manner. Moreover, in order

to realize information network systems and technologies,
which can adapt to dynamically changing conditions in
a timely manner, it is necessary that systems should be
controlled considering the future state of systems, which is
predicted by observing behaviors of systems.

Self-organization is a natural phenomenon of distributed
systems, where components behave individually and au-
tonomously. In a self-organizing system, they behave in
accordance with simple rules and information locally avail-
able to a component. Through direct or indirect interactions
among components, a global behavior or pattern emerges
on a macroscopic level without central control. In a self-
organizing system, the cost of information management
can be considerably reduced since none needs up-to-date
information of the entire system or many other compo-
nents. Moreover, local failures and small environmental
changes are handled locally and immediately by neighbor
components without involving the entire system. Therefore,
self-organizing system can recover from failures and adapt
environmental changes automatically. In particular, biology
is mines of self-organization models that can be applied
to information networking such as routing, synchronization,
and task assignment since biological systems are inherently
self-organizing [5].

However, it is pointed out that self-organizing control
has some disadvantages [6]. First, in a large-scale system,
it may take a long time for a global pattern to emerge
because it appears as a consequence of interaction between
autonomous components. Second, self-organization, which
uses only local information, would fall into a local optimum
while a conventional system using global information can
reach an optimal solution in most cases. Furthermore, a self-
organizing system is not controllable in general, whereas
unnecessity of control is one of the significant aspects
of self-organization. These disadvantages lead to the slow
adaptation to environmental changes in a self-organizing
system. Ant Colony Optimization (ACO), which is a heuris-
tic in the traveling salesman problem, is a mathematical
model of foraging behavior of ants [7]. Because of the
similarity, it has been adopted as a routing mechanism by
many researchers [8], [9], [10]. Previous research shows
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that AntNet is superior to conventional mechanisms in
robustness against failure, control overhead, and commu-
nication performance [11]. However, the time required for
path establishment to converge depends on the length of
the path, i.e., the distance between a source node and a
destination node [12]. Moreover, a considerable amount of
control messages generated in path establishment depletes
network bandwidth and hinders data message transmission.

In [13], a predictive mechanism was proposed for faster
consensus in flocking birds. In self-organized flocking with
a predictive mechanism, each component predicts the fu-
ture state of its neighbors from their past behaviors and
adapts its movement to conform to the predicted states.
When applied to self-organized behavior of flocking birds,
a predictive mechanism is considered to contribute to faster
self-adaptation to environmental changes. There are several
investigations into self-organization with prediction in the
field of biology [14], [15], but its application to information
network systems and technologies needs more discussion.
In this paper, we adapt a predictive mechanism to ant-
based routing since ant-based routing is a typical self-
organizing system and its property and performance have
been researched well.

In this paper, we take AntNet [16], which is an ant-
based routing, as an example of self-organization based
control and propose a predictive mechanism for AntNet. In
an ant-based routing mechanism, a shorter path collects more
pheromones than longer paths. Then the preferentially accu-
mulated pheromones attract more ants that further deposit
pheromones on the path. Such positive feedback eventually
leads to all ants’ following a single path. Therefore, a
increase rate of pheromone values implicitly indicates the
goodness of a path. In our mechanism, each node predicts
a path that will obtain a large amount of pheromones from
historical information about pheromone accumulation. Then,
it boosts pheromone accumulation on the predicted path for
faster convergence. We show that prediction helps adaptation
to environmental changes through simulation experiments.

The reminder of this paper is organized as follows. First,
we describe AntNet in Section II. Then we propose and
explain a predictive mechanism for AntNet in Section III
and give simulation results and discussion of our proposal
in Section IV. Finally, in Section V, we provide conclusion
and future work.

II. A NTNET

We use AntNet as a basis of our investigation of self-
organization with prediction. In this section, we give a
summary of a mechanism of AntNet.

A. Overview

AntNet [16] is an adaptive best-effort routing algorithm
in packet-switched wired networks based on the principles
of ACO. AntNet introduces two types of control messages

called ants, i.e.,forward antsandbackward ants. A source
node proactively launches mobile agents called forward ants
at regular intervals. A forward ant stochastically selects
a neighbor node to visit in accordance with the amount
of pheromones, which are laid by ants. On a way to a
destination node, a forward ant records its path and the time
of arrival at each node in order to evaluate the quality of the
travelled path.

When a forward ant arrives at the destination node, it
changes to a backward ant. A backward ant returns to the
source node on the disjoint reverse path of the forward
ant, updating pheromone values along the way. When the
path has better quality, i.e., smaller delay, a backward ant
increases a pheromone value for the neighbor node it came
more.

Each data packet is forwarded to a neighbor node as
a next hop node according to the pheromone values that
backward ants have updated. Since a neighbor node with a
larger pheromone value is more likely to be selected, a data
packet reaches a destination node following a shorter path.

B. Self-Organization based Path Establishment and Main-
tenance

In AntNet, each node has a pheromone tableT k as routing
information.T k = {T k

d } whereT k
d is a list of pheromone

valuesτknd ∈ [0, 1] for all neighbor noden ∈ Nk regarding
destination noded, i.e.,T k

d = {τknd}. Nk is a set of neighbor
nodes of nodek. Source nodes establishes and maintains a
path to destination noded by sending forward ants at regular
intervals. A forward ant stochastically selects a next hop
node to visit. The probabilitypnd that neighbor noden ∈ Nk

is selected as a next hop node of nodek for destination
noded is given as follows.

If there is no pheromone information for destination
noded at nodek, a next hop node is randomly chosen.

pnd =


1, if |Nk| = 1

1
|Nk|−1 , if |Nk| > 1 ∧ n ̸= vi−1

0, otherwise
(1)

Otherwise, selection is performed based on the pheromone
valueτnd.

pnd =


1, if |Nk| = 1

1
|Nk|−1 , if |Nk| > 1 ∧ ∀n ∈ Vs→k ∧ n ̸= vi−1

τk
nd+αln

1+α(|Nk|−1) , if |Nk| > 1 ∧ ∃n /∈ Vs→k

0, otherwise
(2)

whereVs→k = {s, v1, v2, · · · , vi−1} is a list of nodes that
the forward ant has visited before arriving at nodek at thei-
th step andvi−1 is an identifier of the(i−1)-th node on the
path.ln is a variable indicating the degree of congestion for
neighbor noden at nodek, which is given by1− qn∑

j∈Nk
qj

and qn is the number of messages waiting in a sending
buffer for neighbor noden. α ∈ [0, 1] is a coefficient. A
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larger α allows forward ants to select a next hop node in
accordance with local traffic condition. As a consequence,
path convergence becomes hard to accomplish. On the
contrary, withα close to zero, a path traversing congested
links would be established. A forward ant whose travelled
hop count reaches the predetermined TTL is discarded at a
node.

A forward ant changes to a backward ant when it reaches
the destination noded and returns to the source nodes
following the disjoint path that the forward ant traversed
while updating pheromone values at visited nodes. The
pheromone valueτknd for neighbor noden ∈ Nk at nodek
is updated by (3).

τknd ←
{

τknd + r(1− τknd), if n = f
τknd − rτknd, otherwise

(3)

wheref corresponds to the previous node that the backward
ant visited just before arriving at nodek, i.e., the first node
of the path from the node to the destination node.r reflects
the goodness of the path, on the transmission delay from
nodek to the destination noded. The smaller the delay is, the
largerr is. Consequently, the shortest path among paths that
forward ants found has the largest amount of pheromones
and attracts most of forward ants.

The parameterr, which determines the increasing amount
of pheromones, is evaluated from the trip timeTk→d and
the local statistical modelMk = {Mk

d}, whereMk
d =

{W d
k , µ

k
d, σ

k
d}.

r = c1

(
W d

k

Tk→d

)
+ c2

(
Isup − Iinf

(Isup − Iinf ) + (Tk→d − Iinf )

)
(4)

whereTk→d is the ant’s trip time from nodek to destination
noded. W d

k is the best traveling time of ants from nodek
to destination noded over the last observation window of
sizew, and (µk

d, σk
d ) are the average and dispersion of the

traveling time of ants over the last observation window.
Isup and Iinf are estimates of the limit of an approximate
confidence interval forµ, which are given by (5) and (6).

Iinf = W d
k (5)

Isup = µk
d + z(σk

d/
√
w), with z = 1/

√
1− γ (6)

wherec1, c2, andγ are coefficients, and(c1, c2, γ) is set to
(0.7, 0.3, 1.7) in [16].

C. Transmission of Data Messages

A data message is forwarded to a next hop node based on
pheromone values, where the selection probabilityRk

nd that
neighbor noden is chosen as a next hop node for destination
node d is given as (τk

nd)
ϵ∑

j∈Nk
(τk

jd
)ϵ

(ϵ ≥ 0). Therefore, data

messages follow the shortest path established by forward
and backward ants.

III. PREDICTIVE MECHANISM FORANTNET

In this section, we propose a predictive mechanism
for AntNet. We consider prediction only from pheromone
changes and pheromone control with updating it indepen-
dently of internal control in AntNet.

A. Overview

It is difficult for components to adapt faster to dynamically
changing conditions of networks in a self-organizing system
because each component uses only local current information.
Therefore, we take AntNet as example of self-organization
based control and consider a predictive mechanism in which
components observe their past behaviors, predict the future
state of the system, and then control their behaviors in
accordance with the predicted future state.

In our proposal, we introducepredictive antsin addition
to two types of control messages, i.e., forward ants and
backward ants, andincrease rates of pheromone valuesare
adopted as an indicator for predictive control. Each node
launches predictive ants at regular intervals. A predictive
ant that arrives at a neighbor node remembers increase
rates of pheromones in the neighbor node and returns to
its originating node. On its return, the predictive ant boosts
pheromone accumulation for the neighbor node for faster
path convergence if its increase rates are high.

Each node has a pheromone tableT k as routing infor-
mation. T k = {T k

d } where T k
d is a list of pheromone

valuesτknd ∈ [0, 1] for all neighbor noden ∈ Nk regarding
destination noded, i.e.,T k

d = {τknd}. Nk is a set of neighbor
nodes of nodek. At the beginning,τknd is initialized to 1

|Nk| .
In our proposal, forward ants and backward ants behave
similar to AntNet. That is, a forward ant stochastically se-
lects a next hop node to visit in accordance with pheromone
values by (1) and (2), and the pheromone value is updated
by backward ants by (3). The pheromone value is used for
next-hop selection by ants and data messages.

B. Increase Rates of Pheromone Values

In our proposal, each node also has a increase rate tableEk
for prediction.Ek = {Ekd } where Ekd is a list of increase
rates of the pheromone valueseknd ∈ [0, 1] for all neighbor
noden ∈ Nk regarding destination noded. At the beginning,
eknd is initialized to zero.

Nodek that receives a backward ant from nodef ∈ Nk

updates the increase rateeknd ∈ [0, 1] of all its neighbor
nodesn ∈ Nk regarding destination noded by (7).

eknd ←
{

(1− β)eknd + β, if n = f
(1− β)eknd, otherwise

(7)

whereβ ∈ [0, 1] is a parameter that determines the weight
of individual increment of pheromones.
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C. Behavior of Predictive Ants

In our proposal, each nodek predicts better paths that will
obtain a large amount of pheromones from sending predic-
tive ants to its all neighbor node at regular intervals∆tp.
A predictive ant that arrives at neighbor nodef ∈ Nk

remembers nodef ’s increase rate table, i.e.,Ef , and returns
to its originating nodek while updating pheromone values at
nodek. The pheromone valueτknd for neighbor noden ∈ Nk

at nodek is updated by (8) if the max value in the increase
rate table of nodef regarding destination noded, i.e.,
max efn′d (n′ ∈ Nf ), exceeds 0.5.

τknd →
{

τknd + p(1− τknd), if n = f
τknd + pτknd, otherwise

(8)

wherep is a parameter that determines the increasing amount
of pheromones. Even if the max value ofefn′d exceeds 0.5,
the pheromone values are not updated whenEfd has not been
updated since nodef received a predictive ant from nodek
at the last time.

Each node starts to send predictive ants when it receives
a backward ant, and it stops sending predictive ants when it
does not receive backward ants for a fixed period of time.

D. Transmission of Data Messages

A data message selects a next hop node based on
pheromone values in the same way as AntNet, where the
selection probabilityRk

nd that neighbor noden is chosen as a

next hop node for destination noded is given as (τk
nd)

ϵ∑
j∈Nk

(τk
jd

)ϵ

(ϵ ≥ 0). Therefore, data messages follow the shortest path
established by forward and backward ants.

IV. PERFORMANCEEVALUATION

In order to evaluate adaptability to environmental changes
of our proposal, we evaluate the time to recover from traffic
changes.

A. Simulation Settings

We distribute 100 nodes on a10×10 grid with separation
of 30 m. We appoint a node at the top-left corner as
a source node and one at the bottom-right corner as a
destination node. The communication range is set to 30 m.
Therefore, each node can communicate with four neighbors.
The coefficientα in (2) is set to 0.004. Other parameters of
AntNet are set in accordance with their default settings [16].

In order to establish the path considering the traffic,ln,
which is a variable indicating the degree of congestion for
neighbor noden at nodek, is given by

ln = 1− λknTs∑
j∈Nk

λkjTs
(9)

whereλnk corresponds to the average arrival rate of data
packets to the queue for sending to noden at nodek, and
Ts corresponds to the average processing time per one data

Figure 1. Network and congestion model in simulation where traffic near
the center of the network increases after the network converges as shown
in Table I.

Table I
TRAFFIC CHANGES IN SIMULATION

(a) (b) (c)
λ (before) 20 +R 10 +R 5 +R
λ (after) 20 +R 40 +R 60 +R

packet. The one-hop transmission delay at link(n, k) is
given by

cost(n, k) =
|(n, k)|
15

+
ρnk

1− ρnk
Ts [ms] (10)

whereρnk is the average utilization rate of link(n, k), which
is given by(λnk + λkn)Ts, and |(n, k)| corresponds to the
Euclidean distance between noden and nodek (= 30 m).
The average processing timeTs is set to 6.5 ms.

In this evaluation, we evaluate the recovery time, control
overhead, convergence rate of AntNet with and without
prediction. We first have the network converge to a state
where ants repeatedly select the same path using original
AntNet. Convergence of the network is defined as a state
where the same path is selected by forward ants for 10
consecutive times. Convergence check is done everytime
a backward ant reaches a source node. After the network
converges, we cause traffic changes. At the beginning of the
simulation,λnk of links between6×6 nodes in the center of
the network is set to10+R packet/s,λnk of links between
4 × 4 nodes in the center of the network is set to5 + R
packet/s, andλnk of other links is set to20 + R packet/s
(R is a random number in[−0.5, 0.5]). Once the network
converges,λnk of links between6 × 6 nodes in the center
of the network is increased to40 + R packet/s, andλnk

of links between4 × 4 nodes in the center of the network
is increased to60 + R packet/s as shown in Figure 1 and
Table I.

Regarding performance measures, the recovery time is
defined as the time from the occurrence of environmental
change till path recovery. Path recovery is defined as the
time when the network is converged and total delay of a
created path from the source node to the destination node
is smaller than(the minimum delay)× 1.05. Path recovery
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Figure 2. Path recovery time (∆tp = 100 ms)

check is done everytime a backward ant reaches a source
node. The control overhead corresponds to the total number
of travelled hops of control messages until path recovery.
The convergence rate is defined as ratio of path recovery
within given simulation time, i.e., 1,000 s, to 300 simulation
runs.

B. Results and Discussion

In this evaluation, the interval of predictive ant emissions,
i.e., ∆tp, is set to 100 ms, and we change the interval of
forward ant emissions from 100 ms to 1 s. The parameterβ,
which determines the weight of individual increment of
pheromones in the increase rate of pheromones ((7)), is set
to 0.2. The parameterp in (8) is changed from 0.06 to 0.6.

In each simulation, a path that runs through the center
of the network is established by AntNet at first because
the amount of traffic in the center of the network is small
at the beginning of the simulation. Then, another path is
reestablished avoiding the center of the network by AntNet
or our proposal after traffic changes, i.e., the amount of
traffic in the center of the network increases.

We show simulation results in Figures 2, 3 and 4. In
these figures, the recovery time, convergence rate, and
control overhead for the interval of forward ant emissions
are depicted. The recovery time and control overhead in
these figures show averaged values over 300 simulation
runs for each interval of forward ants except for cases that
convergence cannot be achieved by the end of a simulation
run, i.e., paths fluctuate.

As shown in Figures 2 and 3, the recovery time of our
proposal is shorter and the convergence rate of our proposal
is higher than AntNet. Furthermore, our proposal is superior
to AntNet regardless of the value of parameterp although
we changesp widely. In original AntNet, a forward ant
selects a next hop node in accordance with only current
pheromone values. Then, most forward ants go through the
path that has more pheromones than others even if there
are other better paths. Therefore, it takes a long time to
reestablish a shorter path when the quality of the existing
path falls off because of environmental changes such as
traffic changes. On the contrary, a next hop node is selected
while taking changes of pheromone values into account in
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Figure 3. Convergence rate (∆tp = 100 ms)
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Figure 4. Cumulative overhead (∆tp = 100 ms)

our proposal. Our proposal boosts pheromone accumulation
on a shorter path whose pheromone values are still low but
increasing, and this is the reason why path reestablishment
after environmental changes is accelerated.

In our proposal, the recovery time is shorter and the
convergence rate is higher especially when the parameterp
is low as shown in Figures 2 and 3. In an ant-based routing
mechanism, the stochastic path exploration in accordance
with pheromone values plays an important role in the
discovery of shorter paths. However, a forward ant selects
a next hop node in an almost deterministic manner if the
increasing amount of pheromones in our proposal is too
large, i.e.,p is too high. In consequence, a loose control
with lower p leads to a better recovery time and a high
convergence rate. Moreover, whenp ranges between 0.06
and 0.2, there is not much difference in the recovery time
and convergence rate in our proposal. In other words, we do
not need to take so much care of parameterp setting.

As shown in Figure 4, control overhead of our proposal
is much higher than that of AntNet. It is because each
node that receives a backward ant regularly sends predictive
ants to all its neighbor nodes for a fixed period of time in
order to obtain neighbor nodes’ information in our proposal.
However, overhead of forward and backward ants is reduced
because the recovery time is shortened with prediction.
Moreover, overhead of predictive ants becomes trivial as the
number of sessions becomes larger since predictive ants can
collect increase rates for different destination nodes at one
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Figure 5. Path recovery time (∆tp = 1.0 s)
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Figure 6. Cumulative overhead (∆tp = 1.0 s)

time. It is noteworthy that control overhead can be much
reduced with a larger interval (∆tp = 1.0 s) of predictive ant
emissions while the recovery time is kept shorter as shown
in Figures 5 and 6.

In conclusion, the path recover from traffic changes is
accelerated with prediction in this simulation settings. How-
ever, we need more discussion because the simulation setting
is mere one case of network conditions.

V. CONCLUSION AND FUTURE WORK

In a self-organizing system, each component behaves in
accordance with only local current information, which leads
to slow adaptation to environmental changes. Therefore,
in order to adapt to dynamically changing conditions in
a timely manner, it is necessary that systems should be
controlled considering the future state of systems, which
is predicted by observing behaviors of systems. In this
paper, as an example of a predictive mechanism for self-
organizing system, we propose and evaluate a predictive
mechanism for AntNet. Simulation results show that our
proposal can facilitate path reestablishment when the en-
vironment of the network changes. Even in a more realistic
environment where ants are lost in the network, ants can
reestablish other paths fast because they explore the network
not deterministically but stochastically and positive feedback
through pheromones leads to ants’ following shorter paths.

As future work, we will evaluate our predictive mecha-
nism in more real network environment, such as multiple
sessions and a random topology.
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Abstract—This paper introduces the concept of Tiers-Lieu, 

which is envisaged as an exploratory environment for service-

centred innovations, and discusses its rationale within the 

context of the collaborative inter-disciplinary society. We 

present the approach facilitating discovery of initiatives as the 

result of the collaboration of actors from various domains: 

developing them in the process of negotiations and concretising 

them, in order to be further enabled by services. We discuss 

the difference between Tiers-Lieu and other types of 

collaborative environments, by illustrating its role in ensuring 

freedom in participation and semantic exchange for all 

creativity-oriented actors, independently from their domain, 

profession, and/or way of thinking.  

Keywords-Tiers-Lieu; service; initiative; service-centred 

innovation; interorganisational and interdisciplinary 

collaboration; collaborative environments. 

I.  INTRODUCTION 

How may one characterise the current trends in 
Information Science and Service Science that have recently 
entered our world? Their growing importance reflects the 
requirements of the emerging world; a world transcending 
the familiarities of centuries past, due to the explosion of 
exchanges of every kind, in all its parts, the intermingling of 
cultures and the desire of individuals for cognitive freedom. 

This emerging world requires the discovery of new 
cognitive environments, in order to organise different models 
for living together on all levels of Society, in all public, 
private and international sectors, in regional, national and 
international contexts. These cognitive environments will 
transcend those which we currently know. In particular, they 
will offer new answers to crucial challenges, such as 
disastrous hunger, epidemic cataclysms, poverty, energy 
deficits, and environmental, sanitary, medical, 
demographical, economic and financial crises.  

This emerging world is born of a desire for universality 
to be facilitated by Internet technologies delivering an 
intensification of exchange that is without precedent in 
human history and has become one of the major factors 
defining the development of our society. It is remarkable 
that, despite a certain level of confidentiality and anonymity 
of Internet environments, they foster collaboration between 
the multitudes of initially unrelated actors and enable 
collective decision-making in innovation processes. In its 
turn, such collaboration ensures sustainability and coherent 
development of underlying processes, interoperability and 

service orientation in different domains (e.g., Internet of 
services [3], public service innovation [13], etc.). 

By underlining the role of service orientation at multiple 
levels of technology and business, it is essential to clarify its 
meaning. It is stated that everything (i.e., good or activity) is 
seen as a service, and is analysed by an interdisciplinary 
approach of Service Science that brings together study, 
design, and implementation of services in which specific 
arrangements of people and technologies take actions that 
provide value for others [5]. This allows thus to concretise 
one of the leading visions for the systems development and 
integration [6], thanks to the service-oriented architecture 
(SOA).  

These services-oriented trends, characteristic for our 
emerging world, lead to the shift of the role of Information 
and Communication Technologies, which are traditionally 
structured around isolated or specific services, and allow 
them to overcome the limits of their initial domains and to 
spread over trans-disciplinary branches of science and 
business. In this way, they support the dissemination of 
interoperable scientific knowledge and contribute to the 
development of practical intelligence [18] in our society, in 
general, and throughout these domains, in particular. 

This paper is structured as follows. In Section 2, we 
analyze the role of creativity and innovation in developing 
business-oriented services. Some aspects of collaborative 
environments related to innovation are also discussed. In 
Section 3, the Tiers-Lieu concept is introduced and its 
characteristics are described. In Section 4, we discuss the 
main principles of Tiers-Lieu organisation. Finally, Section 5 
concludes with the acquired results of this exploratory paper, 
and the scope of future works for developing Tiers-Lieu is 
identified. 

II. TOWARDS INNOVATION: FROM KNOWLEDGE TO 

SERVICES THROUGH COLLABORATIVE ENVIRONMENTS 

It is impossible to overestimate the role of knowledge for 
the development of our society. From one side, it is the 
primary production of resource; from the other side, 
knowledge ensures the possibility of value co-creation in 
services [17]. This nature explains the interdependence of 
knowledge and services-based characteristics of our 
emerging world, supports a tight interconnection between the 
phenomenon of services innovation and the requirements of 
the emerging society and guarantees the consistency of  
sustainable co-creation of the fundamental concepts of 
innovation-based information systems and services [9].  
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With the increasing role of Information Technologies 
(IT) in its everyday functioning, our society benefits from 
new and expanding communication channels that foster 
knowledge production and nurture its creativity-focused 
characteristics. 

Indeed, the new society encourages its members to enact 
their willingness and ability to innovate and create and in 
doing so, to increase the added value of the corresponding 
economic processes. The innovation in services is thus seen 
as a process, whose objectives include the efficient delivery 
of existing services, service quality, and the generation of 
new types of services. This process requires continuous 
collaboration between different people of different skills and 
responsibilities, from multiple organisations and – very often 
– within an international and multicultural context.  

From a different side, the increasing complexity of its 
processes, the multitude of involved actors, and the 
interdependence of the related domains is largely based on 
multiple collaboration processes. Recently, one can witness 
how the importance of collaboration grows exponentially, as 
the result of the development of Information and 
Communication Technologies, social networks and thematic 
clouds, which seem to contribute to decision-making 
processes, concretise the decisional context for different 
actors and remove geographical boundaries. 

It has already become a common practice that enterprises 
and societies require certain level of collective intelligence 
from their members. Indeed, to ensure that a group of 
individuals successfully act together in a certain concrete 
environment [7], they should possess the ability to learn and 
reason, being willing and capable to act collectively thanks 
to their competences.  

There have been numerous works aiming to support 
collaboration and collaborative group decisions. In [2], it is 
suggested to model collaboration by identifying its layers: 
goals, products, activities, patterns, techniques, tools and 
scripts, and by integrating all these layers into an organizing 
scheme, a conceptual representation of the next generation of 
collaboration support systems.  

Another aspect of collaborative group decisions is 
studied in [8]: Keeney introduces a collaborative group 
decision model based on decision analysis techniques. The 
accent is put here on the explicit knowledge differences of 
judgments and values among group members, and an 
approach for taking them into account in the decision process 
is debated. 

Some works specifically address the methods and 
techniques to improve group ideation [14]: to balance 
between the quantity and the quality of ideas generated and 
analysed during the process of ideation. Reinig and Briggs 
particularly note how cognitive inertia and scarcity of 
solution space may affect the ideation process and suggest 
the ways to overcome the possible negative effects. 

In our previous research, we also address the problem of 
collaborative decision-making and discuss some challenges 
typical for collaborative environments [24]. This work 
presents the initial classification of the corresponding risks 
and introduces our approach for decision-constructing by the 

cross-pollination space, a collaborative environment for 
innovation in services. 

The diversity of profound research aiming to encourage 
different aspects of innovation in services corresponds not 
only to the sectors of activity, but also the rationale for 
organisations, their business models, their relationships with 
their environments, especially in the international context.  It 
becomes obvious that interdisciplinary work is required, 
which is to be translated into trans-disciplinary services and 
built using information technology. It is focused on 
combining human and collective knowledge with the 
computational capabilities of informatics, as well as 
combining human and collective activities with services. 
This will allow decision makers to move from a default 
position of reacting to events in their organisations to a more 
active one of anticipating them. 

More concretely, on the level of the European Union, 
there has been achieved a significant success in the projects 
supporting innovation in services. For example, the set of 
initiatives facilitating public support for innovation and 
increasing its effectiveness is presented by the European 
Commission [12], whilst the measurability of innovation 
policies and their impact on productivity, quality and 
employment of services are analysed by Rubalcaba [F15]. 
Despite the acquired positive results, there are still important 
service innovation challenges to be addressed in services 
economies of our society. There are still a variety of 
obstacles that might stand on the way of the sustainable 
service innovation growth: e.g., market and systemic 
failures, over-regulation, market fragmentation and 
competition, to mention but a few. Probably less obvious, 
but more serious obstacles lie in the sphere of cognitive 
barriers and fears of all kinds (e.g., unemployment, 
professional non-security, unwillingness or incapacity to 
adapt to new types of organisations, etc.).  

III. TIERS-LIEU: COLLABORATIVE ENVIRONMENTS FOR 

INNOVATIONS 

The complexity of business, academic and social 
processes of our society, as well as the increasing role of 
collaborative creativity in development and innovation, 
require new advanced approaches and forms of organisation. 
To answer these challenges, we introduce the concept of 
Tiers-Lieu, study its characteristics and analyze its potential 
benefits. 

A. Concept of Tiers-Lieu 

Initially, the concept of Tiers-Lieu (“third place”) was 
introduced by Roy Oldenburg [10] who identified third 
places, or “great good places”, as new places intermediate 
between home and work, which are adapted to the new 
lifestyle with its elements of urbanisation, mobility and 
individualism and are central to local democracy as well as 
community vitality. 

Such third places are neither private, nor public, and they 
offer the extended possibilities to work in a more informal 
environment, a certain hybrid between a personal and an 
open space. These are coffee shops, cultural centres, 
smoking lounges; the third places are largely the product of 
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human relationships, creative interaction and modes of social 
organisation and professional dominant contemporary 
societies [1]. 

In the spirit of Tiers-Lieu, several places of co-working 
have been recently developed. They are, for example, La 
Cantine [20], Festival Temps d’Images [21], tiers_lieu{x} 
[22]; all share the idea of open and creative co-working. As a 
different example, one can witness the work around meetings 
of Autrans 2012  [19], which gather international researchers 
and entrepreneurs interested in innovative Internet-related 
issues, open data, Tiers-Lieu, collaborative consumption new 
usages, etc.  

It is important to note that this initial definition of Tiers-
Lieu has significantly evolved during the recent years, and is 
no longer limited by geographical boundaries of places of 
co-working.  

In our approach, we envisage Tiers-Lieu as an open 
environment of “third place” that motivates collaboration, 
intellectual creativity and surpasses the limits of traditional 
disciplines-defined collaborative spaces, by allowing 
defining new services. 

B. Tiers-Lieu: What is different? 

By its origin, Tiers-Lieu has an exploratory nature and 
creates the environments where transformations and changes 
are institutionalised and enable movements of innovations. 
We note also that Tiers-Lieu benefits from the work of the 
people from different organisations, but does not belong to 
any of them. 

Tiers-Lieu aims to go beyond the creation of an 
environment when actors (professional or not, individuals or 
groups, formal or informal) gather around a discussion table, 
in order to exchange their ideas about a situation, an 
identified challenge, or a proposed initiative. In the majority 
of the existing collaborative environments, the skills of 
involved actors are to some extent pre-defined, according to 
the discipline of the discussed idea. Such a pre-definition 
ensures a certain level of consistency in these discussions; 
however, it seldom overcomes the cognitive closeness of the 
discussed idea, and is not truly trans-disciplinary. 

It is the ambition of Tiers-Lieu to overcome the limits of 
such semantic closeness and to give the actors the possibility 
not only to discuss the problem but also to be able to 
understand it in terms of their own professions and beyond 
them. In this context, it is not merely the question of 
understanding the conceptual framework, technical 
principles, or usability of an innovative idea but beyond this, 
Tiers-Lieu aims at ensuring the acceptance of this idea by the 
actors, despite their possible resistance, lack of knowledge or 
foreseen expectations.  

This way, Tiers-Lieu differs from traditional 
collaborative environments, as they are themselves the 
creators of values. This means they generate activities 
common for creative participants, independent from and not 
belonging to any participating organisation. Also, compared 
to traditional environments, the successful functioning of 
Tiers-Lieu relies on a higher level of interaction between 
non-professional actors and openness to their networks. By 
allowing such heterogeneity, Tiers-Lieu is boosting 

“cognitive interaction” between project leaders, managers 
and just interested people, the project leaders will develop 
their knowledge and skills to implement their entrepreneurial 
project. At the same time, it also encourages the 
democratisation of the action undertaken by accepting a 
wider audience. 

As a result, Tiers-Lieu allows achievement of the unity of 
the idea, so that it must be concretised as a service. By 
answering this challenge, Tiers-Lieu thus proposes not only 
the creativity-oriented environment fostering innovations, 
but also the way how it can be concretised by services. It 
means that, in addition to the achieved results of traditional 
collaborative environments, Tiers-Lieu also ensures the 
development of services – either on the meta-level (by 
offering a methodology to propagate the discussed 
knowledge between and beyond the involved actors, e.g., 
how knowledge related to smart medicine is widespread in 
medicine and other involved domains), or for the concrete 
complex situation, which is the objective of this Tiers-Lieu 
(by offering a set of services aiming at solving this problem, 
e.g., usage of smart phones in the context of smart medicine). 

C. Objectives of Tiers-Lieu 

By summarizing the ideas towards the development of 
Tiers-Lieu, we can briefly describe its objectives as follows: 

• Tiers-Lieu represents an utility, which is created to 

develop a service, 

• Tiers-Lieu aims at supporting an activity, 

• by enabling initiatives, suggested by involved 

actors and oriented to improve this activity; 

• which can be achieved thanks to a collaborative 

platform, 

• concretised, according to the requirements of 

sustainability of this activity and the general 

“common sense” vision; 

• and which is developed upstream of the projects 

improving this activity.  
In other words, Tiers-Lieu can be seen as a certain 

meeting that leads to service creation. As the result of its 
functioning, coherent and sustainable services will be 
developed. We note, however, that management and 
governing of such created services can remain within the 
scope of the initial Tiers-Lieu but can also overpass it, by 
extending their existance in other domains of business, 
government activities, private sector, etc. 

D. Initiative as Key Concept of Tiers-Lieu 

Tiers-Lieu is envisaged as an environment supporting 
innovations, which are concretised thanks to initiatives. 

Let us study in more detail the phenomenon of the 
initiative, classically introduced at [4], and developed in the 
context of Service Science by [11], by analysing it in the 
context of Tiers-Lieu.  

We envisage an initiative as a breakthrough proposition, 
which is inter-organisational, inter-disciplinary, inter-
domain, aiming the creation of human-oriented and/or 
economic value and that concretises the semantics and leads 
to the realisation of one or several corresponding services. 
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We particularly note that an initiative with the related 
knowledge is not an object of protection (by copy-right, for 
example). It does not have the nature of consulting or project 
management; neither is it an instrument of education.  

In Tiers-Lieu, initiatives are seen upstream of projects or 
services, which help to create the services for commercial 
products, research or business-oriented methodologies. 

To conclude, the activities of Tiers-Lieu are thus 
regrouped around its initiatives, which respect the following 
conditions: 

• An initiative of Tiers-Lieu must be inter-

organisational: it should not belong to the only one 

organisation, but it must represent a general 

interest; 

• An initiative of Tiers-Lieu must be inter-

disciplinary: it should not be related to the only 

domain, but naturally aims to address 

interdisciplinary situations; 

• It should take into account international aspects; 

• It should create values in human, social and 

economic aspects; 

• The initiative must be concretised in the form of 

one or several trans-organisational and trans-

disciplinary services. 
The results of an initiative could furthermore generate 

partnership agreements, internal or inter-organisational 
projects, new forms of organisations, innovative start-ups, 
especially in the context of interconnected services, net-ups, 
or other forms of value-creating organisations. Naturally, an 
initiative of Tiers-Lieu can give a start for new initiatives of 
the same – or different – Tiers-Lieu. 

IV. ORGANISATION OF TIERS-LIEU 

Tiers-Lieu is envisaged as an environment supporting 
innovations, which are concretised thanks to initiatives. 

The activities that are supported by Tiers-Lieu are 
naturally discussed during the meetings of co-opetative 
nature concerning strategic questions typical for complex 
competition-based environments. Despite certain 
contradictions between the objectives of each actor, such 
environments require nevertheless a high level of 
collaboration in achieving common objectives. For example, 
while introducing new forms of bank services, IT standards 
or compliance norms, the necessity of coherent collaboration 
between direct competitors (e.g., leading companies in the 
sector), standardisation organisations and other interested 
parties have become a crucial factor. 

There are no special limitations on the form of such 
meetings: they can be face-to-face, diffused by Internet, 
supported in real-time or asynchronous, or the mix of 
different forms.  

In many cases, the main actors taking part in Tiers-Lieu 
are top executives of enterprises or non-commercial 
organisations, or – in general – decision-makers. However, 
the participation is open for other contributors: actively 
interested people, and is highly beneficial if various 
interesting – and multi-domain – ideas are exchanged. 

In this context, it is important to underline that the 
participation in Tiers-Lieu is based on the acceptance of its 
members of the main principles of team creativity, their 
desire and ability to create collectively, to share the expert 
knowledge and the acquired results, to avoid innovation 
resistance [16] and to ensure participative safety, to improve 
the quantity and quality of attempts to introduce or develop 
new ideas [23]. 

It is agreed between the actors that innovative ideas are 
represented through initiatives which can dynamically 
change, according to the discussions. Before being selected 
and approved by all actors, initiatives can be modified, 
reorganised, abandoned, etc. 

This implies the necessity for a formal definition of a 
protocol for such a meeting, allowing tracking the history 
and dynamics of ideas exchange, some principles for 
regulating roles and access of actors. In other words, the 
whole Tiers-Lieu infrastructure supporting creation and 
implication of initiatives for services creation should be 
established (Fig. 1). 

 

 
Figure 1.  Tiers-Lieu: from initiative to service. 

Since Tiers-Lieu represents creative collaborative 
environments that involve a lot of multidisciplinary actors, 
the organisation of Tiers-Lieu should respect certain 
principles. 

Firstly, Tiers-Lieu is motivated by the spirit of the PPPP 
approach: they support and are oriented to private (P), public 
(P) partnerships (P) and people (P).  

Secondly, to ensure the smooth organisation of 
discussions and the effectiveness of taken decisions, there 
should be a system of roles within Tiers-Lieu.  

We start by identifying the following 6 roles: 

• Initiators: actors, who come with a new innovative 

idea, define an initiative and invite other actors to 

discussions. Initiators are those who take the final 

decision, once the initiative is discussed and 

developed by others. 

• Participants: actors, who actively contribute in 

discussions and help to develop the proposed 

initiative. 

• Moderators: actors supporting the process of Tiers-

Lieu functioning. 

• Observers: actors, who assist at discussions and 

follow them, but are not actively participating in 
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them, i.e.,, the ones who do not have a word. 

Observers might have educational purposes (e.g., 

students) or just share the general interest for the 

discussed subject, without offering any concrete 

solutions (e.g., public). 

• Historians (or secretaries): actors who play a 

supporting role: helping to register and track 

discussions and contributions of participants, 

introducing required information, keeping in order 

the agreed planning, etc. 

• Developers: actors, whose aim is to develop a 

service, once the initiative has been defined and 

validated. 
The role of the initiator is characterised by a high level of 

responsibility and is crucial for functioning of Tiers-Lieu. 
Indeed, it is the initiator who not only introduces a new 
initiative as a subject of innovation, but also defines the 
scope of participation within the scope of Tiers-Lieu. The 
initiator is also the one who evaluates the expressed ideas 
and has the final word on accepting or refusing them.  

To facilitate the discussion procedure and to minimise 
the uncertainty in discussions, the initiator has a set of 
measures to keep the discussions fruitful, by attributing the 
participants a yellow card (warning about the semantic 
inconsistency or non-respect of the ethics of Tiers-Lieu) or a 
red card (serious breach of the rules or consistent 
contradiction with the main idea of the current initiative; this 
leads to the exclusion of the participant from this Tiers-
Lieu). Analogically to football rules, two yellow cards in the 
same meeting constitute a red card. 

A participant with a red card (or in fact any participant at 
any time) may leave this initiative and eventually launch an 
alternative initiative and a different Tiers-Lieu, which might 
have the same participants of the initial Tiers-Lieu. All 
initiatives are launched under the Creative Commons 
License, used when an author wants to give people the right 
to share, use, and even build upon a work that they have 
created. 

It is remarkable that there are no limitations for the 
participants to contribute for multiple initiatives, as well as to 
leave them at any time.  

It is important to develop a balanced system of ethics 
principles concerning the supported activity, and, 
consequently, the ethics principles defining the developed 
service. 

Despite the self-motivation of the actors to participate in 
Tiers-Lieu, there should be developed a balanced approach 
for supporting their interest in sharing and increasing their 
knowledge about the complex situations, which require 
common effort, even under the risk of competition. Tiers-
Lieu is becoming thus a good choice of a neutral 
environment, which can put together various actors for their 
“winning-winning” collaboration. 

V. CONCLUSION AND FUTURE WORK  

This exploratory paper addressed the challenge of 
supporting creative development of services with the help of 
collaborative environments. To answer the new requirements 

of our emerging society, it seemed insufficient merely to 
support existing working relationships between 
organisations, enterprises and academic institutions but 
necessary to offer them an independent “third place”, Tiers-
Lieu, which would help to people from different 
organisations to work together for and in benefit of their 
organisations. We noted that the results of their collaborative 
work should be concretised by the development of a service 
(or several services), might lead to defining a new project, 
and are, for example, supported by Creative Commons 
License.  

In this paper, we introduced the concept of Tiers-Lieu, 
discussed its characteristics and analysed its role as an 
exploratory environment, allowing creativity-oriented actors 
freedom in participation, yet concretised by a system of 
rules. Such conceptual architecture reflected the idea that 
initiatives should not be limited to bottom-up or top-down 
ones but might come from everywhere, beyond the limits 
imposed by a certain form of organisation and/or 
conventions accepted within certain professions. This also 
meant that Tiers-Lieu was defined in the way to enable 
freedom of semantic exchange, and to overcome the limits of 
one domain, one profession, and/or one way of thinking. 

Our future work is focused on formal definition of codes 
and principles of functioning of Tiers-Lieu. We also explore 
the role of the University, identify the risks and challenges of 
its current form for innovation-oriented discovery and 
services development, and analyse its potential improvement 
in the context of the vision of Tiers-Lieu. We envisage this 
approach to become a profound base in our work on 
exploring the phenomenon of the university, and its 
consecutive extension as a result of the new challenges our 
society has been currently offering. 
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Abstract—With the technological revolution in digital 

networking and connectivity over the past two decades, the 

healthcare sector is at the beginning of a dramatic overhaul. 

These technologies have already made their way into our 

everyday lives and thus changing the way we do things. The 

healthcare industry with its resistance to change has started 

considering, evaluating, and embracing the way connectivity 

can change medical treatment and personal health. In this 

paper, we review the state-of-the-art in medical device 

connectivity with a focus on wireless solutions. Throughout the 

paper, the discussion separately studies the three major care 

delivery settings: clinical, office, and home. Based on the 

challenges and requirements that each of these settings 

present, we discuss the key aspects needed for medical device 

connectivity to succeed from both a technological and financial 

perspective. Cellular connectivity can satisfy many of these key 

aspects. Therefore, we have proposed and operated a testbed 

for cellular connectivity into Electronic Health Record (EHR) 

systems, which we present and report on here for the first time. 

The paper concludes with a longer term outlook on the 

adoption of digital networking and connectivity in the 

healthcare sector. 

Keywords-cellular; connectivity; devices; health; wireless 

I. INTRODUCTION 

There is much excitement in the electronic health 
(eHealth) and mobile health (mHealth) industry about the 
promise that wireless technologies can bring to healthcare. 
Many grassroots efforts are underway promising everything 
from vital sign monitoring to aging in-place. Naturally, one 
may ask which technologies and solutions truly create value, 
which will survive in the end and ultimately benefit us 
humans. 

The business environment feels similar to the beginnings 
of cellular technology in the mid to late 1990s. Many 
companies offer complementary, overlapping, or competing 
product solutions for improving healthcare through the use 
of wireless connectivity—the same kind of wireless 
connectivity we already use on a daily basis in our laptops, 
tablets, and cell phones. Although they share the same base 
technology, the rules of engagement differ for the healthcare 
sector in many aspects from consumer markets. It is us, as 
the end–user, driving market success in consumer markets 
and hence deciding the fate of a product solution or 

technology. Not so in the healthcare industry. With all the 
parties involved in the chain of treatment, who have a stake 
in deciding the means of treatment, it is us, as the patient, 
who has the least say in the medical devices that facilitate 
our diagnosis and treatment. 

In this paper, we will cover and discuss the deployment 
and usefulness of wireless connectivity technology in a 
variety of medical instruments. The paper starts out in 
Section II with a survey of existing connectivity solutions 
used in medical devices today. In Section III, we look at 
several key aspects that are necessary for a connectivity 
solution to succeed in the healthcare market. Section IV 
applies these keys to cellular connectivity exclusively and 
presents our technology solution for connecting medical 
devices equipped with cellular modems to Electronic Health 
Record (EHR) systems. In Section V, we discuss the 
direction that we see the market taking and our view of what 
the future holds for connectivity solutions in healthcare. 
Section VI concludes the paper with a summary of the 
insights gained and final remarks. 

II. EXISTING CONNECTIVITY SOLUTIONS 

The deployment of wireless technology in care delivery 
settings today is widespread. Many solutions already exist or 
are under development aiming to streamline the healthcare 
system [6]. But, as varied as the patient groups are, so are the 
treatment offerings. Today, wireless solutions in healthcare 
are highly fragmented with little standardization beyond the 
medium access layer. While this fragmentation facilitates a 
high degree of targeted solutions, which address specific 
needs, it makes it difficult for medical instrument companies 
to capitalize on their R&D investments. Two different ways 
of categorizing solutions in use today help to shed light on 
wireless deployment: (i) grouping by the intended healthcare 
setting (clinical, office, and home setting) and (ii) grouping 
by the target patient group (teenagers, baby boomers, and 
general population). Let us take a closer look at which 
connectivity solutions have made their way into different 
care delivery settings. 

A. Clinical Setting 

In clinical settings, i.e., clinics and hospitals, the 
objective of connected devices lies in preventing medical 
errors and reducing the cost of treatment. Connected devices 
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Figure 1. The BD Veritor™ System. 

 

TABLE I.  WIRED VERSUS WIRELESS CONNECTIVITY 

 Advantages Disadvantages 

Wired 
• Robust and reliable 

• Access control on premise 

• Higher cost of installation 

• More complicated to scale 

Wireless 
• Easy to install and deploy 

• Supports device mobility 

• Security more challenging 

• Devices need to be 
configured individually 

 

facilitate this through streamlining the flow of admission, 
diagnostic, billing, and release information. 

Clinical healthcare providers still prefer wired solutions 
for most of their medical instruments. Table I lists the main 
advantages and disadvantages of wired and wireless 
connectivity in medical devices. For one, wired solutions are 
more secure, reliable, and easier to maintain once installed 
and configured. Such wired instruments include for example 
vital sign monitors, surgical instrumentation, and hospital lab 
equipment. The use of mobile devices that doctors and 
nurses carry around is limited to smart phones, tablets, 
personal digital assistants, and most notably bedside 
monitors [14]. Both wired and wireless devices that are used 
in diagnosis and treatment typically integrate into the 
facility’s Health Information System (HIS) and Laboratory 
Information System (LIS) through the use of instrument 
middleware. 

With few exceptions, IEEE 802.11 Wi-Fi [27] is the 
preferred connectivity technology for such devices. Cellular 
technology [20] is only used for text message notifications to 
personnel involved in patient care activities. So far, wireless 
connections only make sense for instruments that doctors 
and nurses carry with them to perform routine tasks or for 
patient bedside monitors according to a clinical laboratorian 
at the Palo Alto Medical Foundation. The primary motivators 
for connecting medical devices into electronic medical 
records lie in the reduction of the overall cost structure and, 
in the United States, by federal mandate [25], in the 
reduction of the rate of readmission. 

B. Office Setting 

Doctors’ offices are currently undergoing a fundamental 
change. The federal incentives and mandate towards the 
adoption and meaningful use of electronic health records [9] 
causes smaller doctors’ offices to switch from primarily 
paper-based record keeping to electronic health records for 
their patient base. With it, the use of instrumented testing 
becomes also more lucrative as test results can automatically 
find their way into a patient’s digital record. However, very 
few of such devices are in use today; let alone advanced 
devices offering cellular connectivity. 

Especially for smaller practices, the main hurdle is the 
affordability of diagnostic test instruments and their limited 
insurance reimbursement. Test labs service most diagnostic 
testing needs arising in doctors’ offices with an established 
cost structure for reimbursement. This flow of patient testing 
is more cost efficient as long as the cost of ownership of 
testing equipment exceeds the testing volume of a doctor’s 
office. 

The situation is very different in an adjacent point-of-care 
setting: minute clinics. They specialize in the rapid diagnosis 

and immediate treatment of only the most commonly 
occurring infections and diseases. Their volume of tests 
performed is large enough to justify the use of instrumented 
testing. Therefore, medical instruments have started to make 
their way into these point-of-care facilities. Instrument 
connectivity is of little value thus far unless it can relay the 
prescribed drug treatment through the patient’s health record 
to the pharmacy or send reminders of dosage or refill to the 
patient’s cell phone [21]. 

C. Home Setting 

There is a plethora of solutions already available in the 
wireless health market today. The industry has come up with 
enticing catch phrases to market the products in this market 
segment: quantified self, patient-centric, personalized 
medicine, and aging in place. Products ranging from vital 
sign monitoring, such as body weight, body fat, heart rate, 
blood glucose, and oxygen saturation to dieting, fitness and 
sleep trackers are readily available. They generate massive 
amounts of data which, in most cases, are continuously 
uploaded via Bluetooth, WiFi, or USB to an associated smart 
phone app, which analyzes and visualizes the data. The 
ultimate objective has to be the improvement of individual 
personal health [24] through changes in behavior and 
lifestyle. Reduced healthcare cost for the people using these 
devices on a regular basis is often a desired side effect. 

There are two sizeable markets in the United States for 
these personal health products: the teenage population and 
the baby boomers. The two population groups have different 
health challenges and hence the solutions are tailored to their 
needs. Baby boomers are entering the retirement age and 
with it come the onset of several health concerns such as 
congestive heart failure, hypertension, and diabetes. Hence, 
baby boomers spend money on solutions that enable graceful 
“aging in place,” i.e., detect, prevent, or manage such 
chronic conditions in the convenience of their homes [1]. In 
case of the teenage population, who are sometimes referred 
to as “the fat kids of America,” the primary health concerns 
are obesity, diabetes, and asthma. The objective here is not 
only the management of these chronic conditions under the 
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TABLE II.  WIRELESS CONNECTIVITY IN HEALTHCARE SETTINGS 

Care 

Setting 
Opportunities Challenges 

Clinical 

• Bedside monitoring during 
routine patient visits 

• Patient self-monitoring 
after hospital discharge 

• Clinics are slow in 
adopting new technologies 

• Reduction in overall cost 
of care not yet proven 

Office 

• Facilitate adoption of 
electronic health records 

• Seamlessly relay treatment 
to pharmacy or insurance 

• Insurance reimbursement 
limits return on investment 

• Smaller offices not setup 
for wireless connectivity 

Home 

• Detect, prevent, and 
manage chronic conditions 

• Self-tracking to create 
persistent lifestyle changes 

• Monitoring products lack 
standard and aggregation  

• Gap between tracking and 
persistent behavior change 

 

supervision of the teenager’s parents, but to maintain or 
improve his or her overall health through creating a 
persistent change in behavior. 

III. KEYS TO SUCCESS 

After this review of medical device connectivity in the 
three care delivery settings, which is summarized in Table II 
in terms of opportunities and challenges, let us take a closer 
look at the keys required for a solution to succeed in each 
setting. The overarching key for success of any new 
healthcare solution is overall cost reduction in the healthcare 
delivery process. And that is the premise of wirelessly 
connected medical devices: their attraction lies in cost 
reduction, detection objectivity, and ease of use. While the 
above mentioned keys are common across all care delivery 
settings, each setting weighs them differently or has 
additional keys to success. 

For illustration purposes, a good example of a medical 
device that exhibits detection objectivity and ease of use is 
the BD Veritor™ System [18], which has recently been FDA 
approved for the clinical as well as the point-of-care care 
delivery setting. It is a rapid testing platform for the 
detection of infectious diseases such as Influenza Type A 
and B and Group A Streptococcus. The BD Veritor System 
[2], as shown in Fig. 1, consists of the device and the 
consumables, that is, the mobile reader and the sample 
extractor and test cartridge (in the figure, the cartridge is 
shown inserted in the reader), respectively. The reader is 
however lacking the option of connectivity into HIS or LIS 
installations. 

A. Clinical Setting 

Since the hospital’s clinical lab along with external 
central labs cover most of the testing needs arising in patient 
treatment, there is not a great deal of potential for adding 
wireless medical devices in hospital settings. The exceptions 
are devices that doctors and nurses use in routine patient 
treatment or patient bedside monitors. 

There is however another emerging class of devices that 
can greatly benefit from wireless connectivity: devices that 
track the state of health of a patient after his release from the 
hospital. To achieve this, the patient could be given a 
monitoring device that facilitates home testing and wireless 
data upload into the hospital’s HIS or LIS. One advantage is 
that the patient could recover in the comfort of his own home 
while the critical parameters of his or her state of health are 
still being monitored by the hospital’s medical staff. The 
other benefit is that this would lower the readmission rate 
while reducing the cost of care at the same time. 

The key to making this a reality is to combine a test 
approved for home usage with an easy-to-use device that is 
able to wirelessly transmit the patient’s health parameters 
reliably and securely into the hospital’s HIS or LIS. 

B. Office Setting 

To successfully place wireless medical devices in the 
point-of-care setting, minute clinics or physician offices, 
requires foremost that the solution makes financial sense. In 
this setting, a patient testing service has a fixed 

reimbursement amount no matter how the test is performed 
(visually read, instrument read, or by a central lab). Hence, 
doctors’ offices will have a difficult time financially 
justifying the expense of instrumented testing if the per 
annum test volume for that particular test is low. In other 
words, wireless medical instruments can only succeed in this 
market if they prove to be less expensive to purchase, install, 
and operate than the already existing solution in place. 
Although the federal mandate towards the use of medical 
health records may aid in deploying more wirelessly 
connected instrument, most instruments are just too 
expensive to be financially viable testing solutions for most 
doctors’ offices. 

Nevertheless, rapid tests that occur frequently such as for 
infectious diseases (Influenza, Streptococcus, sexually 
transmitted diseases, etc.) may justify usage of wireless 
medical instruments. The keys here are that such instruments 
are cleared for the point-of-care setting, i.e., Clinical 
Laboratory Improvement Amendments (CLIA) waived, and 
that their cost of ownership lies roughly below $500 per 
year. 

C. Home Setting 

While each of the solutions offered for home deployment 
may address a particular health issue quite adequately, there 
are many challenges facing the wireless health home market 
today. For one, there is little to no standardization. Each 
solution works on its own independent of other health 
products in use. Each solution also requires frequent 
interaction and manual data entry by its user—something a 
society governed by convenience strongly shuns. For this 
reason, the average duration of regular usage does not exceed 
30 days for the majority of these health improvement apps: 
just 5% of all apps (including health apps) are still in use 30 
days after download [8]. In short, they are too intrusive to 
many people’s already hectic and packed life. Decentralized 
storage of data collected through different personal health 
solutions creates another significant challenge. How is one to 
get a comprehensive picture of one’s health if the data 
resides in several different, unique applications? There are of 
course a few solutions like Google Health (discontinued as 
of January 2013) and Microsoft HealthVault [17] attempting 
to address the need of centralized data storage. But, most 
personal health products do not interface with them and 
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Figure 2. Healthcare information flow with cellular connectivity of medical devices. 

hence data would have to be manually entered. Therefore, a 
major key to succeed in this market is easy and seamless 
integration of the medical sensing devices, that is, the ones 
that provide personal health metrics, into personal health 
record systems. This can only be achieved effectively 
through standardization of the health data interfaces. The 
Continua Health Alliance [5] and the Institute of Electrical 
and Electronics Engineers [11] for instance are actively 
pushing this standardization and have been issuing design 
guidelines and standards for interoperability in personal 
healthcare [3]. 

Another fundamental issue of personal health tracking is 
that it is not sufficient to create persistent and lasting lifestyle 
changes. In fact, Joseph Kvedar [25] has found “that only a 
small portion of the population, around 10 percent, will 
change their behavior based on tracker information alone.” 
Knowing the right thing and doing the right thing are worlds 
apart. Even if personal health trackers provide us with vital 
information of what foods to avoid for example, we are still 
subjected to the marketing exposure of unhealthy eating 
habits. In the United States, good examples are the Carl’s Jr. 
TV commercials for its selection of big and juicy burgers [4]. 
How can one not watch one of these commercials without 
leaving with the thought that relishing one of these 
irresistibly delicious burgers results in tremendous pleasure? 
Knowing that they are an unhealthy diet will likely not kill 
that thought! It is like running a marathon with a rock tied to 
one ankle. In essence, our lifestyle choices are not only 
impacted by reading our personal health statistics, but also 
by what we exposure ourselves to in the form of billboards, 
commercials, and magazines. And to extract oneself from 
this omnipresent exposure in the United States is a deliberate 
effort that has to be made daily. To assist us in this effort, 
our personal health systems would also have to tie into our 
flat panel TVs and block out commercials that are 
inappropriate for our current health condition. 

IV. THE CASE FOR CELLULAR 

At this point, it should have become clear that there is no 
one size fits all solution. The three care delivery settings 
considered have overlapping but also diverging 
requirements, which cannot be met by one solution all at 
once. Therefore, there are many product offerings from small 
to large companies, which focus on one or a few aspects in 
the healthcare delivery process. In short, the market is highly 
fragmented and proprietary solutions are prevalent. 

But for solutions to be cost effective and scalable 
demands standardization and interoperability that in turn can 
proliferate integrated solutions [10]. Therefore, in the near-
term, healthcare solutions will have to target seamless 
integration into the flow of care from patient over provider to 
payer [1]. Clearly, this is a good idea in theory but not 
enough to succeed in the healthcare market. The present 
reality is that the adoption of mHealth connectivity standards 
has been inconsistent [19]. 

We strongly believe that the adoption of cellular 
connectivity in medical devices is the starting point to 
enabling higher levels of standardization and 
interoperability—at least at the front-end, where patient 
health data needs to make it into the digital medical record. It 
is crucial for subsequent treatment to consistently store this 
data digitally in a secure and reliable manner. But, if the 
interface method is lacking any of these attributes, the patient 
data will not be stored consistently leading to patchy health 
records. While there are several connection technologies and 
dataflow models conceivable, cellular technology is already 
dominating the personal consumer space and, as a result, has 
been widely adopted, is standardized, and continuously 
increases in data throughput and geographical coverage. 
Moreover, cellular hardware cost is held down by the large 
scale consumer market and service providers continue 
driving down data transmission costs. Therefore, medical 
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Figure 3. Patient test record (top) and instrument test report (bottom) of 
the MeshEye EMR Connectivity Testbed. 

devices equipped with cellular modems can meet several of 
the keys for success discussed in Section III. 

Let us discuss this cellular connectivity solution in more 
detail. Fig. 2 illustrates the flow of healthcare information 
when medical devices are equipped with a cellular GSM 
modem. This enables them to directly communicate with the 
HIS/LIS, or, more generally, the EHR system, through a 
General Packet Radio Service (GPRS) Internet connection. 
Test results can then readily be uploaded into the patient 
health record via the HL7 protocol [11]. Note that this direct 
connection eliminates the need for and expense of 
middleware software, a “middle man”, which only reformats 
the device’s proprietary data output to the standardized EHR 
data format. Once the patient results have been uploaded to 
the EHR, which can either occur from a hospital, physician 
office, or the patient’s home, other need-to-know parties can 
readily access or be notified of the results. Such parties are 
the primary care physician, the insurance payer, as well as 
the patient itself. 

To explore and validate the feasibility of this cellular 
connectivity solution, MeshEye Consulting has been 
operating an Electronic Medical Record (EMR) connectivity 
testbed with an HL7 portal for test record upload since 
November 2010. The testbed deploys the open-source EMR 
software FreeMED [6] in lieu of the HIS/LIS software. The 
FreeMED installation has been modified to accept test 
records from medical devices in the form of HL7 requests 
encapsulated in XML-RPC requests. A medical device 
prototype equipped with a cellular GSM modem was 
designed to upload its test records to this EMR system via 
GPRS. The testbed proved that this approach is feasible and 
easy to implement. 

To notify the physician of completed tests, the EMR 
connectivity testbed has been configured to send out text 
messages with the test results. The end-to-end delay 
commonly encountered is in the order of 10 to 20 seconds. 
Considering that rapid diagnostic tests typically take at least 
10 minutes to complete, such quality of service (QoS) would 
be acceptable. But cellular network carriers do not make any 
guarantees of end-to-end delay for text messaging, and hence 
it is only a solution good enough for demonstration purposes 
but not for professional deployment. Moreover, text 
messaging does not lend itself to encryption, which brings us 
to another area of frequent concern: compliance with the 
Health Insurance Portability and Accountability Act 
(HIPAA). 

HIPAA compliance requires the implementation of 
reasonable safeguards for the protection of patient-
identifiable information. Although the EMR connectivity 
testbed does not transmit any information that would allow 
identification of a patient by name, only an assigned patient 
identifier, it makes sense to encrypt the entire payload. This 
usually diffuses any concerns around patient privacy but 
adds the burden of encryption key management. 

The EMR connectivity testbed was demonstrated to 
several hospitals in California as well as to the Centers for 
Disease Control and Prevention (CDC) in Atlanta, GA, in 
May 2011. Fig. 3 shows the patient test record and 
instrument test report that the testbed generated during the 
demonstration. The top of the figure shows the view of the 
patient’s test result entry while the bottom of the figure 
shows the automatically generated instrument test report. 
The report contains all the fields expected of a lab test report. 
In addition, it maps the rough location of the testing site, 
which is available from the cellular network registration. 
Most importantly, the test result upload completes in real-
time, i.e., it usually takes less than a minute. This solution 
would allow the CDC to publish their “Influenza 
Surveillance Report” in real-time rather than with data 
lagging by two weeks. Especially CDC’s recently launched 
influenza app [20] could benefit greatly from real-time 
reporting of infectious disease testing. 

V. LONGER TERM OUTLOOK 

There is no doubt that interoperability through 
standardization will continue to increase in healthcare 
solutions. From a technology perspective, that is what is 
required to make any medical device talk to any EHR system 
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[14]. It also makes sense from a business perspective since 
interoperability is an essential component for a scalable 
connected health market [19]. In short, interoperability 
through standardization will likely pave the way for 
widespread use of connected medical devices. 

But, knowing the right thing does not necessarily 
translate into doing the right thing. In fact, the healthcare 
industry is known for its resistance to change and slow rate 
of technology adoption. For instance, Thompson states that 
“I feel frustrated that physicians don’t quite seem to be 
practicing in the 2012 world of technology I see on the 
exhibit floor [at the annual AACC Clinical Lab Expo 2012]” 
[16]. Healthcare investor G. Kurtzman puts it this way [13]: 
“Unless there is a “pull” from customers, patients, providers, 
or payers, an entrepreneur in healthcare IT won’t be able to 
capitalize on just a good idea.” Along these lines, the two 
parties that still need to more convincingly drive the idea of 
connected health are the payers and the regulators. 

The regulatory agencies’ mandate includes issuing 
regulations for marketability of medical devices and 
enforcing them in the marketplace. There still remains a lot 
of uncertainty concerning the regulation of mobile health 
applications and related connected health devices. Therefore, 
the regulatory agencies have to clarify the approval process 
of these emerging technologies. The next step is to speed up 
their approval process. This will also make their pursuit more 
attractive to the investment community. 

The healthcare payers, that is, the insurance providers, 
have to be persuaded that connected healthcare solutions not 
only make sense but also reduce the overall cost of 
treatment. This is especially important in the United States, 
which has the highest cost structure in healthcare. It will 
require several more case studies and clinical trials to make a 
convincing case for the overall reduction in healthcare cost. 
Such studies and trials are however intricate and costly since 
the entire chain of healthcare services involved in patient 
treatment has to be accounted for. 

Finally, a strong push for wireless connectivity in 
healthcare is coming from several players at the bottom of 
the food chain of healthcare reimbursement: medical device 
manufacturers and cellular network providers. Device 
manufacturers have an increasing interest in equipping their 
products with connectivity. This would provide them with 
easier access to test results, which may allow them to move 
up in the food chain. Network providers see the opportunity 
in high-volume data contracts in machine-to-machine 
(M2M) communication, which is viewed as their next big 
market after the cell phone market has started to level off. 

With respect to cellular connectivity in medical devices, 
the outlook is the same as for connectivity in general. 
Nevertheless, it has to bear the additional burden of 
subscription fees paid to cellular network service providers. 
But, there is hope in sight [23]: “[…] The number of devices 
with integrated cellular connectivity increased from 0.73 
million in 2011 to about 1.03 million in 2012, and is 
projected to grow at a CAGR rate of 46.3 percent to 7.1 
million in 2017.” And by the laws of supply and demand, 
increased deployment will result in lower cost of cellular 
connectivity in medical devices. Most likely countries other 

than the United States will lead the way—countries, in which 
cellular subscription fees adapt more rapidly to market 
supply and demand, as is the case in most countries across 
Europe and Asia. 

VI. CONCLUSION AND FUTURE WORK 

We reviewed the current state of connectivity technology 
for medical devices in the healthcare sector giving special 
attention to wireless connectivity. The review highlighted the 
diversity and fragmentation of existing solutions to address 
the demands in the clinical, office, and home care setting. 
Therefore, the one key aspect to increase adoption of 
connected medical devices is interoperability through 
standardization. Cellular connectivity can enable 
standardized, seamless, and ubiquitous integration of medical 
devices into EHR systems. For this reason, we proposed and 
presented a cellular connectivity testbed that confirms and 
demonstrates the validity of this approach. Our connectivity 
testbed indicates that medical devices can be seamlessly 
integrated into the flow of patient treatment across all three 
care settings. However, it remains to be seen whether 
wireless connectivity can actually lead to an overall 
reduction in the cost of care and change towards healthy 
lifestyle choices. Moreover, regulators and payers still have a 
long way to go before wireless connectivity becomes the 
norm in everyday patient diagnosis and treatment. 
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Abstract—Mobile devices, such as smart phones and tablets,
are as popular as never before. Even corporations encourage their
employees to use company services such as email and document
management services on these kinds of devices. However, the
security of mobile devices, especially when used in a professional
environment, is still lacking behind compared to company con-
trolled infrastructures. In our previous work, we described a
novel system for securing mobile devices while leveraging the
potential of seemingly unlimited resources provided by cloud
computing. In this work, we extend this idea and focus on user
identification using touch gesture analysis as part of the MoSeC
architecture. We show that, using artificial neural networks, the
analysis of user’s touch behavior while using a mobile device
can support authentication processes. This technology will also
enable the collection of information for tracing legitimate as well
as malicious access attempts and we will show how our proposed
system may provide digital evidence.

Keywords—Cloud Computing, Digital Forensics, Evidence, Mo-
bile Security, Authentication

I. INTRODUCTION

In our increasingly networked world, IT security plays
a more and more important role, especially in enterprise
environments, where sensitive business information is stored
and processed. Also, the widespread use of mobile devices
such as smart phones and tablets in a professional environment
is no longer limited to management staff. These devices, when
used for work, are usually integrated into the enterprise’s
IT infrastructure and contain possibly sensitive information.
However, these devices are not always under direct control by
the enterprise. For example, employees are often encouraged
to use their devices at home, which essentially means the
risk of loss or theft is significantly higher, because of the
uncontrolled environment. The user identification verification
and assurance is of importance for enterprises providing their
employees access to sensitive data. To support building a chain
of evidence or chain of custody additional information about
the user’s identity is helpful.

Attacks on mobile devices can be classified into two
groups: the ones where an attacker is in possession of the
device and where attacks are carried out remotely. This paper
deals exclusively with the former scenario, where the attacker
has gained possession of the device. In such cases, additional
access protection mechanisms are of utmost importance to
prevent an attacker from accessing data stored on the device as
well as enterprise services, which grant mobile devices access
to the corporate network.

The most common protection for mobile devices against

unauthorized access is locking it down using an additional
password or personal identification number (PIN). This mech-
anism is easy to implement. However, to provide a reasonable
addition to device security, the password must be complex
enough. Secure complex passwords usually are hardly memo-
rable. Additionally, to lock down the device, the user is usually
required to enter the password on every device wake-up or
screen activation and after a defined period of time. This is
not a user-friendly solution.

In case of a breach of security caused by a mobile device,
it is usually most important to gather as much information
about the attack as possible. Therefore, evidence gathering
systems, which monitor certain system and network related
security parameters like unauthorized device accesses or even
authorized device accesses, might prove useful for tracing and
analyzing.

The remainder of this paper is structured as follows: After
this section, we describe related work done in the field of
advanced user authentication on mobile devices and continuous
authentication. The integration of the gesture identification in
the overall framework to give identity evidence can be found
in Section III. In Section IV, we give an overview about touch
gesture recording and analysis of touch attributes. In the fol-
lowing Section V, we describe our approach to using artificial
neural networks (ANN) to analyze collected information in
the cloud. In Section VI, we present our evaluation results,
followed by a conclusion and the description of possible future
research directions in Section VII.

II. RELATED WORK

Wong et al. [1] focus in their work on keystroke analysis for
user authentication by analyzing users typing their passwords.
The analysis process is carried out using artificial neural
networks and the k-nearest algorithm. However, their conclu-
sion is that keystroke analysis is too reliant on the physical
condition of the user. In contrast to this work, their approach
relies on keyboards being used, whereas our approach focuses
on the increasingly popular current smart phone generations,
where there usually is only a soft-keyboard, which is used
rather sparsely in favor of touch gesture control.

Pannell et al. [2] follow a more comprehensive approach.
Besides using keystroke analysis, they include other attributes
like running applications and a classification of users into
ones with basic computer knowledge or profound knowledge.
With this information they build user models. In their system,
intruders do not fit those user models and can therefore be
detected. By including multiple attributes, the detection rate
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can be increased significantly. However, data recording and
analysis is performed locally, whereas, in our work, a remote
proxy instance is used.

A similar approach is followed by Anand et al. [3], where
they try to identify users by using data collected on mobile
devices. This data includes the call history and typing patterns.
Their main conclusion is that a balance has to be found
between the Masquerade Detection Rate, the relation between
detected attacks and all attacks, and the time to detect an attack.
To accomplish this, some parameters need to be adjusted (e.g.,
the time frame for data collection).

Imsand et al. [4] try to identify users by analyzing how
they are using graphical user interfaces. A simple example
is how a user copies text to the clipboard, either by using
primarily keyboard shortcuts or context menus. Similar to
Pannell’s approach, this information is then stored in user
profiles, which are compared to the current user’s behavior.
However, their evaluation didn’t seem to be very successful.
One reason, which the authors are giving is the small amount
of test data sets and the overfitting of their neural network.

Another gesture-based approach for user identification is
followed by Guse et al. [5]. It is based on capturing motions of
users with 3D acceleration sensors and gyroscopes. However,
they acknowledge several problems with this approach. It is
difficult to consistently perform the same gestures for iden-
tification and those gestures have to be performed in secure
locations, because it might be very easy to imitate them.
Nevertheless, Guse et al. come to the conclusion that gesture
based identification could be a viable alternative to PINs and
are significantly less cumbersome than entering PINs. The
main difference to our approach is, that we are focusing on
smart phone touch gestures without any additional hardware.

SenGuard [6] is a system, which leverages virtualization
techniques on mobile devices. It collects information about the
voice of the user, GPS location, multi touch gestures and the
user’s movement. If SenGuard detects possibly non-authorized
usage of the device, traditional authentication mechanisms
(e.g., PINs) are cut in. SenGuard runs on the device and
compared to our approach does not use any external resources.
However, the authors recognized power consumption of their
system as one of the major issues and try to solve this, by
selectively removing data collection sensors the lower the state
of charge gets. SenGuard reaches very good user authentication
results by combining all of the collected attributes. However,
touch gestures on their own are regarded as not sufficient for
reliable user authentication by Shi et al. In our approach, touch
gestures are used in conjunction with additional continuous
authentication mechanisms. As part of the decision making
system, touch gestures may very well add to device security.

Schneier et al. [7] describe an approach to logging informa-
tion while protecting against malicious manipulation to those
logs. Several other papers work on similar systems and extend
the idea of collecting logging information in a tamper-evident
way for making such logs available as evidence. Most of these
approaches build on the idea of hash chaining.

III. USER IDENTIFICATION EVIDENCE ARCHITECTURE

In a previous project called Mobile Security by Cloud
Computing (MoSeC) [8] at the HFU Cloud Research Lab [9],

we addressed these problems by designing a scalable cloud
architecture for enhancing mobile device security. Every mo-
bile device is assigned to a proxy instance inside the cloud.
The proxy is used to offload performance-intensive tasks to
the cloud, where computing resources are seemingly unlimited
or at least can be easily scaled out. The mobile device
uses a lightweight software agent to communicate with its
cloud proxy via a virtual private network (VPN). Besides
other information, the agent transmits recorded and aggregated
touch gesture profiles of the current user to the cloud, where
sophisticated analysis methods are used to detect suspicious
activity.

The primary goal of this MoSeC module is providing
information for the decision making process for whether a
user of a mobile device is authentic or not. In a broader sense,
this also means a theft and loss detection for mobiles devices.
Additionally, this module provides information for assigning
a device to an adequate security level. In MoSeC, security
levels are used to control which corporate services and data are
accessible by mobile devices. The security level is computed
using different information sources like device management,
intrusion detection, malware detection, traffic analysis and the
gesture analysis depicted in this paper. Depending on the
security scores collected in each of these modules devices and
their users are classified ranging from critical to highly secure,
resulting in the previously mentioned access control decisions.
This effectively leads to a more secure integration of mobile
devices (also private devices as in bring-your-own-device) in
enterprise environments while protecting sensitive corporate
information.

Fig. 1. Architecture Overview

Figure 1 depicts an architectural overview of the continuous
authentication process in MoSeC. The Proxy takes control of
communication of mobile devices with enterprise applications
and services. It also provides the runtime environment for the
Inference engine, which uses an ANN specifically trained to
detect gestures not performed by the device owner. ANNs were
chosen based on their ability to provide a reasonably accurate
input about user authenticity to the authentication process.
Additionally, company policies are considered by the inference
engine (e.g., assigning an appropriate security level depending
on the policy, and the analysis results). For further company-
wide evidence collection, an evidence bag [10] is provided,
which allows retrospective analysis of the collected data (e.g.,
tracing authorized as well as suspicious accesses for forensics
in case of an intrusion). The evidence bag may be used
internally, but may also prove useful during the prosecution
of security breaches. One key feature of the digital evidence
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bag is storing information in a tamper-proof or at least tamper-
evident way.

IV. COLLECTING INPUT DATA ON ANDROID

To demonstrate the recording of touch gesture information
and the evaluation using an artificial neural network, an
Android application has been developed. In this section, we
will describe how touch gestures are recorded in our prototype
application. Furthermore, a list of different touch attributes
are presented and discussed according to their suitability for
identifying users of mobile devices.

A. Data Collection

Touch gestures are characterized by the movement of one
or more fingers (multi-touch) on a touch-sensitive display and
result in actions performed by the device. The Android SDK
provides developers with the ability to capture information
about touch gestures using the MotionEvent class. The most
important gestures are scrolling (usually performed by swiping
horizontally or vertically over the touchscreen, this is also
called flicking), zooming-in (the movement of two fingers
away from each other) and zooming-out (the movement of
two fingers towards each other). Figure 2 illustrates these basic
touch gestures. Starting with scrolling on the left, followed by
zooming-in and zooming-out.

Fig. 2. Multi Touch Gestures [11]

To identify users according to their different touch gesture
behavior, a profile of the user has to be created first. In our
case, this means that an ANN has to be trained for every
user. For this purpose, an Android App has been developed,
which records the touch characteristics of users. For gestures
like scrolling and zooming, parameters like x/y-coordinates,
pressure applied by the finger on the screen, and the length
of the gesture are recorded. To get a precise profile of the
users touch gestures, this gesture collection course has to be
completed multiple times.

B. Touch Attributes

Touch gestures have multiple attributes, which characterize
different users. The course App records a total of 87 attributes
(e.g. position, no. of fingers, pressure, speed, etc.). Depending
on the performed touch gesture, a subset of these attributes is
included. For the simple scrolling gesture 23 of the total 87
attributes are used. Zooming-in uses 32 and zooming-out an
additional 32. The most significant difference between normal
touch gestures like scrolling and multi-touch gestures like
zooming is the amount of different attributes, which can be
identified. This is reasonable, because normal touch gestures

only use one finger and therefore inherently have less attributes
which need to be considered.

Additionally, some of the attributes are more significant
than others. For example, the overall duration, distance, aver-
age pressure applied by the fingers and distance between the
fingers during gestures have been identified as very significant
and at least in combination possibly unique to a user.

V. ANALYZING TOUCH GESTURES USING NEURONAL
NETWORKS

For making the decision whether or not the current user
of a mobile device is the actual owner of the device, an
interconnected feed forward neural network is used. In this
section we describe the structure, training (supervised) and
validation process.

A. Structure of the Neural Network

The neural network consists of three layers (input, hidden
and output). The input layer consists of 87 input neurons,
each of them representing one of the touch gesture attributes
(see Sec. IV). The activation function for the input neurons
is the identical function. Additionally, there are three hidden
layers with each of them having 60 hidden neurons. The hidden
neurons use the logistic function:

f(x) =
1

1 + e−3∗x

The output layer consists of two neurons. The value “one” sig-
nals that the neural network suspects that the user is authentic,
the other neuron signals the opposite case. The number of
input and output neurons have been decided according to the
input attributes and the two possible results. The amount of
hidden layers and number of neurons contained within them
have been chosen carefully during the design process of the
neural network. The resulting network is rather huge, but the
size is justified by the promising results.

B. Training the Neural Network

Artificial neural networks in the MoSeC architecture oper-
ate according to a specific life cycle depicted in Figure 3.

In the Data Collection Phase (DCP) (1) touch gesture data
generated by the user is recorded. Subsequently, the ANN is
trained using this data. One essential requirement in this phase
is that the device is used exclusively by the legitimate owner.
Otherwise, the training data gets tainted, which may lead to
the ANN not being able to detect gesture patterns and to a
significantly higher rate of false positives.

After the DCP, follows the Kickoff Learning Phase (KLP)
(2), during which the ANN is trained the first time using the
previously collected data. The target network error and desired
count of learning iterations is determined empirically. This
process is described in Section VI.

After the ANN has been trained, the Monitoring Phase
(MP) (3) is started. This phase constitutes the main operational
phase, where the ANN is actually used to identify unauthorized
device access. Touch gesture data, which is collected during
the normal usage of the device, is validated against the
previously trained ANN during this phase. If irregularities
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Fig. 3. ANN Lifecycle

are detected, strong authentication mechanisms (such as PIN
request, biometric authentication etc.) are triggered. To adapt
the ANN to possible changes in behavior of the user, new
learning data is collected during the Monitoring Phase.

This new learned data is used to further train the ANN in
the Subsequent Learn Phase (SLP) (4). To trigger the SLP,
different approaches are possible:

• After the user has been authenticated using strong
authentication mechanisms (e.g., PINs), the SLP is
triggered. This can be done after each or n-th authen-
tication in a given duration.

• Regardless of the authentication state of the user, the
SLP is triggered in set intervals.

• The SLP is triggered manually by an administrator
either to reset the state of the ANN.

Selecting data, which is being used during the SLP, can be
selected using different strategies:

• Learning all previously recorded data including the
data collected during the KLP may prove problematic,
because more recent changes in behavior are not
weighed strong enough (overfitting of old data).

• Only recently recorded data is used to generate train-
ing lessons for the ANN. This approach reacts to
behavior changes in a very agile way, but may “forget”
old behavior too soon.

• The middle-ground between the previous two ap-
proaches is using newly acquired data as well as old
data collected over a given duration, merged into a
lesson for the ANN.

After the SLP is complete, the operation mode is switched
back to the MP. To address the problem of a user changing in
behavior over time, a backup AAN can be trained in parallel.
When needed, the running ANN is replaced by the backup
ANN. Another approach would be to introduce a forgetting-
factor. However, in our work we focused on the first approach.

The last operation mode is Sleep Mode (SM) (5). This
deactivates the gesture authentication process temporarily. This
mode is supposed to be used by an administrator or by the user
after he has been authenticated using a strong mechanism. But,
after switching to this mode, the security level of the mobile
device is reduced significantly, which results in blocked access
to corporate services and information.

VI. EVALUATION

As previously mentioned, an application which records
information about touch gestures has been developed to show
whether or not using artificial neural networks on the cloud
for identifying mobile device users is a feasible approach. In
this section we will describe our evaluation methodology and
results.

The pattern recognition for the detection of unauthorized
users is done using neural networks. During the implemen-
tation process “Membrain” [12], a neural network editor and
simulator which also provides JAVA bindings, has been used
for editing and simulating neural networks. The Samsung
Nexus S served as a development platform.

A. Results

To test the effectiveness of our approach, 6 persons were
selected for testing the application. The number of people
has been chosen arbitrarily. Table I shows how often each
test person completed the course for recording touch profile
information sorted by whether the data is collected for network
training or actual testing.

TABLE I
NUMBER OF COURSE PASSED BY TEST PERSON

Courses
Passed
(learning)

Courses
Passed
(checking)

Person 1 15 15
Person 2 15 15
Person 3 22 15
Person 4 76 15
Person 5 20 20
Person 6 50 15

An example for how data sets for the training phase of
the neural network look like is shown in Table II. The at-
tribute columns contain the normalized values of the attributes
extracted from the touch gesture (e.g., coordinates, length,
applied pressure etc.). The learning behavior of the network is
heavily dependent on the amount and quality of learning data
as well as the ratio between positive and negative learning data
and the network error. Because our approach to training the
network involves observed learning, a learning data set also
contains the values of the output neurons. Positive learning
data sets have the value “1” for the “yes” output neuron and
negative ones vice versa. It is obviously very important to find
the right ratio between positive and negative patterns to get the
best results. To get negative patterns for each person, patterns
from the other test persons were included.

To find a suitable ratio between the amount of positive and
negative patterns, 4 training passes have been carried out. The
amount of positive learning patterns remains constant for each
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TABLE II
EXEMPLARY LESSON STRUCTURE

Attribute 1 Attribute 2 Attribute 3 . . . Output
YES

Output
NO

0.4979 0.7892 0.1983 . . . 1 0
0.5043 0.7721 0.2112 . . . 1 0

0.3094 0.9798 0.6983 . . . 0 1
0.3176 0.9943 0.7002 . . . 0 1

TABLE III
POSITIVE AND NEGATIVE LEARNING PATTERNS COUNT BY PASS

Positive
Pattern
Count

Negative Pattern Count

Pass 1 Pass 2 Pass 3 Pass4
Person 1 15 10 10 15 20
Person 2 15 10 10 15 20
Person 3 22 10 15 20 25
Person 4 76 55 60 65 70
Person 5 20 10 15 20 25
Person 6 50 35 40 45 50

pass, while the amount of negative patterns has been varied
arbitrarily. Table III depicts the evaluated ratios.

Another parameter, which had to be evaluated is the desired
network error. The lower the network error, the longer it takes
to train the ANN. Therefore, several different values (3%,
6%, 9%, 12% and 15%) have been evaluated using different
ratios of learning patterns. In our experiments we came to the
conclusion that a ratio of 1:1 regarding positive and negative
learning data results in a minimal occurrence of false positives
and false negatives during the MP. Figure 4 shows the trend
for the ratios described in Table III. Figure 4 also depicts the
summed up values (and therefore seems unusually high) for
false-positives and shows how results change depending on
different combinations of positive-negative learning patterns.
Therefore we restricted our further evaluation to the use of
the 1:1 ratio for positive and negative learning patterns. Based
on this information, Table IV shows a detailed evaluation of
the detection rate for unauthorized users. It shows for each
user and lesson the output values of the neurons: The higher
value wins. For example, for person 1 and the learning data
of person 1 (first row, column) the YES-neuron fires 70 times
whereas the NO-neuron fires 30 times. Therefore, the user is
successfully authenticated. However, we also detected some
false positives. For instance, person 2 is the authorized user
and checking patterns of person 5 fed to the neural network
results in a false positive. The same applies to person 5.

TABLE IV
RESULTS OF EVALUATION WITH NETWORK ERROR 0.12

P1 P2 P3 P4 P5 P6
P1(learn) 72/30 7/95 32/41 12/85 19/75 27/93
P1(verify) 64/39 28/38 24/60 10/89 31/71 31/86
P2(learn) 18/90 85/4 35/66 9/78 16/84 1/96
P2(verify) 15/85 44/12 39/67 1/80 16/86 52/67
P3(learn) 28/78 18/93 74/21 61/73 10/80 42/73
P3(verify) 26/86 26/60 69/19 5/75 13/69 33/70
P4(learn) 16/87 3/99 22/77 71/45 18/67 19/75
P4(verify) 14/86 18/56 19/88 92/24 18/79 36/61
P5(learn) 21/91 26/88 7/88 34/78 88/20 9/92
P5(verify) 23/88 58/21 14/93 32/89 83/63 6/89
P6(learn) 20/81 16/95 47/79 4/79 18/66 75/20
P6(verify) 10/87 23/79 32/98 1/61 87/22 75/27

Fig. 4. False Positives and False Negatives for Different Ratios

B. Data Collection Optimisation and Compression

Currently, learning data sets as well as actual input for
the neural network during normal usage of the mobile device
is collected and recorded into simple CSV files. This may
prove to be a problem regarding the size of collected data.
Transmission of data using WLAN or 3G networks is a very
expensive task in terms of power consumption. Therefore,
compression techniques may need to be applied on the device
to reduce the size of transmitted data. However, this has not
been considered to date.

VII. CONCLUSION

In this paper, we analyzed whether or not and to which
certainty users of mobile devices can be authenticated based
on their touch gesture attributes. As a part of the MoSeC
architecture this module is not required to achieve a 100%
success rate, but rather serves as a supporting mechanism
for detecting possibly unauthorized accesses in combination
with other techniques. One major aspect of this system is to
offload as much resource-intensive tasks as possible into the
cloud to preserve battery power. Therefore, we use the mobile
device only to record and save touch gesture information. After
transmitting the data to a proxy virtual machine in the cloud, a
neural network evaluates this data. Depending on the result, the
agent on the mobile device is informed on which action must
be taken (e.g., force re-authentication using strong mechanisms
like passwords). Additionally, the authentication information is
used to trace usage of the device retrospectively for evidence
collection, when a breach of security is detected.

As we have shown, touch gesture analysis based on ar-
tificial neural networks is a suitable solution for detecting
unauthorized access to mobile devices. However, the inherent
uncertainty of the analysis results provided by the network
need to be considered. We have shown that by choosing a 1:1
ratio between positive and negative learning patterns relatively
stable results can be reached. Another important factor is the
training time. Because users might change their touch gesture
behaviour over the time, the network has to be re-trained in
defined intervals.

In our future work, we focus on widening our pool of
test users, to achieve even more stable results. Also, further
optimisation needs to be considered. This includes the integra-
tion of tamper-proof recording of touch gesture information,
compression of data as wells as finding the right balance
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between transmission frequency and power consumption due
to active WLAN or 3G. Also, network traffic generated by
our solution is a big concern and needs to be measured and
quite possibly optimized in our application to reduce resource
consumption to a minimum, which in turn would also reduce
power consumption.
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Abstract—The paper presents the concept of “Real Virtuality” 

and applies it to online games, by implying the real-time 

integration of real life conditions and elements into the virtual 

world of a game, rendering it as lifelike as possible. On this 

basis and by taking into account the real weather conditions in 

real-time, we designed a simple game prototype (i.e., the Real 

Farmer) based on the main concept of the popular game 

FarmVille. The concept, the architecture and the 

implementation issues of the Real Farmer game are all 

presented and analyzed. Finally, as a proof of concept and for 

measuring the efficiency and the reliability of the implemented 

algorithms that mix real and virtual environments in the game 

context, a comparison between the results in a real life farm 

and the corresponding ones in the game is presented, which 

validated our implementation. 

Keywords-Real Virtuality; Game development. 

 

I.  INTRODUCTION  

For many people, computer as well as internet games’ 

entertainment is part of their everyday life. Most of these 

games are trying to set the player into a fictional, and 

sometimes virtual, environment, following the virtual reality 

concept [1]. Thus, the game industry targets products with 

attractive virtual environments, in order to set the players 

even deeper in this virtual world, while, on the other hand, 

the virtual environment is sometimes preferred to be 

designed as realistic as possible [2].  

The latter is following the “Real Virtuality” concept. The 

basic idea of “Real Virtuality" starts in 1991 from Mark 

Wiser when he published the article “The Computer for the 

21
st
 century”, and describes that the “Virtuality” of 

computers, i.e., the ability to compute, view and alter data 

with a computer, will exist within our physical world, 

outside of an electronic shell [3]. In computer games, this 

could be achieved by implying the real time integration of 

real life conditions and elements into the virtual world of a 

game, in order to render it as lifelike as possible.  

Having the above ideas in mind, we designed and 

developed a prototype online computer game, i.e., the “Real 

Farmer” game. The game is based on the main concept of 

the popular game FarmVille [4], that adopts the “Real 

Virtuality” concept, by taking into account in near real time 

the real weather conditions and using them in the gameplay. 

The rest of the paper is organized as follows. Section 2 

cites the related work on computer games that follow the 

“Real Virtuality” concept. Section 3 presents the concept of 

“Real Farmer” game. Section 4 presents system’s 

architecture as well as the corresponding implementation 

issues. It analyses technical issues and explains the 

operation and the logic of its components. Section 5 tries to 

validate the reliability and the accuracy of the game, based 

on a real life experiment. The paper is summarized in 

Section 6. 

 
 

II. RELATED WORK 

There are several computer games trying to mix the real 

and the virtual world of the game. Ingress is a game 

developed by Google specially designed for Android mobile 

devices [5]. The players are divided into two factions and 

their ultimate target is to conquer the whole field of a 

specific geographical map of the real world. By using the 

GPS receivers of their mobile devices, the players are able 

to control and examine their nearby area and can interact 

with objects of this map, so, in most cases, the game 

requires physical presence in the corresponding area. The 

mobile client represents each player as a small triangle, 

surrounded by a circle area (20m radius), within which the 

interaction is possible through the corresponding game 

interface.  

Lego has also developed a game for Android and iOS 

mobile devices, following the Real Virtuality concept. The 

game is called “Life of George” and the objective is to build 

specific constructions indicated by “George” (i.e., the 

mobile device), with real Lego bricks [6]. George indicates 

a construction that must be built quickly and accurately. 

Construction's rating depends on virtuosity. If a construction 

is a virtuosic one it will be ranked with a high rate; 

otherwise, with a low one. In order to get to the next level, 

each construction instructed by George has to be completed 
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within a specific time period. In this period, the player also 

has to use the camera of the mobile device, in order to 

capture a photo of the construction, to upload it through the 

corresponding interface and get to the next level of the 

game. 

“Save 'Em” was designed to explore the challenge of 

making computer games more immersive [7]. Inspired by 

Lemmings [8], a classic computer game, Save ‘Em is based 

on maneuvering a group of slow-witted characters called 

Dudes through a treacherous maze. Using augmented reality 

techniques, Save ‘Em places virtual game entities directly 

within the player’s physical environment; gameplay takes 

place on a real game board rather than on a computer 

screen, and the Dudes’ fate is tied directly to the player’s 

physical actions. 

There are also many games and platforms that try to feed 

the virtual world of the game with elements from real life, 

by using, in many cases, special joysticks or external control 

devices. Most of them are about real time “music”, 

“dancing” or “sports” games. For example, in “Dance 

Dance Revolution” by Konami, the player steps and dances 

on an appropriate arrow plastic mat to match the on screen 

arrow [9]. In “Guitar Hero” by Harmonix for Playstation 2 

platforms, the player has to use a miniature of a Gibson 

guitar, while in “Donkey Konga” by Nintendo the player 

has to clap and drum in rhythm by using two small bongo 

drums [10]. Last, but not least, the Wii by Nintendo, was the 

first game platform that popularized new concepts like 

force-feedback in many games through the corresponding 

proprietary interface [11].  

 To conclude from all the above, we can see that the 

target of game industry is to design and produce more 

interactive games. Nevertheless, there are still very few 

games on the market based on the “Real Virtuality” concept. 

Probably the answer is that “Real Virtuality” needs more 

time to mature as a concept in order to be absorbed by the 

game industry. This is also another reason to present the 

“Real Farmer” game.  
 

III. THE “REAL FARMER” GAME 

The “Real Farmer” is a farming simulator online game, 

targeting to promote the most productive farmer. Through 

this game, the player has the opportunity to become a real 

farmer in a virtual world. Similar to every real farmer, the 

player has his/her own farmstead and he/she has to take care 

of it in order to achieve as bigger harvest as possible, and 

finally, get a corresponding profit by selling it. With this 

profit, he/she would be able to buy essential supplies such 

as fertilizers, seeds and farming equipment and use them to 

improve the productivity of the farm. 

The first step of the player is to choose a region to build 

his/her own farm. By default, the proposed region is the one 

where the player lives, but there is also the opportunity to 

buy land for a second farm in another place, if he/she posses 

the required budget. The price of the land varies, depending 

on the corresponding fertility; more fertile land means more 

expensive to acquire. After this step, the game begins and 

involves the “Real Virtuality” concept in its own concept by 

applying in near real time the real weather conditions of the 

corresponding farm’s region, since the weather conditions 

differ from a region to another. In order to make the concept 

even more realistic, there is also a kind of help in the game 

providing useful agricultural information about the kind of 

vegetables or fruits that thrive in specific regions or 

climates. This information includes the proposed plants per 

region, some basic requirements for each plant (climate 

conditions, water, suitable fertilizers, etc.), the whole life 

cycle of the plant (in days), the cost of the seeds and the 

estimated profit from each plant (both in euros per kilo).  

Based on all the above, the farmer takes a decision about 

his/her final virtual farming and up to this point the game 

follows the real life rhythm, with the mean that the actual 

time for the virtual plants growing up, the plants’ condition 

as well as the weather conditions in the farming will follow 

the corresponding real ones. 

 

IV. SYSTEM ARCHITECTURE AND IMPLEMENTATION 

The Real Farmer is a network game designed for 

windows and mac operating systems. It follows the client-

server model and requires an Internet connection. 

 

  

 
Figure 1. Real Farmer high-level architecture. 

 

As shown in Figure 1, on the server side, there are two 

deamon applications, both developed in Java, residing in the 

game server. The first one is responsible to discover the 

location of a new player, by using a corresponding 

geolocation web service, while the second one is used to get 

the required weather information, from a reliable and hourly 

up to date weather forecast site [14]. Further up, the demon 

parses the data and stores it into the database as game 

parameters in an hourly rate. The above function is 

periodically triggered for every region where a subscribed 
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user resides. Furthermore, the game server includes also the 

required scripts, which are handled via AJAX technique 

[15] by the client-side, in order to connect with, query and 

get response from the database. 

The client-side is a graphical environment developed in 

Unity platform [12]. It illustrates the land with the 

vegetables or trees that the farmer decided to farm. The 

farming life-cycle is directly affected by weather conditions 

such as temperature, wind speed, rain emission, snow 

emission and cloudiness. These parameters alter in real-time 

(or, at least, in near real-time) based on the information 

stored into database in hourly rate. From a software 

perspective, both plants and weather conditions are 

Javascript classes that interact with each other. Actually, the 

state of the latter (i.e., the weather condition object) affects 

the corresponding methods of the former (i.e., the plants 

objects).  

Following the Real Virtuality concept, the growth rate of 

the game’s plants has to follow the corresponding one of a 

real plant. On the other hand, for the smoothness of a scene, 

game developers are usually updating game’s variables per 

game frame. But in the Real Farmer case, the corresponding 

functions for updating a vegetable’s growth is not required 

to be triggered every frame. Thus, they’re periodically 

triggered in per second rate. Actually, this time interval is 

also short enough and makes the plant to appear stagnant, 

but we used it, in order to have a common basis in time 

scale (1 day = 24 hours = 1440 min = 86400 sec) in 

conjunction with the reality. 

To be more specific, we chose one vegetable (i.e., the 

carrot) to describe the corresponding pseudo-code regarding 

plants’ growth and how weather conditions may affect it, as 

described in Figure 2. Similar methods have also been 

defined for all supported plants of the game.  

Essential weather parameters affecting carrots’ health and 

growth rate are rain emission (a carrot needs about half liter 

of water per day), cloudiness (the farming must be ideally 

hit by sunlight about eight hours a day) and snow emission 

(snowfall destructs carrots). Wind speed is not affecting it at 

all, since carrot is actually a root and it’s growing up into 

the ground. All vegetables support one main method for 

their growing, let us call this plant_growing(). They 

also include variables about their growth, growth rate, sun 

exposure, health and humidity. This is an abstract method, 

and it’s specially modified for each plant available in Real 

Farmer game, rendering this way the game more realistic. If 

the farmer sows a number of seeds, an equal number of the 

corresponding plant objects are created (actually one object 

is created and the number of seeds is defined as 

constructor’s parameter) and the corresponding attributes 

are set to fixed values, by default. 

In the pseudo-code of Figure 2, –15 * 10^(-5) is the 

dehydration rate of the carrot, while 10^(-7) * 

rain_emission is his hydration rate when it rains, and  

depends on rain emission.  

 

growth = 0; 

humidity = 50; 

sun_exposure = 100; 

 

plant_growing() triggered every second { 

humidity = humidity –15 * e^(-5) + e^(-7) * 

rain_emission;  

 

if (sun is up AND cloud_cover_percentage < 100)  

 sun_exposure = (sun_exposure + (100-

cloud_cover_percentage))/ 86400; 

else  

 sun_exposure = sun_exposure – 1/86400; 

 

health = 2*humidity/3 + sun_exposure/3; 

growth_rate = 1.5 * e^(-7) - 0.5 *(100- 

health)*e^(-7); 

  

if (health==0 OR humidity==0) 

 object dies; 

 

if (growth < 1) 

 growth = growth + growth_rate; 

else  

 print(“Harvest your carrots!”); 

} 

Figure 2. Weather conditions affecting carrot’s life (pseudo code) 

 

 

If a player disconnects from the Real Farmer, all data 

concerning his/her game progress are uploaded into the 

server and are stored in the database. Subscribers’ data will 

keep updating even if they are offline, because, as afore-

mentioned, the plants in the Real Farmer grow up in real 

time. When a player resumes the game, all previously saved 

information, as well as the time he/she was offline, will be 

sent back to his client. The game’s plants never stop 

growing up, unless they die or if they are ready to be 

harvested. To fill the gap about what happened when a user 

was offline, a feature has been implemented to play in fast 

forward a mini clip of the farming evolution or destruction. 

The fast forward factor is equal to 3600/5 (i.e., one real time 

hour is equally simulated to five seconds in the mini clip). 
 

V. REAL FARMER VALIDATION 

In order to validate the simulation activities that take 

place in Real Farmer, we had only one alternative, i.e., to be 

real farmers ourselves. This way, we can demonstrate not 

only the validation of the graphic representation of weather 

conditions (this is the easy part), but also the reliability and 

accuracy of the algorithms used for plants’ growth. 

For the first test, the left part of both Figure 3 and Figure 

4 depicts captured photos from Tripoli, Greece, during a 
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sunny and a cloudy day, respectively. In the same figures, at 

the right, you can also see the corresponding screenshots 

taken from the Real Farmer at the same date and time. It is 

obvious that a satisfactory depiction of the real weather has 

been achieved. On the other hand, since the Real Farmer 

depends on an internet weather forecast and not in real time 

weather data, the accuracy of weather depiction depends on 

the accuracy of our internet data source. Even if there are 

several internet weather forecasts which are more reliable 

for the weather conditions in specific countries (e.g., [14] 

for Greece), we preferred to use Yahoo weather forecast and 

render Real Farmer maybe less reliable in that sense, but 

applicable to any region worldwide, on the other. Regarding 

the delay on depiction of changing weather conditions, the 

mean delay time is about 3 sec. This is actually the required 

time for the weather update in data base entries by the 

weather forecast service plus the time needed for re-

initialization of weather parameters in the game. The delay 

of 3 sec can be safely characterized as negligible compared 

to the time that the respective weather conditions are 

depicted in the game (i.e., 1 hour, since the weather is 

updated in hourly rate). 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.  A sunny day (reality vs. Real Farmer) 

 

 

 

 
 

Figure 4.  A cloudy day (reality vs. Real Farmer) 

 

 

 

For the second test, as aforementioned, we had to be real 

farmers by ourselves in Tripoli, Greece. So, we sowed 10 

seeds of carrot at the University of Peloponnese campus and 

we started the Real Farmer game in parallel. The experiment 

lasted for three months (November 2012 to January 2013) 

and the results were encouraging enough, since, as depicted 
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in Figure 5, in 88 days we were ready to harvest the real 

carrots, while in Real Farmer we needed only 4 more days, 

92 in total.  

Some additional information that is not mentioned in 

Figure 5 is that during the 92 days that the experiment 

lasted, we observed 23 sunny, 40 cloudy and 29 rainy days. 

 
    
 Figure 5. The carrot life cycle (reality vs. Real Farmer) 

 

 

We totally calculated 94mm of rainfall and 0mm of 

snowfall. The mean temperature was 10.5
o
 C and the mean 

humidity was 76,8%. The wind speed does not affect 

carrots’ life at all; thus, we didn't calculate it. Last, but not 

least, the carrot's growth is associated with the length of its 

leaves, since carrots are ready to harvest if the mean length 

of their leaves is 2.5 cm. 

 

VI. CONCLUSION AND FUTURE WORK 

Based on the “Real Virtuality” concept, we presented and 

analyzed the concept, the architecture and the 

implementation issues regarding the “Real Farmer”, a 

simple game prototype. We also described the experiment 

that took place and we presented the corresponding results 

in order to evaluate its reliability and accuracy and validate 

the implemented algorithms. 

In order to make “Real Farmer” more realistic, we are 

currently working on fine-tuning of the growth algorithm 

regarding most of the supported plants. Furthermore, we 

also plan to give a business-oriented perspective in the 

game, by trying to bind the final prices of the fruits and 

vegetables to the real market ones, at least for European and 

North American counties where this info is available. 

Finally, following the current trend, we are about to deploy 

the “Real Farmer” for Android mobile devices, expecting 

more registrations and, thus, more feedback to improve our 

work. 
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Abstract — Data Link and Network layers of the OSI model 

use, respectively, MAC and IP addresses to provide 

communication between different network devices. Since this is a 

widely used model, it is frequently explored for various malicious 

activities. MAC and IP spoofing attacks are the origin of many 

security threats; so, preventing them is essential to obtain a 

protected and trustful network. This paper presents an efficient 

mechanism to detect and block these attacks based on the use of 

the SNMP protocol, which allows remote access to network 

devices in order to retrieve their MIB information and is 

supported by most of the existing network equipment. On a first 

stage, network discovery is used to identify the devices that are 

present on the network; then, by selecting and manipulating the 

MIB information retrieved from these devices, appropriate 

algorithms are proposed to detect both IP and MAC spoofing 

attacks. Many performance evaluation tests were conducted and 

the results obtained proved that these approaches are able to 

quickly and efficiently detect and block these network security 

attacks. 

Keywords-SNMP; Network Discovery; MAC Spoofing; IP 

Spoofing. 

I.  INTRODUCTION 

Today, networks have a fundamental role in our lives, being 
used for business, communication, data exchange, 
entertainment, and so on. Due to this increasing importance, 
networks have been improved in order to become more 
resilient, secure and able to cope with the appearance of new 
technologies and applications. The seven layer Open Systems 
Interconnection (OSI) model was adopted by most of the 
systems to provide communication between devices. Layer 2, 
also called Data Link layer, uses a physical Media Access 
Control (MAC) address to provide communication between the 
different devices in a local network. This address is a serial 
number that uniquely identifies the device. Layer 3, also called 
Network Layer, is responsible for packet routing functions, 
using the Internet Protocol (IP) to deliver packets from source 
to destination based on their IP addresses.  

Network security vulnerabilities have been intensively 
explored with the appearance of tools that are able to retrieve 
critical information, access to unauthorized networks or even 
overload servers and network connections. This paper focuses 
on two types of network security attacks: MAC and IP 
spoofing. MAC spoofing attacks take advantage of the fact that 
even though a MAC address is supposed to be permanent it can 
be changed in most of the devices. In this way, an attacker can 
easily impersonate any user on the network by changing the 
MAC address of his machine in order to match the MAC 

address of his target host. Spoofing MAC addresses is one of 
the most common network attacks and is mostly used to get 
access to an unauthorized network, using the identity of an 
authorized client. IP spoofing attacks are similar to MAC 
spoofing attacks but, in this case, the IP address must be 
configured to match the IP address of the victim, while the 
MAC address remains unchanged. Again, the intruder will 
impersonate an authorized client, getting access to the network. 

The approaches proposed in this paper to prevent these 
types of network attacks are based on the Simple Network 
Management Protocol (SNMP) protocol [1]. SNMP is used to 
remotely manage network devices by using data stored on their 
Management Information Base (MIB) [2] and is supported by 
most of the network devices. A MIB is a virtual database with 
information about the network and the device itself; this 
information is hierarchically organized and each object is 
identified by the Object Identifier (OID). It is possible to detect 
and block MAC and IP spoofing attacks, as well as perform 
network discovery, simply by retrieving and managing the 
information contained on the MIB of each network device. As 
will be shown later, the developed algorithms proved to be 
reliable and efficient in the detection and blocking of both 
types of network security attacks.  

In order to detect and prevent this type of security threat, it 
is crucial to have a complete knowledge of the network 
topology. So, this paper will also present a network discovery 
algorithm that is able to find and distinguish the different 
network devices, whether they are Layer 2 or Layer 3 
equipments. For all network simulations that were carried out, 
the network discovery method was able to identify the different 
devices and retrieve network information from their forwarding 
and Address Resolution Protocol (ARP) tables. The 
deployment of these methodologies is very simple, so they can 
be applied on any network, assuming that all devices have been 
correctly configured. 

The rest of this paper is organized as follows. Section II 
presents the related work on remote access tools and 
methodologies used to prevent MAC and IP spoofing security 
attacks; Section III describes a method to perform network 
discovery using SNMP; Sections IV and V describe the 
methodologies used to prevent MAC and IP spoofing security 
attacks using SNMP, respectively. Both sections are divided in 
two parts: part A presents a method to detect attacks, while part 
B discusses a solution to block them. Section VI describes the 
experimental tests that were carried out and the main results 
obtained and, finally, Section VII concludes the paper. 
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II. RELATED WORK 

A. Remote Access Tools 

Many protocols and tools have been developed to remotely 
manage network devices. Telnet, Secure Shell (SSH) and 
SNMP are some of the most commonly used protocols.  

Telnet is a network protocol used to connect to remote 
machines located in the same LAN or in the Internet. A 
Transport Control Protocol (TCP) connection is established to 
log into a remote machine, using its IP address and port number 
[3]. The most relevant advantages of this functionality are the 
fact that it is supported by most operating systems and it 
provides access to several network services. However, Telnet 
has some security problems: by default, it doesn’t support 
encryption and most implementations do not even have any 
authentication, so passwords and other secret information 
exchanged between devices can be easily intercepted and read. 
Due to this lack of security, Telnet has been discontinued and 
replaced by more secure tools. 

SSH (Secure Shell) is another network management 
protocol developed to provide remote access, being primarily 
used in UNIX and Linux environments [4]. Unlike Telnet, SSH 
provides encryption and prevents attackers from accessing 
secret information included in the data packets. Nowadays, it is 
the most secure and used tool for remote access.  

SNMP (Simple Network Management Protocol) is a 

management protocol that allows a client or manager to poll 

network devices (agents) running on a network for specific 

information [1]. This information is contained in a text file, 

called MIB, and is hierarchically organized. SNMP uses 

specific commands to access and manage this information. 

Unlike previous remote access tools, which operate by getting 

access to a remote machine and then executing commands as if 

we were working directly on the device, SNMP commands are 

sent from the local machine to retrieve information from the 

server. Thus, we only need to execute commands from the 

local machine in order to get information from any network 

device that supports SNMP. This allows the user to easily 

develop scripts that can automatically retrieve and manage 

information contained on the MIB of each network device; this 

is why we choose this protocol to implement the methodology 

for preventing IP and MAC spoofing attacks. 

To correct the security deficiencies of SNMPv1 and v2 (the 

first two versions that were released), SNMPv3 defines an 

overall SNMP architecture and a set of security capabilities, 

including three important services: authentication, privacy, and 

access control. Using SNMPv3, users can securely collect 

management information from their SNMP agents without fear 

that the data has been tampered with. Also, confidential 

information, such as SNMP set packets that change a device's 

configuration, can be encrypted to prevent their contents from 

being exposed on the wire. Also, the group-based 

administrative model allows different users to access the same 

SNMP agent with varying access privileges. 

 

B. Prevention of MAC and IP spoofing attacks 

Several works have addressed the same subject that is 
studied in this paper, the prevention of MAC and IP spoofing 
network attacks. Sasu et al. [5] proposes a method to detect 
MAC spoofing attacks based on the Destination Traffic 
Fingerprint (DTF). The general idea of this method is to 
generate constant traffic, which is used as a reference 
fingerprint, from an end device to a set of IP destinations. The 
IP address and the traffic percentage are recorded for each 
fingerprint and, based on this reference, the method establishes 
an Overall Degree of Recognition that will be used to 
determine if a MAC address is being spoofed or not.  

In Puangpronpitag et al. [6], an egress Network Access 
Controller NAC () is used to authenticate internal users before 
they access the external network. Since MAC spoofing attacks 
can bypass the egress NAC by spoofing the MAC address of an 
authenticated client in order to get access to the network, the 
proposed solution is based on an authentication visa checking 
mechanism. This solution is mostly used on Wi-Fi hotspots, 
although it can also be used on wired connections using 
Ethernet ports.  

The approach proposed in Wang et al. [7] to prevent IP 
spoofing attacks is based on the fact that even though an 
attacker can forge any field of the IP header, he cannot fake the 
number of hops an IP packet travels to reach its destination. 
Then, it is possible to create a map of the IP addresses 
corresponding to the different hops in order to detect spoofed 
IP packets. The filtering technique is called Hop-Count 
Filtering (HCF) and detects IP spoofing attacks using an IP-To-
Hop-Count (IP2HC) mapping table.  

Yao et al. [8] proposes a method to perform IP spoofing 
filtering that presents resource consumption proportional to the 
size of the attack. The filtering mechanism, called Virtual Anti-
Spoofing Edge (VASE), uses sampling and on-demand filter 
configuration to detect IP spoofing attacks. Due to the 
intermittent nature of the attacks, unnecessary overhead is 
reduced.  

In Gonzalez et al. [9], the authors propose a method, based 
on a Bayesian inference model, to detect attacks that are 
triggered by access routers. The model evaluates the 
trustworthiness of a router based on the packets it forwards: a 
judge router samples all traffic forwarded by each access router 
and computes the corresponding trust values.  

Finally, the approach proposed by Ma [10] provides a 
defense against IP spoofing attacks using the traceroute utility 
and relying on the cooperation between trusted adjacent nodes 
in order to detect and block intruders from external networks. 
From the obtained results, it is possible to conclude that this 
approach provides an easy way to effectively detect and 
prevent IP spoofing attack. 

Mopari et al. [11] provides a framework for detecting the 
DDoS attack and dropping the spoofed packets. By analyzing 
the number of hops that packets travelled before reaching the 
destination, the legitimacy of a packet can be found out. In fact, 
an attacker can forge any field in the IP packet but he cannot 
control hop count. So, by generating an IP to Hop-Count 

38Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-292-9

EMERGING 2013 : The Fifth International Conference on Emerging Network Intelligence

                            45 / 88



mapping table and inspecting it, spoofed packets can be 
identified. 

III. NETWORK DISCOVERY 

As previously stated, the main objective of this work is the 

development of an integrated management tool, based on the 

SNMP protocol, which can be used to discover the different 

network elements, detect and prevent MAC and IP spoofing 

network security attacks. The next three sections will 

consecutively present the network discovery approach that 

was devised, as well as the network security attack detection 

and prevention methodologies that were developed for both 

types of security flaws. 

When an algorithm is used to prevent network security 

attacks, every device present on the network should be 

individually analyzed. These devices operate at layers 2 and 3 

of OSI model and, in order to find them, network discovery 

mechanisms should be deployed. 

A. Basic Principle 

The mechanism illustrated in Fig. 1 is able to perform 
equipment discovery on the whole network. It starts by 
accessing an already known router in the network. Then, it 
retrieves information from the MIB of this router using the 
“snmpwalk” SNMP command, putting it in an array that can be 
easily accessed later. This data is retrieved from the MIB 
objects shown in Table I, which contain information about 
destination networks, network masks, next-hop IP addresses, 
used interfaces and route types.  

After this step, information from the objects represented in 
Table II is also retrieved. These objects contain information 
about the IP addresses corresponding to the media-dependent 
physical addresses, as well as the associated address types 
(static or dynamic), MAC addresses and interfaces 
[12][13][14]. These objects contain all information that it is 
necessary to perform network discovery, so they must be 
retrieved every time a router is analyzed. 

 

Each router can have several IP addresses associated to each 
interface. When performing network discovery, each device 
only needs to be analyzed once; however, since it can have 
more than one IP address, the algorithm can analyze the same 
router more than once. This is why the next step records all IP 
addresses associated to each interface in order to assure that the 

device is analyzed only once. This information is found in the 
router MIB object ipAdEntAddr (OID .1.3.6.1.2.1.4.20.1.1). 

In order to move to the next network device, destination 
networks are retrieved from the router MIB. For each 
destination network, the algorithm must check the route type. If 
the route type to that network is indirect, the value of the next-
hop IP address is read and the algorithm moves to the router 
with this IP address, following all the previous steps. Since this 
is the first router, we can move to the next device without 
checking if it was already analyzed. However, from now on it 
is necessary to compare the next-hop IP address with the list of 
IP addresses corresponding to the devices where we have 
already been. 

 

If the route type to a destination network is of the direct 
type, the IP addresses of all Layer 2 devices present on that 
network must be read. Whenever the algorithm finds in the list 
an IP address corresponding to a network device that was not 
already analyzed and whose address type is defined as dynamic 
(because static IP addresses usually belong to the interfaces of 
the device that it is being analyzed), then the algorithm moves 
to this new network device. After all Layer 2 devices present 
on a given network have been analyzed, the next destination 
network from the array is read and the route type is checked 
again. Since this is a recursive algorithm, when there are no 
more destination networks to reach, we must go back to the 
previous router that was being analyzed. When the first router 
that was analyzed is finally reached and there is no more 
destination networks to move to or Layer 2 devices to analyze 
in a given network, then it means that all network devices have 
been discovered. 

For Layer 2 devices the task is much simpler. A list of 
devices belonging to a given network is analyzed using the 
ipNetToMediaNetAddress MIB object and when a Switch or 
Access Point that was not analyzed is found, the algorithm has 
simply to move to there, retrieve the necessary information and 
read the next IP address from the list. So, the first thing to do 
with Layer 2 devices is to record its IP address and then 
retrieve information about its forwarding table. This can be 
done by retrieving information from the following MIB 
objects: dot1dTpFdbAddress (OID .1.3.6.1.2.1.17.4.3.1.1) and 
dot1dTpFdbPort (OID .1.3.6.1.2.1.17.4.3.1.2). These objects 
represent, respectively, the MAC addresses and the 
corresponding bridge ports from the forwarding table of the 
device.  

 

 

TABLE II. SOME MIB OBJECTS FROM CISCO IP-MIB AND RFC1213-MIB 

MIB Object OID Description 

ipNetToMediaNetAddress .1.3.6.1.2.1.4.22.1.3 IP address of media-

dependent physical 
interfaces 

ipNetToMediaType .1.3.6.1.2.1.4.22.1.4 Address type 

atPhysAddress .1.3.6.1.2.1.3.1.1.2 MAC address 

atIfIndex .1.3.6.1.2.1.3.1.1.1 Interface 

 

TABLE I.  SOME MIB OBJECTS FROM CISCO IP-FORWARD-MIB 

MIB Object OID Description 

ipCidrRouteDest .1.3.6.1.2.1.4.24.4.1.1 Destination 
networks 

ipCidrRouteMask .1.3.6.1.2.1.4.24.4.1.2 Masks of the 

destination networks 

ipCidrRouteNextHop .1.3.6.1.2.1.4.24.4.1.4 Next hop IP 

addresses 

ipCidrRouteIfIndex .1.3.6.1.2.1.4.24.4.1.5 Used interfaces 

ipCidrRouteType .1.3.6.1.2.1.4.24.4.1.6 Route types 

ipCidrRouteMetric1 .1.3.6.1.2.1.4.24.4.1.11 Route metrics 
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Figure 1. Network discovery algorithm 

 

 
To convert the bridge port into the actual device interface, 

two MIB objects should be used: dot1dBasePortIfIndex (OID 
.1.3.6.1.2.1.17.1.4.1.2), to get the interface index, and ifDescr 
(OID .1.3.6.1.2.1.2.2.1.2), to get the interface name [15]. This 
process allows retrieving the same information that is obtained 
when the “show mac-address-table” command is executed in 
Cisco devices. 

B. Some considerations 

Although most of the network devices support the SNMP 
protocol, there are still some exceptions: we can consider that 
all Layer 3 devices support SNMP, but Layer 2 devices can be 
managed (devices that support SNMP) or unmanaged. If a 
network has any unmanaged switch, it won’t be detected by the 
network discovery mechanism. To solve this problem, a 
counter can be created to check how many Layer 2 devices the 
algorithm analyzes in a certain Local Area Network (LAN). 
This counter will obviously count the number of managed 
devices. On a managed switch, the atPhysAddress MIB object 
can be used to count the number of Layer 2 devices present in 
the LAN (even the unmanaged ones). The difference between 
the two counters corresponds to the number of unmanaged 
devices. These unmanaged switches must be manually checked 
every time a MAC spoofing or IP spoofing attack can not be 
blocked. 

Another point that has to be taken into account is the fact 
that Layer 2 devices include switches and access points. They 
have different characteristics and consequently they must be 
treated differently. This paper will describe in detail the steps 
to detect any network attack and block it in case the attacker is 
accessing the network from a switch. In this case, the port it is 
connected to must be blocked. On the other hand, if we are 
dealing with an attack triggered from an access point, then the 
attack can only be detected when it belongs to the IP spoofing 
attack type. This is due to the fact that, using this method, 
MAC spoofing attacks are detected based on the MAC address 
and interface that the intruder is using to access the network. In 
case the attacker is accessing the network from the same access 
point of the authorized client, there is no way to distinguish 
between them, because they are using the same MAC address 
and the same interface. That situation does not happen on IP 
spoofing attacks because in this case IP addresses and MAC 
addresses are compared and, once the MAC address of the 
intruder is found, the task is simply to find it on the network 
and block it. If the attacker is accessing the network from an 
access point, the procedure is similar to the case of switches 
but, instead of blocking the interface that the attacker is using 
(the wireless interface), the MAC address of the device that is 
being used to perform the attack is blocked; otherwise, the 
other devices that are using the interface could not access the 
network anymore. Blocking the MAC address of an end host 
must be done manually via SSH, for example, through the 
MAC Access Control List (ACL) of the access point. When 
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performing MAC spoofing detection, access points are 
considered unmanaged devices. 

Finally, it is important to refer the case of routers that are 
working with a switch module. Although they are routers by 
default, they can work like switches and have exactly the same 
behavior. They can also be accessed via SNMP and its 
information can be retrieved, similarly to any other network 
device. But during this work we have seen that most of these 
devices have a lack of information on their MIBs, which do not 
allowed us to retrieve the necessary information from this type 
of devices. For this reason, any router working with a switch 
module will be considered as an unmanaged switch.  

IV. MAC SPOOFING 

As previously said, Layer 2 devices use MAC addresses as 
their LAN identifiers. This address is assigned by the 
manufacturer to each interface of the device and is controlled 
by the Organizationally Unique Identifiers (OUI) to be globally 
unique for all LAN-based devices. However, MAC addresses 
can easily be changed in most devices without any 
consequences on their performance. This means that faking 
MAC addresses is a simple way for an attacker to perform 
network security attacks. There are several reasons to perform 
this kind of attacks [16], but one of the most common is to 
impersonate an already authenticated user. In this case, the 
attacker just needs to know the client MAC address and change 
its own address accordingly. In this way, and since the user is 
already authenticated on the network, the attacker can send and 
receive traffic disguised by the MAC address of the user.  

In the next sub-section, we will present a procedure, based 
on SNMP protocol, to detect these Layer 2 attacks and block 
the access of the intruder to the network.   

A. Attack Detection 

Fig. 2 describes a method to detect and block MAC spoofing 
attacks. This mechanism will basically create a record of the 
MAC addresses of all interfaces of the different network end 
devices. If someone tries to fake a MAC address, then the port 
or even the switch will change because that MAC address will 
appear on another location. This algorithm is able to detect 
such situation and figure out if it is really a MAC spoofing 
attack or if the client has simply changed the physical location 
of the device. 

The algorithm starts by performing the network discovery 
procedures described in the previous section in order to find 
and identify all network devices. When dealing with MAC 
spoofing attacks, we just have to analyze switches. After 
selecting these devices, each one is analyzed individually. 
Then, useful information is retrieved from the MIB of the 
switches. Information that it is needed to detect MAC spoofing 
attacks should be selected, retrieved using the SNMP 
“snmpwalk” command and put in an array in order be easily 
accessible. The necessary MIB objects are 
dot1dTpFdbAddress, dot1dTpFdbPort and atPhysAddress, as 
already mentioned in the previous section. Below, we will 
show why this information is so important and we will mention 
other MIB objects that are used in this detection approach. 

Switch access ports are needed because end hosts are 
connected there. Since all ports are already known, access ports 
can be selected using the MIB object vlanPortlslOperStatus 
(OID .1.3.6.1.4.1.9.5.1.9.3.1.8), which returns value ‘1’ for 
Trunking and ‘2’ for Not Trunking. However, an access port 
can also be connected to another network device instead of an 
end host. In this case, the MIB object atPhysAddress should be 
used. If any of the MAC addresses associated to an access port 
belongs to the list of MAC addresses of the atPhysAddress 
object, it means that the access port is not connected to an end 
device and should be excluded from the list of ports to analyze. 

The first stage is completed and we now have all the 
necessary information. The next step consists of reading each 
MAC address associated to the selected access ports. When a 
MAC address is analyzed, the method should check if it was 
already recorded. We choose to maintain a record of all MAC 
addresses of the end hosts that are found on the network. If the 
MAC address that it is being analyzed does not exist yet in this 
historic, then a record must be added, containing the MAC 
address, the corresponding network device and the port where 
it is connected to. The access port is already known and the 
information about the device can be retrieved through the MIB 
object hostName (OID .1.3.6.1.4.1.9.2.1.3). The registration 
time is also recorded, as well as a counter whose value is 0. 
This is all the information that is needed regarding each MAC 
address that is detected in the network. Then, the next MAC 
address in the array should be read. When there are no more 
MAC addresses to read, the algorithm moves to the next Layer 
2 device. 

When a MAC address is already registered, its location in 
the network should be checked to verify if it is in the same 
place or if it has moved to another location. The historic 
already contains the switch and port associated to this MAC 
address. So, the recorded information is compared to the switch 
and port that the MAC address is using now: if they are equal, 
it means that the end host is in the same place; otherwise, we 
can be sure that the end host has changed its physical location 
or someone is faking this MAC address and is using it to 
connect to the network from another location. 

 

 

 

 

 

TABLE III. SOME MIB OBJECTS FROM CISCO BRIDGE-MIB AND CISCO 

STACK-MIB 

MIB Object OID Description 

dot1dTdbAddress .1.3.6.1.2.1.17.4.3.1.1 MAC addresses 

from the MAC 

address table 

dot1dTpFdbPort .1.3.6.1.2.1.17.4.3.1.2 Bridge ports from 

the MAC address 

table 

dpt1dBasePortIfIndex .1.3.6.1.2.1.17.1.4.1.2 Interface index 

vlanPortlslOperStatus .1.3.6.1.4.1.9.5.1.9.3.1.8 Trunk or access port 
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B. Attack Blocking 

Once a possible attack is detected, it is important to verify if it 
is a real attack or if the user has just moved the end device to 
another location on the network. The first question that should 
be answered in order to understand the reason for this change 
is: how much time has passed since the MAC address has been 
registered? When the MAC address was recorded for the first 
time, many parameters were saved, including the registration 
time. In this way, it is possible to check how much time has 
elapsed since that instant. When there is a MAC spoofing 
attack, a client is communicating and the attacker is using the 
same MAC address to send and receive traffic from the 
network, but from another location. This means that in a real 
MAC spoofing attack changes will be detected in the port (and 
possibly in the switch) associated to the MAC address in a 
short period of time (few seconds). So, if the time elapsed since 
the MAC address has been registered is greater than this short 
time interval, it means that probably the client has just changed 
his location and the network is not under attack. In this case, 
the new port has to be recorded and, if it is the case, the new 
switch. The registration time is also updated and the counter is 
set to value 0 (if it was not 0 already).  

 On the other hand, if the time since the MAC address 
registration is shorter than the time period that is considered 

normal when the network is under attack (in our tests this value 
was considered as equal to 30 seconds), then another question 
arises: how many times this MAC address has changed its 
location during the short time period we are considering? The 
counter parameter can be used to answer this question. If a 
change was detected in the last seconds, then the counter 
associated to the MAC address must be checked. If the counter 
has a value of 0 or 1, then it means that in the last seconds that 
MAC address has not changed its location or has changed it 
only once, which can be considered as normal. In this case, the 
counter is incremented and the new port is updated. The time 
parameter is not updated because it is necessary to check if 
there will be more changes in the next few seconds. If the 
counter reaches a value greater than 1, it means that a change of 
location was detected more than once in a short period of a few 
seconds, which can be considered as an unusual behavior and 
consequently there is a high probability that the network is 
under a MAC spoofing attack.  

When a MAC spoofing attack is detected, it must be 
blocked. Using this method, this operation is really easy to 
accomplish because a record of the previous ports and switches 
is maintained and compared to the port and switch that a given 
MAC address is using now to access the network. So, if a 
MAC spoofing attack is detected and the attacker is using a 
switch to perform the attack, the port where the MAC address 

 

Figure 2. MAC Spoofing detection and blocking algorithm 
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is connected to at the moment will be blocked. Using 
information corresponding to the bridge ports associated to the 
different MAC address (available from the dot1dTpFdbPort 
MIB object), the interface index of the device that has to be 
blocked can be retrieved using the SNMP “snmpget” command 
over the dot1dBasePortIfIndex MIB object (OID 
.1.3.6.1.2.1.17.1.4.1.2). Finally, we can block the port using the 
SNMP “snmpset” command over the MIB object ifAdminStatus 
(OID .1.3.6.1.2.1.2.2.1.7), which will shut down the interface 
and block the attack. In case the attacker is accessing the 
network from an unmanaged device, the device must be 
checked manually, as previously said. 

V. IP SPOOFING 

After the analysis of Layer 2 network attacks, it is time deal 
with Layer 3 attacks or IP spoofing attacks. Unlike MAC 
addresses, IP addresses must be configured whenever new 
equipment is connected to the network; otherwise, 
communication will fail. But, when IP addresses are not 
assigned automatically through Dynamic Host Control 
Protocol (DHCP) and the user does not know all IP addresses 
of the network, there is always the risk to configure a device 
with an IP address that is already in use. IP spoofing attacks are 
based on the principle that if the intruder impersonates an 
authorized client by using its IP address, then he can get access 
to the network because all devices will believe that those 
packets come from a trusted host [17].  

There are several tools to prevent this kind of network 
attacks. Here, we will present a simple methodology based on 
the SNMP protocol. Like we did in the previous section, the 
approach will be divided in two parts: detecting the IP spoofing 
attack and blocking it. 

A. Attack Detection 

Fig. 3 illustrates a method to detect IP spoofing attacks. For 
each detected end host a record is created containing its IP and 
MAC addresses. If an attacker tries to use an IP address that is 
already in use, that occurrence will be detected by the simple 
reason that the MAC address of his device is different from the 
MAC address of the victim. This is the basic principle of this 
method. As shown in Fig. 3, the first thing to do is a network 
discovery to find all routers, switches and access points of the 
network. Since we are talking about Layer 3 attacks, all routers 
must be analyzed until an IP spoofing attack is detected. When 
that happens, the attacker access to the network must be 
blocked. To do so, all Layer 2 devices have to be checked until 
the intruder is found. First of all, after having a complete list of 
all Layer 2 and Layer 3 devices, each router of the network is 
analyzed separately. Then, it is necessary to retrieve and select 
information from its MIB in order to detect the attack. The 
MIB objects that should be retrieved and put in an array are: 
ipNetToMediaNetAddress, ipNetToMediaType and 
atPhysAddress. All of them were already mentioned in 
previous sections. 

With this information, it is possible to have access to all IP 
addresses of the router forwarding table, as well as the 
correspondent MAC addresses and address types. A new cycle 

must be initiated in order to analyze all these IP addresses until 
there are no more addresses to read, and then move to another 
router and perform the same steps. When an IP address is 
analyzed, the first thing to do is to check for the address type. 
An IP address can be selected to be static or dynamic, but in 
this case we are only interested on dynamic addresses because 
we are looking for IP addresses of end devices and these are 
always dynamic. If an IP address is static, then the next IP 
address from the array must be read. If that IP address is 
dynamic, we have to check if it was already recorded. Like 
happened for MAC spoofing attacks, a record including some 
different parameters is kept in order to have a comparison base 
for the future. For each end host IP address, the corresponding 
MAC address and registration time are saved. If a given IP 
address was already registered, then recorded information must 
be checked. First, the MAC address that was recorded should 
be read and compared to the MAC address of the device that is 
using the same IP address at this moment. If they are equal, 
then it means that the IP address is being used by the same 
equipment and nothing wrong is happening, so the next IP 
address from the array can be read. If the MAC address is 
different, two possible things could have happened: the user 
simply started using a new device and configured it with the 
same IP address in order to have access to the network or 
someone is trying to perform a network attack by using the IP 
address of an authorized client. 

In order to distinguish between these two situations, the 
registration time parameter is used. It is not common that an IP 
address is associated to different end devices in a short period 
of time. It can happen occasionally, for example when an end 
host leaves the network and the IP address that was associated 
to it is available to be assigned to another device. It is expected 
that once an end host is configured with an IP address, no one 
else will get the same IP address for a period of time of at least 
some minutes. Based on this principle, if different MAC 
addresses are detected for the same IP address, it must be 
verified how many time has passed since it was registered.  

If this time is greater than the time period that is considered 
as normal, then a new record for this new MAC address must 
be created, besides updating the new registration time. On the 
other hand, if only a short period of time has elapsed since it 
was registered, then there is a great probability that some user 
is using the IP address of someone else to perform an IP 
spoofing attack against the network. In this case, we have to 
move on to the next stage in order to find the location of this 
new MAC address in the network and block the port of the 
switch or access point where it is connected to. 

B. Attack Blocking 

At this point, the IP spoofing attack was detected and the MAC 
address of the device that it is being used to perform the attack 
is already known. So, each Layer 2 device on the network 
should be analyzed in order to localize this MAC address. Fig. 
4 describes the approach that was devised to block IP spoofing 
attacks.  
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Figure 3. IP Spoofing Detection algorithm 

 

The first thing to do is to retrieve the necessary information 
from the MIB of each Layer 2 device, as was previously done 
every time we needed to analyze any network device. In this 
case, the MIB information that it will be used is the same that 
was mentioned before to detect MAC spoofing attacks. So, the 
MIB objects retrieved from the switch or access point are the 
following: dot1dTpFdbAddress, dot1dTpFdbPort and 
atPhysAddress. 

In the case of switches, ports that are being used 
exclusively by end devices should be identified. In order to do 
that, switch access ports are selected using the MIB object 
vlanPortlslOperStatus (OID .1.3.6.1.4.1.9.5.1.9.3.1.8). Then, 
the ports that are connected to other network devices must be 
excluded. If the MAC address associated to any of these ports 
is present in the list of MAC addresses retrieved from the 

atPhysAddress MIB object, it means that this port is not 
connected to an end host and can be excluded. After 
performing these steps, we only have the necessary switch 
ports. 

The next step is to analyze each one of the selected ports 
until there are no more ports to read and, then, move to the next 
Layer 2 device. For each port, the associated MAC address in 
this particular instant is read; this address is compared with the 
MAC address that was previously identified as belonging to the 
intruder. If they are different, it means that the end device that 
is connected to the port is not the one we are looking for and 
we should move to the next port. When the right MAC address 
is finally found, the associated port is blocked. The interface 
index is necessary to block the port.  
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Figure 4. IP Spoofing Blocking algorithm 

 

Using the bridge port retrieved from the dot1dTpFdbPort 
MIB object, it is possible to get the corresponding interface 
index using the dot1dBasePortIfIndex MIB object (OID 
.1.3.6.1.2.1.17.1.4.1.2) and executing the “snmpget” SNMP 
command. To turn the interface down, the “snmpset” command 
is executed over the ifAdminStatus MIB object (OID 
.1.3.6.1.2.1.2.2.1.7).  

In case the attacker is accessing the network from an access 
point, all MAC addresses connected to the wireless interface 
will be read. If the MAC address of the intruder is not present 
on this list of MAC addresses, it means that it is not connected 
to the access point and we can move to the next Layer 2 device. 
Otherwise, if the MAC address we are looking for is detected 
in a certain access point, it must be added to the MAC ACL of 
the access point via SSH in order to block the access of the 
host to the network.  

This methodology is an efficient way to block IP spoofing 
attacks from intruders that are accessing the network using 
switches or access points. 

VI. EXPERIMENTAL RESULTS 

In order to evaluate the performance of the proposed 
methodologies, the simulation scenario illustrated in Fig. 5 was 
set up and several simulation tests were carried out. This 
network is composed by four Cisco C3640 routers connected to 
each other, in a mesh structure.  

The first mechanism that should be tested is network 
discovery. As previously said, the network discovery algorithm 
has to be sure that all managed devices are analyzed once, 
which is assured by this network topology. The device 
identified as PC represents the local machine that will work as 
the monitoring station to manage the network. This machine is 
a common laptop running Linux Ubuntu 11.10. Router R1 and 
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PC are connected to a Cisco C3725 router using a switch 
module (SWR1), which is considered an unmanaged device. 
Finally, router R3 is connected to a Cisco C3750 Catalyst 
switch (SW1), which is also connected to two hosts. These 
hosts will be used to simulate MAC and IP spoofing attacks by 
simulating a user with authorized access to the network and an 
intruder that will impersonate the user to get access to the 
network. Before running the algorithms, some initial 
information has to be inserted. For the network discovery 
algorithm, it is necessary to provide the IP address of any one 
of the network routers; it is irrelevant which router is 
introduced because the algorithm was developed in order to 
discover all network devices, independently of the first router. 
Then, depending on the SNMP version that it is being used, the 
user has to insert the same community string (version 2) or 
authentication password (version 3) that was configured on the 
devices. This allows the correct execution of the SNMP 
commands at the local machine. When running the network 
discovery algorithm, an IP address of each router and the IP 
address of the switch were recorded for posterior use. This 
information will be useful for the attack detection algorithms. 
The router with the switch module was undetected, as 
supposed. It was also possible to arrange the information 
retrieved from the MIB of the devices in order to graphically 
consult the routing tables and ARP tables from each router and 
the forwarding table from each switch. 

For the chosen network scenario, the network discovery 
algorithm took 3 minutes and 15.7 seconds from the beginning 
of its execution until it finished the whole discovery process. 
This time value was obtained using the “time” command, 
which returns the exact time that a process takes to be 
executed. When the algorithm execution finally stopped, it was 
possible to retrieve information from all network devices that 
support SNMP.  

For detecting MAC spoofing attacks, the corresponding 
detection algorithm was executed in an infinite loop. Then, one 
of the hosts was assigned with an IP address. The MAC 
address of the other host was changed in order to match the one 
that was in use by the first host and the host was configured 
with a different IP address. As previously explained, this 
method detects MAC spoofing attacks based on the time that 
has elapsed since a MAC address is registered, which is 
approximately equivalent to the moment when the host 
executes a ping command for the first time. Thus, for 
simulation purposes, we defined a time period of 30 seconds to 
distinguish between an attack and a change on the device 
location.  

For simulating a MAC spoofing attack, both hosts have to 
continuously send packets to the local machine. When the first 
host executes a ping command, the MAC address is registered, 
together with the corresponding information. Then, when the 
second host (the intruder) started sending packets, consecutive 
changes on the origin of the MAC address were detected and 
the attack was actually blocked. The switch interface where the 
attacker was connected to was shutdown and the real host kept 
accessing the network without its performance had been 
affected. To confirm the efficiency of this algorithm, 20 attack 
simulations were performed and the results obtained can be 
observed in Table IV. It was verified that the attacks were 

detected in 18 of the 20 simulations and once the attacks were 
detected they were always blocked. The time since the 
intrusion starts until the intruder's access is blocked was quite 
variable, with a mean value that falls, with 95% confidence, in 
interval [9.368; 12.429].  

 

To test if the algorithm is able to distinguish the situation of 
a simple change on the location of the device, the same hosts 
and the same configuration were used. The first host started 
sending packets to the local machine and, after some time, it 
stopped. The MAC address and its origin were registered by 
the algorithm. After a time period greater than 30 seconds, the 
second host executed a ping command. Since both hosts have 
the same MAC address, this procedure simulates a change on 
the location of the first host. As expected, the new MAC 
address information was registered and no attack was detected. 
So, this method is able to distinguish between an attack 
situation, where two computers with the same MAC address 
are accessing the network, and the situation where a device 
changes its physical location in the network. 

Finally, in order to test the defense mechanism against IP 
spoofing attacks, the corresponding detection algorithm was 
executed in an infinite loop. The two hosts that were previously 
presented were used again. The host representing the victim 
was configured with an IP address and the same address was 
assigned to other host. Let us recall that this method detects IP 
spoofing attacks based on the time elapsed since an IP address 
is registered. In practice, this time period corresponds to some 
minutes, but for simulation purposes it was defined as 2 
minutes. 

To simulate the attack, the first host executed a ping 
command to the local machine. When the second host accessed 
the network and sent packets within a time period shorter than 
2 minutes, the attack was immediately detected. The switch 
interface where the host was connected to was blocked and the 
performance of the first host was not affected.  

 

TABLE IV. MAC SPOOFING ATTACK RESULTS 
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Figure 5. Testing Network 

 

 

To test the real efficiency of the algorithm, 20 attack 
simulations were performed. The simulation results are 
shown in Table V: 20 out of the 20 attacks were detected and 
all of them were also blocked. In terms of blocking time, it 
was quite regular, or at least more regular than in the MAC 
spoofing detection case, with a 95% confidence interval for 
the mean time equal to [8.426; 9.057]. 

On the other hand, in order to test if the algorithm is able 
to detect the situation of a second machine that is assigned 
with the same IP address but does not have any malicious 
purpose, the first host executed a ping command and stopped 
after some time. The second host has also executed a ping 
command but more than 2 minutes after the first one; in this 
case, the attack was not detected and information regarding 
the origin of the IP address was updated.  

These experimental tests proved the efficiency of the 
proposed methodologies for detecting and blocking MAC 
and IP spoofing attacks by distinguishing between the 
situations corresponding to real network security attacks and 

to changes on the network layout. The proposed 
methodologies are easily deployed and work in any network, 
assuming that all devices are correctly configured. 

VII. CONCLUSION 

This paper presented several methodologies to perform 
network discovery and prevent MAC and IP spoofing 
attacks. The proposed tools are very simple to implement 
and can be deployed in any network that requires monitoring 
and has stringent security requirements. The proposed tools 
were developed for Cisco equipment but can be easily 
extended to devices from any other vendor by adapting the 
MIB objects that should be retrieved. There are several 
approaches in the literature for the detection of MAC and IP 
spoofing network security attacks. The great advantage of 
the proposed methodologies relies on the fact that they are 
based on the popular SNMP protocol, are very simple to use 
and have the potential to simultaneously perform other 
network monitoring tasks. 
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QoS Equalization in a Multirate Loss Model of Elastic and Adaptive  

Traffic with Retrials 

 

Abstract—In this paper, we consider a single-link modeled as a 
loss system, which accommodates multirate traffic of elastic 
and adaptive calls. Calls arrive in the link according to a 
Poisson process, have a peak-bandwidth requirement while 
their service time is exponentially distributed. If the available 
link bandwidth is lower than the peak-bandwidth requirement 
of a new call, then the call can retry to be connected in the link 
with reduced bandwidth, one or more times (single/multi-retry 
loss model). If the available link bandwidth is still lower than 
the last bandwidth requirement of the call, then the call can be 
accepted in the link by compressing the bandwidth of all in-
service calls (of all service-classes) together with its last 
bandwidth requirement. In this multirate loss system, we study 
the effect of the bandwidth reservation (BR) policy on Call 
Blocking Probabilities (CBP) and link utilization. The BR 
policy achieves CBP equalization among calls of different 
service-classes, or guarantees a certain quality of service for 
each service-class. The proposed single/multi-retry loss models 
under the BR policy do not have a product form solution, and 
therefore we propose approximate recursive formulas for the 
efficient calculation of CBP and link utilization. Simulation 
results validate the results obtained by the analytical models. 

Keywords-Poisson process, elastic/adaptive traffic, call 
blocking, reservation, recurrent formula.  

I.  INTRODUCTION 

Multirate loss models based on recursive formulas 
provide an efficient way for the call-level QoS assessment 
in modern communication networks which accommodate 
elastic and adaptive traffic. In-service calls whose 
bandwidth can tolerate compression while at the same time 
their service time increases (so that the product service time 
by bandwidth is constant) compose elastic traffic. Adaptive 
traffic is a variation of elastic traffic in the sense that in-
service adaptive calls tolerate bandwidth compression 
without altering their service time. The call-level analysis of 
a single link that behaves as a loss system and 
accommodates elastic and adaptive calls of different 
service-classes is based on the classical Erlang Multirate 
Loss Model (EMLM) ( [1]- [2]). 

In the EMLM, calls arrive in the link according to a 
Poisson process (i.e., an infinite number of traffic sources is 

assumed) and compete for the available bandwidth under 
the Complete Sharing (CS) policy. According to the CS 
policy, new calls are blocked and lost only if their required 
bandwidth is higher than the available bandwidth of the 
link. Accepted calls cannot compress their assigned 
bandwidth and remain in the link for an arbitrarily 
distributed service time  [1]. The calculation of the steady-
state probabilities in the EMLM is based on a formula that 
has a Product Form Solution (PFS). The latter leads to an 
accurate calculation of Call Blocking Probabilities (CBP) 
via the well-known Kaufman-Roberts recursive formula  [1], 
 [2]. The existence of this recursive formula has led to 
numerous extensions of the EMLM in wired (e.g.,  [3]- [7]), 
wireless (e.g.,  [8]- [11]) and optical networks (e.g.,  [12]-
 [15]). In [16], an extension of the EMLM is proposed, 
whereby blocked calls can immediately retry one or more 
times (Single- and Multi-Retry Loss Model, SRM and 
MRM, respectively) to be connected in the link by 
requesting less bandwidth units (b.u.). A retry call is 
blocked and lost if its last bandwidth requirement is still 
higher than the available bandwidth of the link. In  [17], an 
extension of [16] is considered, whereby a single link 
accommodates elastic and adaptive traffic with single/multi 
retrials. We name the models of [17], Elastic-Adaptive 
Single-Retry Loss Model (EA-SRM) and Elastic-Adaptive 
Multi-Retry Loss Model (EA-MRM). Contrary to [16], if 
the available link bandwidth is less than the last bandwidth 
requirement of a retry call, the system compresses this 
bandwidth down to a minimum proportion of the last 
bandwidth requirement, together with the bandwidth of all 
in-service calls of all service-classes. If the resulting 
bandwidth requirement is not higher than the available link 
bandwidth, the retry call is accepted; otherwise is blocked 
and lost. When a call, whose bandwidth is compressed, 
departs from the system, then the remaining in-service calls 
expand their bandwidth. Due to retrials/compression, the 
EA-SRM and EA-MRM do not have a PFS. However, in 
[17], approximate recursive formulas are proposed for the 
calculation of the link occupancy distribution and CBP. In 
[18], elastic/adaptive calls have several bandwidth 
requirements and request for bandwidth, upon their arrival, 
according to the occupied link bandwidth (i.e., calls do not 
retry). 
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In this paper, we study the effect of the Bandwidth 
Reservation (BR) policy in the EA-SRM and EA-MRM. 
The BR policy is used in order to achieve CBP equalization 
among different service-classes, or guarantee a certain QoS 
for each service-class. Although the proposed models do not 
have a PFS, we propose approximate but recursive formulas 
for the calculation of the link occupancy distribution, and 
consequently, CBP and link utilization. Simulation results 
validate the proposed models and show very good accuracy.  

This paper is organized as follows. In Section  II, we 
review the EA-SRM and the EA-MRM. In Section III, we 
present the proposed models under the BR policy and 
provide formulas for the approximate calculation of the link 
occupancy distribution, CBP and link utilization. In Section 
IV, we present analytical and simulation results in order to 
evaluate the models’ accuracy. We conclude in Section V.    

II. REVIEW OF THE EA-SRM AND EA-MRM 

A. Review of the EA-SRM 

Consider a link of capacity C b.u. that accommodates K 
service-classes. Let Ke and Ka be the set of elastic and 
adaptive service-classes (Ke+Ka=K), respectively. Let also T 
> C be the limit (in b.u.) that determines the maximum 
permitted bandwidth compression among calls. Service-class 
k calls (k = 1,…, K) follow a Poisson process with rate λk, 
request bk b.u. (peak-bandwidth requirement) and have an 
exponentially distributed service time with mean 1

k
 .  

Let j be the occupied link bandwidth, j=0,1,…,T, when a 
service-class k call arrives in the link. Now, we consider the 
following cases: a) If j+bkC, the call is accepted in the link 
with bk b.u. b) If j+bk > C, then the call is blocked with bk 
and retries immediately to be connected in the link with bkr < 
bk. Now if: b1) j + bkr  C the retry call is accepted in the 
system with bkr and 1 1

kr k   , so that 1 1
kr kr k kb b   , b2) j + 

bkr > T the retry call is blocked and lost and b3) C < j + bkr  
T the retry call is accepted in the system by compressing its 
bandwidth requirement bkr together with the bandwidth of all 
in-service calls of all service-classes. In that case, the 
compressed bandwidth of the retry call becomes 

'
kr kr kr

kr

C
b rb b

j +b
  where r is the compression factor, 

common to all service-classes. Similarly, all in-service calls, 
which have been accepted in the link with bk (or bkr), 
compress their bandwidth to '

k kb rb (or '
kr krb rb ) for k = 

1,…,K. After the compression of all calls the link state is j = 
C. The minimum value that the compression factor can take 
is given by rmin = C/T.   

When a service-class k call, with bandwidth '
kb (or '

krb ), 
departs from the system, the remaining in-service calls of 
each service-class i (i=1,…,K), expand their bandwidth in 
proportion to their initially assigned bandwidth bi (or bir). 
After bandwidth compression/expansion, all elastic service-
class k calls (k =1,…,Ke) increase/decrease their service time 
so that the product service time by bandwidth remains 

constant. Adaptive service-class calls do not alter their 
service time. 

The existence of retrials and the bandwidth compression 
mechanism destroys reversibility in the model and therefore 
no PFS exists. However, in [17] an approximate recursive 
formula is proposed for the calculation of the un-normalized 
values of the link occupancy distribution, G(j): 
 

1 0

1
( ) ( )+ ( ) ( )

( )
1

( ) ( )+ ( ) ( ) 1

0

a a

e e

k k k k kr kr kr kr
k K k K

k k k k kr kr kr kr
k K k K

 for j = 

a b j G j - b a b j G j - b
j

G j =

a b j G j - b a b j G j - b for j ,...,T
min(C, j)

 otherwise

 

 

 

 

 
 

  
 

 
  

 

 

(1) 

where: αk=λk μk
-1 is the offered traffic-load (in erl) of service-

class k calls, αkr=λk μkr
-1, 

1 1 0

( ) 1 1 0

0

kr

k kr

for j C and b

j for j T and b

otherwise


  

   



 and 

1
( )

0
k kr

kr

for C b b j T
j

otherwise


   
 


 . 

 
The proof of (1) is based on: 1) the application of local 

balance between adjacent states, which exists only in PFS 
models, 2) an approximation, expressed by γkr(j) in (1), 
which assumes that the occupied link bandwidth from retry 
calls of service-class k is negligible when j C–(bk–bkr) and 
3) an approximation that refers only to those service-class k 
calls whose bkr > 0; it is expressed by γk(j) in (1) and 
assumes that the occupied link bandwidth from service-class 
k calls accepted in the system with bk b.u. is negligible when 
j > C.  

Having determined G(j)’s we can calculate CBP and link 
utilization. The final CBP of a retry service-class k call, Bkr, 
is given by: 

 1

1

( )
kr

T

kr
j T b

G G jB 

  

   (2)                     

where 
0

( )
T

j
G G j


  is the normalization constant. 

The link utilization, U, is calculated according to the 
formula:  

 1 1

1 1

( ) ( )
C T

j j C

U jG G j C G G j 

  

       (3)  

B. Review of the EA-MRM 

In the Elastic-Adaptive Multi-Retry loss Model (EA-
MRM), a service-class k call that is not accepted in the 
system with its peak-bandwidth requirement, bk, may have 
many retry parameters ),( 1

ll krkrb  for l=1,…,s(k), with 
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( )
...

s kkr kb b   and  
( )

1 1...
s kkr k    . Similar to the EA-

SRM, the EA-MRM does not have a PFS and therefore the 
calculation of G(j)’s is based on an approximate but 
recursive formula: 

( )
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1
( ) ( )+ ( ) ( )
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1
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0

s s s s
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k k k k kr kr kr kr
sk K k K

s k
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sk K k K

 for j = 

a b j G j - b a b j G j - b
j

G j =

a b j G j - b a b j G j - b for j ,...,T
min(C, j)

 otherwise
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where: αkr=λk μkr
-1  and 

1 1 0

( ) 1 1 0

0

s
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for j C and b

j for j T and b
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. 

If only elastic service-classes are accommodated by the 
link, then (4) takes the form  [19]: 

( )

1

1 0

1
( ) ( ) ( )+ ( ) ( ) 1

0
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e e

s k
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 for j = 

G j = a b j G j - b a b j G j - b for j ,...,T
min(C, j)

 otherwise

 
 

 
 

  
 

(5) 

If the link accommodates elastic and adaptive service-
classes whose blocked calls are not allowed to retry, then (4) 
takes the form  [20]: 

1 for 0

1 1
( ) ( ) ( )for 1,...,

( )

0 otherwise
e a

k k k k k k
k K k K

j

G j α b G j b α b G j b j T
min j,C j 

 

    



 
(6)

where αk = λk μk
-1 is the offered traffic-load (in erl) of 

service-class k calls. 
If calls of all service-classes are not allowed to compress 

their bandwidth during their service time, then the MRM 
results and (4) takes the form  [16]: 
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where: αkr=λk μkr
-1  and 1

1
( )
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. 

The CBP of a retry service-class k call with its last 
bandwidth requirement, 

( )s kkrB , is given by: 

 
( )

( )

1

1

( )
s k

krs k

T

kr
j T b

B G G j

  

   (8) 

The calculation of the link utilization in the EA-MRM is 
based on (3) where the values of G(j)’s are determined by 
(4).   

III. THE PROPOSED EA-SRM & EA-MRM UNDER THE 

BR POLICY 

The application of the BR policy in the EA-SRM and 
EA-MRM follows the analysis of Roberts in [21], who 
proposed an approximate but recursive formula for the 
calculation of G(j)’s in the EMLM under the BR policy.  

The calculation of the un-normalized values of G(j)’s in 
the EA-SRM under the BR policy (EA-SRM/BR) is based 
on the following recursive formula: 
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where:  
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and t(k) is the reserved bandwidth (BR parameter) in favor 
of calls other than service-class k calls. 

The calculation of the un-normalized values of G(j)’s in 
the EA-MRM under the BR policy (EA-MRM/BR) is based 
on the following recursive formula: 
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 otherwise

(10) 

where:  

( )
( )

( )
k

k k

b for j T t k
D j b

0 for j T t k

 
 

 
, ( )

( )
( )

s

s s

kr

kr kr

b for j T t k
D j b

0 for j T t k

 
 

 
. 

The recursive formulas (9), (10) are based on the 
assumption that the population of service-class k calls is 
negligible in states j>T-t(k). This assumption is incorporated 
in (9), (10) by the variables Dk(j-bk), Dkr(j-bkr) and 

51Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-292-9

EMERGING 2013 : The Fifth International Conference on Emerging Network Intelligence

                            58 / 88



 

( )
s skr krD j b . The BR policy is used to attain CBP equalization 

among calls of different service-classes that share a link by 
a proper selection of the BR parameters. If, for example, 
CBP equalization is required between two service-classes 
whose calls require b1=1 and b2=5 b.u., respectively, then 
t(1) = 4 b.u and t(2) = 0 b.u. so that b1 + t(1) = b2 + t(2). 
Note that t(1) = 4 b.u means that 4 b.u. are reserved to 
benefit calls of the 2nd service-class. 

If only elastic service-classes are accommodated by the 
link, then (10) takes the form: 
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a D j b j G j - b  for j ,...,T
min(C, j)

 otherwise











 





(11) 

If the link accommodates elastic and adaptive service-
classes whose blocked calls are not allowed to retry, then 
(10) takes the form  [22]: 
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 (12) 

If calls of all service-classes may retry but are not 
allowed to compress their bandwidth during their service 
time, then the MRM under the BR policy results 
(MRM/BR) and (10) takes the form [23]:  
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In the EA-SRM/BR, the CBP of a retry service-class k 
call with its last bandwidth requirement, krB , is given by: 

 1

( ) 1

( )
kr

T

kr
j T b t k

B G G j

   

   (14) 

 
In the EA-MRM/BR, the CBP of a retry service-class k call 
with its last bandwidth requirement, 

( )s kkrB , is given by: 

 
( )

( )

1

( ) 1

( )
s k

krs k

T

kr
j T b t k

B G G j

   

   (15) 

The calculation of the link utilization in the EA-
SRM/BR and EA-MRM/BR is based on (3) where the 
values of G(j)’s are determined by (9), (10), respectively.   
                                                 

IV. APPLICATION EXAMPLE - EVALUATION 

We present an application example in order to compare 
the analytical CBP and link utilization results of the EA-
MRM/BR with those obtained by simulation.  To show the 
necessity of the proposed model we also present the 
analytical results of the MRM, MRM/BR and EA-MRM. 
Simulation results are mean values of 7 runs. In all figures 
of this section we present only mean values, since the 
reliability ranges of the measurements (assuming 95% 
confidence interval) are very small. The simulation 
language used is Simscript II.5  [24].  

Consider a link of capacity C = 80 b.u. that 
accommodates Poisson arriving calls from three different 
service-classes. Calls of the 1st and 2nd service-class are 
adaptive and are not allowed to retry while calls of the 3rd 
service-class are elastic and may retry two times. Their 
bandwidth requirements are: b1=1 b.u., b2=2 b.u. and b3=6 
b.u., respectively. The reduced bandwidth of the 3rd service-
class calls for two retrials is: 

13 r
b =5 b.u. and 

23 r
b =4 b.u. To 

equalize the final CBP of all service-classes we choose the 
BR parameters t(1)=3, t(2)=2, t(3)=0, since: b1 +  t(1) = b2 + 
t(2) = 

23 r
b + t(3). The call holding time is exponentially 

distributed with mean value: 1 1 1
1 2 3 1       .  

The initial values of the offered traffic-load are: α1=20 
erl, α2=6 erl and α3=2 erl. For the retrials of the 3rd service-
class we assume that: α3b3=

1 1 2 23 3 3 3r r r r
a b a b . In the x-axis of 

all figures, we keep constant the value of α3=2 erl, while α1, 
α2 increase in steps of 1.0 and 0.5 erl, respectively. The last 
values are: α1=28 erl, α2=10 erl. Three values of T are 
examined: a) T = C =80 b.u., where no bandwidth 
compression takes place and the EA-MRM/BR gives the 
same CBP and link utilization results with the MRM/BR, b) 
T =82 b.u. where rmin = C/T =80/82 and c) T =84 b.u. where 
rmin = C/T =80/84. In Figs. 1-3, we present the analytical 
and simulation CBP results of the 1st, 2nd and 3rd service-
class (CBP of calls with

23 r
b ), respectively, for all values of 

T. In Fig. 4, we present the corresponding link utilization 
results. All figures show that the analytical results obtained 
by the EA-MRM/BR are of absolutely satisfactory accuracy, 
compared to simulation and that the MRM/BR fails to 
approximate the behaviour of EA-MRM/BR. This is 
expected since in the MRM/BR the bandwidth 
compression/expansion mechanism is not incorporated. 
Similarly, the results obtained by the MRM and the EA-
MRM fail to approximate the behaviour of the EA-
MRM/BR since the BR policy is not applied in these 
models. Furthermore, Figs. 1-3 show that the existence of 
the bandwidth compression/expansion mechanism in the 
EA-MRM/BR reduces CBP even for small values of T. This 
CBP decrease results in the increase of link utilization in the 
EA-MRM/BR compared to the MRM/BR (Fig. 4).  
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V. CONCLUSION 

We propose multirate loss models for a link that 
accommodates elastic and adaptive calls, under the 
bandwidth reservation policy. Calls of all service-classes 
arrive in the link according to a Poisson process and have an 
initial peak-bandwidth requirement. If this bandwidth 
requirement is not available then calls are blocked and may 
immediately retry to be connected in the system one (EA-
SRM/BR) or more times (EA-MRM/BR). If a retry call is 
blocked with its last bandwidth, it can still be accepted in 
the system by compressing its last bandwidth together with 
the bandwidth of all in-service calls of all service-classes. 
We propose approximate but recursive formulas for the 
efficient CBP calculation. Simulation CBP and link 
utilization results verify the corresponding analytical results.  

 

Figure 1.  CBP (1st service-class, adaptive).  

 

Figure 2.  CBP (2nd service-class, adaptive).  

 

Figure 3.  CBP of retry calls with b3r2 (3
rd service-class, elastic). 
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Figure 4.  Link utilization (in b.u.). 
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Abstract—In recent years, the numbers of requests to down-
load large files via large high-speed computer networks have
been increasing rapidly. Typically, these requests are handled
in a “best effort” manner, resulting in unpredictable completion
times. In this paper, we consider a model where a download
request either must be completed by a user-specified deadline or
must be rejected if the deadline cannot be satisfied. We propose
a dynamic bandwidth assignment method for reducing the call-
blocking probability in a bandwidth-guaranteed network. Finally,
we present simulations that show its excellent performance.

Keywords—file downloading; time constraints; bandwidth as-
signment.

I. INTRODUCTION

In recent years, various types of data have become available
in large quantities via large high-speed computer networks [1].
Users hope to be able to access these data files routinely and
rapidly by fast downloading.

There are many studies on file downloading, but most focus
on shortening the average download-completion time [2][3][4].
In such studies, it is difficult to predict and/or guarantee
download completion times, because they depend strongly on
the network conditions [5][6].

To overcome this problem, one study has introduced a
model where a download request must either be completed by
a user-specified deadline or be rejected if the deadline cannot
be satisfied [7][8]. Note that, in this model, it is not necessary
to shorten the downloading time below its deadline, and it
is preferable to accept requests wherever possible, thereby
reducing the number of rejected requests. To handle many
requests that will meet their deadline and to reduce the call-
blocking probability, it is important to consider the bandwidth
assignment for each request and to allow a margin in the
network for handling future requests.

In this downloading model, a dynamic bandwidth as-
signment method called ChangeRates has been proposed
[8]. This achieves a reduction in call-blocking probability
by considering the minimum bandwidth that will meet the
deadline.

To be able to accept additional requests, it is preferable
that there be as many ongoing requests with loose deadlines
as possible in the network. In this paper, we propose a dynamic

bandwidth assignment method that reduces the call-blocking
probability by giving a higher priority to those requests that
potentially allow wider margins.

The remainder of the paper is structured as follows. Section
II presents the method for downloading within a deadline,
using an existing bandwidth assignment method. In Section
III, we propose a dynamic bandwidth assignment method and
evaluate its performance in Section IV. Section V concludes
the study.

II. DOWNLOADING FILES WITH TIME CONSTRAINTS

A. Problem Formulation

A download request with time constraint Ri(i = 1, 2, ...)
is defined by the tuple [9]:

Ri = (si, di, Ai, Fi, Di). (1)

As suggested by their names, si = source node, di =
destination node, Ai = arrival time of the request, Fi = file
size, and Di = the request’s deadline. In this formulation,
request i must be completed by Ai + Di. Note that, as time
elapses, Fi and Di will decrease. We therefore describe them
as Fi(t) and Di(t), respectively, where t denotes the current
time.

For each request Ri, MinRatei(t) is defined as the mini-
mum average transfer rate that will meet the request’s deadline.
MinRatei(t) can be determined from the file size Fi(t) and
deadline Di(t):

MinRatei(t) =
Fi(t)

Di(t)
. (2)

In addition, MaxRatei(t) is defined as the maximum
bandwidth that can be assigned to Ri, i.e., the available
bandwidth for the path [10]. This is given by the minimum
available bandwidth among all links within the path. The
available bandwidth for each link will vary according to the
bandwidth assignment method. For example, if the assigned
bandwidth is fixed, the available bandwidth is just the residual
capacity of the link. However, if the assigned bandwidth is
adaptive, the available bandwidth will be the link capacity
minus MinRate for the existing requests.
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Fig. 1 shows an example of the available bandwidth for a
path. The link capacities for links A–B, B–C, and C–D are
all 100 Mbps. The existing request is assigned 30 Mbps for
link A–B and 50 Mbps for link C–D. The assigned bandwidth
is fixed. In this case, the available bandwidths for A–B, B–C,
and C–D are 70, 100, and 50 Mbps, respectively. As a result,
the MaxRate for the path A–D is 50 Mbps, which is the
minimum available bandwidth for the links A–B, B–C, and
C–D.

A B

C D

Node

30 Mbps

50 Mbps

between

A? D = 50 Mbps

70 Mbps 100 Mbps

50 Mbps

Link capacity

100 Mbps

Download request

Available bandwidth

Figure 1. MaxRate for the path

B. Download Model

In this paper, we assume the following network character-
istics. The bandwidth assigned to each download connection
is guaranteed. There is a database for managing essential
information, such as network topology, link capacity, and
ongoing requests, for path finding and bandwidth assignment
[11]. The access networks are sufficiently fast that they cannot
become potential bottlenecks.

For such a network, we consider the following download
model. First, a user requests a download within an allowable
deadline. For this new download request, a search is made for
a feasible route that will satisfy the request. If such a route
is not found, the request is rejected. Otherwise, the request’s
route is decided, and the assignment of an adequate bandwidth
is considered. The assignment of appropriate bandwidth for
meeting the deadline is an important problem.

C. Existing Methods

We introduce two typical bandwidth assignment methods
[9].

• Max: always assigns MaxRate on demand.

• Min: always assigns MinRate on demand.

Max’s advantage is that the whole bandwidth is used and
almost no bandwidth remains idle, but it tends to lead to
resource competition at high network loads and to rejection
of future requests.

Conversely, downloading is inefficient and takes more time
when using Min. However, much bandwidth will remain idle
for future requests, and the method can handle many requests
in parallel.

For these fixed bandwidth assignment methods, if no path
with at least MinRate bandwidth is available for the request,
the request is rejected.

Therefore, we consider an existing method called
ChangeRates that changes the assigned bandwidth dynami-
cally [12]. For this method, the bandwidth assigned to request
Ri is proportional to MinRatei(t). Note that this will change
during downloading. The specific behavior of this method is
as follows.

When a new request occurs, ChangeRates first searches
for a path with at least MinRate. If found, MaxRate is
assigned to the request. Otherwise, a process that reassigns
the bandwidths for ongoing requests is invoked, as follows.

For each link Cj , θj is computed by:

θj =
Cj∑

MinRatei
, (3)

where
∑

MinRatei is the sum of the MinRate values for
ongoing requests using link Cj . For cases where θj ≥ 1, a new
request can use the link by changing the assigned bandwidths
for the ongoing requests. A path that only uses links with
θj ≥ 1 is therefore sought. If such a path for assignment
to the new request cannot be found, the request is rejected.
Otherwise, for each link Ck on the path, RateCk

, the assigned
bandwidth for Ri, is calculated by:

RateCk
= θk ×MinRatei. (4)

Ri’s assigned bandwidth Ratei is the bottleneck bandwidth
for the path and is determined by the minimum RateCk

:

Ratei = min(RateCk
). (5)

ChangeRates can reduce the blocking probability to be-
low that for the fixed bandwidth assignment methods.

III. A BANDWIDTH ASSIGNMENT METHOD

A. Proposed Method

For ChangeRates, the assigned bandwidth is simply
proportional to MinRate. However, to reduce the blocking
probability, it would be more effective to handle requests
preferentially, thereby producing a greater time margin for
the network. A time margin is defined as a download time
that could be shortened by assigning a bandwidth greater
than MinRate. We therefore consider a bandwidth assignment
method with the following policies.

• Define an evaluation value for each request. This value
indicates a time margin to be obtained by considering
the use of bandwidth resources and the use of time.

• Assign bandwidths in descending order of evaluation
value.

We define Ei, which is an evaluation value for each request
Ri, using the residual file size Fi, the number of hops
of the assigned path Hi, the maximum assigned bandwidth
MaxRatei, and MinRatei as follows:

Ei = Fi ×Hi × (1− MinRatei
MaxRatei

). (6)

A large value for Fi shows that there is room to pro-
duce a time margin for Ri. A large Hi indicates that Ri

tends to use network resources heavily. Finally, a large
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1 − MinRate/MaxRate shows that a greater time margin
may be obtained when Ri receives MaxRate compared with
MinRate. By assigning MaxRatei to the Ri that has the
largest Ei, a greater time margin is obtained and the flexibility
in bandwidth assignment is improved. As a result, this method
is able to handle more requests and reduces the blocking
probability.

We now explain the specific procedures in the proposed
method. Suppose that a new request Rn+1 arrives while
requests Ri(i = 1, ..., n) are ongoing. First, the proposed
method searches for a feasible path for Rn+1. In this process,
Dijkstra’s algorithm is applied using the inverse of the available
bandwidth of a link as the link cost.

Next, the proposed method calculates the evaluation value
for all requests, and assigns MaxRate to the request that
has the largest evaluation value. The evaluation value is then
recalculated for the requests that are yet to be assigned a
bandwidth, with the assigned bandwidth also being determined
as MaxRate. These processes are repeated until the assigned
bandwidths for all requests are determined. Furthermore, on
the completion of an ongoing request, the same bandwidth
assignment procedure is invoked.

Figs. 2–5 show an example of the execution of the proposed
algorithm.

Link capacity：100 Mbps

Link capacity： 70 Mbps

A B C

Node

:70 Mbps

:70 Mbps

：2496 Mb

：126 sec

：20 Mbps

Figure 2. Execution example (1/4)

First, Fig. 2 shows the arrival of a new request R1 with an
F1 of 2496 Mb and a D1 of 126 sec. MinRate1 is therefore 20
Mbps. However, in the absence of other requests, R1 receives
100 Mbps, which is the capacity of the link A–B.

A B C

:15.5 Mbps

:84.5 Mbps

:15.5 Mbps

：1796 Mb

：116 sec

：15.5 Mbps

：350

：7200 Mb

：266 sec

27 Mbps

: 610

Link capacity：100 Mbps

Link capacity： 70 Mbps

Node

Figure 3. Execution example (2/4)

Next, at 10 sec after A1, Fig. 3 shows the arrival of R2,
which has an F2 of 7200 Mb and a D2 of 266 sec. Because
R1 has consumed 70 Mbps for 10 sec, F1 and MinRate1 are
recalculated as follows:

F1 = 2496− 70× 10 = 1796Mb. (7)

MinRate1 =
1796

116
≒ 15.5Mbps. (8)

Here, E1 and E2 are calculated as follows:

E1 = 1796× 2× (1− 15.5

70
) ≒ 350. (9)

E2 = 7200× 1× (1− 27

84.5
) ≒ 610. (10)

Therefore, 84.5 Mbps of MaxRate2 has to be assigned to R2,
with the remaining bandwidth of 15.5 Mbps being assigned to
R1.

A B C

:15 Mbps

:15 Mbps

:30 Mbps

:55 Mbps

:55 Mbps

：8000 Mb

：260 sec

：30 Mbps

：900

：1600 Mb

：106 sec

：15 Mbps

：260

：6400 Mb

：256 sec

：25 Mbps

：430

Link capacity：100 Mbps

Link capacity： 70 Mbps

Node

Figure 4. Execution example (3/4)

Next, at 10 sec after A2, Fig. 4 shows the arrival of R3,
which has an F3 of 8000 Mb and a D3 of 260 sec. R1 and
R2 have consumed 15.5 Mbps and 84.5 Mbps for 10 sec,
respectively. F1 and F2 are recalculated as follows:

F1 = 1796− 15.5× 10 ≒ 1600Mb. (11)

F2 = 7200− 84.5× 10 ≒ 6400Mb. (12)

In the same way, the Ei value for each request is calculated
as follows:

E1 = 1600× 2× (1− 15

45
) ≒ 260. (13)

E2 = 6400× 1× (1− 25

55
) ≒ 430. (14)

E3 = 8000× 2× (1− 30

55
) ≒ 900. (15)

At this stage, an assigned bandwidth for R3 that has the highest
evaluation value is considered. For R3, 60 Mbps (100 Mbps
of link capacity minus MinRate1 and MinRate2) can be
assigned to the link B–C. However, only 55 Mbps (70 Mbps
of link capacity minus MinRate1) can be assigned to the link
A–B. Therefore, 55 Mbps is assigned to R3. Next, E1 and E2

are recalculated as follows:

E1 = 1600× 2× (1− 15

15
) = 0. (16)

E2 = 6400× 1× (1− 25

30
) ≒ 130. (17)

Therefore, 30 Mbps is assigned to R2, which has the larger
evaluation value, and the remaining bandwidth of 15 Mbps is
assigned to R1.
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A B C

:30Mbps

:70 Mbps

：2168 Mb

：154 sec

：14 Mbps

：433

：3220 Mb

：150 sec

：21.5 Mbps

：302

:70 Mbps

Link capacity：100 Mbps

Link capacity： 70 Mbps

Node

Figure 5. Execution example (4/4)

With no additional requests arriving, R1 completes at 106
sec after A3, as shown in Fig. 5. Here, F2 is 6400−30×106 =
3220Mb and F3 is 8000 − 55 × 106 = 2168Mb. E2 and E3

are calculated as follows:

E2 = 3220× 1× (1− 21.5

86
) ≒ 302. (18)

E3 = 2168× 2× (1− 14

70
) ≒ 433. (19)

Therefore, 70 Mbps is assigned to R3, with R2 receiving the
remaining bandwidth of 30 Mbps.

IV. PERFORMANCE EVALUATION

A. Simulation Model

We evaluated the performance of the proposed method by
experimental simulation. In the simulation, the network had
Waxman’s random topology [13], with 100 nodes and about
300 links. Each link in the network had a uniform capacity of
1 Gbps. The download requests were generated via a Poisson
arrival process, with an average arrival rate of λ. The source
and destination nodes for each request were selected randomly.
The blocking probability was used as the performance measure
and the existing ChangeRates method was used as a method
for comparison.

B. Simulation Results

The proposed method was evaluated for the scenarios
described below.

1) Scenario 1: This scenario enabled the basic performance
of the proposed method to be evaluated. In this scenario, all
requests involved a file size of 5 GB and a deadline of 200
sec. Fig. 6 shows the results, where the proposed method
outperforms the existing method for any average arrival rate.

2) Scenario 2: This scenario was used to evaluate the
performance in a situation where three requests with equal
MinRate arrive, having file sizes of 2.5 GB, 5 GB, and
7.5 GB, and deadlines of 100 sec, 200 sec, and 300 sec,
respectively. The total blocking probability for this scenario
is shown in Fig. 7. This graph is similar to that for Scenario
1. Furthermore, as shown in Fig. 8, when the MinRate at each
request’s arrival was the same, we can note that the number of
rejected requests is almost the same regardless of the request’s
file size and deadline.
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3) Scenario 3: The final scenario aimed to evaluate the
effect of differences in the requests’ deadlines. We assume the
arrival of three requests that have the same file size of 5 GB but
different deadlines of 100 sec, 200 sec, and 300 sec. As shown
in Fig. 9, we can note the reduction in the blocking probability
for the proposed method in this scenario. Fig. 10 shows that the
proposed method has a low blocking probability for requests
of 100 sec at an high arrival rate, but the existing method is
low for requests of 200 sec and 300 sec. This indicates that
the existing method could reduce the blocking probability by
handle many requests which would load to the network more
lightly, and it has no room for the network than the proposed
method. Therefore, it is considered that the proposed method
to be more effective for requests of the short deadline.

V. CONCLUSION

This paper has focused on downloading large files with
time constraints. We have proposed a dynamic bandwidth
assignment method for reducing the call-blocking probability
and have evaluated its performance by experimental simula-
tions. The simulation results show that our proposed method
is effective.

In future work, we will enhance the proposed method to
enable it to work with distributed management. In addition,
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we will investigate routing methods that are better suited to
the proposed bandwidth assignment method.

ACKNOWLEDGMENT

This research was partly supported by the National Institute
of Information and Communications Technology (NICT).

REFERENCES

[1] A. S. Tanenbaum, “Computer Networks Fourth Edition,” Prentice-Hall,
New Jersey, 2003.

[2] H. Okada, T. N. Trung, K. Kinoshita, N. Yamai, and K. Murakami, “A
Cooperative Routing Method for Multiple Overlay Networks,” Proceed-
ings of the 6th Annual IEEE Consumer Communications and Networking
Conference (CCNC 2009), pp. 1–2, Jan. 2009.

[3] L. Toka, M. Dell’Amico, and P. Michiardi, “Data Transfer Scheduling
for P2P Storage,” IEEE P2P, pp. 132–141, Sept. 2011.

[4] Y. M. Chiu and D. Y. Eun, “Minimizing File Download Time in
Stochastic Peer-to-Peer Networks,” IEEE/ACM Trans. Networking, vol.
16, no. 2, pp. 253–266, Apr. 2008.

[5] S. Kamei, “Status and Traffic Issues of Peer-to-Peer Technology,” Com-
puter Software, vol.22, no.3, pp. 8–18, 2005.

[6] S. Gorinsky and N. Rao, “Dedicated Channels as an Optimal Network
Support for Effective Transfer of Massive Data,” Proceedings of 25th
IEEE International Conference on Computer Communications, pp. 1–5
Apr. 2006.

10-4

10-3

10-2

10-1

1

 2.6  2.7  2.8  2.9  3

B
lo

ck
in

g 
P

ro
ba

bi
lit

y

Arrival Rate (requests/sec)

Proposal(100sec)
Proposal(200sec)
Proposal(300sec)

Exist(100sec)
Exist(200sec)
Exist(300sec)

Figure 10. Scenario 3 : each request

[7] B. Chen and P. Primet, “Scheduling deadline-constrained bulk data
transfers to minimize network congestion,” Proceedings of 7th IEEE
International Symposium Cluster Computing and the Grid (CCGRID),
pp. 410–417, May 2007.

[8] D. Andrei, M. Batayneh, S. Sarkar, C. Martel, and B. Mukherjee,
“Deadline-Driven Bandwidth Allocation with Flexible Transmission
Rates in WDM Networks,” Proceedings of the IEEE International Confer-
ence on Communications 2008 (ICC 2008), pp. 5354–5358, May 2008.

[9] D. Andrei, “Efficient Provisioning of Data-Intensive Applications over
Optical Networks,” Ph.D. thesis, UC.Davis, 2009.

[10] R. S. Prasad, M. Murray, C. Dovrolis, and K. Claffy, “Bandwidth Esti-
mation: Metrics, Measurement Techniques, and Tools,” IEEE Network,
Vol. 17, No. 6, pp. 27–35, Nov.–Dec. 2003.

[11] M. Yamazaki, Y. Hirota, K. Kinoshita, H. Tode, and K. Murakami, “A
Service Provision Method for Service Platform Unified with Network
Control,” IEICE technical report, ICM2011-43, pp. 67–72, Jan. 2012.

[12] D. Andrei, M. Tornatore, M. Batayneh, C. U. Martel, and B. Mukherjee,
“Provisioning of Deadline-Driven Requests With Flexible Transmission
Rates in WDM Mesh Networks,” IEEE/ACM Transactions on Network-
ing, Vol. 18, No. 2, pp. 353–366, Apr. 2010.

[13] B. M. Waxman, “Routing of multipoint connections,” IEEE Journal of
Selected Areas in Communications, Vol. 6, No. 9, pp. 1617–1622, Dec.
1988.

59Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-292-9

EMERGING 2013 : The Fifth International Conference on Emerging Network Intelligence

                            66 / 88



Key Performance Indicators for Cloud Computing
SLAs

Stefan Frey, Claudia Lüthje, Christoph Reich
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Abstract—Reducing IT costs by using cloud computing is
tempting for many companies. As cloud rapidly is gaining mo-
mentum as alternative mean of providing IT ressources, the need
for regulated service qualities increases. To attract companies
to outsource their services to clouds, providers need to offer
Service Level Objectives specified in SLAs for their customers.
The content of such Service Level Objectives is a key reason
for the successful usage of cloud computing and consists of
Key Performance Indicators. Due to the dynamic character and
complex nature of the cloud environment, creating SLAs for the
cloud can be very difficult. This paper proposes selected KPIs
for cloud SLAs and describes possible Service Level Objectives,
as well as how they should be monitored.

Keywords—Cloud Computing; KPI; SLA; QoS

I. INTRODUCTION

After an initial hype, cloud computing has established
itself as adequate means of providing resources on demand.
By now cloud computing provides a practical alternative to,
locally hosted resources for companies. The main benefits of
cloud computing are the cost savings through its ”pay-per-use”
model, low investment costs and its rapid implementation of
innovations. According to a market analysis by the Gartner
Group [1], the IT budgets of german companies has been
reduced by 2.7% in 2011. The study also shows that companies
will increasingly rely on outsourcing their IT to the cloud to
save costs in the future. At present, most cloud computing
providers only offer generic Service Level Agreements (SLA).
Thereby guarantees for QoS characteristics like, bandwidth,
data backup, etc. are given on the best-effort principal. Compa-
nies require QoS, monitoring and control of the cloud services
at any time, as stated in the ”Architecture of Managing Clouds”
[2], Study Group Report of Cloud Computing [3], and others.

For cloud computing, the quality and reliability of the
services become an important aspect, as customers have no
direct influence on the services. Therefore Service Level
Agreements are fundamental to an effective cloud utilization
and especially business customers need them to ensure risks
and service qualities are prevented respectively provided in the
way they want. For this purpose, the expected service qualities
are documented legally binding in contracts between provider
and customer. Due to significant variation in consumer needs,
SLAs have to be created individually by a negotiation process.
The confirmed SLAs serve as a basis for compliance and
monitoring of the QoS. Due to the dynamic cloud character, the
QoS attributes must be monitored and managed consistently
[4].

In order to describe the QoS, metrics and key performance
indicators (KPI) are used. These must exactly represent the
actual service expectations and requirements, and correspond
to both customer as well as provider. In addition to this QoS
attributes representation, an SLA includes a general section,
in which roles and responsibilities, costs, etc. are listed. The
aim of this paper is to propose various possible KPIs for cloud
SLAs to facilitate an assist customers in the negotiation and
generation of SLAs for cloud services. In addition, a general
insight on SLA content and structure as well as monitoring and
management is given. After discussing related work in Section
II, Section III will give a brief introduction into SLA content
und management. Following Section IV presents the Service
Level Objectives for cloud computing and the corresponding
KPIs. The conclusion is drawn in Section V.

II. RELATED WORK

As the usage of cloud service by companies continues to
grow, the need for SLAs is increasing. NIST [5] has pointed
out the necessity of SLAs, SLA management, definition of
contracts, orientation of monitoring on Service Level Objects
(SLOs) and how to enforce them. A basic discussion of SLA
management and cloud architectures can be found in Service
Level Agreements for Cloud Computing [6], but it is mainly
concerned about SLA definitions and negotiations.

In recent years, a significant amount of research has been
performed on the standardization and creation of machine-
readable formats. There are two major specification for de-
scribing SLAs, WSAL [7] and WS-A [8]. The Web Service
Agreement Language (WSAL) [7] was developed by IBM with
the focus on performance and availability metrics. It has been
mainly developed for Web services and the usage in other fields
is questionable. It shows significant shortcomings regarding
content as it was focused mainly on technical properties. WS-
Agreement (WS-A) [8]. was developed by the Open Grid
Forum in 2007. The newest update, which is based on the
work of the European SLA@SOI project, was done in 2011.
Although it has been enhanced within the SLA@SOI project
[9], the development is unclear, because the SLA@SOI project
developed its own format SLA(T), which is supported by the
European IT industry.

Although much research has been done in the direction of
SLA formats, the contents of SLAs remain a further field for
investigations. The fact that SLAs are always very scenario
specific makes it difficult to generalize their contents. KPIs,
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as a central component of service level objectives, are increas-
ingly offered in KPI libraries [10]. However, these are mosty of
rudimentary content and are not suitable for implementation.

III. SLA

Service Level Agreements (SLAs) specify the promised
respectively the expected performance characteristics between
service providers and customers. Thereby, all legally relevant
information and services are established. The most important
part of a SLA is the exact description of the service quality
(service level). The following section illustrates the prerequi-
sites, content and structure of Service Level Agreements.

The creation of Service Level Agreements provides certain
requirements to customers and providers. Customers need to
be able to meet certain requirements in order to successfully
define SLAs, which are listed briefly here. A customer must:

• Understand the roles and responsibilities that are reg-
ulated by the SLA.

• Be able to describe precisely and specific the service
to be controlled by the SLA.

• Know the requirements of the controlled services, and
define the matching key figures.

• Specify service levels based on the critical perfor-
mance characteristics of the service.

• Understand the process and procedures of regulated
service.

These requirements are necessary so that the customer is
able to put in the correct SLAs values, and to understand
implications of his decisions. Furthermore, a SLA should fulfill
the following tasks:

• Describe the services accurately.

• Specify the service quality to be provided in detail.

• Describe detailed the key performance indicators, met-
rics and service levels.

• Breakdown transparently all the costs.

A. SLA Life Cycle

The life cycle of a service level agreement involves several
steps for a successful use of SLAs [11]. There are different
views on whether the definition phase of the SLA is one of
its life cycle or not, since this can also be counted among the
preconditions (see [12] and [13]). Figure 1 shows the SLA life
cycle. The individual phases are briefly described:

Fig. 1: SLA Life Cycle

The preconditions for this life cycle is the definition of an
initial SLA template based on which the negotiation phase is
started. In the negotiation phase, the deliverable and service

levels and the costs are negotiated with the provider. While in
the provisioning phase, the entry into force of the agreement is
marked by the signatures of both partners. Here, the provided
services are provisioned and the agreements are communicated
and fitted into the organizations. During the execution phase
the customer uses the service according to his notions. Parallel
to this, the monitoring phase the runtime data is checked and
assessed against the service levels. If needed, corrective actions
are executed and reports and documentation are created for
the partners. The final termination phase marks the end of the
usage by the customer and initiates the decommission of the
service.

B. SLA Content

The structure of service level agreements are generally very
scenario specific and can not be easily generalized. However,
there are some basic elements that should be present in every
SLA. The following remarks are not intended to be used to
create an universal pattern for SLAs, but rather give a guideline
for most current contents of SLAs.

The contents of a SLA can be divided into the following
four categories: (see [14]) agreement-related elements, service-
related elements, document-related elements and management-
related elements.

The agreement-related elements contain the basic rules of
the agreement and include, among others, the subject of SLAs,
objectives, partners, as well as the scope, entry into force,
duration and termination of SLAs. Often these elements are
shown in practice in the form of a preamble or introduction.
The subject of SLAs introduction here describes the content
and context as well as a description and demarcation of the
services being controlled by the SLA. The objectives of the
SLAs reflect the specific objectives of both parties and serve,
among other things, as a basis for future success control.

The service-related elements represent those elements
which describe the regulation of a service. These must be
specified individually for each service. The content is basically
to describe who, when, where, and what services are provided.
The description of the service should be generally understand-
able. The description of the quality of a service is the central
role of the SLA. The negotiated quality of service is defined by
Key Performance Indicators (KPIs), which is the basis for the
Service Level Objectives” (SLOs). These indicators include a
label next to the calculation or metric, and a reference area
and measurement point. Similarly here, the cost of services to
be provided are defined.

Document-related elements include administrative and ed-
itorial elements, which play a minor role inside a SLA and
are mainly there to improve the handling, understanding and
readability. These elements are, e.g., version, the date of last
modification, revision history, table of contents, the index or
glossary. These elements increase the readability by underpin-
ning the context and explain the background.

The management-related elements include the aspects that
have to do with the administration and control of SLAs. These
represent a very important section of the contents of a SLA,
since both the customer notification and the procedure in case
of problems or failures to meet the service levels are regulated.
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Furthermore, penalties and compensation in case of damage
which may occur due to deviations from service levels are
regulated.

Fig. 2: SLA Structure

Based on the presented elements, an exemplary structure
of an SLA can be created. This can be seen in Figure 2 above.
Here, it is clear that the service descriptions, or service level
objectives are the central aspect of each SLA. These and their
contents are described in more detail in the following sections.
Likewise, it comes clear that even small SLAs mean large
administrative overhead and the creation is a lot of work.

IV. SERVICE LEVEL OBJECTIVES

Service Level Objectives (SLOs) are a central element
of every service level agreements (SLA), which include the
negotiated service qualities (service level) and the correspond-
ing Key Performance Indicators. SLOs contain the specific
and measurable properties of the service, such as availability,
throughput or response time and often consist of combined or
composed attributes. SLOs should thereby have the following
characteristics: [15]

• Achievable / attainable

• Repeatable

• Measurable

• Understandable

• Significant

• Controllable

• Affordable

• Mutually acceptable

• Influential

A SLOs should always contain a target value or service level,
a metric and corresponding measurement period, as well as
the type and location of the measurement. For this purpose,
KPIs with associated service level values are stated. The KPIs
contain information about the measurement process, place and
unit as well. A valid SLO specification might, for instance,
look like this: The IT system should achieve an availability
of 98% over the measurement period of one month. The
availability represents thereby the ratio of the time in which
the service works with a response time of less than 100ms plus
the planned downtime to the total service time, measured at the
server itself. From such a description, the actual performance
values can be compared with the reference values of the
SLOs and the achievement is calculated. Based on this, further
measures can carried out to for correction if necessary.

To choose the correct KPIs for a service a wide knowledge
of the service and its usage is required. To give an insight into
possible cloud-specific KPIs, the most common ones are listed
briefly below without going into much detail. The following
KPIs provide specifically for cloud computing selected guar-
antees but also may overlap in part with traditional KPIs, as
the essential services requirements do not differ from other
general services [16].

A. General Service KPIs

Service Level Agreements must always be tailored to the
service to be controlled. Nevertheless, there are some KPIs,
which rules can be used in various SLA. These KPIs represent
the basic needs of each service to run efficiently. These include,
for example the availability, security aspects, service times and
helpdesk, as well as monitoring and reporting. These are basic
requirements for every purchased service.

1) Basic Services: The basic services include the avail-
ability which is defined at the time the service is usable + the
maintenance time relative to total time. Deemed usable here
is if the system can handle request within a specified response
time. Also included are the KPIs Mean Time Between Failure
and Mean Time To Repair, which specify the time intervals at
which to expect failures and how long it takes to repair them.

2) Security: Security KPIs regulate for example which
software version levels shall be used, how long it should take
until an update is implemented, as well as the scope and
frequency of security audits. Other important KPIs control the
encryption of data, the use and timeliness of anti virus software
and the isolation and logging.
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3) Service and Helpdesk: Service and Helpdesk KPI con-
trol including the times at which assistance is provided, which
support methods are applied or how many calls are received
per week. Similarly, the qualification of the support personnel
and the duration is given to problem solving.

4) Monitoring: Monitoring KPIs to define in which values
are determined intervals to monitor and how to handle the
resulting reports. The arrangements of these KPIs can be
reused in the other categories.

B. Network Service KPIs

Particularly for cloud computing, the network has a strong
meaning, as all provided resources and services are available
through a network. Here, the network has to be considered
both as pure transmission medium for other services as well
as independent service itself. For the KPIs described here,
the entry point of the provider network is usually chosen as
measured point, as the guarantees of the provider refer only
to this area.

Round Trip Time: Time of a network packet to travel
from sender to receiver and back. Specifies how long the
transmission of one packet needs within the network limits.
Usually measured in milliseconds.

Response Time: Time taken by a request until the arrival of
the response at the requesting interface. Here the time for the
processing of the request is included as opposed to the pure
orbital period of the round trip time. The type of the request
and the behavior of the processing has to be concretely defined
for this.

Packet Loss: Percentage of lost packets in the total of
transmissions. Formula:

Number of lost packets

Number of total packets ∗ 100
(1)

The value of this indicator should kept as low as possible since
for example an a loss rate of 5% to 10% significantly affects
the quality of VoIP applications [17]

Bandwidth: Gross capacity of the connection. Amount of
data which cloud be transmitted within a time unit. Here, not
the actual capacity is specified but the rated maximum capacity.

Throughput: Number of transmitted data per time unit.
Only the pure transmitted data is taken into account, thus the
capacity available to the user is specified. Measured in Mbit/s
or / Gbit/s

Network Utilization: Proportion of the throughput to the
bandwidth. Here, it can be seen how busy the connection is.
Formula:

Throughput

Bandwidth ∗ 100
(2)

Latency: Time interval between submitting a packet and
arrival at its destination. Is usually considered together with
Jitter: The difference in the latency of a packet and the average
/ minimum / maximum run time. The run time variations
are problematic especially in real-time applications, since
packages may arrive too late or too early.

C. Cloud Storage KPIs

The term storage can be distinguished within cloud com-
puting in two basic types. First, Storage as a service itself, that
is obtained as a memory for preexisting infrastructures. On the
other hand storage can be used as part of another service such
as a backup or data storage for cloud services.

Response Time: Time interval between sending a request
to the storage and the arrival of the response at the output
interface. Usually measured in milliseconds.

Throughput: Number of transmitted data per time unit.
Here, a specified amount of data is transferred to the storage
and measured the needed time from a given point. The size
of the data set and package sizes are important factors for
the validity of this measure. Furthermore, the network and its
utilization must be considered.

Average Read Speed: In contrast to the throughput, the
average reading speed usually refers to an individual hard
drive. This value indicates how fast data can be read from
the hardware. In RAID systems or virtual storage solutions,
this figure is expected to interconnected hard drives.

Average Write Speed: Just like the reading speed it refers
to the write speed to the hard drive. This value thus indicates
how quickly data can be written from a source to the hardware.

Random Input / Outputs per second (IOPS): Number of
possible random input / output operations per second for
different block sizes. The higher the IOPS value, the faster
the disk. This value is also important to measure how many
concurrent accesses can be handled by the system.

Sequential Input / Outputs per second (IOPS): Number of
possible sequential input / output operations per second for
different block sizes.

Free Disk Space Usable free capacity in % of the total
capacity or remaining free space in MB, GB, or TB. This
indicator can be very useful since thus it can be defined how
much memory must always be at minimum available on the
system.

Provisioning Type Type of provisioning where at ”thin pro-
visioning” the client gets the storage not permanently assigned
but it is dynamically allocated at runtime. In contrast, the thick-
provisioned storage is allocated to the customer immediately.

Average Provisioning Time Time, the provider needs to
provide a defined amount of data volume growth.

D. Backup and Restore KPIs

Backup and Restore KPIs refer to both the storage, i.e.,
the stored data, as well as services, for example, VMs or SaaS
services. Below, important KPIs are presented.

Backup Interval The time interval in which a backup is
performed. Here, an exact specification is given to the provider
along with the backup type and a description of the scoop.

Backup Type Definition of the backup type, e.g., full
backup or incremental backup. Backup types ca relate to
individual systems or whole service alliances.
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Time To Recovery Specification of the minimum and max-
imum time from the failure of a storage, to the successful
restore from an existing backup.

Backup Media Specifying the media where the backups are
stored, such as magnetic tapes. Indication of media breaks to
store backups on different media types.

Backup Archive Interval and number of archived backups.
Specification of when backups are archived and how long they
are kept and how these are to be terminated.

E. Infrastructure as a Service KPIs

Infrastructure as a Service refers not only to the service
itself but also to the virtual machines used. For this, additional
VM KPIs are specified in this section.

VM CPUs Number and type of CPUs used by the virtual
machine. Additionally information about the overbooking of
the provided CPU resources shall be given. Here the shared
resources are allocated with more capacity than is physically
available. Thus, no real physical allocation of resources takes
place. Actual performance is dependent on the overall con-
sumption of the system.

CPU Utilization Proportion of CPU resources in use to
the total number of resources provided per time unit. Also the
CPU queue, which indicates the number of open requests to
the CPU should be considered.

VM Memory Amount and type of the provided memory.
This may relate to physical memory or virtual memory. Infor-
mation about the overbooking of allocated memory resources
should be stated.

Memory Utilization Proportion of the memory resources
used to the total amount of memory made available to the
VM.

Minimum Number of VMs Guaranteed number of the
provided VMs with the specified specs stated in the previous
points.

Migration Time Time that is needed to move a VM from
two predefined resources.

Migration Interruption Time Maximum time in which a
customer has no access to migration to the resource.

Logging Retention of log data. Specifies how long log data
to be stored by the provider and specification of what level to
be logged. (e.g., INFO, DEBUG, etc.)

V. CONCLUSION

The paper pointed out both the general content and specific
KPIs for the creation of cloud SLAs. Thus, cloud user have
now th basis for the creation of cloud SLAs. Since this is only
a general overview of the contents of cloud SLAs the details
and designs have to be discussed further. Particularly, in the
area of measurement of the KPIs further research is needed.
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Abstract—This paper proposes and evaluates a new clustering 
algorithm:  Weighted Election Probabilities Clustering Scheme 
(WEPCS) for Heterogeneous Wireless Sensor Networks 
(HWSNs). WEPCS is an improvement of the Energy Efficient 
Heterogeneous Clustered (EEHC) protocol. The modification 
proposed allows the election of Cluster Heads (CHs) using 
different weighted probabilities. The WEPCS algorithm aims 
mainly to improve network stability period and the network 
throughput. An Experimental evaluation is presented and the 
results show that the WEPCS achieves longer life time and 
more throughput than the existing clustering protocols in 
heterogeneous environments.  

 Keywords-Wireless Sensor Network; Heterogeneous; 
Clustering;  Energy Consumption;  Network Stability Period.  

I. INTRODUCTION  
Wireless Sensor Networks (WSNs) are an example of 

the paradigm shift-taking place in wireless network 
architectures. Recent advances in computing and 
communication have caused a significant shift in sensor 
network research.  

WSN is composed of a Base Station (BS) and a number 
of wireless Sensor Nodes (SNs). These SNs are 
characterized as low-cost and low-power entities and are 
capable of communication at very short distances, also,  
they perform limited computation. All SNs, communicate 
wirelessly, and form a sensor field [1,2]. Typically, BS 
serves as an access point for the user, or as a gateway to 
another network. 

The main task of the SN is to sense and collect data from 
a certain region, process it, and transmit it to the BS, where 
further processing on the collected data can be performed. 
So, WSN can be used in a wide variety of civilian and 
military applications, e.g., environmental monitoring, 
battlefield surveillance, industry process control, and health.  

Depending on the application of WSNs, certain routing 
protocols are required in order to establish the 
communication among SNs and the BS [3]. WSNs consume 
their limited energy while collecting data, performing 
calculations, and routing the received data. Nevertheless, in 
most applications, each SN is expected to last for a long 
time. For these reasons, both efficient routing schemes and 
efficient use of energy are highly important in WSNs. 

Different techniques have already been proposed to 
improve energy consumption rate and network's lifetime, 
such as: clustering and data aggregation. 

Clustering is a key technique used to extend the lifetime 
of WSN by organizing SNs into clusters. Each cluster has a 
leader called Cluster Head (CH). Each SN transmits its data 

to the closest CH to minimize energy consumption. Then 
the CH manages communication within a cluster, and 
forwards collected data from its Cluster Members (CMs) to 
the BS. 

In clustered WSNs, CH has a higher burden than its 
CMs The CH drains its energy much more quickly than the 
CMs. Rotating the CH’s role distributes this higher burden 
among SNs, thereby preventing CH from dying prematurely 
[4,5]. Hence, an important design issue in WSNs is to lessen 
the energy consumption in WSN for sake of the network 
lifetime. 

One of the ways for saving energy is to insert a 
percentage of SNs equipped with additional energy 
resources in the sensing field, i.e., making WSN 
heterogeneous in terms of energy. 

Many existing schemes for Heterogeneous Wireless 
Sensor Networks (HWSNs), such as SEP [6], DEEC [7], 
and EEHC [8], demonstrate that HWSNs are supposed to 
survive for a longer time compared to homogeneous WSNs. 

This paper proposes and evaluates a new clustering 
algorithm:  Weighted Election Probabilities Clustering 
Scheme (WEPCS) for HWSNs. It takes advantages from 
previous developed algorithms and studies the impact of 
heterogeneity of SNs on the network performance, based on 
their energy levels. The main issue of our interest is to 
maximize the lifetime of  HWSN and throughput. 

The rest of this paper is organized as follows. Section II 
discusses the related work. Section III presents the proposed 
algorithm. Section IV provides the experimental results. 
Section V concludes the paper and discusses the future work. 

II. RELATED WORK 
Most of the clustering algorithms, e.g., LEACH [9], 

assume WSNs are homogeneous, where all SNs have the 
same initial energy. These algorithms perform poorly in 
heterogeneous environments, where all SNs of WSN are 
equipped with different amounts of energy. HWSNs are 
very much useful in real deployments because they are more 
close to real life situations; so the work presented in this 
paper emphasizes upon HWSNs where two or more types of 
SNs are considered  [10,11,12,13].  

Low-Energy Adaptive Clustering Hierarchy (LEACH) 
[9] is one of the most simple and effective widely deployed 
clustering solutions for WSN. In LEACH, each SN is given 
equal chance to be a CH. The clusters are re-established and 
new CHs are elected in each “round”, so that the load is 
distributed and balanced among SNs of the network.  

Distributed Energy-Efficient Clustering (DEEC) [7] is a 
cluster-based scheme for two level and multilevel
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energy HWSNs. DEEC is based on LEACH. In this scheme, 
CHs are selected using the probability based on the ratio 
between the residual energy of each SN and the average 
energy of the network. Thus, DEEC can prolong the 
stability period. SNs with high initial and residual energy 
will have more chances to be CHs than low energy SNs. 
However, this choice penalizes always advanced SNs, 
because these SNs will be continuously CHs. In this 
situation, the advanced SNs die quickly than the others.  

Energy Efficient Heterogeneous Clustered (EEHC) [8] is 
developed for the 3-level heterogeneous networks, which 
include three types of nodes according to the initial energy, 
i.e., the super nodes, the advance nodes and the normal 
nodes. The rotating epoch and election probability is 
directly correlated with only the initial energy of nodes. 
EEHC performs poorly when heterogeneity is a result of 
operation of the sensor network. 

III. THE WEIGHTED ELECTION PROBABILITIES 
CLUSTERING SCHEME (WEPCS) 

After studying the operation of LEACH [9], DEEC [7], 
and EEHC [8], the following facts were noticed: 

First, SN nearer to BS than to any CH may send its data 
to far CH, as shown in Fig. 1. As a result, it will lose more 
energy compared to the case of sending its data directly to 
BS, as shown in Fig. 2. 

 

 
Figure 1.  The Network Model for the General Clustering Algorithms. 

 

 

 
Figure 2.  The Network Model for the WEPCS Algorithm. 

Second, when no SN elects itself as CH, and at the same 
time there are some SNs still alive and has enough energy to 
send data to BS, then SNs usually will turn off to sleep 
mode. In turn, the packets of these live SNs will not be sent 
to BS. This great disadvantage influences the transmission 
reliability in the networks, especially for some important 
real-time tasks, e.g., fires and volcanoes.  

Third, in EEHC, the “CH weighted election probability” 
equation does not consider the residual energy of the SNs, 
the residual energy of the network, and the number of live 
SNs, i.e., EEHC depends only on the initial parameters of 
the network. In addition, EEHC considers three types of 
SNs only (normal, advanced, and super) instead of Multi-
Level type that can be encountered in HWSN after a 
significant amount of time of operation.  

Thus, in this paper, we will consider the previous notes 
in the proposed algorithm. 

 
 

 Improving network stability period in terms of the 
Death of First SN (FND), by increasing the time until 
a SN breaks down 

 Increasing HWSN lifetime in terms of the Death of 
Half SNs (HND), by increasing the half-life period of 
the network 

 Increasing total throughput, by increasing the total 
number of packets that sent to BS. 

 To achieve these goals, WEPCS includes the following  
modifications: 

BS will act as if it is one of CHs thus, 
 Non CH (NCH) is allowed to send its packets 

directly to BS when it has no CH, i.e., when no SN 
elects itself as CH and there are some SNs still 
alive. Hence, in WEPCS, loss of data due to 
inability to reach BS is avoided. This enhances 
WSN efficiency. 

 NCH is allowed to choose its nearest leader (CH or 
BS), i.e., if any NCH is nearer to BS than any CHs, 
it will contact directly to BS. Moreover, 
accordingly, the power dissipation due to the 
distance will be decreased, and more 
communication energy will be saved.  

CH selection will depend on three basics: 
 The weighted election probability equation, which 

is used in threshold and epoch calculations, is 
based on the residual energy of SNs, the actual 
residual energy of the network, and the number of 
alive SNs. 

 The scheme of WEPCS is implemented along three 
scenarios for sending the remaining energy 
information of SN to BS along three different rates: 
none in implementation-a (Impl-a), every round in 
implementation-b (Impl-b), and every epoch in 
implementation-c (Impl-c).  

We consider different models of HWSN, which are Two 
Level, Three-Level, and Multi-Level in terms of the SN 
initial energy. 

 
 

The operation of each round of WEPCS is divided into 
three phases,  as shown in Fig.3. 

Set-Up Phase: SNs will organize themselves into local 
clusters, with one SN acts as CH. SNs elect themselves as 
CHs with respect to their energy levels, autonomously. Then, 
BS selects CHs based on suggestions of requesting SNs to 
be CHs, i.e., the proposed algorithm is a combination 
between distributed and centralized clustering algorithms. 
Fig. 4 gives an overview of the formal description of the 
Set-Up phase. 

Steady-State Phase: The sensed data packet will be 
collected from all CMs by its leader (CHs or BS). CHs 

A. Goals of  WEPCS

B. Phases of the WEPCS Algorithm
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perform processing functions on the received data (e.g., data 
aggregation and compression). Then CHs send the 
compressed data to BS. 

BS has two types of data: one from CHs, and another 
from SNs that sent directly to BS. BS performs another data 
aggregation function, which aggregates both types of data. 

Maintenance phase: The “network status” information, 
which contains the real number of live SNs and the total 
remaining energy of the network, will be updated for all 
SNs.  

CMs send their “remaining energy” information to their 
leaders (CH or BS). The leaders aggregate remaining 
energies and calculate the real number of live SNs in their 
clusters, and then CHs send this “energy level” information 
to BS.  

After that, BS aggregates the real number of live SNs 
and the total remaining energy of the network. Then, BS 
broadcasts “network status” to all SNs in the network. 
Finally, SNs receive this information, and update their 
stored “network status”.  

This “network status” will be used in three different 
ways, according to the implementation scenarios of  
WEPCS:  Impl-a,  Impl-b, or Impl-c. 

After this phase, the next round begins, and the 
algorithm reforms the CH selection process. 

 
Figure 3. Phases of the  Proposed Algorithm 

 
 

      When a new round begins, each SN decides whether to 
become CH or not. This decision is made by SN choosing a 
random number between 0 and 1.  

SN becomes a CH for the current round, if the number is 
less than the following threshold [8]:  

T(s୧) = 	 ൞

Pୱ
1− Pୱ ∗ r	mod ൬ ଵ

౩
൰

, If	s୧ ∈ G										

0																																	, Otherwise

 (1) 

 
where  Pୱ is the weighted election probabilities of SN in the 
current round  r,  and  G  is the set of SNs that are eligible to 
be CHs at round  r. 

 
Figure 4. Formal Description of the Set-Up phase 

After SN works as CH in current round, it will not 
belong to the set G, i.e., it will be prevented from being 
elected again during next rounds until it passes its individual 
rotating epoch (mSi= 1/ Pୱ). After a new epoch starts, SN 
will belong again to the set  G. 

Weighted Election Probabilities: WEPCS makes more 
control on the threshold. This control is achieved based on 
the weighted election probability,  ܑܛ۾ .  According to the 
implementation scenarios of WEPCS, ܑܛ۾  is computed as 
follows:  

a)  Implementation-a  of  WEPCS (Impl-a)  
The weighted probability for Impl-a scenario is: 

 

 Pୱ =
n୧୬୧୲୧ୟ୪ × P୭୮୲ × Eୱ(r)

E୲୭୲ୟ୪ି୧୬୧୲୧ୟ୪
 (2)  

 
where P୭୮୲ is optimal percentage of SNs to become 
CHs, Eୱ(r)  is current energy of SN per round, 
	n୧୬୧୲୧ୟ୪  is the total number of SNs at the start of 
the network operation, and E୲୭୲ୟ୪ି୧୬୧୲୧ୟ୪ is the total 
initial energy of HWSN. 

b) Implementation-b of  WEPCS  (Impl-b)  
The weighted probability for Impl-b scenario is: 

 

 Pୱ =
n(r) × P୭୮୲ × Eୱ(r)

E୲୭୲ୟ୪(r)  (3) 

CH election

BS selects CHs.

CH announcement

Cluster formation

Schedule-creation

Join-requests
Cluster formation 

sub phase

Maintenance phase 

Setup phase

Steady state  
phase Data processing 

sub-phase 

phases Data transmission          
sub-phase 

Cluster   
advertisement            

sub phase

C. Cluster Head Selection for WEPCS 
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where  n(r) is total number of SNs in the network 
at the start of each round and  Etotal(r) is total 
energy of HWSN at the  start of each round. These 
two values are updated every round by using 
network status information. 

c) Implementation-c of  WEPCS (Impl-c)  
The weighted probability for Impl-c scenario is: 
 

 Pୱ =
n(m) × P୭୮୲ × Eୱ(r)

E୲୭୲ୟ୪(m)  (4) 

 
where  n(m) is total number of SNs at start of each 
optimal epoch and  Etotal(m) is total energy of 
HWSN at the start of each optimal epoch. These 
two values are updated every optimal epoch 
(mopt=1/Popt). 

 
 

We have considered the following assumptions: 
 All SNs are randomly distributed in a (M * M) square 

sensing field. 
 All SNs and BS are stationary, after deployment.  
 All SNs have unique IDs and they are location-

unaware. 
 BS is located at the center of the square field. 
 BS location is known by each SN in the network.   
 Type of communication is single hop. 
 Communication is symmetric and SN can compute the 

approximate distance based on the received signal 
strength.  

 The communication environment is contention and 
error free. Hence, SNs do not have to retransmit any 
data. 

In the work presented in this paper, WEPCS is applied on 
several types of HWSN, including Two-Level, Three-Level, 
and Multi-Level in terms of the SN initial energy. Next, the 
total initial energy of each network level is calculated. This 
total energy is used in computing  Pୱ in Eq. (2), (3) and (4) 
to elect CH at the start of WEPCS within the three scenarios 
of implementation. 

Two-Level  HWSN 
There are two types of SNs :  advanced and normal SNs. 

Let’s assume that E0  is the initial energy of normal SNs,  
and m is the fraction of advanced SNs, which own α times 
more energy than the normal ones. 

Thus there are n*m advanced SNs equipped with initial 
energy of (1+α)*E0, and  n*(1-m)  normal SNs equipped 
with initial energy of  E0. The total initial energy of the 
Two-Level HWSN [6,7,12] is: 

Etotal = n*(1-m)*E0+n* m*(1+ α) *E0= n* E0*(1+ α m) (5)  
Three-Level Network 

There are three types of SNs:  super, advanced, and 
normal SNs. Assuming  that E0  is the initial energy of 
normal SNs,  m  is the fraction of advanced SNs, which own  

α  times more energy than the normal ones, and m0 is the 
fraction of super SNs, which own β  times more energy than 
the normal ones.  

Thus there are  n*m*m0  super SNs equipped with initial 
energy of (1 + β)*E0,  n*m*(1–m0)  advanced SNs equipped 
with initial energy of  (1 + α)*E0 , and n*(1 – m) normal 
SNs equipped with initial energy of  E0. The total initial 
energy of the Three-Level HWSNs [8,10,11] is : 

Etotal = n *m*m0*(1+ β) E0 + n*m*(1–m0)*(1+ α) E0 +n*(1–m)*E0 
Etotal  = n*E0*(1+ m*(α –a*m0+m0* β)) (6) 

Multi-Level Network 
There are many different types of SNs. Let assume the 

initial energy E0 is randomly distributed over the close set 
[E0 , E0*(1 + αmax)], where E0 is the lower bound and αmax 
determines the value of the maximal energy. Initially, the 
node si is equipped with initial energy of E0*(1 + αi), which 
is αi times more energy than the lower bound E0. The total 
initial energy of Multi-Level HWSNs [7] is: 

Etotal = E0 (1+ α1) + E0 (1+ α2) + .........+ E0 (1+ αn) 

Etotal = )1(*E
n

1i
i0 


  = )n(E

n

1i
i0 


 (7)  

  
 
 

The work presented in this paper adopts the same energy 
model proposed in [9,14]. The free space energy model used 
because SNs are randomly distributed over the sensing field 
and BS is at the center, as a result, the distance from any SN 
to the BS or its CH is small.  Table 1 describes the energy 
dissipation in CHs during each phase and Table 2 describes 
the energy dissipation in NCHs (CMs) during each phase. 

TABLE 1.  ENERGY DISSIPATION IN CHS  

Operation Energy Dissipated 
Set-Up Phase 

When CH sends its status “ST-REQ” request to 
BS 

L1 Eelec+ L1 efs d2
to BS 

When CH receives its confirmation “ST-CONF” 
message from BS 

L1 Eelec 

When CH broadcasts “CH-ADV” message to all 
SNs 

L1 Eelec+ L1 efs d2
range 

When CH receives “Join-REQ” messages from 
CMs.  

Nc L1 Eelec 

When CH transmits its TDMA schedule to CMs. L1 Eelec+ L1 d2 efs 
Steady-State Phase 

When CH receives sensed data packet from its 
CMs (ERx) 

L2 Eelec 

When CH aggregates the sensed data packet of 
its CMs (EDA) 

L2Eaggr 

When CH transmits aggregated data to BS (ETx) L2 (Eelec + efs d2
to BS) 

Maintenance Phase 
When CH receives “remaining energy” 
information from its CMs 

NcL3 Eelec 

When CH aggregates this information (Nc + 1) L3 Eelec 
When CH transmits this “energy level” 
information to BS 

L3 ( Eelec + efs  d2
to BS) 

When CH receives the “network status” 
information from BS 

L4 Eelec 

D. Network  Model 

E. Energy Model 
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TABLE 2.  ENERGY DISSIPATION IN NCHS 

Operation Energy Dissipated 
Set-Up Phase 

When NCH receives “CH-ADV” message 
from CHs 

L1 Eelec 

When NCH transmits “Join-REQ” message to 
its leader 

L1 Eelec+ L1 efs  d2 

When NCH receives TDMA schedule from its 
leader 

L1 Eelec 

Steady-State Phase 
When NCH (CM) transmits sensed data 
packet to its leader (ETx) 

L2 Eelec + L2 efs  d2
to CH 

Maintenance Phase 
When NCH transmits “remaining energy” 
information to its leader L3 ( Eelec + efs  d2

to leader) 

When NCH receives the “network status” 
information from BS 

L4. Eelec 

where, Eelec is the energy dissipated per bit to run the 
transmitter or the receiver circuit, d is the distance between 
CM and its leader, dtoBS is the distance between CH and BS, 
drange is the CH radio range distance, Nc is the number of 
CMs in each cluster, L1 is the number of bits in each set up 
message, L2 is the number of bits in each data message, L3 is 
the number of bits of “energy level” information and 
“remaining energy” information, L4 is the number of bits of 
“network status” information, efs depends on the transmitter 
amplifier of the free space model, and Eaggr is the processing 
energy cost of a reported bit to BS. 

IV. EXPERIMENTAL RESULTS  AND ANALYSIS 
 
 

The simulation has been done using MATLAB. The 
parameters used in our simulation are shown in Table 3.  

The SN is considered dead when it has energy less than the 
energy needed for transmitting L1-bit packets to its leader. 
In addition, the optimal percentage of  SNs that will be CHs 
Popt is equal to 5% of the total number of SNs in the network 
as in [9, 14]. 
B. Simulation Metrics 
 Overall network performance view: The lifetime of 

HWSN is defined by three metrics [15]: 

TABLE 3.  SIMULATION PARAMETERS  

Parameter Value 
Square Sensing field. (100,100) 
n: total number of SNs in the network. Init.: 100  
Eelec: energy dissipated per bit to run the transmitter or 
receiver circuit.  

50 nJ/bit/ 
packet 

efs: energy consumed by the amplifier to transmit at a short 
distance. 10 pJ/bit/m2 

E0: initial energy of normal SN 0.5 J 
EDA: data aggregation energy is the processing cost of a bit 
report to BS. 

5 nJ/bit/ 
report 

L1: number of bits in each set up packet 200 bits  
L2: number of bits in each data packet 4000 bits  
L3: number of bits in each network status packet 200 bits  
Popt: optimal probability of SN to become CH. Init:0.05 
BS Location (50,50) 

 First Node Died (FND), which indicates the period 
from the start of the network operation and the first 
dead SN (stability period). 

 Half Nodes Died (HND), which indicates an 
estimated value for the half-life period of HWSN. 

 Last Node Died (LND), which indicates an 
estimated value for the overall lifetime of HWSN. 
This research finds LND when all nodes die-if 
possible; but this measure is not of interest here. 

In this paper, we limit the discussion of algorithms to the 
metrics FND and HND. 

 Overall network status: These metrics reflect the total 
number of alive SNs per round and the total number of 
dead SNs per round. 

 Throughput: This metric reflects the total number of data 
packets sent over the network to BS per round. 

 Improvements along the metrics: The improvement of 
FND, HND, and Throughput  will be calculated by:  

 Improvement =
Value	of	WEPCS	metric − Value	of	other	algorithm	metric

Value	of	other	algorithm	metric
 

	 
(8) 

 
 

This section provides a limited set of results, obtained 
using simulation. The simulation results compare the 
performance of WEPCS to the three previously developed 
algorithms: LEACH (Homogeneous LEACH, and 
heterogeneous LEACH), DEEC, and EEHC. Homogeneous 
LEACH schemes are obtained assuming that the SNs of 
WSN are equipped with the same amount of energy. Also, 
heterogeneous LEACH schemes are considered assuming 
that a percentage of the SNs’ population is equipped with 
more energy than the rest of SNs in the same network. We 
extended LEACH, DEEC, and EEHC to be tested under 
Two-level, Three-level, and Multi-level HWSNs. 

1) Results Under Two-Level  HWSN 
For two-level heterogeneous networks, Fig. 5 and Table 

4  show the results of the case with  m=0.3, and a=1.5. This 
mean that the total number of normal SNs (Nn) is equal to 
70, initial energy of normal SNs (Ein) is equal to 0.5 J, total 
number of advanced SNs (Na) is equal to 30, initial energy 
of advanced SNs (Eia) is equal to 1.25 J, and total initial 
energy of network (Etotal) is equal to 72.5 J.   

TABLE 4.  PERCENTAGE OF IMPROVEMENT BETWEEN THE PROPOSED 
ALGORITHM AND OTHER ALGORITHMS FOR TWO-LEVEL HWSN 

 Metrics Hetero. 
LEACH DEEC EEHC 

Impl-a 
Stability period (FND) 66.7% 4% 39% 

HND 47% 5% 26.6% 
Throughput 41% 40% 38% 

Impl-b 
Stability period (FND) 62.8% 1.7% 36% 

HND 31.6% -6% 12.7% 
Throughput 19% 18.5% 16.5% 

Impl-c 
Stability period (FND) 72.8% 8% 44% 

HND 42.9% 1.68% 22% 
Throughput 28% 27.5% 25% 

A. Simulation Environment and settings

C. Simulation Results
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(a) 

 
(b) 

 
(c) 

Figure 5. Results for Two-level HWSN. 

2) Results Under Three-Level  HWSN 
For three-level heterogeneous networks, Fig. 6 and Table 5  
show the results of the case of m=0.2, m0=0.5, α=2, and 
β=1. This means that 10% of SNs are advanced which are 
equipped with 200% more energy than normal SNs, and 10% 
of SNs are super which are equipped with 100% more 
energy than normal SNs. 

3) Results Under Multi-Level  HWSN 
In this case, we consider that the initial energies of  SNs are 
randomly distributed in [E0,=0.5 2E0=1]. The results are  in 
Fig. 7 and Table 6. In addition, Figs. 8, 9, and 10 show the 
effect of changing initial energy of SN, packet size of SN, 
and number of SNs. 
From our simulations, we observed the followings: 

1. The stability period of WEPCS is prolonged compared 
to that of LEACH, DEEC, and EEHC in 
heterogeneous settings. 

2. The instability period was shortened for WEPCS 
compared to that of LEACH, DEEC, and EEHC. 

3. The number of packets received by BS (Throughput) 
during the lifetime of the network are more than that 
of LEACH, DEEC, and EEHC. This is because 
WEPCS has more number of alive SNs as shown in 
Figs. 5(b), 6(b), 7(b). 

TABLE 5.  PERCENTAGE OF IMPROVEMENT BETWEEN THE PROPOSED 
ALGORITHM AND OTHER ALGORITHMS FOR THREE-LEVEL HWSN 

 Metric Hetero. 
LEACH DEEC EEHC 

Impl-a 
Stability period (FND) 60.  %  9.5% 35.5% 

HND 40.5% 3.5% 25% 
Throughput 38.9% 40% 37% 

Impl-b 
Stability period (FND) 50.9% 3.  %  27.6% 

HND 24.8% -8% 11% 
Throughput 14% 15% 12.7% 

Impl-c 
Stability period (FND) 63.9%1 12% 38.6% 

HND 34.9% -0.5% 20% 
Throughput 22.7% 23.9% 21% 

 
(a) 

 
(b) 

 
             (c) 

Figure 6. Results for Three-Level HWSN 
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TABLE 6.   PERCENTAGE OF IMPROVEMENT BETWEEN THE PROPOSED 

ALGORITHM AND OTHER ALGORITHMS FOR MULTI-LEVEL HWSN  

 Metrics Hetero. 
LEACH DEEC EEHC 

Impl-a 
Stability period (FND) 68% 7.7% 26% 

HND 42% 25.6% 42% 
Throughput 38.7% 44% 38% 

Impl-b 
Stability period (FND) 64% 5% 23% 

HND 16% 2.9% 16.5% 
Throughput 13.6% 18% 13% 

Impl-c 
Stability period (FND) 73.6% 11% 30% 

HND 25% 10.6% 25% 
Throughput 22% 27% 21.8% 

 
 

 
              (a) 

 
         (b) 

 
        (c) 

Figure 7. Results for Multi-Level HWSN [E0, 2E0] 
 

 
     (a) 

 
(b) 

Figure 8. Performance results for Multi-Level HWSN with different initial 
energies: (a) FND and  (b) Throughput. 

 

 
      (a) 

 
      (b) 

Figure 9. Performance results for Multi-Level HWSN with different data 
packet sizes: (a) FND  and (b) Throughput. 
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Figure 10.  Performance results for Multi-Level HWSN with different numbers of SNs: (a) FND and (b) Throughput.

V. CONCLUSION AND FUTURE WORKS 
In this paper, we proposed and evaluate WEPCS; a new 

clustering scheme for heterogeneous wireless sensor 
networks. WEPCS is an extension of the EEHC. In WEPCS, 
the election of cluster-heads is based on different weighted 
probabilities. The epochs of being cluster-heads for nodes 
are different according to their initial and residual energy. 
Finally, the simulation results show that WEPCS achieves 
longer lifetime and more throughput  than current important 
clustering protocols in two-level, three-level, and multi-
level heterogeneous environments.  

The work done in this paper is based on the assumption 
that the communication environment is contention and error 
free.  

A future extension of the work may consider the effect of 
the underlying medium access protocol. Also, the work can 
be extended by applying the algorithm to multi-hop HWSN. 
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Abstract—Enabling Internet to Vehicular multicast communi-
cation is fraught with challenges due to the heterogeneous nature
of the two networks. While the conventional multicasting in the
Internet relies on ”structured” multicast routing, it is not clear
how robust can be such routing structure in vehicular networks.
We study the robustness of the multicast routing structure in
vehicular networks for data flow from the Internet to a set
of vehicles. In this paper, we investigate the impact of the
urban traffic dynamics on the link stability of the multicast tree.
Our study shows that in an intersection scenario, the link can
be sufficiently stable without depending much on the relative
direction of the vehicles, while on straight roads, the link stability
is largely affected by the relative direction.

Keywords—Multicast routing; vehicular networks; urban traffic
dynamics; link stability

I. INTRODUCTION

A number of Intelligent Transportation System (ITS) ap-
plications, including the vehicular fleet management and pub-
lish/subscribe geo-scoped services, requires multicast commu-
nications from the Internet to Vehicular networks. Enabling
such application is challenging due to the hybrid communi-
cations path (the Internet and wireless media) and the highly
mobile nature of the destination nodes, which are the members
of the multicast group.

The conventional multicast routing in the Internet is based
on protocols such as Protocol Independent Multicast (PIM)
[1], which relies on a tree structure to deliver packets form
the source to the destinations. Due to the fixed topology of
the Internet, the size of the multicast tree can be very large.
On the other hand, due to the highly mobile nature of vehicular
networks, it can be difficult to maintain a large tree in vehicular
networks. Indeed, there is tendency to prefer structureless rout-
ing, e.g., opportunistic routing, for vehicular communications.
However, it is not clear how such a structureless routing can
be used for multicasting and how it can be combined with the
structured multicast routing, which is used for the Internet, for
Internet-to-Vehicular multicast communications.

To the best of our knowledge, very few studies are made on
pure multicasting for Internet to vehicular communications for
different road environments. The analysis made by Karaoglu
and Heinzelman [2] shows that multicasting is preferable to
broadcasting when the number of nodes in the network or
the size of the area increase. Most of the existing works on
multicasting for vehicular networks including [3] assume that

the multicast members are all the nodes that belong to a
specific geographic area and tackle the problems of geographic
broadcasting (geocast) among the vehicles. On the other hand,
some other works focus on vehicular group clustering orga-
nization and management. Although promising solutions are
proposed (e.g., [4]), the proposals lack a deeper analysis of the
impact of realistic road traffic on the communication between
vehicles.

In this paper, we study multicasting for vehicular networks
for data flow between Internet and vehicles. Since the tree-
based multicast routing is the de-facto scheme in the Internet,
we first investigate the stability and robustness of the tree
structure in realistic road environments. This paper reports our
preliminary analysis, which is carried out using the SUMO
traffic simulator [5] targeting a realistic intersection road
scenario. The simulations show the impact of some parameters
such as velocity on maintaining stable links in urban scenarios
including intersections.

This paper proceeds as follows. The related works are intro-
duced in Section II. In Section III, we present our preliminary
study concerning the impact of traffic dynamics on neighbor
link stability. Finally, we conclude the paper in Section IV.

II. RELATED WORK

A number of efforts are made for multicasting in ad hoc
networks. Feng et al. [6] showed the feasibility of maintain-
ing a multicast delivery tree for vehicular ad hoc networks
(VANET) in straight roads environments. The scheme identi-
fies the multicast members as the set of vehicles, which are
concerned by the road warning message, and builds a delay-
constrained minimum Steiner tree and optimize it by using a
specific cost function. Unlike our work, the intersection road
scenarios, which create more complex traffic dynamics, are not
considered in this study. Chandra et al. [4] propose a multicast
mechanism that enables communication in the context of an
architecture which integrates the Long Term Evolution (LTE)
technology and the IEEE 802.11p in VANET. In what they call
”low-level multicasting” (group communication in a cluster),
they build a two-hops shared tree to disseminate the message
from the Cluster Head to the members of the group. In their
analysis, the authors claim that the use of the multicast tree
provides efficiency and low control overhead. However, the
authors didn’t justify the chosen size of the tree and they did
not analyze the effects of the vehicular moility characteristics
on the tree’s stability.
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In [7], Badessari et al. propose an approach to deliver
multicast packets from the Internet to the vehicles which are
located in a specific geographical area. In this approach, the
packets are first forwarded to the access router, whose IP
address is matched with the destination geographic area, and
then the access router broadcasts the packets over one or
more number of hops. Tonguz et al. [3] present a broadcasting
protocol named DV-CAST that addresses the problem of deal-
ing with the extreme situations of dense and sparse vehicular
traffic. The design of the protocol strongly relies on the one-
hop neighborhood informations and shows a certain reliability
in each road traffic situation. Although the approaches based
on geobraodcast ensure robustness in some situations, it is
not clear yet how efficient and scalable they are, especially
in situations when the vehicular density is high or when the
multicast group size is small as read in [2].

In [8], a study of the impact of the spatio-temporal traffic
density variation in highway scenario is presented. The authors
use in their study both empirical and analytical data to analyze
and report the impact of different traffic situations on the
communication performance. Although this work is similar to
ours, it considers only simple dissemination mechanisms based
on multi-hop geocast and single-hop broadcast.

III. IMPACT OF TRAFFIC DYNAMICS ON NEIGHBOR LINK
STABILITY

In our simulations, we consider an urban area with an
intersection as illustrated in Fig. 1. The size of the overall
area is 4000m× 4000m. Each road has a single forward and
backward lanes. Vehicles are generated at the edge of each
lane (the points A, B, C and D in Fig. 1) following the
Poisson process at the average rate λ Hz (car/second). The
maximum speed, acceleration and deceleration are 50 km/h,
0.8 m/s2 and 4.5 m/s2 respectively. The minimum inter-vehicle
distance is 2.5 m. The velocity of the vehicles is limited to
50 Km/h. Their acceleration ability is set to 0.8 m/s2 and
their deceleration ability is set to 4.5 m/s2. The intersection
is equipped with traffic lights and so that, the vehicles stop
at the intersection if necessary. At the intersection, vehicles
select randomly their destination and follow the route to their
destination. Consequently, vehicles dynamically control their
mobility following the traffic rule as well as to avoid collisions.
The total simulation time is 15 minutes.

The aim of the simulations is to evaluate the number of K-
hops neighbors of randomly chosen ego nodes (vehicles), the
neighborhood lifetimes, the relative directions and velocities.
We define a node as a neighbor of the ego node, if the distance
between the node and the ego is less than the communication
range R. R is set to 300 m, with the IEEE 802.11p technology
[9], in mind. The neighborhood lifetime is the period of
time during which the nodes stay as neighbors. The relative
direction is the angle difference between the moving directions
of the neighbors.

Fig. 2 illustrates the maximum, the minimum and the aver-
age values of lifetimes for 10 randomly chosen ego vehicles.
The horizontal axis is the road density, more specifically λ
(the average vehicle generation rate). For each simulation, we
change the value of the density, λ. As shown is the figure,
the neighborhood lifetime linearly increases with the increase

Figure 1: Intersection scenario set up

of the density. When the vehicular density on the road is
low (λ=0.04 Hz), the maximum lifetime that we obtain is
about 150 seconds, resulting in shorter neighborhood lifetimes
with individual neighbors compared to those when density
is higher (e.g., 650 seconds expressed by λ=0.2 Hz). The
minimum neighborhood lifetime remains the same for all
densities. This value is obtained when both the ego vehicle
and its neighbors are moving at the maximum velocity and
in opposite directions. As in the scenario, assuming that the
maximum velocity is 50 km/h and the range R is 300 meters,
the minimum neighborhood lifetime value can be obtained in
this scenario as following:

∆t =
R

|vego − vneighbor|
=

0, 3km

100km/h
= 10, 79sec

The average neighborhood lifetime drops notably compared
to the maximum value of the neighborhood lifetime. The range
of the average neighborhood lifetime varies from 30 seconds
for a density λ of 0.04 Hz to 170 seconds for a density λ of 0.2
Hz. Those values explain that only few neighbors are kept for a
long period (maximum lifetime) and that most of the contacts’
durations belong to the interval [30sec,170sec]. Thus, vehicles
are able to share common links with their neighbors during
relatively long periods of time (i.e., neighborhood lifetime) in
intersection scenarios.

In the following, Fig. 3, Fig. 4 and Fig. 5 show, respec-
tively, the number of the neighbors, the relative direction and
the relative velocity measured (w.r.t ego node) when λ is
0.1 Hz. The horizontal axis of Fig. 3 and Fig. 4 (corresponding
to the vertical axis of Fig. 5) is the normalized neighborhood
lifetime. Based on our analysis, we used different markers;
both rectangular and cross markers correspond to the results
obtained for straight roads whereas triangular markers corre-
spond to the results obtained in the intersection area.

Fig. 3 shows that a great number of neighbors, between 35
and 15 (expressed with rectangular markers), kept less than
0.07 of the total lifetime (more precisely between 4% and 7%
of the total lifetime). This explains why the average lifetime
is much lower compared to the maximum lifetime in Fig. 2.
The relative direction of these neighbors, as shown in Fig.
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Figure 2: Variation of the maximum neighborhood lifetime
with the road density

Figure 3: Average number of neighbors

Figure 4: Neighbors’ relative direction w.r.t the ego vehicle.

4 is as high as close to 180 degrees (i.e., opposite direction
with the ego vehicle). Fig. 3 also shows that the lifetime of
very few neighbors (1 to 3 neighbors) is longer than 50% of

Figure 5: Neighbors’ relative velocity w.r.t the ego vehicle

the maximum neighborhood lifetime and the corresponding
relative direction is at most 40 degrees (expressed with cross
markers in the figures).

Our investigation shows that such extremely short or long
lifetime values reflect the situations where the ego vehicle is
driving on the straight road. This implies that on the straight
road, the relative direction provides a major impact on the
link stability. While the ego node meets a larger number
of nodes, which are moving to the opposite direction, the
neighborhood lifetime can be short and thus unreliable. On
the other hand, while the number can be few, the neighbors,
which are following the same direction as the ego node even
after the intersection area, can provide stable links, and the
lifetime can be especially long. Those situations correspond to
a normalized lifetime of 1.

Furthermore, the neighbors which start their journey on
the same road segment as the ego node but take a different
direction at the intersection, gives slightly shorter lifetime
(between 0.5 to 0.8) and the relative direction is higher
than 0. The lifetime in the range of [0.05, 0.08[ (expressed
with rectangular markers in the figures) corresponds to the
neighbors which meet the ego node at the intersection. The
relative directions of those nodes are relatively high; 80 to
160. It is interesting to observe that for those neighbors,
the relative direction takes a high value for a long lifetime.
Specifically, the neighbor with the relative direction [80, 120]
had the neighborhood lifetime of [0.1, 0.3], whereas the
neighbors with the relative direction 160 has neighborhood
lifetime of 0.47. Finally, attention should be made to the case
of lifetime neighborhood of less than 0.02 (expressed with
diamond marker) that corresponds to the neighbors, which did
not stop at the intersection and with whom the ego meets at the
intersection. Because the neighborhood lifetime of such nodes
is even shorter than those of the neighbors, which move on
the opposite direction at the straight road), such nodes should
be distinguished from nodes which stop at the intersection.

As a consequence, it should be mentioned that we could
not find a clear relationship between the neighborhood lifetime
and the direction. For this reason, we investigated the impact
of the velocity (Fig. 5) on the neighborhood lifetime duration
of an ego vehicle.
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Fig. 5 illustrates the variation of the neighborhood lifetime
with the neighbors’ relative velocity. From the figure, we can
notice that long neighborhood lifetimes (almost 100% of the
lifetime) are obtained when the relative velocity is low (i.e.,
between 0 to 10 km/h). In contrast, it is almost less than 10%
of of the neighborhood lifetime when the relative velocity is
60 km/h. Those situations correspond to the scenarios where
vehicles are either driving on the same direction or on opposite
direction but in the same road. On the other hand, the lifetime
considerably decreases and becomes almost constant for the
highest relative velocity which reflects the situation where
the neighborhood contact duration is low when the vehicles
are moving in opposite directions. Following the observation
of Fig. 5 and Fig. 4, it seems that keeping relatively long
neighborhood lifetime does not depend much on the moving
direction but more on the relative velocity. indeed, as can be
seen from Fig. 4, at intersection, while vehicles can have large
relative direction, the lifetime’s duration is short.

Consequently, our current investigation of the parameters
that may have impacts on the neighborhood lifetime duration
in the intersection scenario leads to the conclusion that the ve-
locity seems to have the major influence on the neighborhood
link duration. Our next step will be the investigation of such
parameter in n-hop neighborhood.

IV. CONCLUSION AND FUTURE WORK

We studied the traffic road impact on the stability of
multicast routing for data flows from Internet to Vehicular
networks. In this paper, we reported our preliminary study
of the traffic dynamics impact on link stability for a realistic
intersection road scenario. The study is carried out using the
SUMO traffic simulator under different road traffic settings.
Simulation results show that in an intersection scenario, the
link can be sufficiently stable without depending much on the
relative direction of vehicles. On the other hand, on straight
roads, the link stability is largely affected by the relative
direction. Specifically, for the target scenario, only 2 neighbors
are kept for more than 80% of the total ego trip time, whereas
35 neighbors keep a link with the ego for 5%of the total travel
time. Our study shows also the impact of the relative velocity
on the stability of the links between vehicles as it is clearly
shown that a low relative velocity with neighbors ensures long
neighborhood lifetimes and vice versa.

As a future work, we study the impact of vehicles’ velocity
and density on the neighborhood lifetime for K-hop neighbors
under more complex urban scenarios. Based on our studies, we
plan to seek a multicast routing approach that is more adapted
to Internet to vehicular communications scenarios.
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Abstract—A unstructured P2P network does searching by
packet forwarding which has some problems: hit ratios are
low, and the network is filled with packets. A structured P2P
network based on the distributed hash table (DHT) solves these
problems. However, it is restricted to keyword search. This paper
proposes a P2P network which reorganizes itself dynamically,
aiming at search efficiency of the structured P2P and the search
flexibility of the unstructured P2P at the same time. We define
similarity of contents based on the folksonomy in social networks,
and make the network update its links dynamically based on
the content similarities. By simulation-based experiments, we
confirmed improvements of query hits in this P2P network.

Keywords-P2P; content-based reorganization; folksonomy

I. INTRODUCTION

P2P networks have some categories according to content
search methods. An unstructured (pure) P2P such as Gnutella,
which uses flooding-based search, has advantages in regards to
network flexibility and robustness. However, flooding causes
network congestion. Some techniques have been proposed
to suppress the congestion such as Expanding Ring [1] and
Random Walks [1]. However, they have no concern with the
properties of contents.

Usually, the time-to-live (TTL) parameter is used to control
flooding. It specifies the maximum number of forwarding
hops of search queries. The smaller the TTL is, the less the
congestion is. However, the smaller TTL leads to the lower
hit ratio (or success ratio) as well. A peer node which emits a
search query (searcher) is assumed to have a similar interest to
a peer which has the target content. This means that peers with
similar interests are better located nearer in order to suppress
network congestion and to assure hit ratio at the same time.

The Distributed Hash Table (DHT) is another category of
P2P, which suffers no network congestion. However, a DHT-
based P2P network must have a strictly structured topology,
and consequently is prone to failure, costful in dynamic
restructuring, and also search in the DHT is limited to exact
matching in principle.

This paper proposes a P2P network with a restructuring
function similar to a consensus formation theory [2]. The
function simulates a group formation in social networks, and
is to make groups of nodes with similar contents dynamically.

We begin with our observation on P2P content search.

• It is likely that the searcher has already some contents
similar to the one being searched.

• It is likely that the searcher is always interested in the
search keyword.

• It is likely that the searcher will be interested in related
keywords in the future.

The interest of a peer must be inferred from the set of
its contents. Our P2P network restructures itself based on the
peers’ similarity.

Hereafter, we introduce related works regarding network
reconstruction in Section 2, and propose a reconstruction
method based on similarity in Section 3. The simulation and
consideration in a P2P network using our technique are shown
in Section 4. Section 5 includes some concluding remarks.

II. RELATED WORKS

From the early days of P2P networks, there were some
attempts to content-based retrieval and peer clustering. Lu and
Callan (2003) [3] and Wang and Yang (2006) [4] proposed
such mechanisms on top of a super-peer-based hybrid P2P
network, in which a super peer acts as an index server for
contents. On the other hand, Tang, et al. (2003) [5], Kacimi and
Yetongnon (2008) [6], and Tirado, et al. (2010) [7] proposed
a semantic overlay network over a DHT-based structured
P2P network. We have taken an alternative approach. A P2P
network itself is an overlay on top of a physical network.
Therefore, instead of constructing a content-based overlay on
top of a P2P overlay, we reorganize a P2P overlay to be a
content-based overlay as well. Vazirgiannis, et al. (2006) [8]
proposed an approach similar to ours. However, their work
stayed at a preliminary stage.

Sripanidkulchai, et al. (2003) [9] proposed a content allo-
cation scheme based on interest proximity (or similarity), and
Voulgaris, et al. (2004) [10] extended it towards a semantic
overlay. Our originality lies in aggregation of content similar-
ities to get node similarities, reducing the network traffic.

Below are some topics related to P2P network reorganiza-
tion.

A. Reorganization for Reliability Improvement

Simple Trust Exchange Protocol (STEP) [11] is a protocol
for P2P reorganization to improve network reliability. STEP
aims at taking care of a normal peer by eliminating free
riders, which do not provide contents, but only consume, and
malicious peers which distribute inaccurate contents.

A receiver evaluates service provided by a sender, and is-
sues a “token” with rating of the service. Each node exchanges
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the tokens by messages called “knowledge” with its neighbors
periodically, and sums up single evaluations to make a more
precise evaluation. Then, each node decides how tightly it
keeps its link with the evaluated node, and any node with a
“bad” evaluation is eliminated from the network in this manner.

B. Network Reorganization by Consensus Building

A social network consists of various groups. People in a
group usually share the same interest and/or opinion. Holme
and Newman [2] tried to model this group formation under
agreement and opinion adjustment.

The initial network has N nodes and M random links.
Each node has one out of G opinions. This network repeats
the below every unit time.

1) Choose one node i at random.
2) If the node i does not have a link, do nothing.

Otherwise, choose one link at random, which is to
connect to the node j.

• Upon probability of φ, reconnect the link to
a node with the same opinion as i.

• Upon probability of 1−φ, change i’s opinion
to the same as j’s.

They simulated the model and confirmed that clusters
emerged in the network according to the opinions.

III. METHOD

Our proposed method is divided into the similarity calcu-
lation method and the network reconstruction method. Below
we present them respectively.

A. Similarity Calculation Method

Network reconstruction is done based on the peer similar-
ity. Each peer calculates the peer similarity value based on
the content similarity value of the peer’s contents. The content
similarity value is calculated based on the content information
exchanged between peers. If a peer must exchange and cal-
culate the similarity value for all the contents it contains, it
would cause severe network traffic and overhead. Therefore,
we introduce “Virtual Typical Content” (VTC) for each peer,
whose similarity value is an aggregation of the values of all
the contents of the peer. A peer’s VTC represents the tendency
of the content which the peer has. We may say, looking at the
VTC, we can get the “taste” of the peer.

The purpose of VTCs is to reduce network traffic and
overhead drastically. It causes significantly lower traffic to

Information

P2P

Network

Content

Tag

Figure 1. Assignment of tags.

exchange only VTCs between peers than to exchange all the
contents on peers. Each peer has the predefined number of
VTCs (not necessarily one) regardless of the number of the
contents it really has. This method is particularly effective in
a network composed of poor performance peers and narrow
band communication.

The similarity value of the VTC is calculated from the
similarity of contents. It is difficult and resource consuming
to get the similarity of contents by analyzing the contents.
Therefore, we use folksonomy [12] instead.

1) Folksonomy: Folksonomy is a sort of information clas-
sification. Users attach tags to contents. A tag is typically
a keyword which the users think represents the meaning or
nature of the contents. Then the contents are classified based
on a collection of tags (Fig. 1).

Recently, this method is getting widely used on the Internet,
for example, as social bookmarks. Although having some
problems, i.e. tags cannot handle synonyms, and tags may be
unsuitable intentionally, folksonomy is promising because of
its significantly lower cost compared to automatic keyword
distillery using “TF-IDF” for example.

In our method, content suppliers give tags to each content,
and the system calculates similarity values from tags.

2) Making Virtual Typical Content: Virtual typical contents
are created as follows:

Let C, T be sets, and (M,m) be a multiplex set. The
number of VTCs is N , and the max number of tags assigned
to VTC is M .

1) Let a peer have contents C = {c1, c2, . . . , cn}, and
let each content cx have tags Tcx .

2) Calculate M1 =
∪

ck∈C

Tck .

3) Calculate the most common tag tmax that is
m1(tmax) = max({m1(x) | x ∈ M1}) (Fig. 2).

4) Find a content having the most common tag Cmax =
{cx | tmax ∈ Tcx} (Fig. 3).

5) Calculate M2 =
∪

ck∈Cmax

Tck .

6) Calculate TV TC = {t | t ∈ M2,m2(t) ≥ α}. But, α
is decided suitably about n(TV TC) = M (Fig. 4).

7) Making VTC which assigned TV TC (Fig. 4).
8) Calculate C = C − Cmax.
9) If C = ∅ or the number of VTC is N , the loop

terminates. Otherwise, the loop goes back to 2) and
continues.
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Figure 2. Selection of the most common tag.

78Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-292-9

EMERGING 2013 : The Fifth International Conference on Emerging Network Intelligence

                            85 / 88



TagB

TagA

Content1

TagE

TagA

Content2

TagD

TagB

TagC

Content3

TagB

Content4

TagD

TagB

TagB

TagA

Content1

TagE

TagB

TagC

Content3

TagB

Content4

TagD

TagC TagC

TagE TagE

Figure 3. Selection of contents with the most common tag.
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Figure 4. Making of a virtual typical content.

3) Content Similarities: Content suppliers attach tags to
each content. The content similarity is calculated from an
agreement ratio of these tags.

Let content A be assigned tags TA = {TA1, . . . , TAN},
and content B be assigned tags TB = {TB1, . . . , TBM}. The
similarity value RC between content A and B is defined as
follows:

1) If TA = ∅ or TB = ∅, then RC = 0
2) Otherwise, (i.e. TA 6= ∅ and TB 6= ∅),

RC =
n(TA ∩ TB)

min(n(TA), n(TB))
(1)

where n(X) means the number of elements in the set
X .

Therefore, the content similarity satisfies the below prop-
erties:

1) If TA ∩ TB = ∅ then RC = 0.
2) If TA ⊆ TB or TA ⊇ TB then RC = 1.
3) The domain of RC is 0 ≤ RC ≤ 1.

4) Peer Similarities: We calculate the peer similarity value
RP from the content similarity value as follows. We specify
the number of VTCs and the number of tags attached to each
VTC, given a set of contents on a peer, and create VTCs. Then,
the peer calculates content similarity values for all the VTCs,
and make the maximum value of the outcome RC as the peer
similarity value RP .

B. Reconstruction Method

Network reconstruction is done by reconnecting network
links, using a technique similar to the neighbor peer replace-
ment technique in STEP.

Two peers connected by a link are called neighbor peers.
For each peer, let there be the predefined maximum number

of neighbor peers. Each peer can have this number of links at
the most.

If a peer P1 receives a new connection request from a peer
P2 which is not a neighbor peer, P1 approves or denies the
request as follows:

1) If P1 does not have the maximum number of neigh-
bor peers, the request from P2 is approved and a link
between P1 and P2 is created.

2) If P1 already has the maximum number of neighbor
peers, similarities to all neighbor peers as well as P2
are calculated.

a) If the similarity to P2 is lower than any of
the similarities to all the neighbor peers, the
request is denied (Fig. 5).

b) Otherwise, a link to a peer whose similarity
is the lowest among the neighbor peers is
discarded, and the request to create a link to
P2 is approved (Fig. 6).

Each peer does the above, and some cluster of peers with
the high similarities emerges in the network autonomously.
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Figure 5. Connection denial.
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Figure 6. Connection approval.

IV. SIMULATION

We built a simulator which constructs virtual P2P networks
on a single computer, and performed some experiments and
evaluation.

A. Simulation Model

As described in Section 1, each peer is supposed to have
some tendency, or deviation, in its interests. The simulator
reflects this as follows.

Each peer is assigned an unique integer of 1 or more, PID,
as its identification number. A tag is assigned also an integer
of 1 or more, although a tag in the real world would be some
keyword. Peers in the network are grouped in the manner that a
peer having such a PID that (k−1)×M+1 ≤ PID ≤ k×M
belongs to the group Gk. Peers in a group Gk has an interest
in such a tag t that (k − 1) × M + 1 ≤ t ≤ k × M . Let
p be a search deviation ratio. With the probability p, a peer
searches a tag within the interests of Gk. Otherwise (with the
probability 1−p), a peer searches a random tag. Likewise, Let
p′ be a content deviation ratio. With the probability p′, each
content on a peer within Gk has a tag within the interests of
Gk. Otherwise, a content has a random tag.

Some major parameters in the simulation are summarized
in Table I. We performed simulations for networks in which
the number of peers are 100, 200, and 300, and for a case with
network reconstruction and a case without reconstruction. We
repeated simulations five times.

We define a unit time of the simulation as a period
necessary to forward a message from a peer to its neighbor
peer. Each peer does all the necessary computation and this
one hop communication within the unit time. We call the unit
time “second” in this simulation, and one simulation lasted for
ten hours.

TABLE I. SIMULATION PARAMETERS

Parameter Value
Max number of neighbor peers 4
Time-to-Live (TTL) 4
Number of VTC 10
Max number of tags assigned to VTC 6
Number of peers in a group 10 (20 in case of 300 peers)
Search deviation ratio 80%
Content deviation ratio 80%
Minimum connection time 3 second
Disconnection Probability 0.2%
Disconnection interval 60 second

B. Simulation Results

1) The Number of Search Hits: The number of average
hits (QueryHit) to one query is shown in Fig. 7, Fig. 8, and
Fig. 9 for the cases of 100, 200, and 300 peers respectively.
The number of hits in search is shown to be improved in the
network with reconstruction compared to the network without
reconstruction under the same small value of TTL.

2) Overhead of Similarity Calculation: Table II shows the
average number of VTCs transfer per peer per one hour during
similarity calculation. It must cause message overhead to the
network by the proposed method. Real overhead to an actual
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TABLE II. THE NUMBERS OF VTCS

100 200 300
First 157.22 204.24 184.58
Second 188.04 177.68 175.96
Third 196.21 191.04 201.41
Fourth 154.32 195.68 168.34
Fifth 167.45 200.40 184.09
Average 172.65 193.81 182.88

network would be a product of this average number and the
size of a VTC message. However, this size must be small,
because a VTC message only contains tag information, and
comparable to the size of a search query message, and much
smaller than the size of a content.

Table III shows comparisons of the number of VTCs and
the number of queries per peer per hour in the 100 peer
network. The number of VTCs is about 1/20 of the number of
queries. This 5% overhead of VTC messages added to query
messages in the network traffic is supposed to be acceptable
compared to the traffic for content delivery.

We suppose this overhead of VTC messages could be
reduced. These results shown here are obtained out of the worst
cases in the sense that the numbers of VTCs are the largest in
these networks. More than one VTC messages from the same
peer could be aggregated into a single message. Also, caching
of VTC messages could reduce the network traffic.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a reconstruction method of P2P
networks based on content similarity. The proposed method
uses tags to each content in a peer, makes virtual typical
contents (VTCs) representing interests of the peer from the
tags assigned to the contents, calculates similarity values from
VTCs, and updates links between peers according to similarity
values. This reorganization improves success ratios of queries
even if the time-to-live (TTL) value is unchanged. In other
words, we could make the time-to-live value smaller to achieve
the same success ratios, which leads to lower network traffic.

We are still at the starting point toward practical im-
plementation and deployment of this design. Future work
includes some improvement for selecting a peer to whom a
connection request is sent using the similarity values. In the
current design, a connection request is sent to an arbitrary
peer. This improvement must bring more efficient clustering.
Another work would be aggregation of VTC messages to query
messages to reduce the overhead of VTC messages to the
network traffic as well as to convey the VTC messages farther
than its neighbors.

Table III. COMPARISON OF VTCS AND QUERIES

VTC Query
First 157.22 3211.68
Second 188.04 3356.04
Third 196.21 3240.48
Fourth 154.32 3152.99
Fifth 167.45 3275.56
Average 172.65 3247.35
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