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EMERGING 2015

Forward

The Seventh International Conference on Emerging Networks and Systems Intelligence
(EMERGING 2015), held between July 19-24, 2015 in Nice, France, continued a series of events
focused on presenting and evaluating the advances in emerging solutions for next-generation
architectures, devices, and communications protocols. Particular focus was aimed at
optimization, quality, discovery, protection, and user profile requirements supported by special
approaches such as network coding, configurable protocols, context-aware optimization,
ambient systems, anomaly discovery, and adaptive mechanisms.

Next-generation large distributed networks and systems require substantial reconsideration
of exiting ‘de facto’ approaches and mechanisms to sustain an increasing demand on speed,
scale, bandwidth, topology and flow changes, user complex behavior, security threats, and
service and user ubiquity. As a result, growing research and industrial forces are focusing on
new approaches for advanced communications considering new devices and protocols,
advanced discovery mechanisms, and programmability techniques to express, measure and
control the service quality, security, environmental and user requirements.

The conference had the following tracks:

 Mobility and Ubiquity

 Applications and Services

 Technology and Networking Trends

 Networking and service differentiation

 Security

Similar to previous editions, this event attracted excellent contributions and active
participation from all over the world. We were very pleased to receive top quality
contributions.

We take here the opportunity to warmly thank all the members of the EMERGING 2015
technical program committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and effort to contribute to
EMERGING 2015. We truly believe that, thanks to all these efforts, the final conference
program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the EMERGING 2015
organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope that EMERGING 2015 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the area
of Emerging Networks and Systems Intelligence. We also hope that Nice, France, provided a
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pleasant environment during the conference and everyone saved some time to enjoy the
charm of the city.
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A New Internet of Things Architecture with
Cross-Layer Communication

Alberto Messias da Costa Souza
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José Roberto de Almeida Amazonas
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Abstract—This paper describes a new Internet of Things
architecture with cross-layer communication. This architecture
shows the importance of cross-layer communication between
physical, middleware and application layer and explores this
functionality to improve the decision make process. Our
implementation extends the LinkSmart Middleware, aggregates
pattern recognition services to the middleware and introduces a
cross-layer communication structure and associate parameters.
The cross-layer communication permits to modify the behaviour
of the middleware and physical layers by means of control
functionalities implemented in the application layer. In this
paper, we validate the cross-layer communication in a new IoT
architecture with pattern recognition services. We develop an
application, that used a real database.

Keywords-Internet of Things; Cross-Layer
Communication; IoT Middleware; Pattern Recognition.

I. INTRODUCTION

The Internet of Things (IoT) refers to the next generation
of the Internet [1], which interconnects trillions of nodes,
represented by small ubiquitous devices, equipped with
sensors, interconnected Web servers, supercomputers or
clusters [2].

This revolution will not affect only the amount of
information, but also their quality. Many small processors
embedded in objects will be integrated in daily routines.

According to Smith [3], data management in IoT is a
crucial aspect. Considering a world of interconnected objects
which constantly exchange many kinds of information, the
volume of generated data and involved processes makes the
data management to become critical. New services to process
and analyse the massive data generated by the communication
between devices will be needed. These services will need to
have open interfaces and will have to be able to provide a
simple integration between many applications.

The pattern recognition mechanisms are implemented in
the lower layers of the IoT model, namely the physical,
middleware and services layers [4]; therefore, and these
capabilities need a new architecture in which communication
between lower layers and the application layer is enabled. This
communication needs a contextualized control implemented
in the application layer. In this paper, we introduce this
new IoT architecture and its implementation emphasising the
communication aspects between layers.

This paper is organised as follows: after this brief
Introduction, Section II introduces IoT concepts and
IoT middlewares. The proposed architecture and its
implementation details are shown in Section III. Conclusions
and future works are presented in Section IV.

II. BACKGROUND

This section introduces the background definitions about
IoT and IoT middlewares.

A. Internet of Things

As stated in [5], “the IoT is a global network infrastructure,
linking physical and virtual objects through the exploitation
of automatic identification, data capture and communication
capabilities. This infrastructure includes the existing and
evolving Internet and other network developments. It will offer
specific object-identification, sensor and connection capability
as the basis for the development of independent federated
services and applications. These will be characterized by
a high degree of autonomous data capture, event transfer,
network connectivity and interoperability, actuation and
control ”.

Figure 1 illustrates the inclusive model as proposed by the
CASAGRAS EC funded project [5].
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Figure 1. CASAGRAS inclusive model [6].
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According to the CASAGRAS inclusive model, a real-world
object has its identification ID and associated information
stored on some kind of item-attendant data carrier as, for
example, on a RFID [7] tag. It is important to realize that the
identification technology is not restricted to RFID. Biometry
and bar codes are other examples of ID technology that can
be employed. The information is retrieved from the object by
means of an interrogator that acts as a gateway device and
sends it to be stored in a host management system. The Internet
is used both to allow access to the retrieved information and
to search for further information and associated applications
and services. The end result is that an action will take
place either displaying new information and/or acting upon
the object and/or the environment [6]. The whole process is
context-aware and the final action depends on the object itself
and its present status in the current environment.

B. Internet of Things middleware

As shown in [8], there are many middlewares, which are
defined as software systems that provide an abstraction layer
between the operating system and development applications
environments in the context of pervasive computing, whose
focus is to provide an useful and abstracted suite of procedures
that can deal with the heterogeneity of devices and contexts
of information.

For this work, it is of relevance the IoT middleware Network
Embedded System for Heterogeneous Physical Devices
Middleware in the Distributed Architecture - (HYDRA) created
by the FP6 IST [9], which started in July 2007 and finished
in December 2010.

As observed in [10], the first objective of the Hydra
Project was the development of a software middleware based
on the Service-Oriented Architecture (SOA), in which the
communication occurs transparently between the lower layers.

The framework should support centralised and distributed
architectures, security and trust, and model driven applications
development. One of the framework’s development premises
was its applicability in current networks and novel network
models with interconnected devices that operate with reduced
computational power, energy and memory capacity.

The resulting product of this project was called LinkSmart
middleware, a name that will be used to refer to the developed
middleware from this point onward.

The elements of the LinkSmart middleware are placed
between the application and physical layers. The physical
layer is related to network communication resources, while the
application layer contains modules related to the management
of information flow, user interface, application logic and
configuration details. Between the two layers is the LinkSmart
middleware, consisting of three sub-layers, network, service
and semantics, each responsible for specific functions and
purposes [9].

The LinkSmart Middleware funcional structure is divided
into two parts: (1) Application elements describe components
deployed on hardware which is performance-wise capable of
running the application that the solution-provider creates. This

means these components are meant to be run on powerful
machines; and (2) The device elements describe components
deployed based on LinkSmart Middleware. These components
are running on small devices which have limited resources [9].

III. CROSS-LAYER COMMUNICATION IN IOT
ARCHITECTURE

This section describes the communication model of the new
proposed IoT architecture with cross-layer communication.
In our proposal, we insert pattern recognition services
in the IoT architecture, specifically in physical and
middleware layers. The focus of this paper is the
communication model of the new IoT architecture and the
cross-layer communication implemented between the physical,
middleware and application layers.

To implement this new IoT architecture, we extended the
LinkSmart middleware by creating a new pattern recognition
services implementation and an abstraction of the following
algorithms: outlier detection, values estimation and clustering.
This solution is able to apply these algorithms to many kinds
of environments and devices. New applications can retrieve
contextualized information from the middleware rather than
receiving raw data from either the physical or middleware
layers.

Figure 2 shows the proposed change in the layer structure
of the LinkSmart middleware.

Figure 2. A new layer structure of the LinkSmart middleware, adapted from
[9].

In Figure 2, it is shown a new box called Pattern Layer,
highlighted by a dashed rectangle. This new layer has three
managers: classification, recognition and estimation, which
implement the pattern recognition functionalities.

The value estimation, behaviors recognition, classification
and outlier detection algorithms [11] [12] contribute to
network traffic minimisation in the IoT context, as the upper
application layer will not receive raw data but pre-processed
information by the LinkSmart middleware pattern services.

2Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-422-0

EMERGING 2015 : The Seventh International Conference on Emerging Networks and Systems Intelligence

                           15 / 107



These algorithms have been implemented with a distributed
processing data architecture using the Big Data technology
[13] [14].

In our implementation we used the following techniques:
linear regression for values estimation [11], k-means algorithm
for clustering [11] and contextualize for retrieved values
from sensors and others devices. To detect outliers we used
clustering distance [15] [16] [17].

The values estimation and outlier detection algorithms have
also been implemented in the physical layer.

Figure 3 shows the implemented architecture.

Figure 3. Implemented architecture

The most important aspect of this implementation
represented by the Figure 3 is a new pattern recognition
module inserted in the LinkSmart middleware. This
implementation follows the IoT-A reference model [18],
and has the following layers:

• Physical layer: hosts the resource layer represented by
sensors and smart objects. The resource manager box
represents the driver or software responsible to connect
with the LinkSmart and to send raw data or pre-processed
data by the value estimation and/or outlier detection
algorithms. If data generated by a physical resource is
processed in this layer, the resource manager informs the
configuration manager in the LinkSmart middleware or
directly the application. Both the configuration manager
and the application can change parameters in the resource
manager to disable the pre-processor so the resource
manager proceeds to forward the raw data. Note that
from this layer data can flow to the middleware or to
the application layer.

• Middleware Layer: it is represented by the LinkSmart
Middleware, modified in this implementation by the
inclusion of the pattern recognition and configuration
managers, the event manager which is quite important in
this architecture, and others services that are less relevant

in the present case. The pattern recognition manager
implements three services: value estimation, clustering
and outlier detection. The configuration manager enables
the applications or the resource manager to configure
parameters in the pattern recognition manager, defining
when the algorithms are run or how much data must be
stored, enabling or disabling pattern recognition services,
cleaning the stored data. After processing data the
pattern recognition services can send the contextualized
information to the event manager which by its turn will
detect and send the new events to its clients. The event
manager tackles the scalability issue as it can be in
charge of one application client or millions of them.
The event manager can be directly accessed by the
resource manager which in this case does not activate the
pattern recognition services. This feature can be chosen
by the application designer and later changed in the
configuration manager.
This layer implements the cross-layer communication as
it can receive or send configuration parameters both from
the resource manager and applications. However, the most
relevant aspect of cross-layer communication is the fact
that raw data can be open, processed and interpreted in
this layer which otherwise should be a specific function
of the application layer according to the ISO/OSI layer
model [19].

• Application Layer: the application layer is represented
by client applications and configuration applications.
The client applications receive the events from the event
manager, either raw data or processed information.
The configuration application is responsible to
configure parameters in the configuration manager
or send parameters to the resource manager to
control its behaviour or the pattern recognition
services activation/de-activation. This bidirectional
communication along the associated configuration
feature represents the cross-layer communication.

The cross-layer communication is a requirement of this
architecture and is implemented as previously described.
The proposed architecture enables a fully distributed
implementation as the information can be processed at each
physical node, or at network access points, or at middleware
service delivery nodes, or at application nodes. The cross-layer
communication of our proposed architecture enables this
distinctive IoT feature.

A. Implementation aspects

We created an object-oriented structured programming
middleware implementation. Figure 4 illustrates the specific
cross-layer communication structure.

Figure 4 shows the class diagram that represents the
developed object-oriented programming structure. There are
two classes that represent the cross-layer parameters: (1) the
interface CrossLayerParameter that creates a main structure
of the cross-layer parameters. It can be seen the contract
of abstract methods setLayer that is responsible to define

3Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-422-0

EMERGING 2015 : The Seventh International Conference on Emerging Networks and Systems Intelligence

                           16 / 107



Figure 4. Class diagram of the cross-layer parameters and service
implementation in the pattern recognition module.

a layer of either processed or not processed data, getLayer
that is responsible to return the defined layer, setFlag that
is responsible to define a boolean flag to inform if the
pattern service is active or not in this layer, and getFlag
that is responsible to return the state of the flag. The class
CrossLayerParameterImpl is the actual implementation of the
methods defined in the interface CrossLayerParameter.

The classes ClassificationManager and
ClassificationManagerImpl define the structure and
implementation of the pattern recognition services inserted in
the LinkSmart Middleware, but they are not the focus of this
paper.

New applications to use this structure and services
implemented in the LinkSmart Middleware need to define
parameters of the middleware or physical layers. Anytime,
during the execution of the application, the parameters and
behaviors of the physical or middleware layers can be changed.
The driver program responsible to connect devices and the
LinkSmart middleware must use and interpret those parameters
and change the devices’ behaviour.

B. A testbed implementation

This section describes the developed testbed
implementation, with a resource manager and a test
client application to demonstrate the functionality of the
proposed cross-layer communication.

Figure 5 shows the web page with the LinkSmart status.
It can be seen that the service, highlighted by a red line,
called by ClassificationManagerImpl has started and was
registered in the middleware with Hardware Identification
(HID) 0.0.0.8650460202121146535.

Figure 5. The LinkSmart middleware webpage with ClassificationManager
services started.

The raw data used by the resource manager are from
the Guildford’s facility that is a member of the European
Commission funded Smart Santander Project [20].

The retrieved data were inserted in the Mysql [21] database
and a class to simulate the resource manager was created.
The resource manager provides temperature and light intensity
values from a single sensor node, designated as node25.

To illustrate the proposed cross-layer communication,
two applications have been created: (1) ResourceManager
representing the physical layer and that is responsible to
retrieve the data from the Mysql database and to send
them to the Pattern Recognition Manager in the LinkSmart
middleware; and (2) the client application that is responsible
to control the Pattern Recognition Manager or the Middleware
and Physical layers behaviors.

Figure 6 illustrates the execution of the developed resource
manager application to represent the physical layer. This
application has two services implemented: the value estimation
algorithm to estimate a value if the real sample is missing and
this value is relevant to the application; the outlier detection
algorithm if an erroneous data represents a problem to the
application as proposed in [4].

Other relevant aspect of this application is its capability
to send and receive parameters both from the Middleware
and Application layers. Note that the application starts the
connection with the Middleware layer, informs the status of
the services and begins to send instances with temperature and
light intensity values of the environment. In a certain instant
of time, the Physical layer receives a message to change the
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Figure 6. Resource Manager application representing the physical layer.

estimation parameter and to start this service. This execution
example illustrates how the cross-layer communication enables
the physical layer’s behaviour modification in execution time.

Figure 7 illustrates the execution of the client control
application developed for the testbed.

Figure 7. The client control application developed for the testbed.

This application has two functions: (1) it illustrates the
client receiving data from the Middleware layer; (2) it
implements the control function of the behaviors of the
Physical and Middleware layers. In the application’s graphical
interface, it is shown the control of the Physical and
Middleware layers: the application sends a message to start or
stop the values estimation or outlier detection services in any
of the layers using the developed cross-layer communication
structure. The user can enable or disable the checkboxes in
the interface.

In the illustrated example of the application execution,
one can see that the program established the connection
with the LinkSmart and started to receive instances with
sample values. Next the user selected the checkbox to start
the values estimation service in the physical layer: the
application sent this parameter to the Middleware layer which
forwarded the new value to the Physical layer. Then, the user

marked the checkbox to start the outlier detection service
in the Middleware Layer stopping it after a while, changing
behaviors in both layers.

Figure 8 illustrates the LOG file generated with the
execution of the ClassificationManager services implemented
in the LinkSmart.

Figure 8. ClassificationManager LOG.

In Figure 8, one can see the part of the LOG file that refers
to the execution of the client control application of the testbed.

This log file shows some lines referring to the
initialisation of the ClassificationManager and its pattern
recognition services, followed by the IoTResourceManager
(Physical layer) and ClientIoTCrossLayerTest (Application
layer) actions. The ResourceManager sends instances to the
LinkSmart and the client application sends messages to the
Physical layer with the estimation start parameter. Then it can
be seen the messages to change services in the Middleware
layer, i.e., to start and after a while to stop the outlier detection
service.

The behaviors change of the Physical and Middleware
layers, required by the Application layer, are also shown.

IV. CONCLUSIONS AND FUTURE WORK

In this work, we have proposed, implemented and tested a
cross-layer communication structure for an IoT architecture.
The structure runs integrated with the novel IoT architecture
implemented by extending the LinkSmart middleware with
the following pattern recognition services: outlier detection,
values estimation and clustering in the Middleware layer,
and implementing the outlier detection and values estimation
services in the Physical layer as well.

The proposed structure and its corresponding
implementation allows the Application layer to change the
behaviors of the lower layers in the IoT model, specifically
the Physical and Middleware layers. The Application layer
can enable or disable these services.

The developed object-oriented programming structure
introduces scalability in the parameters handling and pattern
recognition services aggregated in the LinkSmart middleware.
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This framework addresses scalability, contextualisation and
flexibility enabling a huge number of different kinds of devices
to acquire environment context awareness. The information
provided by a single light sensor, for example, can be read by
various applications without any interference on each other.
The raw data is processed only once in the Physical or
Middleware layers, so different applications may be simpler
and receive the filtered information, without the need to
process the original raw data. This approach reduces the
network traffic and the overall energy consumption.

The testbed implementation validated the proposed
cross-layer communication integrated with the IoT architecture
using real data from the Smart Santander Project. The
execution shows that the IoT architecture implementation, the
LinkSmart middleware extended with the pattern recognition
services and the new communication model work with real
data.

As future work, we will validate the novel IoT architecture
with pattern recognition services, cross-layer communication
and novel tariff systems in a real telecommunication network
with real users and scalable applications.
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Abstract—Type 2 Diabetes is a growing pandemic that already
affects 347 million people in the world, which means that one
in every 20 people is affected by the disease. Since Diabetes is a
disease with significant behavioral roots, managing it involves
a shift in behavior. A multidisciplinary team of researchers
from Medicine, Psychology and Information&Communication
Technologies have gathered to build a mobile platform that
addresses behavior change of patients by helping them avoid bad
decisions and pushing them to have a healthier lifestyle. In this
paper, we describe the technology behind the DIYbetes platform
and how it is a paradigm of a networked solution and system
intelligence that supports a demanding set of non-functional
(quality) requirements such as availability, latency, throughput,
modifiability, maintainability, testability and security.

Keywords–mobile systems, cloud, dependability, diabetes, health-
care.

I. INTRODUCTION

Diabetes Mellitus (DM) is a group of metabolic diseases in
which a person has high blood sugar levels. Untreated, diabetes
can cause many complications, namely cardiovascular disease,
chronic renal failure, and retinal damage. Adequate treatment
of diabetes is thus important, as well as blood pressure control
and lifestyle factors such as stopping smoking and maintaining
a healthy body weight. There are three main types of diabetes
mellitus: Type 1 DM (T1DM) results from the body’s failure
to produce insulin, and currently requires the person to inject
insulin or wear an insulin pump. Type 2 DM (T2DM) results
from insulin resistance, a condition in which cells fail to
use insulin properly, sometimes leading to absolute insulin
deficiency as in T1DM. The third main form, gestational
diabetes, occurs when pregnant women without a previous
diagnosis of diabetes develop a high blood glucose level. It
may precede the development of T2DM.

All forms of diabetes have been treatable since insulin be-
came available in 1921. T2DM, especially in early stages,
may be controlled with a lifestyle change as a number of
lifestyle factors are known to be important to the development
of T2DM, including obesity, lack of physical activity, poor
diet, stress, and urbanization. The World Health Organization
estimates that in 2012 about 347 million people had diabetes,
with T2DM making up about 90% of the cases [1]. The
same report estimates that in 2004 only, about 3.4 million
people died as a direct consequence of DM. This disease
incidence keeps increasing rapidly, with the direct number of
deaths attributable to DM estimated to increase 66% between

2008 and 2030. In terms of costs, the International Diabetes
Federation estimates that 418 billion dollars have been used for
the management and treatment of this disease in 2010, with
this figure expected to grow to about 561 billion dollars in
2030. DM occurs throughout the world, but is more common
in the more developed countries. However, the greatest increase
in prevalence is expected to occur in Asia and Africa, where
most patients will probably be found by 2030. The increase in
incidence in developing countries follows the trend of urban-
ization and lifestyle changes, namely into a ‘westernized’ diet.
In fact, the World Health Organization (WHO) characterizes
T2DM, which represents 90% of DM cases, as a disease almost
exclusively derived from unhealthy lifestyle practices [2], [3].

Having described the problem and justified its relevance, in
the next sections we describe an effort to address it using
technology in a sensible way. DIYbetes (http://DIYbetes.org)
is a government-funded initiative to promote Type 2 Diabetes
patients self-help using mobile platforms (smartphones and
tablets). It was designed with inputs from diabetes medical
experts and psychologists that have been dealing with the
disease for more than three decades, and a team of Informa-
tion&Communication professionals. In Section II the objec-
tives of the project are highlighted stressing how important is
to build a solution that empowers patients, rather than technical
wizzardry. Then, in Section III the core non-functional (qual-
ity) attributes of the platform are presented, as an effective
solution needs to deal with much more than functionality
(e.g., privacy, usability). Armed with this background we arrive
at the technical core of the paper (Section IV) where the
architecture of the solution is presented, and some trade-offs
are discussed. Section V closes the paper with the project
current status and further evolutions underway.

II. PLATFORM OBJECTIVES

The DIYbetes project main objective is to create a user-
centered technical solution that will allow T2DM patients to
gain better awareness of their daily habits and track their dis-
ease’s evolution. This is achieved by promoting self-awareness
and empowerment, while reducing the need for unsustainable
in-person appointments due to distance, increase of prevalence
and unsustainable increase in costs by healthcare organizations
and authorities. DIYbetes is an application running mainly on
smartphones and tablets (Figure 1) and also accessible via a
web portal. It is designed to be integrated into the service-
chain of healthcare professionals to allow recording of glucose
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Figure 1. Some screens extracted from the DIYbetes mobile app.

levels and other disease related information, as well as support
direct communication with the healthcare professionals [4].
The interactions between patients and their doctors will allow
the former to feel more supported. A distinctive feature of this
application is the perceived increase in quality of service by
the patients due to the follow-up, without costly travel and
appointment costs that would be required for such a persona-
lized interaction. To summarize, the DIYbetes application is
intended as a bridge between patients and their accompanying
health professionals, as it has been designed not only as a
logger, but as an information vehicle where diabetics can
monitor their information and physicians can have a closer,
and continuously up-to-date, look of their patient’s records [5],
and communicate directly, particularly when distances would
prevent this kind of monitoring from happening without such
solution (e.g., large area countries without an extensive trans-
portation infrastructure). In synthesis, the technical solution:

• Improves diabetes control by the patient.

• Provides a communication channel between patients
and health professionals.

• Aims to reduce the diabetes induced complications
and mortality.

• Delivers personalized disease related information.

III. APPROACH

We shall now present the state-of-art for related approaches,
followed by the core requirements that serve as architectural
drivers for the solution built.

A. Current approaches

There are several thousand mobile applications to manage
DM, both at GooglePlay! and the AppStore [6]-[9]. Most are
one person initiatives by technically-savvy patients, others are
solid commercial offerings, and a large number is delivered
by healthcare institutions to help their patients deal with the
disease. However, most of these applications target T1DM
patients, due to the criticalness of the condition. This is unfor-
tunate because T2DM represents about 90% of DM patients
worldwide. Another reason for the lack of T2DM solutions
derives from the fact that this condition is prevalent with age,
normally above 45 years, while T1DM occurs at an early
age, starting at 9 years or earlier. The lack of technological
literacy of elder patients has been preventing the widespread
deployment of such solutions. However, several technology

observatories have reported a significant growth of tablets
among the older population [10], which might be due to the
larger screen size and easiness of reading for sight constrained
individuals. This growth, while more evident in the more
developed coutries (those where the prevalence of T2DM is
higher) opens the opportunity for a multiplatform solution
as DIYbetes. Currently, most DM solutions focus on logging
glucose values or diabetes safe recipes. A remarkable outlier is
the Glooko mobile app [11] whose focus is to support people
with diabetes interacting with their blood glucose readings and
add lifestyle context including carbs, insulin & medication,
and activity data. While its main target are T1DM patients,
it has been successfully used by T2DM patients too. Despite
its very interesting motivational approaches, the fact is that
T2DM patients are more receptive to motivation tips targeting
their age bracket. That is a major focus of this project and
the reason why we have brought into the project psychologists
with more than three decades experience with T2DM patients.

As referred above, addressing T2DM requires a behavior
change, namely a healthier diet and regular exercise. This
requires a service managed by physicians that keep patients
motivated. It is manifest that only technology can address the
ever growning number of patients [12] by streamlining the
treatments, and motivating patients to follow healthier beha-
vior/habits. Hence, more than a logger of glycose readings,
this project aims to be a personal lifestyle management tool
intended to coach people with diabetes.

B. Requirements as architectural drivers

There are a set of core requirements that have a significant
impact in the design decisions associated with the DIYbetes
platform. These requirements are the architectural drivers or-
ganized as 1) business constrains, 2) technological constrains,
3) functional requirements, and 4) quality attributes.

The business and technical constrains are the business and
technical decisions made upfront the design. The functional
requirements specify what the system must execute, but with-
out the details of what does not have an architecture impact
(for example colors of the displays and kinds of widgets).
The quality attributes describe the system’s behavior i.e., the
properties that will describe how a system achieves a certain
functionality. The project’s functional requirements include
items such as ’support for multiple devices and interfaces’ so
that users can record and monitor their activities anywhere.
This feature allows physicians to follow more closely their
patients activities, specify objectives, and act upfront when
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the results are not the ones expected. Their role is to specify
achievements and objectives in order to keep users committed,
engaged, and help them to cure their disease.

The system also works as a coach for the physician suggesting
challenges based on the users’ objectives and health values.
Logging meals, exercise, and health values it is a dull activity,
so the system identifies the patterns in users’ behaviors in order
to streamline those tasks. Finally, the platform tries to influence
and motivate patients to feel proud of their achievements.

As highlighted by functional requirements, the platform han-
dles sensitive health and personal data. Due to this fact,
security is a key quality attribute and an important techno-
logical constrain in the system. Both system’s information and
infrastructures must respect the legal personal data protection
regulations, namely the european General Data Protection
Regulation (GDPR) [13].

Additionally to the GDPR compliance, this project aims to
gather new sound scientific evidence with regard to the pa-
tient’s compliance. That is why usability is a top concern,
since the daily logging needs to be simple and consistent in
the different interfaces so that users keep logging their data.

As the business constraints also highlight, the flexibility to
adapt and integrate different business models (commercialize
new services, integrate new treatment plans, and integrate
multiple devices) allows the platform to adapt to market trends,
and explore new markets while keeping support costs low. In
fact, the project is aligned with the most recent US healthcare
legislation (March 2015), namely the Centers for Medicare
and Medicaid Services (CMS) Stage 3 proposed rule [14] that
requires that more than 35 percent of all patients seen by
the provider or discharged from an hospital should received a
secure message using the EHR’s electronic messaging function
or in response to a secure message sent by the patient. The
proposal also calls for more that 15 percent of patients to
contribute patient-generated health data or data from a non-
clinical setting.

As can be seen from this overview, the complexity of this
platform is very significant. In the next Section, we present
and describe the architectural solution that supports such
demanding requirements.

IV. TECHNICAL SOLUTION

In this Section, we present the technical solution that supports
the project’s goals and constraints. We shall also dicuss some
of the design decisions that were taken, as well as some trade-
offs that an actual system always imposes.

A. Overview

In Figure 2, we present the context view of the platform. It
describes, from a dynamic perspective, the system boundaries
and how external actors (people or systems) interact with the
system.

Patient to DIYbetes System

This data flow represents log info (health values, meal logs,
workout sessions, and drugs intakes), suggestions (examples
of healthy restaurants/menus in a given location, workout
places, and recipes), and social info (events, new friends, and

Figure 2. Context view

comments). This information is both stored and managed in
order to identify new suggestions/tasks for other users that
share the same profile. The log info is stored in the Clinical
Data repository while the users’ profile and social data is stored
in a Personal Data repository.

Patients have tasks like performing a workout, log a meal,
take drugs, and/or log their clinical values (instant sugar,
pulse, blood pressure, blood sugar level readings, HbA1c,
and weight). If the patient accepts the task and provides the
requested values, these are processed by the system. Thus,
the system can identify patients’ trends, calculate projections
towards health objectives, and identify the sub-set of tasks
that are suitable considering this patients’ progress. All this
information is then stored in the Clinical Data Repository.

DIYbetes System to Patient

This data flow represents challenges (new tasks that the user
has to perform in a daily basis or sporadically, where these
tasks are defined in accordance with the patients’ objectives),
status and projections (based on the patients’ trends the system
identifies how distant patients are from their objectives), and
suggestions (examples include places to workout, restaurants,
recipes, menus, exercises, meal plans, and so on). This infor-
mation is read and updated from Personal Data and Clinical
Data repositories.

Sporadically, or in specific time intervals, each patient receives
a list of individual and group challenges known as ’tasks’.
These tasks coach patients to adopt beneficial behaviors, and
target patients’ health and lifestyle objectives. The system
identifies new tasks based on the patients’ progress in pre-
viously assigned tasks. Additionally, as users’ submit their
daily logs, the system calculates current progress and related
projections. Thus, patients query this information sporadically
to monitor their progress, combine different indicators, and
verify the areas where they need to improve. Based on the
patients’ progress, location, and habits, the system provides
new suggestions (meals, plans, workout places, and restau-
rants) designated to help users to improvie their behaviors.
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Specialist to DIYbetes System

This data flow represents the inputs provided by a special-
ist (physician or researcher). The specialists view patients’
progress in the system, submit updates on their patients’ plan,
accept or reject suggestions provided by the system, and pro-
vide some logic to identify new treatment patterns. The system
stores these updates, and uses this information to validate
and refine their algorithms. Context Information Specialists
are studying patients trends and reactions to treatments. This
study is conducted based on the logs provided by patients and
stored in the Clinical Data repository. Whenever specialists
identify new tasks, they submit these improvements in the
system. The system then uses this information to update the
patients’ plan. Additionally, specialists provide objectives and
thresholds for their patients, which are used to update patients’
plans. Specialists can also request from the technical support
team new algorithms, statistical functions, and new ratios.
Although these improvements are submitted by the technical
team (RedLight Software (RLS) employees) the knowledge
comes from the specialists.

RLS employee

The RLS technical staff can develop new Application Pro-
gramming Interfaces (APIs) to extend the DIYbetes features,
or modify the services in order to increase the performance
in the system. These APIs are plugged into the system (the
required changes are made in the system’s interfaces), or
when a new infrastructure is deployed, and both updates are
ready to be used by the system. This can occur e.g., when
context information A specialist requests RLS to include a
new statistical function or algorithm, or when the DIYbetes
steering commitee identifies a new opportunity that translates
into a new feature. In both these situations a developer reviews
the system’s design, identifies the required software, develops
a new API, and deploys the software/hardware in the system,
without interrupting the system’s execution.

Third Party Organizations

Context Information Third Party organizations like restau-
rants, health clubs, hospitals, and laboratories, wish to pro-
mote/suggest their services. These organizations can use the
DIYbetes system interface to promote information related with
their products and services. Hence, the DYIbetes system can
use third party products as suggestions/recommendations, and
forward them to the patients when their profile is somehow
related with the suggestion. Therefore they can request RLS to
include/extend interfaces that can be used by their services and
information sources. When this connection is established, the
third party organization is able to send, for example, healthy
menus, restaurants, or gyms near the patients’ location.

Social Networks

A patient or specialist can choose to register/login using their
social network credentials. The DIYbetes system forwards to
users (patients, researchers, or physicians) the social network
authentication page, which they use to login in their social
networks. After authentication succeeds in social networks,
they provide user identification to the DIYbetes service, which
then forwards a session to the user. The system then requests
the user’s profile, which is forwarded by the associated social

Figure 3. Deployment view

network. The DIYbetes system besides authenticating users,
also requests profile information (such as e-mail, age gender,
and location). The system uses this profile data, thus refining
patient’s tasks, identifying related groups (groups based on the
patients’ profile like location, age, gender, and so on), and
managing patients’ statistics.

B. Deployment View

We shall now discuss where each part of the architecture
will live at deployment. The Deployment View (Figure 3)
describes the environment of each system’s application and
service highlighted in the context view.

Client Application Layer

The Client Application Layer is responsible for the support of
the DIYbetes client applications, both web and mobile, used
by patients and specialists (researchers and physicians).

Smartphone Application

The Smartphone Application is responsible for the interface
between the patient(s) and the system. It allows patients to
log their tasks (workout sessions, daily meals, drugs intakes,
and health values), specify and update objectives, and manage
their individual and group tasks. The Smartphone Application
has location features related with the management of new
suggestions (patients receive restaurants, meals, and workout
places related with their location), and context aware tasks. It
includes connection interfaces designated to support external
sensors, which have the objective of complementing daily
logs, as well as an internal database, which allows using
some application features without connectivity. However, the
dynamic information, like social updates, gets deprecated
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without connectivity to the DIYbetes Service. This component
has several technical restrictions namely a network connection
(wireless and mobile networks, 3G and 4G). It uses HTTPS
and JSON protocols.

Web browser

The Web browser is responsible for the interface between the
user (patient, physician, and researcher) and the DIYbetes
Service. The Web browser allows patients to monitor their
progress (thus, users can view graphs with their progress
towards their objectives), verify their task results, manage
social and gaming updates, manage objectives and alarms,
and configure the connection with their physicians. The Web
browser allows physicians to monitor their patients’ progress,
manage statistics, update patients’ plans and objectives, and
specify alarms. Each Web browser includes cookies that are
responsible for holding the session with the DIYbetes service.

Service Cluster Layer

The Service Cluster Layer is responsible for supporting the
DIYbetes servers and support infrastructures. This Service
Cluster is composed by multiple servers distributed across
different geographic locations. Although each global location
(Europe, US, and Canada) has their own servers, this layer
comprises all the infrastructures for each of these service
instances.

Load Balancer

The Load Balancer is the service responsible for the distri-
bution of the workload for different DIYbetes servers. The
workload distribution is configured based on the geographic
location of the services (each area has a DIYbetes service
instance), since each region has its own restrictions. The
load balancer performs automatic fail over recovery, so when
a server is not available, this entity forwards the requests
to a different server with lower workload. The deploy of a
load balancer should follow three phases, 1) initially it is
deployed in one of the service machines. With an increase
of the workload 2) a load balancer is deployed in a dedicated
machine. Finally, 3) a cluster of load balancers is available if
a since load balancer instance is not able to support all the
accesses.

DIYbetes service

The DIYbetes service is a cluster of service instances running
in a group of server, virtual or physical. Each geographic
region has their on DIYbetes Service instance. Each DIYbetes
Service instance is independent from each other, they only
share the Global BI Database.

Linux Ubuntu Server

The Linux Ubuntu Server is the server responsible for holding
the service infrastructure related with the REST DIYbetes Ser-
vice. It also manages the HTTPS requests and forwards them to
the REST DIYbetes Service and supports the interaction with
the Database Cluster through postgres-adapter. This is a critical
component of the platform, so the architecture was designed
in order to be able to support stringent latency and throughput
quality attributes: above 10.000 responses in 1 second; above

10.000 simultaneous requests with a maximum latency of 5
seconds and average latency below 1 second.

Database Cluster

The Database Cluster is a cluster of database servers (virtual
or physical). Each geographic location has their group of
database servers (Individual Tasks/Objectives Database, Group
Tasks/Objectives Database, Alarms/Recipes/Drugs Database,
and User Profile Database) and clinical database servers (Clin-
ical Database). The Global BI and Remote Log Databases are
shared between different DIYbetes services from each region.

Quality Attributes

Due to the criticality of the platform a large set of quality
attributes were considered since the projects very beginning,
namely latency, throughput, availability, modifiability, main-
tainability, testability and security. Each quality attribute was
thoughly described and relevant test cases performed.

C. Design decisions

A number of design decisions were taken that involved a
number of trade-offs. This decision process is detailed below:

1) A relational database was the choice for data reposi-
tories that involve queries with multiple joins. Thus,
most of the operations require support for these type
of relations between data. NoSQL Databases can be
used to cache logs when they arrive at the system
and before they are processed for statistics purposes.
Trade-off: Dynamic languages allow to include new
features and modules at runtime, and the access to
database require less effort to program. However,
this simplicity hides poor performance in functions
where the complexity is non-linear (e.g., sequence of
whiles).

2) The web interface is implemented in a dynamic
language (Ruby), and the threads and message queues
are using JRuby (Java is used in the thread engine
and message queues structures). Thus, threads and
message queues have a good access scheduler and
performance in Java.

3) Ruby simplifies the integration with non-dynamic
languages, so functions where the complexity is non-
linear will be later (re)implemented in Java and
dynamically plugged into the code. This approach
partially handles the performance problem.

4) REST was adopted as the service technology. This
approach allows to share logic between web and
mobile access interfaces, and it is supported by dy-
namic languages, which allow to change components
at runtime. Trade-off: the use of REST requires less
effort to implement, but it only should be used
when there is a hierarchy of accesses. This hierarchy
is appropriate considering the project’s information
structures, since specific users have access to specific
features. If such structure did not exist, web services
would be a better option. Moreover, since REST will
be used, the service will not have a WSDL that
clarifies the structure of the service and the methods
that it provides. Thus, we had to devote additional
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effort to document the API that is used to integrate
services with external parties.

5) The system currently does not support clinical pro-
tocols (HL7 or DCOM), since not all healthcare
systems implement them, or can be integrated with
external systems. Thus, supporting this diversity was
postponed due to the size of the technical team.

6) The service will have two keys, which services shall
use for read or write information from the Clinical
Database. These keys are required to authenticate
services in these databases, but no service will have
the 2 keys simultaneously, in order to limit database
read and write operations. Trade-off: The approach
described promotes security, but does not protect
against attacks that result from the organization staff.
Thus, an external database was added that has all the
database and OS logs. Therefore, all authentications
in the hosting machine, access to the database, all
database reads and/or writes are logged.

7) It was decided to deploy two parallel servers, so that
we are able to install updates without making the
service unavailable. Additionally, no effort will be
required to implement complex availability mecha-
nisms. If a server has a fault, the other server is able
to support users’ requests.

8) The project considers an internal Load Balancer,
since it allows the organization specifying custom
rules to balance the workload (examples of rules in-
clude geography location, identification of the users,
hours of the day, and so on). Moreover, a custom
approach simplifies the deployment of different A/B
testing scenarios. Finally, this approach is essential
to promote service uploads without the need to have
the service totally unavailable. Trade-off: a custom
load balancer implies more processing at the server
side and additional effort to configure and deploy
the rules that will manage Load Balancer operations.
Considering the importance of the system’s flexibility
and performance, this drawback does not justify a
different approach. Moreover, a local Load Balancer
shall be used, since it allows to reuse the same con-
tainer technology adopted in the service infrastructure
(Nginx). However, this local load balancer has a
negative impact in the system’s performance. Finally,
while Linux OS has more security mechanisms than
Windows OS, it has less that OpenBSD. However,
we did not consider that OS security mechanisms are
a stringent requirement. To manage this issue there
is a remote, independent OS BD, which will log all
database accesses and server authentications.

9) Each server runs a complete instance of the service,
which simplifies the scalability and configurability
issues, since if more processing power is needed more
servers with more service instances can be added and
only minor configurations are required in the Load
Balancer.

10) Linux OS was the OS selected for test and product
platforms, since most of the organization developers
are used to its environment and it adequately fits the
purpose.

V. CONCLUSION

In this paper, we presented a multiplatform solution (mobile
and web), that addresses behavior change of Type 2 Diabetes
patients, and described the set of technologies underlying the
DIYbetes platform. It is a complex piece of technology that
adresses a set of demanding non-functional (quality) attributes
in order to operate in harsh conditions with a low technological
literate population. The current solution has just been deployed
in Portugal for the patients of the national healthcare system
(literally all interested citizens) and will be further expanded to
other geographies. A partnership with a USA-based company
will allow testing the platform for a different language and
geography.
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Abstract—We have developed a new educational e-portfolio 

environment including not only conventional education data but 

also school life data in university. School life data means non-

lectures activities, such as job hunting, club activities, students’ 

communications. A most important feature of the e-portfolio 

environment is a school concierge named “HapiNan” in 

smartphone in order to navigate students’ school life. The school 

concierge asks some questions in a smartphone according to 

student situations. The smart concierge provides mobility and 

ubiquity of the educational e-portfolio environment. Our goal is 

to clarify influences of school life activities on university 

learning. From April to September 2013, a trial version of the 

system ran. From April 2014, freshmen in our university used 

the system. We have two phases in order to analyze e-portfolio 

data. In the first phase, fourth year students used the e-portfolio 

system. As a result, students’ job hunting problems are clear. (1) 

Job hunting time is 40hours per a week, (2) no relations between 

Grade Point Average (GPA) and job hunting success, (3) job 

hunting cost is large. In second phase, freshmen used the e-

portfolio system in the first year of education. We found that 

there was a relationship between GPA and lecture time as well 

as hobby time. In addition, there was no relation between GPA 

and home study time or part-time job time. The analysis results 

are valuable for school advisors and teachers in order to support 

freshmen’s school life. 

Keywords- e-portfolio; smartphone; SNS; GPA; school life; 

university education.  

I.  INTRODUCTION  

Educational e-portfolio is very important in Japanese 
universities. Of course, e-portfolio data has to accumulate in 
educational database. The educational records are study 
reports, examination results, lecture materials, lecture notes, 
and goals of lectures and achievement levels of lectures. The 
portfolio data is useful to improve students’ understanding 
levels and knowledge acquisition. Educational portfolio is 
becoming more popular and more useful [1] [2]. The 
efficiency of having an education portfolio is becoming 
clearer and clearer [7] [8]. 

However, in Japanese universities, students would like to 
support not only educational activities but also school life 
activities, such as club activities, job hunting, part-time job, 
and communication among students. Especially job hunting 
activities takes much time for the third and the forth year 
students. It is a serious problem in Japanese society because 

university students sacrifice their study time to hunt for job.  
In addition, school advisors and teachers can not fully 
understand students’ real problems that caused low Grade 
Point Average (GPA). Of course, we can forecast easily that 
GPA is low when study time at home is small. However, we 
cannot understand how the other students’ activities, such as 
part-time job and club activities influence GPA. Our goal is to 
clarify the influence of school life activities on university 
learning. 

Therefore, we have developed a new e-portfolio 
environment for supporting school life including various non-
educational activities. The most important feature of the e-
portfolio environment is a school concierge character called 
“HapiNan” who urge students to input usual activities 
information in students’ smartphone. For example, if a student 
does not input job hunting activities, the concierge asks the 
student “Hello, how is your job hunting?”. The concierge 
asking through the smartphone is useful in order for the 
student to continue to input data of school life into the e-
portfolio every day. In addition, the accumulated data of 
school life data is useful to analyze GPA. We clarify 
relationships between GPA values and school life data in e-
portfolio system. If we find causes that lead low GPA, for 
example too much time for part-time job, student advisors and 
teachers are able to give students advices on school life, 
especially part-time job. 

Section 2 shows related work, Section 3 explains functions 
of our e-portfolio environment. The trial application of the 
school life e-portfolio is shown in Section4, Section 5 shows 
summary and future research. 

II. RELATED WORKS 

Various e-portfolios for university education have been 
proposed and applied. Olatz descriptively studied the 
undergraduate students’ perceptions, attitudes and behavior 
when using an e-portfolio to support their learning and 
assessment in practice based courses at two traditional 
Spanish universities [3]. As a result, the students had positive 
opinions and self-efficiency through the e-portfolio as a tool 
to manage their learning and assessment during a semester, 
especially from the second month of use.  

Chang studied to use e-portfolios to enhance university 
students' knowledge management (KM) performance [4]. The 
research results revealed that the experimental group 
outperformed the control group in the performances of overall 
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KM and five KM aspects (knowledge sharing, innovation, 
acquisition, application, and accumulation). This showed that 
e-portfolios significantly facilitated KM performance.  

Carol et al. developed an e-learning system that couples a 
blog with a learning e-portfolio [5]. They adapted the system 
to the first year course education. Because the e-portfolio 
system is based on web-blog system, massive blog data was 
accumulated in the system. Rodriguez et al. shows usefulness 
of e-portfolio in university professional education [6]. They 
claimed that (1) e-portfolio is a complementary tool for 
student's assessment, (2) e-portfolio is a perfect follow-up 
device to check student's competences development 
throughout their degree studies.  Other researches also claim 
there is a benefit of the e-portfolio system and data analysis. 
Shroff et al. analyzed students’ behaviors in examinations 
using e-portfolio system [7], and Alexiou et al. studied the 
benefits of the e-portfolio system in university education. [8]. 

These studies are conventional education e-portfolio 
systems. The usefulness and effects of educational e-portfolio 
have already been clear. Therefore, we try adding a new 
function of the school life e-portfolio to the conventional 
education e-portfolio in order to support the entire university 
school life for students. 

III. THE EDUCATION E-PORTFOLIO ENVIRONMENT WITH 

THE CONCIERGE 

A. Overview 

Figure1 shows an outline of the e-portfolio environment 
and usage image. The e-portfolio environment includes 
normal educational portfolio and school life portfolio. In 
lectures, students and teachers use the normal educational 
portfolio. On the other hand, when students do not take 
lectures, students use school life portfolio in smartphone. 
Students can input school life data anytime and anywhere. 
Therefore, a tool for inputting school life information is 
required. Because students are not compelled to input school 
life data, students may forget to input the data. For this reason, 
we included in the smartphone application the school 

concierge “HapiNan”. HapiNan is our university mascot 
character.  

B. A normal educational e-portfolio 

Figure 2 shows a web page of goals and achievement 
levels of lectures in the normal educational e-portfolio 
environment. The educational e-portfolio is a typical 
education portfolio having the following functions: 

(a) Accumulating  lecture materials 

(b) Accumulating lecture notes 

(c) Accumulating reports 

(d) Accumulating examination results 

(e) Accumulating attendance situation of lectures 

(f) Accumulating teachers’ comments 

(g) Accumulating GPA 

Similar to the conventional education e-portfolio system, 
our e-portfolio environment supports all functions of the 
conventional education e-portfolio system. 

C. A school life e-portfolio 

A school life e-portfolio is an original function in our e-
portfolio environment. The school life e-portfolio is like SNS 
(Social Network Service), such as Facebook (See Figure 3). 
Because the school life e-portfolio supports diary function the 
same way as Facebook diary function, students input their 
dairy activities to school life e-portfolio without a feeling of 
wrongness. 

The school life e-portfolio can collect the following data: 

(a) Time to take lectures in school 

(b) Time to study at home 

(c) Time to do extra-curriculum activities 

(d) Time to work on part-time job 

(e) Time to do hobby  

(f) Time to sleep 

School life portfolio 

• Job hunting activity 
• Club activities 

• Part-time job 
• Communication among students 
• Life management 
• …… 

 SNS like site 

How was your 

job hunting? 

Today, I took 
two interviews 

of companies. 
 

HapiNan 
Input school life data  

HapiNan selects a question based on 

accumulating data on portfolio database. 

Analyzing accumulating data including school life data 

Figure 1  An outline and usage image of the e-portfolio environment 

Normal education 

portfolio 

• Reports 
• Goal and achieve level of lectures 
• Examination results 
• Lecture materials 
• Lecture notes 
• ……….

Database 
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In addition, the school life e-portfolio includes special 
functions because students can easily input their dairy 
activities. The special functions are the following: 

(1) Dairy function like social network, such as Facebook 

(2) School concierge “HapiNan” in students’ smartphones 

(3) Time management function in usual life 

(4) Analyzing data of educational data and school life data 

The following sub-sections explain the above functions. 

1) Dairy function like social network, such as Facebook 
Time management function is an original function. The 

time management means that students report usual activities, 
such as job hunting time, home study time, part-time job time, 
and sleeping time. The time management function’s purpose 
is to understand each student situation in usual life. For 
example, when a student does not submit a reports by due day, 
a teacher may understand the reasons for the late submission 
might be due to, for example, the fact that the student spends 
a lot of time in a part-time job. Especially, in current Japanese 
society, job hunting in the third and fourth year students is 
very serious. Job hunting is a main activity in university on 
the fourth year instead of educational activities. Teachers and 
school staff support the serious job hunting activities. In the 
supporting activities of teachers and staffs, the time 
management function of the school life e-portfolio is useful. 
Figure 4 shows an image of time management function when 
students input the usual time in a web page. 

2) School concierge “HapiNan” in students’ 

smartphones 
The above functions, such as diary and time management 

required students input actions their usual activities every day. 
However, usual activity data is not inputted unless almost all 
students are forced. Students forget the input, or skip the input. 
Therefore, we prepared school concierge in students’ 
smartphone. The concierge name is “HapiNan”, this is our 
university mascot character. The HapiNan asks a question to 
a student based on data of the e-portfolio database (See Figure 
5). If a student was absent from a lecture, “Why are you absent 
from the lecture?”, HapiNan asks. Moreover, if a student does 

not report job hunting activities, “How is your job hunting?”, 
HapiNan asks. This way, students’ educational data and 
school life data are accumulated to the e-portfolio database. 

3) Time management function in usual life 
Dairy and usual life time management data are added on 

each student. Graphs of the data of each student are generated 
in the analyzing data functions (See Figure 6). In the web page 
of the graphs, teachers and staffs can input comments about 
the time management data. The function is a kind of 
communication tools between students and teachers. 

4) Analyzing data of accumulated educational data and 

school life data 
The e-portfolio system also has important analyzing 

functions. Figure 7 shows an example of results of the 
analyzing functions. The left side graph of the Figure 7 shows 
a relationship between home study time and examination 
results. The home study time is a kind of time management 
data of school life portfolio, examination results (GPA) is a 
kind of data of the educational portfolio. The right-side graph 
means success factors of job hunting activities. For example, 
students who spend a lot of time for part-time job can get 

Figure 2  A web page of goals and achievement 

levels of lectures in normal educational e-portfolio 

Goal and achievement levels of lectures 

Lecture 

Teacher 

Period 

Time 

2013 

Monday 13:10-14:40 

Student No 

Student name 

Search students 

Search results 

Student  Goal Achievement level  

Figure 3 A web page of diary in school life e-portfolio 

Search 

Search results 

Home Logout 

System development 

Figure 4  An input function of the time management of school 

life e-portfolio 

Input support 

function of time 

management 
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earlier success of job hunting than students who get better 
examination results. Job hunting success data is recorded in 
school life portfolio, examination results are accumulated in 
educational portfolio. In this way, the analyzing functions of 
our e-portfolio environment can be clear the relationship 
between education data and usual life data.  

IV.  ANALYSIS OF E-PORTFOLIO DATA 

The trial version of the educational e-portfolio system has 
two phases. The first phase is from April to September 2013.  
Eleven students used the system in trial. After several 
functions improved according to the students advices, all 
freshmen used the e-portfolio system from April 2014 (second 
phase). The number of the new students is 1000 or more. In 
this section, at first, we show results of the trial in the first 
phase. Next, we show the results of all freshmen in the second 
phase. The data of the second phase was collected for six 
months, from April to September of 2014. 

A. The first phase results (trial phase)  

 We try adapting the school life e-portfolio to 11 students 
who are the fourth year students. They were doing job hunting 
activities. The accumulated educational data and school life 
data were analyzed. As a result, we found the following 
points: 

(a) Students spend 40 hours a week for job hunting, and 

students spend 100 hours a month in a job hunting peak 

period. 

(b) Correlation between examination results and success 

of job hunting is not strong.  

(c) The most important challenge in job hunting activities 

is high transport cost, such as train fee, or bus fee, and 

airplane fee. 

These results are derived from an analysis function of the 
e-portfolio system. (a) is derived from school life portfolio, (b) 
is derived from educational portfolio and school life portfolio. 
(c) is derived from the dairy function like SNS site of school 
life portfolio. In this way, because school life data is 
accumulated, students’ portfolio becomes more useful in 
university education. 

Figure 8 and Figure 9 show graphs of job hunting time 
success. These graphs are generated automatically in our e-
portfolio environment. Relationships between job hunting 
success and time spent on job hunting is shown in Figure 8. 
Figure 9 shows relationships between job hunting success and 
input rate of school life data to the e-portfolio system. 
“Student 2” spent a lot of time on job hunting. However, 
timing of job hunting success was late July of 2013. In contrast, 
although “Student 3” spent little time onjob hunting, timing of 
job hunting success was early April of 2013. In this way, 
students’ behaviors that are not only learning activities but 
also private life activities were clarified.  School advisors were 
able to give precise comments to each student. 

B. The second phase results (all freshmen) 

In second phase, 1296 freshmen in our university used the 
e-portfolio system from April 2014. The e-portfolio system 
was useful supporting the freshmen school life. Especially, 
school advisors and teachers use the system in the first year 
education. The education data and school life data of the e-
portfolio system were collected for six months. In addition, 
values of GPA of the freshmen were compared with data of 
school life in the e-portfolio system.  

Relationships between GPAs and school life data of all 
freshmen are shown in Figure 10. Because all freshmen did 
not input all school life data, missing data increased (See “No 
input” of Figure 10). Therefore, we eliminated the missing 
data from all school life data. 

As a result, we found the following:  

Figure 5  School 

concierge 

“HapiNsan” in a 

smartphone  

How is your last week? 

Home study enough 

Figure 6  A web page of total sum of time 

management and teachers comments  

Figure 8 Relationship between job hunting success time and 

job hunting time  
Figure 9 Relationship between job hunting success time 

and input rate 

Figure 7  Analysis results of educational portfolio data 

and school life data  
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1) GPA has weak relationship with the number of input 

data 

2) GPA has weak relationship with time of taking lecture 

3) GPA has weak relationship with hobby time 

4) GPA has no relationship with part-time job 

5) GPA has no relationship with home study time 

 
The following subsections show the results of analysis of 

the data of the e-portfolio system. 

1) GPA has weak relationship with the number of input 

data 
“(1) Relationship of the number of input data” of Figure 

11 shows relationship between GPAs and the number of input 
data. Teachers and school advisors encouraged the freshmen 
to input school life data to the e-portfolio system. Diligent 
students input the school life data according to teachers’ and 
advisors’ suggestions. Of course, the diligent students had also 
good GPA values. A value of correlation between GPA and 
the number of input data is 0.336. Therefore, GPA has weak 
relation with the number of input data. 

2) GPA has weak relationship with time of taking lecture 

“(2) Relationship of lecture time” of Figure 11 shows 

relationship between GPAs and time of taking lectures. The 

earnest students also took many lectures. Naturally, the 

students that take many lectures get high score of GPA. A 

value of correlation between GPAs and time of taking 

lectures is 0.43.  Therefore, GPA has weak relationship with 

time of taking lectures. 

3) GPA has weak relationship with hobby time 

“ (3) Relationship of hobby time” of Figure 11 shows 

relationship between GPAs and hobby time. Hobby includes 

“playing with friends”, “watch TV”, “playing computer 

game”, “do sport”, and “reading books”. Usually, we think 

that GPA will become low if students spend a lot of time for 

hobby. However, correlation between GPA and hobby time 

is 0.36. That is, a student who spends much time for playing 

his hobby has good GPA. The relationship between GPA and 

hobby time was unexpected. 

4) GPA has no relationship with part-time job 

“(4) Relationship of part-time job time” of Figure 11 shows 

relationship between GPAs and part-time job time. School 

advisors and teachers often tell “your GPA will become low 

if you are absorbed in a part-time job. So, you should stop 

part-time job.”.  This phrase is repeated in a case of students’ 

consultation with school advisors. However, GPA has no 

relationships with part-time job time. Even if a student works 

176 minutes as part-time job per a day, the student has good 

GPA (3.6). School advisors and teachers have to change their 

advices regarding part-time job. 

5) GPA has no relationship with home study time 

“(5) Relationship of home study time” of Figure 11 shows 

relationship between GPAs and home study time. Of course, 

we expected strong correlation between GPA and home study 

time. That is, when a student hardly studies at home, his GPA 

Figure 10 Relationships between GPAs and the 

number of input data 

No input 

GPA 

Figure 11 Relationships between GPAs and the school life data 

(1) Relationship of the number of input data (2) Relationship of lecture time (3) Relationship of hobby time 

(4) Relationship of part-time job time (5) Relationship of home study time 
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becomes high. However, the analysis result is different from 

our expectation. GPA has no relationships with home study 

time. We think that quality of home study is more important 

than length of home study. 

C. Discussion of results of the analysis  

In second phase, the above 1) to 5) are important results 

of the analysis of the e-portfolio data. The targets of the 

second phase were freshmen in our university. The freshmen 

took the first year’s education, not professional education. 

Because of first year’s education data, the results of the 

analysis of the e-portfolio data are limited to the first year’s 

education. However, from the results, we encourage 

freshmen to spend sufficient time taking lectures, while at 

same time reserve sufficient time for hobbies. The amount of 

time spent on home study is not important. It is good to 

consider a part-time job.  

On the other hand, the first phase analysis of the e-

portfolio data focuses on job hunting activities of the fourth 

years’ students. The second phase analysis of the e-portfolio 

system focuses on the freshmen, and the first year’s education. 

These analysis targets were only same year students. The e-

portfolio system has an ability of all year students. Growth of 

a students during 4 years in university life can be recorded to 

the e-portfolio system.  In addition, there are many events that 

are not learning activities, for example, job hunting activities, 

club activities, and hobby activities. Table 1 shows school 

events that are not learning activities in our university.  

TABLE I.  SCHOOL EVENTS  

Year Events of each year All years 

The first year Welcome sport events and party  

Fieldwork for making teamwork 

University 

festival, 

The second year Carrier-up guidance and program  

The third year Internship program 

Carrier-up program, 

The fourth year Job hunting  

 

The e-portfolio system accumulates learning data, such as 

GPA, lecture time, reports. Moreover, students’ school life 

data, such as part-time job, home study, sleeping time, hobby 

time is also important. The school events, such as university 

festival, internship program, job hunting are also supported 

to the e-portfolio system. Therefore, the e-portfolio system 

can show personal history with a GAP change, a school life 

data change, and school events (See Figure 12).  The personal 

records are important for university’s education. If school 

advisors found a decline of GPA of “Student A”, the advisors 

can check school life data of “Student A” (See “Second year” 

point of Figure 12). Advisors may find the intrinsic problems 

of the student in school life. In contrast, “Student A” can 

check by himself. During 4 years, he can review his school 

life. The review results may be useful to judge his important 

decisions, such as working style, job-change, in future.  

V.  SUMMARY 

We have developed an e-portfolio environment including 
normal conventional portfolio and school life portfolio. 
School life portfolio supports non-lecture school life, such as 
job hinting activities, part-time job, club, and communication 
among students. In addition, we developed a school concierge 
“HapiNan” in smartphone in order to support frequent inputs 
of students. We have two phases in order to analyze e-
portfolio data. In the first phase, fourth year students used the 
e-portfolio system. As a result, we observed the following (1) 
Job hunting time was 40 hours per a week, (2) there was no 
relations between GPAs and job hunting success, (3) job 
hunting cost was large. In the second phase, freshmen used the 
e-portfolio system in the first year of education. We found that 
GPA has relationships with lecture time and hobby time. In 
the future, we will develop a historical personal analysis tools 
of the e-portfolio data. 
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Abstract—Ultrasonic robot positioning with composite codes 

acquisition is investigated in this paper. The indoor robot 

positioning system was previously examined with single 

Pseudo-noise (PN) signal sequence. In views of correlation 

acquisition, the longer the code acquisition time, the longer the 

path estimation distance, and the worse the robot positioning 

accuracy. Under comparable period lengths, acquisition time 

for composite PN codes can be shorter than that of pure PN 

codes, thus can largely enhance the robot positioning accuracy. 

In the devised system configuration, three transmitters 

continuously send out their ultrasonic coding signals to the 

robot receiver. The robot evaluates its current position by 

measuring time difference of arrival (TDOA) among the three 

paths. Optimization algorithms can then be undertaken over 

the measured TDOAs to obtain more accurate robot location. 

Based on correlation characteristics of the proposed composite 

PN codes, we finally make a general analysis on codes 

acquisition time to the robot positioning accuracy.  

Keywords -- Indoor positioning system; Composite M-

sequences; Parallel codes acquisition; Time difference of arrival 

(TDOA).  
 

I.  INTRODUCTION  

With the mature technology, the functionality of robots is 
more and more pluralism. For example, the navigation robot, 
the cleaning robot, and other service type of robots, when 
robots execute their task, they need to move around. 
Therefore, the accuracy of positioning is very important, and 
the error of measurements between robot and sensor must be 
solved. For example, the multipath propagation is caused by 
the interference, because the ultrasonic wave is transmitted at 
all direction. As a result, multipath propagation will occur 
when the ultrasonic wave collide obstacles. Transmitting 
signals may be cut by obstacles so that a longer distance and 
a large time delay are produced. Time of Arrival (TOA) 
[1][2] and Time Difference of Arrival (TDOA) [3][4] 
positioning are easily influenced by errors so that the 
positioning accuracy is reduced.  

In order to improve indoor ultrasonic positioning 
accuracy, so the robot object can be more precise positioning, 
and capture ultrasonic signals in the process. How to confirm 
the capture of ultrasound echo signals to the correct sources 
and reduce errors is the most important issue to study.  

Several previous works that have used the coding 
techniques of the ultrasonic signal to determine the robot 
position, using PN sequences [5][6], Gold sequences [7], 

Loosely Synchronous (LS) sequences [8], Golay codes [9] 
and Barker codes [10]. These works represent the 
development of a Local Positioning System (LPS), based on 
the transmission of ultrasonic signals.  

Pérez et al. [8] explored characteristics of LS sequences 
which exhibit an Interference-Free Window (IFW) within 
correlation functions to construct an ultrasonic beacon-based 
LPS, as well as to reduce the multipath effect. Hernández et 
al [9] developed system which used Golay codes in the 
ultrasonic signal processing and obtained features of 
arbitrary long pseudo-orthogonal sequences with no cross-
interference. Hossain et al. [10] found pairs of Barker code 
with low cross-correlation so that they can be used in multi-
user environment.  

Huang et al [11] proposed a coding scheme of composite 
PN code sequences to encode the transmission signals. Such 
composite codes possess characteristics of mutual codes 
orthogonality and can asynchronously cancel the mutual 
interference among transceivers. With sophisticated balanced 
correlation detections, matched codes with high correlation 
magnitude can get unique code identification and unmatched 
codes will be rejected in the receiver end. De Angelis et al. 
[12] investigated an acquisition system to solve the problem 
of having more than one BS in the same PN code acquisition 
system to make it necessary to discriminate between correct 
detection and false alarm events.  

In this paper, we simulate an indoor ultrasonic robot 

positioning scheme based on Direct Sequence Spread 

Spectrum (DSSS) system. Through DSSS system 

architecture, we make our higher power and narrow band of 

the original signal into a low power and broadband signals. 

Each transmitter is controlled by central controller. The 

central controller will select the assigned composite code 

sequences for the corresponding transmitter’s unique code 

identification. The robot calculates the number of frame peak 

between local code replica and received summed sequence. 

The number of frame peak offers estimates of the robot 

distance to the corner transmitters. With such estimates of 

transceiver distance, the robot executes TDOA calculation 

and optimization to obtain its absolute location.  

The paper is organized as follows. In Section II, we 

introduce composite code architecture in detail. Important 

correlation characteristics are investigated for parallel codes 

acquisition to estimate robot distance to transceivers. In 

Section III, composite PN codes are assigned to indoor 
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corner transceivers to determine the absolute position of 

robot object by hyperbolic triangulation of the distance 

obtained from the measurement of the difference in TDOA 

among a transceiver and the others. In Section IV, with 

parallel codes acquisition scheme, we analyze the accuracy 

of the positioning and expect to improve the accuracy of the 

indoor positioning systems. Finally, in Section V, we present 

our discussions and conclusions. With parallel PN codes 

acquisition, robot positioning error is found much reduced to 

provide more precise movement behaviors.  
 

II. COMPOSITE CODE SEQUENCES  

Composite code sequences constructed with M-sequence 
codes are a particular set of PN sequences. This family of 
composite sequence codes possesses high magnitude of auto-
correlation and low value of cross-correlation characteristics. 
We assigned different composite codes to transceiver in a 
DSSS system and controlled by central controller, and 
signals can be sent simultaneously and be separated at the 
receiver.  

In this paper, we propose a coding method for DSSS 
indoor robot positioning system. The assigned transceiver 
composite codes are made up of M-sequence component 
codes. There are many groups of composite codes that the 
ultrasonic transceiver can be assigned with. Now, we select 
two M-sequence codes to illustrate a composite code set of 
them. Let C1 be an (n1, k1) binary M-sequence code and C2 be 
an (n2, k2) binary M-sequence code, where code periods n1 
and n2 are relatively prime. Let C1(X) ∈ C1 and C2(X) ∈ C2 

denote the basis code words or code vectors in code space C1 
and C2. Let T

i
C1(X) denote the i-chips cyclic right-shift of 

C1(X), 0≤ i ≤ n1-1, and T
j
C2(X) the j-chips cyclic right-shift 

of C2(X), 0≤ j ≤ n2-1. With n=n1n2, let code vector T
i
C1(X) ∈ 

C1 repeat itself n/n1=n2 times and T
j
C2(X) ∈ C2 repeat itself 

n/n2=n1 times, we obtain the repeated binary M-sequences of 
common period n=n1n2:  

(𝑇𝑖𝑪1(X))
𝑛
= (𝑇𝑖𝑪1(X), 𝑇

𝑖𝑪1(X),⋯ , (𝑛2 times))      (1) 

(𝑇𝑗𝑪2(X))
𝑛
= (𝑇𝑗𝑪2(X), 𝑇

𝑗𝑪2(X),⋯ , (𝑛1 times))     (2) 

By combining (1) and (2) in a chip-by-chip modulo-2 

addition, we get a composite code vector defined with the 

above component M-sequences  

(𝐶(𝑖,𝑗)(X))
𝑛
= (𝑇𝑖𝑪1(X))

𝑛
⊕ (𝑇𝑗𝑪2(X))

𝑛
        (3) 

The notation “⊕” represents a modulo-2 summation. The 

composite code vector of (3) are non-maximal length codes 

though their constituent component codes are maximal-

length ones. In the above equations, we have defined 

(T
i
C1(X))

n
 and (T

j
C2(X))

n 
the repeated component M-

sequence codes while (C
(i,j)

(X))
n
 the composite codes made 

up from the above repeated M-sequences codes. Figure 1 

depicts a schematic shift register circuit for composite M-

sequence codes C
(i,j)

(X) = T
i
C1(X)⊕T

j
C2(X), where T

i
C1(X) 

codes are generated in the upper branch with recursion 

connection h1(X) = 1+X+X
2
 while T

j
C2(X) codes be 

generated in the lower branch with feedback connection 

h2(X) = 1+X+X
3
.  

 
Figure 1. Shift register generator for composite codes C(i,j)(X) = 

TiC1(X)⊕TjC2(X).  

On the receiver side, the goal is to capture the matched 

code signal to estimate position distance while reject 

interference from other unmatched signal codes. As 

depicted in Figure 2, we devise a parallel codes acquisition 

circuit for the robot receiver. Balanced correlators 

detection/subtraction scheme is adopted. In the upper circuit, 

the received signals will perform correlation operation with 

local code signal C1 = (1, 1, 0) and �̅�1 = (0, 0, 1) to capture 

acquisition peaks with every 3 bits cycle shift. In the lower 

circuit, the received signals will perform correlation 

operation with local signal code C2 = (1, 1, 1, 0, 0, 1, 0) and 

�̅�2 = (0, 0, 0, 1, 1, 0, 1) to capture acquisition peaks with 

every 7 bits cycle shift. The acquisition peaks combined 

from the upper and the lower correlators will appear at the 

common periodicity of 21 bits cycle shift. By using this 

method, the receiver can remove interference of other 

signals and capture the relative signal C1 ⊕ C2 = 

(1,1,0, …) ⊕ (1,1,1,0,0,1,0, …).  

 
Figure 2. Parallel acquisition circuit for composite codes TiC1(X)⊕TjC2(X).  

The composite codes C
(i,j)

(X) = T
i
C1(X) ⊕T

j
C2(X) can be 

partitioned into proper subsets for assignment to ultrasonic 

transceiver sets. For example, on referring Table I, with 0≤ 

i ≤ n1-1 and 0≤ j ≤ n2-1, we see the possible code vectors 

T
i
C1(X) and T

j
C2(X) in Tables I(a) and I(b), and the modulo-

2 combined composite M-sequence codes in Table I(c). 

With respect to Table I(c), transceiver #1 can be allocated 

with composite codes (T
i
C1⊕T

0
C2), transceiver #2 with 

composite codes (T
i
C1⊕ T

2
C2), and transceiver #3 with 

composite codes (T
i
C1 ⊕ T

5
C2). Alternative transceiver 

codes assignment can also be adopted.  
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TABLE I. (a). TiC1(X) CODE SEQUENCES; (b). TjC2(X) CODE SEQUENCES; (c). COMPOSITE CODE SEQUENCES C(i,j)(X) = TiC1(X) ⊕TjC2(X). 

  

 
III. ROBOT POSITIONING SYSTEM ARCHITECTURE  

In views of correlation acquisition, the longer the code 

acquisition time, the longer the path estimation distance, 

and the worse the robot positioning accuracy. According 

to the proposed composite coding scheme, we devise a 

parallel composite codes acquisition scheme to implement 

the indoor robot positioning system; the position of a 

target can be captured from the distances between the 

ultrasonic transceivers and a receiver of a target.  

Figure 3 depicts a conceptual schematic of the 

proposed indoor robot positioning system. In the 

transmitter, the ultrasonic transceivers are installed at the 

corners and connected to central controller. Three 

composite PN codes structured from relatively prime-

length M-sequence codes are assigned to different 

transceivers. These composite codes are modulated with 

ultrasonic carrier wave to generate transmission signals.  

 
Figure 3. Overview of the indoor positioning system.  

The reason we use ultrasound instead of higher 

frequency modulation signals is for easy visualizing robot 

codes acquisition under our limited PN code lengths in 

the transceivers. Take as comparative numerical figures 

for the high and low modulation rates. With 21-chip 

lengths per code frame and suppose 5-frames time is 

needed to confirm code acquisition. On using RF chips 

rate of 2000-kHz (2x10
6
 chips/sec), the estimated object 

distance will be 21x5/2x10
6
 = 5x10

-5
m. This figure is 

hardly distinguishable on the robot distance to the 

transceiver. But on using ultrasonic chips rate of 20-Hz 

(20 chips/sec), the same code length and acquisition 

frame will yield an estimated object distance of 21x5/20 = 

5m. This figure is something acceptable. In practice, 

acquisition chips period length in mobile positioning can 

reach up to 2
13

-1 = 8191 chips per frame to yield a 

distinguishable object distance.  

In the robot receiver, in order to calculate the distance 

from each transceiver, the robot needs to separate the 

incoming signals from different transceivers. The robot 

bears the same ultrasonic carrier wave and composite PN 

codes as those of the transceiver signals, which are called 

the replica signals. On correlating received code signals 

with local replica signals, the robot can separate 

correlation peaks for the matched transceiver code from 

correlation nulls for the unmatched ones. This procedure 

for correlation detection of code signals is called code 

acquisition.  

The robot positioning block chart for acquiring signal 

codes and estimating their flight time is as shown in 

Figure 4. In coding/modulating part of Figure 4(a), every 

transceiver performs ultrasonic signal modulation with 

assigned signature code, and emits this ultrasonic signal 

continuously. Once the signal is received by the robot, the 
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receiver turns the signal from analog to digital, and 

demodulates it into a corresponding code sequence. Since 

the receiver needs to identify the intended sequence code 

among all received signals, the demodulated code 

sequence is connected to three parallel correlators to 

calculate with each assigned code. Figure 4(b) depicts 

conceptual block chart on correlation decoding processes 

in the robot side. The output correlation passes through a 

peak detector to estimate the time of flight from 

transceiver to the robot. The robot then evaluates its 

current position by measuring time difference of arrival 

(TDOA) among the three transceiver paths.  

 
 

 
Figure 4. Block chart for robot positioning system; (a). Signals coding in 

transceivers; (b). Correlation acquisitions in the robot.  

With regard to the block diagram of Figure 4 for robot 

positioning system, we will give detailed descriptions on 

codes correlation acquisition/detection, acquisition time 

difference and time error, and relative distance/locations 

determination of robot object in the following subsections.  

 

A. Code acquisition with correlation detection  

After the transmission signals transmit to the receiver, 

the received signals have a transmission time delay so that 

the received signals are not synchronous with the replica 

signal. Therefore, how to capture the relative signal and 

ignore the interference is the main course. We provide 

solutions to overcome the interference and improve the 

accuracy in the following sections. 

For code acquisition, we note that the correlation 

characterizations of the assigned composite codes are 

related with their code weights. If code vectors T
i
C1(X) 

and T
j
C2(X) have the respective code weights w1 and w2, 

then composite code C
(i,j)

(X) = T
i
C1(X)  ⊕ T

j
C2(X) 

possesses the following code weights  

W(𝐶(𝑖,𝑗)) = 𝑤1(𝑛2 −𝑤2) + 𝑤2(𝑛1 − 𝑤1)           (4)                                           

=

{
 
 

 
 

𝑛1(𝑛2+1)

2
,                𝑖𝑓 𝑤1 = 0,   𝑤2 = (𝑛2 + 1)/2.

𝑛2(𝑛1+1)

2
,               𝑖𝑓 𝑤1 = (𝑛1 + 1)/2,   𝑤2 = 0.

(𝑛1𝑛2−1)

2
,   𝑖𝑓 𝑤1 = (𝑛1 + 1)/2,   𝑤2 = (𝑛2 + 1)/2.

  (5) 

Here, we have taken advantage that a binary (nl =2
ml-1

, 

kl = ml) M-sequence code has all of its nl nonzero code 

vectors the same code weight of (nl+1)/2 = 2
ml-1

. 

Corresponding to the weight distribution of (5), the 

periodic correlation between composite codes 𝐶𝑢
(𝑖𝑢,𝑗𝑢) and 

𝐶𝑣
(𝑖𝑣,𝑗𝑣) can be derived to be  

𝜃𝑢,𝑣 = {
(
𝑛1𝑛2−1

2
) , 𝑖𝑓 𝑢 = 𝑣

(
𝑛1𝑛2−𝑛2−2

4
) , (

𝑛1𝑛2−𝑛1−2

4
) , (

𝑛1𝑛2−1

4
) , 𝑖𝑓 𝑢 ≠ 𝑣

     (6) 

From the above correlations distribution of (6), we see 

that correlations between reference transceiver and 

interfering transceivers can be separated by correlation 

operation to track the desired transceiver sequences. 

When the robot receives the incoming ultrasonic 

signals the receiver demodulates the received signals and 

performs correlation operations between the demodulated 

PN sequences and the replica signals stored in the 

correlators. The correlation computation will offer codes 

acquisition information on the periodic correlation peaks, 

and the receiver calculates the delay time and the codes 

acquisition error accordingly. Figure 5 illustrates the 

possible correlation spectra for composite signal sequence 

been acquired with M-sequence component codes 

C1(X)=U(X) and C2(X)=V(X). Here we take as example the 

composite signal sequence of period length n1.n2=21 and 

component M-sequences C1(X) and C2(X) of period 

lengths n1=3 and n2=7. These code sequences will 

respectively be assigned to the corner transceivers and the 

central robot.  

 
Figure 5. Correlation spectra to illustrate time span for the worst and  
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the best code acquisitions.  

The robot receiver carries out correlation operations 

between received PN sequence and local M-sequence 

C1(X); and in parallel, the robot receiver carries out 

correlations between received PN sequence and local M-

sequence C2(X). If no correlation peak occurred in either 

operation, the corresponding local code will advance one 

chip to another code pattern to continue its correlation 

computation. On the other hand, if an individual low-level 

correlation peak occurred, the local code will advance one 

period cycle of the current code pattern to continue its 

correlation computation. This process will continue until a 

high-level common correlation peak is obtained. The local 

codes in the robot will keep continuing their code 

sequences advancement for upto three to five common 

period lengths (3~5 frames) to confirm the final code 

acquisition status.   

 

B. Code acquisition time difference and time error  

In the indoor positioning environment, transmission 

signals interfere with each other. Every transceiver has 

different code sequence. In order to capture the relative 

code sequence to confirm the received signal which the 

transceiver transmitted. We determine the time between 

two adjacent peaks interval whether the corresponding 

transmission signal. If the time interval satisfies the 

correlation characteristic of the relative signal, we use this 

signal to calculate the time of flight and the time error of 

code acquisition.  

On advancing code chips for correlation peaks, instant 

time ta in Figure 5 depicts the worst case of code 

acquisition in which twenty-chip advancement is needed 

to reach an initial common correlation peak. Apparently, 

the common correlation peak is not captured very soon by 

the peak detector so that the time span of code acquisition 

takes much longer. On the other hand, instant time tb in 

Figure 5 depicts the best case of code acquisition in which 

only one-chip advancement will reach the initial common 

correlation peak. In this case, the common correlation peak 

can be quickly captured by the peak detector so that the 

span time of code acquisition is significantly shortened.  

A flow chart for the above correlation acquisition 

processes is as shown in Figure 6. Received summed 

sequence of period 21 is parallelly correlated with local 

PN sequences of period lengths 3 and 7. If not getting a 

correlation peak in either correlator, implies unmatched 

local and received sequence codes, one-chip relative shift 

is advanced and correlation magnitude is again calculated. 

But if a correlation peak is obtained in either correlator, 

matched local and received sequence codes is assumed, 3- 

or 7-chips relative shift is advanced and correlation 

magnitude is again calculated. The processes continue 

until a highest correlation peak occurs at the common code 

frame length of 21 chips. From then on, further 

confirmation of high peak correlation over 3~5 code 

frames will assure a complete code acquisition.  

 
Figure 6. Flow chart for composite PN codes’ correlation acquisitions.  

In actual, codes correlation acquisition are not 

necessarily in the best or the worst acquired time, but may 

fall in the possible instant between the two extremes. 

Therefore, we will use probability distribution to analyze 

the possible cases to estimate the average of the time spent. 

We will further take the average of the time span to 

improve the indoor positioning accuracy. In the proposed 

positioning system, the main impact factor is the 

correlation characteristics of the composite PN sequence 

codes because the codes periods are not in symmetrical 

lengths. The time of flight between indoor transmitters and 

robot receiver are measured from the time instant the 

ultrasonic signals been emitted from corner transceivers to 

the time instant the acquisition peak detection been 

confirmed at the robot.  

The time error of code acquisition is caused by the 

system that spends time searching for the relative sequence. 

Because the sequence is not sure to fall in the best or the 

worst acquired time so we need to calculate this acquired 

time to estimate the time error of code acquisition. We 

assume the time error of code acquisition about 2~3 code 

cycle lengths. Therefore, every signal has a different time 

error of code acquisition because of different code length. 

For example, the M-sequence code length n1=31 spends 

about 62~93 bits shift time to capture the signal and the 

composite code n2=3×7 spends about 42~63 bits shift 

time to capture the signal. In our positioning method, we 

use these values of the time error of code acquisition to 

enhance our indoor positioning accuracy.  
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C. Determine the position of the robot receiver  

In order to obtain the position of the robot, the range 

measurement is acquired by TDOA of the ultrasonic 

signals of the transceivers. The TDOA will be biased by 

the time error of code acquisition that can degrade the 

positioning estimate. Therefore, the time error of code 

acquisition needs included in the calculation. Figure 7 is 

taken to illustrate three transceivers functions in 

expression (7) below to locate the position of an object 

receiver.  

 
Figure 7. Overviews of TDOA evaluation.  

Assume that, r1, r2 and r3 are the estimated time of 

flight obtained from the number of frame peak between 

local and received code sequences. Once we get these 

estimates, we subtract them to each other to obtain T12, 

T13, and T23. We then substitute these flight time 

differences into (7) to solve the TDOA:  

𝑑𝑖𝑗 = 𝑐 ∗ (∆𝑇𝑖𝑗 + 𝑒𝑖𝑗),    where 𝑖 ≠ 𝑗                        

= √(𝑥𝑖 − 𝑥)
2 + (𝑦𝑖 − 𝑦)

2 − √(𝑥𝑗 − 𝑥)
2
+ (𝑦𝑗 − 𝑦)

2
    (7) 

where (x, y), (xi, yi) and (xj, yj) are respectively the real and 

the estimated position of robot receiver to the i-th and j-th 

transceiver, i,j = 1, 2, 3; dij are the value of TDOA; c is the 

ultrasonic wave speed; ∆Tij is time difference measured by 

code acquisitions; and eij is the value of the time error of 

code acquisition to subtract with each other. The equations 

above represent hyperbolas, and their intersection gives 

the estimated positioning of the receiver.  

The solution of equation derived a wide variety of 

algorithms because finding the solution is not easy as the 

equations are nonlinear. There are many methods to solve 

equations in this research problem. One direct solving 

method is Taylor-series method (TSA). It is the 

simplifying method, but the solutions are not divergent or 

converge toward a local suboptimal result if the unsuitable 

initial point was given. Fang Algorithm (Fang), Chan 

Algorithm (Chan), and Total Least Squares Algorithm 

(LTS) provides better performance than TSA. In order to 

optimize location result, evolution computing techniques 

will be applied to this working. Evolution computing 

techniques are based on principles of biological evolution, 

such as natural selection and genetic inheritance, such as 

Genetic Algorithm (GA), Particle Swarm Optimization 

(PSO), and Artificial Bee Colony algorithm (ABC).  

 

IV. NUMERICAL SIMULATION RESULTS  

In order to analyze the positioning accuracy between 

traditional M-sequence code and composite M-code which 

we proposed, we use M-sequence code length n1=31 and 

composite code length n2=3×7 to simulate. The robot was 

placed in the coordinate (x=3m, y=3m and z=0m). The 

three transceivers are located at three corners (x=0m, 

y=0m and z=5m) (x=0m, y=10m and z=5m) and (x=8m, 

y=0m and z=5m), in the numerical simulation, we assume 

the robot on the ground so we don’t consider the z-axis. 

Transceiver #1 is assigned with composite codes (T
0
C1⊕

C2) = (1, 1, 0, …) ⊕ (1, 1, 1, 0, 0, 1, 0, …), transceiver #2 

assigned with signature codes (T
1
C1⊕C2) = (0, 1, 1, …) ⊕

(1, 1, 1, 0, 0, 1, 0, …), and transceiver #3 assigned with 

signature codes (T
2
C1⊕C2) = (1, 0, 1, …) ⊕ (1, 1, 1, 0, 0, 

1, 0, …).  

  
Figure 8. Correlations of composite signal with component signature 

codes; (a). with M-sequence code C1 = (1,1,0); (b). with M-sequence 
code C2 = (1,1,1,0,0,1,0).  

Figure 8 illustrates the receiver performs the 

correlation operation with transceivers #1. The periodicity 

of Figure 8(a) is 3 bits shift and the periodicity of Figure 

8(b) is 7 bits shift, therefore their common periodicity is 

21 bits shift. From Figure 8, the first red line is the first 

common peak of code acquisition, which will change with 

the first incoming frame because the order of frame may 

not be C1 = (1, 1, 0). Therefore, the receiver will search for 
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next common peak by common periodicity 21 bits shift to 

capture their relative signals. These time spent are the 

error time of code acquisition. Once the receiver captures 

the peaks completely, the receiver estimates its error time 

of code acquisition of signals and time of flight.  

Figure 9 illustrates correlation operations of robot 

receiver with transceivers #1-#3 on the relative composite 

codes. The cycle of peak is 21 bits shift as shown in Figure 

9. The different numbers of cycle is caused by the different 

distance between the receiver and transceivers. We use 

these data to estimate the numbers of cycle, and calculate 

the time of flight and the error of code acquisition.  

  

Figure 9. Robot correlation operations with transceivers; (a). with 

transceiver #1 on composite codes (T0C1⊕C2); (b). with transceiver #2  

on codes (T1C1⊕C2); (c). with transceiver #3 on codes (T2C1⊕C2).  

Table II shows estimates of time of flight and robot 
distance to the three transceivers. Through calculating the 
number of frame peak between local code and received 
sequence, we estimate the time of flight and then the 
distance between transceivers and the robot. The estimated 
position errors are not over 10-cm, thus achieves our goal 
on enhancing indoor robot positioning accuracy. 

TABLE II. ESTIMATE OF THE DISTANCE BETWEEN 
TRANSCEIVERS AND THE ROBOT.  

 

For comparison, we assign the central robot and the 

corner transceivers with comparative M-sequence codes of 

period length n=31. Figure 10 gives possible correlation 

spectra on correlating received code sequence from 

transceiver #1 and local signature codes in the robot. Note 

that, with such conventional PN code sequences, two-

levels of correlation magnitude is possible and single 

branch correlator circuit can be taken for codes acquisition 

operation.  

  

Figure 10. Correlation operation with transceiver #1 on 31 bits  

M-sequence code.  

On comparing Figures 9 and 10, we find that the 

number of frame cycles of 31 bits M-sequence code is less 

than those using composite codes to do correlation 

operations at the same distance. Because of a large code 

length cycle, the receiver spends much shift time to 

capture the signal so that the error time of code acquisition 

is more than using composite code to do correlation 

operation. The mean of the distance errors is about 20 cm, 

so using composite code is more precise than using M-

sequence code.  

 

V. CONCLUSIONS  

 We have proposed a composite code acquisition to 

implement indoor ultrasonic robot positioning based on 

DSSS system. Each transceiver is modulated the ultrasonic 

signal with a 3×7 bits composite code, which has a 

particular auto-correlation and cross-correlation in a cycle. 

By using code acquisition the robot receiver detects the 

arrival time of codes and the error time of code acquisition, 

and the robot will use these information to determine its 

absolute location.  

 By comparing our solution with traditional M-

sequence code, we find that composite codes behave more 

advantages. First, the code length is more flexible, it is not 

limited by 2
m
-1. Second, other robot users are difficult to 

acquire the location of the designated robot because the 

code combination is more complex. Third, under the same 

location distance, the positioning accuracy and the code 

acquisition time-error are more precise with composite 

coding than the conventional M-sequence coding. This is 
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because correlation acquisition takes more cycles than that 

using pure M-sequence codes.  
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Abstract—Random motion is often used in evaluating 

performance of Mobile Ad hoc Networks (MANETs). Mobility 

pattern of nodes significantly affects performance of MANETs. 

In the simulation of large mobile networks, automated 

movement generators are used, such as the setdest utility in ns2. 

In this paper, we investigate the modifications to the standard 

setdest generator that specifies the motions along straight-line 

paths. We propose and implement a new method for movement 

generation for the ns2 simulator that specifies the node 

movements along curved paths generated using simple fractals. 

The new generator was successfully tested with the ns2 

simulator. The results show that, in the random way point 

motion, only the node speed significantly affects MANET 

performance, and not the shape of the individual path segments 

taken by a node. 

 

Keywords-movement generator; network simulation; ns2; 

fractal path; setdest utility; MANET 

I. INTRODUCTION 

A Mobile Ad hoc Network (MANET) is a set of mobile 

devices that cooperate with each other by exchanging 

messages and forwarding data [1][2]. Mobile devices are 

linked together through wireless connections without 

infrastructure and can change locations and reconfigure 

network connections. During the lifetime of the network, 

nodes are free to move around within the network and node 

mobility plays a very important role in mobile ad hoc network 

performance. Mobility of mobile nodes significantly affects 

the performance of a MANET [2].  

Simulation is a commonly used evaluation tool for mobile 

networks. It allows for modelling existing networks as we as 

future networks. Using simulation, different network 

configurations working under different traffic load conditions 

and using different routing protocols can be quickly and 

easily modelled and evaluated. For mobile networks, if no 

other design constraints are present, random motion of the 

nodes is usually used. Using a common and specific random 

motion model allows to create the base condition for 

comparison between different network evaluations. 

ns2 is an open source simulator well suited for modelling 

wired and wireless networks [3]. It includes a motion 

scenario generator setdest designed to automatically generate 

random motion paths for a large number of nodes. This tool 

generates a random motion path for each node by selecting a 

random destination for the node and then moving the node 

towards this destination along a straight line. Once this 

destination is reached by the node, a new destination is 

randomly selected and, after an optional pause time, the node 

starts moving again to the new destination.  

In this paper, we propose to use the random motion 

generated by the ns2 setdest utility [3] to create a new 

trajectory for the mobile nodes. The waypoints are kept the 

same but the path followed by the node between two 

waypoints is no longer defined by one straight line segment, 

and is replaced by a fractal curve composed of a number of 

shorter line segments.  

In Section 2, we review different random movement 

models commonly used in simulation. Section 3 introduces 

properties of the Koch fractal. Section 4 describes the new 

movement generator based on generation of the node 

movement along a fractal path. Section 5 presents a study of 

two mobile networks: one with the conventional random 

movement and the other with the fractal movement. 

Conclusion is presented in Section 6. 

II. STATE OF THE ART 

Any model of a MANET requires a mobility model 

specifying the movement pattern of the nodes [4]. The most 

realistic models are trace driven but cannot be always applied 

because of their a posteriori nature. On the other hand, the 

synthetic models [5] are not trace driven but instead rely on 

assumptions about the node movement mode. Among these 

are the random (random-based) models where the nodes 

move randomly and without restrictions and where the 

destination and the speed are chosen randomly. 

There are many different types of random mobility 

models that are used in MANETs. The main ones are the 

Random Walk, the Random Waypoint, and the Random 

Direction. The Random Walk model [5] mimics the 

Brownian motion of particles found in nature. Each node 

travels in a straight direction for a specified time interval 

before randomly changing the speed and the direction, and 

then continuing for another time interval. In the Random 

Waypoint model [6], each node selects a destination within 

the simulation area and then follows a straight path to it; once 

the destination is reached the node may pause and then select 

a new destination (waypoint). In the Random Direction 

model [7], instead of selecting a random destination, the node 

selects a random direction and then moves along this 
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direction until it reaches the simulation area boundary where, 

possibly after a pause, it selects a new direction for the next 

move. 

The ns2 setdest utility generates the node movements 

following the Random Waypoint algorithm [3]. In the 

Random Waypoint Movement (RWP), each node moves 

from its randomly selected initial starting position towards 

the randomly selected at a randomly selected speed. Once at 

the target destination the node may pause for a randomly 

selected time, and then start the next random move. This 

process will be repeated until the end of the simulation by the 

ns2. One notable aspect of the RWP movement is that the 

nodes following this pattern tend to concentrate in the center 

region of the deployment area [8][9]. 

III. THE KOCH FRACTAL 

We propose to use fractals for the movement generation 

for mobile network simulation based on the RWP model. 

Instead of moving the nodes along a straight line between the 

waypoints, the nodes are moved along a fractal path. We 

selected the Koch fractal because, like a line segment, it has 

a defined starting and ending points, and because of the 

simplicity of its generating algorithm [10][11]. 

A. Construction of the Koch curve 

The construction of the Koch starts with a straight line 

that is then converted to the Koch fractal curve, Figure 1. 

 

 

 
 

Figure 1. Step 1. 

 

 
 

Figure 2. Step 2. 

 

 

 
 

Figure 3. Step 3. 
 

This process is then repeated for each of the 4 segments 

generated at the first iteration, leading to the curve shown in 

Figure 3. These steps can be applied repeatedly and 

eventually result in a complex shape. When the Koch curve 

generating algorithm is applied to an equilateral triangle it 

results in a closed curve called the Koch snowflake [11]. 

B. Properties of the Koch snowflake 

Number of Sides (n): for each iteration, every segment 

of the curve from the previous iteration will be converted to 

four segments in the following iteration. Since we begin with 

three sides, the formula for the number of sides in the Koch 

curve is: 

 

                                n = 3 * 4a                                     (1) 

 

where a indicates the number of iterations. For iterations 0, 1, 

2, and 3, the numbers of sides are 3, 12, 48, and 192 

respectively. 

Length of Sides (L): In every iteration, the length of a 

side is 1/3 the length of a side from the previous iteration. If 

we begin with an equilateral triangle with side length x, then 

the length of a side in iteration a is: 

 

                               L = x * 3-a                                     (2) 

 

For iterations 0 to 3, length = x, x/3, x/9, and x/27. 

 

Perimeter (p): The key features of the Koch curve lies in 

having the same length of all sides in each iteration, this leads 

to a perimeter, which is simply the number of sides multiplied 

by the length of a side: 

 

                                 p = n * L                                     (3) 

 

For the snowflake, from the previous formulas, we get: 

 

                     p = (3 * 4a) * (x * 3-a)                             (4) 

 

In the same manner, for the first 4 iterations (0 to 3) the 

perimeter is 3x, 4x, 16x/3, and 64x/9. We notice that, the 

perimeter increases by 4/3 times for each iteration, so we can 

rewrite the formula as 

 

                             p = (4/3)a * 3x                                (5) 

IV. CUSTOM MOVEMENT GENERATION WITH FRACTALS 

The main objective of this research is to implement a new 

method for movement generation in MANET simulation in 

ns2. Indeed, the standard way for movement generation is to 

use the setdest utility that generates a set of setdest commands 

that are then "executed" in the ns2 simulator. setdest 

commands generate a movement along a straight line 

between the current location and the designated destination 

point. This research aims at providing a new tool for 

modifying the simulation environment by modeling motion 

in wireless network simulations, specifically for generating 

movement files for ns2 simulation that specify the motion 

along curved (fractal) paths.  Typically, defining the node 

movements needs to be done ahead of the ns2 simulation. In 

general a curved path can be approximated by a series of short 

line segments, which determine the final shape of the curve. 

Therefore, a Java program was implemented that reads the 
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movement file with random movements generated, for 

example, by the setdest utility. Then, as each movement in 

the movement file is specified by a separate setdest 

command, we will replace each one of these setdest 

commands, each specifying a movement along a straight line, 

with a series of setdest commands specifying the movement 

along a curved path (fractal). Once the new movement file is 

generated the ns2 simulation can proceed in a standard way.  

 

 
 

Figure 4. The result of fractal transformation of a line segment AB. 

 

Let’s consider the original setdest command for the direct 

movement from A to B (Figure 4): 

 

$ns_ at T "$node_(#) setdest XB YB S" 

 

where T indicates the starting time at which the node starts 

moving towards the destination XB,YB at the specified speed 

S. While splitting the initial path (line segment AB) into four 

segments (AP, PQ, QR and RB) and defining the destination 

of each of the four moves is a simple geometry, the other 

setdest command parameters require careful consideration. 

More precisely, the need of updating the time and speed in 

the setdest commands arises when applying the fractal 

transformation. In order to make the fractal movements arrive 

at the final destination (point B) at the same time that the 

original straight movement would have arrived, we need to 

do the following modifications: 

 

$ns_ at TP "$node_(#) setdest XP YP Snew "  

$ns_ at TQ "$node_(#) setdest XQ YQ Snew "  

$ns_ at TR "$node_(#) setdest XR YR Snew "  

$ns_ at TB "$node_(#) setdest XB YB Snew "  

  

The four (fractal) movements should proceed sequentially, 

each having a starting time after the previous movement ends. 

To calculate the precise time of each move and the new speed 

we need to determine the new speed and the new starting time 

for each of the four new setdest commands. First, we need to 

calculate the time the node would take to travel from A to B 

at speed S along the original straight line path AB: 

 

             tAB = sqrt((XB – XA)2+(YB-YA)2)/S                  (6) 

 

then the start times for each move are calculated as: 

 

TP = T 

TQ = TP + tAB/4 

TR = TQ + tAB/4 

TB = TR + tAB/4                                      (7) 

and the new speed, due to the distance travelled increased by 

1/3, is: 

 

                          Snew = 4 * S / 3                                  (8) 

 

(Obviously, when the intermediate point Q would fall 

outside the predefined simulation region then the 

corresponding segment of the fractal path cannot be 

generated, as shown on Figures 5 and 6.) 

 

 
 

Figure 5. Trace of sample simple node movement. 

 

 
 

Figure 6. Fractal movement generated from Figure 5. 

 

For example, consider the following movement statement 

taken from a movement file generated by the setdest utility:  

 

$ns_ at 0.400000 "$node_(0) setdest 100.00000000 

400.0000000 1000.02523710421"  

 

This line specifies that at time 0.40000s, node0 starts to 

move from the starting point (100,100) towards the 

destination (100,400) at a speed of 1000m/s (this can be one 

single random movement in a straight line). This single 

command in the movement file is then replaced by four new 

commands generating the movement along the path 

corresponding to the shape of the Koch fractal (one iteration 

of the Koch fractal generation algorithm). The four 

movements are listed below. 
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$ns_ at 0.40000000 "$node_(0) setdest 100.00000 

200.00000 1333.366982805613"  

 

$ns_ at 0.474998107265 "$node_(0) setdest 

13.3974596215 250.0000 1333.36698280"  

 

$ns_ at 0.549996214530 "$node_(0) setdest 100.00000 

300.00000 1333.366982805613"  

 

$ns_ at 0.624994321795 "$node_(0) setdest 100.00000 

400.00000 1333.366982805613"  

V. EVALUATION OF MANET PERFORMANCE UNDER 

FRACTAL MOVEMENT 

We evaluated the performance of a sample MANET 

under different motion generation conditions. A MANET 

with the number of nodes ranging from 5 to 80 was simulated 

over the area of 800 by 800 meters with two fixed 

communicating stations at (100,500) and (700, 500). 

Constant Bit Rate (CBR) traffic was generated over the User 

Datagram Protocol (UDP) and routed with Ad hoc On-

Demand Distance Vector (AODV) (Table I). 

TABLE I.  SIMULATION PARAMETERS 

Parameters 
Simulator NS-2.33 

Channel Type Channel / Wireless Channel 

Network Interface Type Phy/WirelessPhy 

Mac Type Mac/802.11 

Radio-Propagation Type Propagation/Two-ray ground 

Interface Queue Type Queue/Drop Tail 

Link Layer Type LL 

Antenna Antenna/Omni Antenna 

Maximum Packet in ifq 50 

Area (n * n) 800 x 800 

Source Type (UDP) CBR 

Simulation Time 100s 

Routing Protocol AODV 

 

 

 
 

Figure 7. Trace of complex random movement. 

 

 
 

Figure 8. Fractal movement generated from Figure 7. 

 

Standard RWP movement was generated with setdest and 

then the standard movement was converted to the fractal 

movement using one step of Koch generating algorithm, as 

shown in Figures 7 and 8. Two scenarios were investigated: 

(i) low speed (10m/s), and (ii) high speed (30m/s). 

Figure 9 illustrates the difference in the number of packets 

received at the destination when using the original movement 

and the new fractal movement at low speed. It shows that 

most of the time the packet delivery for the fractal movement 

is higher than the original linear movement. Although the 

speed of the fractal path is higher than the original (because 

of the increased path length along the fractal curve between 

the original waypoints), we observed a higher number of 

packets delivered at the destination for the fractal movement 

at speed of 13m/s. However, applying the t-test for the 

comparison of two paired means representing the packets 

received in the linear motion and the fractal motion 

experiments with 25 nodes gives 8%, which indicates that the 

observed difference is not statistically significant. Also, 

comparing the average packet delivery across all node 

densities does not show a significant difference (t-test value 

49%). 

 

 
Figure 9. Throughput comparison at low speed 

 

30Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-422-0

EMERGING 2015 : The Seventh International Conference on Emerging Networks and Systems Intelligence

                           43 / 107



 
Figure 10. Throughput comparison at high speed. 

 

Figure 10 shows the packet delivery for linear and fractal 

motions at high speed. This time we observe a lower packet 

delivery for fractal motion recorded in most of the 

experiments. One possible explanation of lower performance 

with fractal motion is that the increase in movement speed of 

10m/s, from 30 to 40, results in more frequent link 

disconnections and consequently lower packet delivery. 

Applying the t-test for the comparison of two paired means 

representing the packets received in the linear motion and the 

fractal motion experiments with 25 nodes gives 32%, which 

indicates that the observed difference is not statistically 

significant. Also, comparing the average packet delivery 

across all node densities does not show a significant 

difference (t-test value 60%). 

Figure 11 illustrates the advantage of using lower speed 

in a network with linear motion. It shows that the packet 

delivery is consistently higher at low speed for almost all 

node densities. Applying the t-test for the comparison of two 

means representing the packets received in the linear motion 

and the fractal motion experiments with 20 nodes gives 4%, 

which indicates that the observed difference is statistically 

significant. The average packet delivery for all node densities 

is 3176 at high speed and 3497 at low speed,  

 
 Figure 11. Throughput comparison for linear motion 

 
Figure 12. Throughput comparison for fractal motion. 

 

and this difference in performance is statistically significant 

(t-test value 0.076%). 

Figure 12 illustrates the advantage of using lower speed 

in a network with the fractal motion. The packet delivery is 

consistently higher at low speed for all node densities. 

Applying the t-test for the comparison of two means 

representing the packets received in the linear motion and the 

fractal motion experiments with 20 nodes gives 1%, which 

indicates that the observed difference is statistically 

significant. The average packet delivery for all node densities 

is 3186 at high speed and 3553 at low speed, and this 

difference in performance is statistically significant (t-test 

value 1.7%). 

V. CONCLUSION AND FUTURE WORK 

In this paper, we presented a tool for transforming linear 

movements into fractal movements based on the Koch curve. 

The new tool reads a standard ns2 movement file, decodes 

each movement, and replaces it with a series of new 

movements forming a fractal curve, and then outputs a new 

movement file. The newly generated movement file satisfies 

the ns2 specifications and can be used in the ns2 simulator. 

Both standard movement files generated with setdest and new 

movement files generated with the new fractal tool were used 

in simulating a MANET with varying number of nodes (i.e. 

with different node densities). We compared the MANET 

performance in terms of packet delivery under two different 

motion scenarios and at different speeds. We observed 

marginally higher performance of MANET with fractal 

motion at low movement speeds. However, the statistical 

tests show that the difference observed in our limited 

experiments is not significant. We observed that the packet 

delivery is lower at higher speeds for both motion types, and 

after the application of the t-test for the difference of the 

means, we concluded that the observed lower packet delivery 

at higher speed is statistically significant.  

From our results, we conclude that only the node speed 

significantly affects the MANET performance, and not the 

shape of the path taken by a node. 
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The work presented in this paper demonstrated a new 

experimental approach for investigating performance of 

mobile networks: applying transformations to the node 

movement paths. The future work on transforming the node 

movement paths will include using more than on iteration of 

the generating function of the Koch fractal, calibrating the 

node speed when it starts moving on the new curved path and 

testing if the new path generators reduce the tendency 

observed in the RWP model of clustering the nodes towards 

the center of the experimental area. 
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Abstract— Technological trends have given rise to the
development of flipped learning classrooms. An inverted
(or flipped) classroom is a specific type of blended
learning that uses technology to separate lectures from
learning activities. While lectures will take place outside
the classroom, learning activities and concepts practice
will take place inside the classroom. This paper
compares the learning achievement of two flipped
English (ENGL 201) classes with traditionally taught
classes at the same university. A longitudinal panel
research study is used to investigate the learning
environment of these two classrooms. At the onset of the
pilot, students were less satisfied with the new
orientation, but, they – later - became more open to the
new learning method. These findings are discussed in
terms of how they contribute to the stability and
connectedness of classroom learning communities.

Keywords-Blended Learning; Flipped Classrooms;
Educational Technology; Inverted Classrooms

I. INTRODUCTION

The Ministry of Education and Higher Education in
Lebanon (MOEHE) regulates the education institutes
through a regional education system. The education system
in Lebanon is centralized, and this regulation is not direct.
The education system is managed through regional
education bureaus leaving the integration of technology into
the education system up to the public or private institution.
Given that the incorporation of technology is an integral part
of the curriculum, instruction, and assessment, technology
addition is inevitable.

Furthermore, the idea of integrating diverse approaches
to teaching and learning has been one of the major goals of
education. With the advancement of technological means
come new trends to advance the goal of education, the goal
of personalizing instructions, and leading up to the

introduction of flipped classrooms. The university system at
the chosen educational institution (LIU, Lebanese
International University) piloted the flipped learning – a part
of blended learning - for the first time in fall of 2014/2015.

In subsequent sections, we will address areas of research
related to student reaction of integrating flipped classroom
techniques with English 201 students at LIU (Lebanese
International University). In the first section, research
related to the impact of general goals of education will be
addressed. In the second section, the goal of personalizing
instruction with students will be discussed. Finally, the last
section focuses on research-based strategies that have been
implemented in flipped classrooms.

A. The Goal of Education

According to Paul O’Keefe [6], individuals have certain
approaches to goal pursuit. Two factors - cognitive and
affective – influence how people pursue goals. Individuals
need to be interested to maximize motivation and self-
regulation, and the structure of achievement context
influences motivation for attainment of goals as per O’
Keefe and Garcia [7]. In short O’keefe’s research examines
motivational processes involved in the pursuit of goals.

B. The Goal of Personalizing Instruction

According to Keefe and Jenkins [4], personalization of
instruction and learning is the effort on the part of an
educational institution to take into account individual
student characteristics and needs and flexible instructional
practices in organizing the learning environment. Teachers
committed to personalizing instruction help their students
develop personal learning plans, assist in diagnosing their
cognitive strengths and weaknesses and other style
characteristics, help adapt the learning environment and
instruction to learner needs and interests, and mentor
authentic and reflective learning experiences for their
students. Personalization is broader in scope, more
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systematic in organization, and more authentic in its goals
and strategies.

C. Asynchronous Learning
In an asynchronous learning environment, students are

able to actively participate in their own learning, giving
them the opportunity to interact with their peers, provide
peer feedback, and reflect on the status of their personal
learning goals and outcomes [2]. In many learning
environments, there are learning activities and expectations
that require students to create, synthesize, explain, and apply
the content or skills being taught [3]. Asynchronous
technologies support learning and allow more time for
student reflection, collaboration, and student-to-student
interactions [1].

D. Educational Technology
Technology has the potential to not only offer access to

resources for learning in a superficial sense, but also to
provide increased affordances for autonomous learning.
Opportunities for interaction, situated learning, and support
for learning outside formal contexts, have greatly improved
because of technology. These affordances are not yet always
capitalized on. However, they offer the opportunity to
support the learning process [8].

E. Flipped Classroom Approach

The flipped classroom approach has been used for years
in some disciplines, particularly within the humanities.
Barbara Walvoord and Virginia Johnson Anderson
encouraged the implementation of this method in their book
Effective Grading [9]. They suggest a model in which
students gain first-exposure learning prior to class and focus
on the processing part of learning (synthesizing, analyzing,
problem-solving, etc.) in class. To ensure that students do
the preparation necessary for productive class time,
Walvoord and Anderson propose an assignment-based
model in which students produce work (writing, problems,
etc.) prior to class. The students receive productive feedback
through the processing activities that occur during class,
reducing the need for the instructor to provide extensive
written feedback on the students’ work.

According to Aronson and Intern [5], the Flipped
Learning model of instruction is gaining consideration
among instructors and professors at the college and
university levels. In this model, some or most of the direct
instruction is conveyed outside the group learning space
using multiple modes of delivery. Class time is optimized
for students to engage in hands-on learning, collaborate with
their peers and evaluate their progress rather than traditional
direct instruction delivery. Instructors can offer one-on-one
support, guidance and motivation. This enables a shift from
an instructor-centered classroom to a student centered
learning environment. Flipped Learning is principally well-
suited to higher education settings for a variety of reasons.

The in-class discussion and enrichment activities allowed by
moving content delivery outside of class time provide
opportunities for students to develop vital skills needed in
the 21st century, including critical thinking, creativity,
communications, and collaboration. The model can also be
especially useful in large lecture courses where student
engagement and interaction is usually minimal. When
students receive the lecture outside of class, they can use
time in class with their peers more effectively by breaking
up into smaller discussion groups or engage in other in-class
activities. Instructors also make more effective use of their
time by reviewing content that students actually need help
with and guiding student discussions. The Flipped Learning
model also permits for differentiated learning in classes of
all sizes, since students can preview the lecture content at
their own pace and ask questions on their own time [2].

II. METHODOLOGY

A. Research Purpose and Questions

The purpose of this study was to examine the effectiveness
of flipping a college course designed to teach composition
and research skills when compared to the traditional
classroom orientation. The research question was: Does
flipping the classroom impact learning effectiveness? The
following point was considered: how much did students
perceive what they learnt? The motivation was based on the
expectation that flipping the classroom will have a positive
impact on the students’ achievements, quantitatively and
qualitatively.

B. Design of the Study

This research used a short - term longitudinal panel
study in which students of two flipped classrooms at
Nabatieh and Beirut campuses were tracked over a period of
four months and, eventually, compared to their traditional
counterparts. Inferential statistics were used to determine
the significance of any differences found between and
among groups. Observational data supplemented assessment
data to help better interpret and understand the results. The
setting for the study was an English (ENGL 201) course, a
general University requirement that teaches the principles of
“Composition and Research Skills”, taught by two
instructors at the Lebanese International University
Nabatieh and Beirut Campuses. English 201 is a course
where students study different types of discourse: narrative,
description, argumentative, cause – effect, process, etc…
and evaluate them based on the four bases of good writing:
unity, coherence, sentence skills, and support. Students also
learn how to conduct research and write essays.

C. Description of the Instructional Approaches

This section describes the approaches tested in this
study: 1) traditional instruction in the form of classroom
lectures and large group based instruction. 2) a flipped
classroom enabling technology using videos, pdfs, web
links, narrated power points, word docs with classroom
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support. Students of both sections used the same material:
all used a textbook, syllabus, assignments and exams.

D. Form of Instruction

In the two chosen sections, instruction following the
traditional approach took place inside the classroom. On the
other hand, in the flipped approach, the instruction was
provided using a specialized platform called “Coursesites”
[10] where assorted materials were uploaded and
announcements to students were made regularly keeping
them updated of upcoming online sessions. Instructors had
to send invitations to their students so that they can log onto
the platform.

E. Assessment

The primary reasons for evaluating students are those
reasons which are an essential part of a teacher’s main
responsibility, helping students improve in knowledge and
skills, feelings and attitudes, and hence, helping students
learn. In both treatments, students were assessed formatively
based on a criterion - referenced benchmark. Students sat
for two types of exams: a midterm and a final one. The
validity of the exams was taken into consideration.

F. Class Process

In both orientations, students were asked to read the
textbook materials before attempting to complete the
homework. In the traditional classroom orientation, the
teacher provided instruction in the classroom. Students were
expected to be active learners: that is - come to class
prepared, participate in class discussion, and ask questions.
In the flipped orientation, students did not attend class, but
tackled the starting material and completed some
assessments online. In the flipped classroom orientation, in
addition to reading the textbook material, students were able
to watch narrated power points, videos, demonstrating how
to accomplish the task. Pdf’s, weblinks, and other
attachements were also provided to aid the stds in
understating the starting material. There was also a
discussion forum that they can use in order to raise any
question on mind. Answers to the forum can either be from
fellow students or from the teacher her/himself. In addition,
students were – through the forum able to read other
perspectives and carefully consider a final response.

G. Participants

Subjects in this research were undergraduate students
taking the composition and research skills English course
(ENGL 201) during the Fall semester of 2015 at the
Lebanese International University (LIU), Nabatieh and
Beirut campuses. This course was divided into a fourteen
weeks term. Participants of both orientations were taught
simultaneously. The participants took the course as a
required part of their program. 36 participants were involved
per each traditional and flipped class in Nabatieh and 35
participants per each section in Beirut.

H. Data Collection and Analysis

To answer the primary question regarding the students’
achievement, Pearson correlation was measured to identify
any statistically significant correlation specially that the
class sample was parametric. Final average grades were
calculated based on the unified grading system of the four
sections: Participation %10, Research Presentation %20,
Essay Quizzes %20, Midterm Exam %25, and Final Exam
%25. The tests were identical and designed to assess
students’ achievement of the learning outcomes of the
course. The tests were formative and summative, online and
in-class, assessments the instructors gave students
throughout the learning process.

I. Limitations

Course redesign took large time investment and effort
since extra resources and material other than the traditional
ones had to be found and used on part of the instructors.
Student Commitment – to a certain extent - rendered the
reliability of the instructions for students with high absence
rate. Email was the main form to send announcements,
where % 5 of the students still faced difficulty in checking
their emails regularly, but, eventually, doing so before
attending the sessions in question. There was difficulty in
reserving the computer lab – in one of the campuses - to
accommodate students in varied and convenient timings.
Students felt threatened – at the beginning - by the use of
technology, but – later - got accommodated with it. Some
students had difficulty accessing internet in and outside the
university, but had access to IT support though phone or
mail.

III. RESULTS

Quantitative results were used to identify patterns and
explore the research findings.

A. Students’ Achievements

Given the fact that all students submitted their
assignments, Pearson correlation was used to examine the
effect of the instruction time (i.e., the regular classroom; the
flipped classroom) on test scores. The main effects of
instruction type in both Campuses: Nabatieh & Beirut were
significant as shown in the tables below:

TABLE I. FINAL AVERAGE GRADES: NABATIEH

CORRELATIONS

NAB201E NAB201A

NAB201E Pearson Correlation 1 .097

Sig. (2-tailed) .573

N 36 36

NAB201A Pearson Correlation .097 1

Sig. (2-tailed) .573

N 36 36
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Table I shows that there is positive correlation
between the traditional section (NAB201E) and the flipped
one (NAB201A); the correlation as shown is (Sig .573)

TABLE II. FINAL AVERAGE GRADES: BEIRUT
CORRELATIONS

Beirut201PF Beirut201GT

Beirut201PF Pearson
Correlation

1 .310

Sig. (2-tailed) .070

N 35 35

Beirut201GT Pearson
Correlation

.310 1

Sig. (2-tailed) .070

N 35 35

Table II shows that there is also positive
correlation between the traditional section (Beirut201PF)
and the flipped one (Beirut201GT); the correlation is (Sig
.070).

IV. DISCUSSION AND CONCLUSIONS

This paper explored how technology can be used to teach
composition and research skills and what impact flipped
leaning might have for students taking a college course in
comparison to the traditional instruction. As shown in the
tables above, both traditional sections in Nabatieh and
Beirut showed positive correlations with their flipped
counterparts. Hence, it demonstrated how technology
integrated into class instruction has a similar impact as the
traditional method, which was manifested by Pearson
Correlation - .5 at Nabatieh section and .07 at Beirut’s.
Compared to the traditional treatment, the flipped classroom
approach provided an effective method for delivering the
class; it allowed students to learn course content at their
own pace in which they had access to the online session
either on campus computer labs (in which the broadband
was made sure to be feasible to upload or download
material) or at the convenience of their own home, allowing
them to make a better use of their time and become more
teacher independent. At first, students used to rely on the
teacher to deliver the required material in class in which
they were quasi passive recipients, whereas and after the
very first two sessions, students were participating,
commenting, giving their opinion on the class material used
on Coursesites. It is of utmost importance to mention that to
meet the students’ needs, they were oriented on creating
student accounts, surfing the site, downloading and
uploading material, using discussion forums, & receiving
online announcements, in the university lab before the
official onset of the online sessions.

We expected the flipped approach to be better than the
traditional one, but, this result was surprising. We found no

statistical difference between the novice and the traditional
ones when it comes to the students’ final averages
achievements, and that is – of course – quantitatively.
Qualitatively, we are in the process of collecting students’
feedback using a questionnaire “Students Satisfaction
Survey Form – SSSF) which will allow us to have a more
thorough view of the qualitative difference between the
flipped and the traditional approaches from the students’
perspective.

The evidence suggests that the flipped approach is at
least as effective as the traditional one for delivering this
class and somewhat more scalable which is impressive
given the limitations stated above. Despite the fact that few
students faced difficulty in logging onto their emails, most
of them were able to accomplish the intended tasks in the
modules. Moreover, students received vis-a-vis support and
had access to their instructors during their office hours to fill
in any gaps. It is a newly founded approach for students and
they still managed to fair out the same as a regularly
delivered class. Students had ownership of their own
learning resulting in experiencing independent educational
experiences. As the semester progressed, it was evident via
the teachers’ observation in class that students were able to
tackle various directions and topics independently. Another
point to elucidate, that prior to administering the final exam,
a mock-final exam was uploaded in one of the modules
which required higher order thinking skills, and the student
fared very well.

We also expected that the blended approach might be
inferior to the regular one in achieving the required
outcomes and objectives especially with the limitations we
had. But, the results of this study seem to suggest that this
is not the case and students became well acquainted with
technology and common educational means used globally.

In summary, our findings suggest that the flipped
approach was as instructional as the traditional method
given all the stated limitations.

V. FUTURE RESEARCH

While our study provides evidence that the flipped
classroom is as efficient as the non - flipped, we should be
cautious in generalizing the findings beyond the scope of the
context. Future studies will show if one method has efficacy
over the other, when it comes to students’ performance and
motivation. Future research in this area is required. Due to
the positive impact of the flipped course in Fall 2014/2015,
the flipped program will continue as of Fall 2015/2016. It is
recommended to proceed with the study tackling both
quantitative and qualitative sides in accordance with LIU
(Lebanese International University) students’ profiles.
Future recommendations include widening the scope of
flipped learning into telecommunication reaching students
in other countries.
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Abstract—Picture books are frequently used as teaching 

materials and have thus been published in diverse media forms. 

By exploiting visual, auditory, and tactile modalities, children 

can construct a reading context in which their attention is 

enhanced and they can learn effectively. In this study, picture 

books of various media forms are used as stimuli for examining 

the effect of various picture book types on children’s attention. 

On the basis of the results of this study, the audiobook group 

demonstrates the highest attention performance. In the gender 

difference, a significant difference in attention response exists 

between the boys and girls. In particular, the attention 

performance of the boys is significantly higher than that of the 

girls in the e-book group.  

Keywords-children's attention; picture books; media forms; 

electroencephalography (EEG). 

 

I.  INTRODUCTION 

Picture books are one of the most commonly used teaching 
materials from preschool to elementary school [1]. Because 
picture books are designed for children, they cater to children's 
characteristics and have features that are relevant to language 
development [2], cognitive engagement [3], artistic thinking, 
and entertainment [4]. The senses are used to communicate 
with the external world during early reading development in 
children. Various types of sensory stimulation help children 
construct a reading context, which enables children to learn 
independently [5]. Picture books are published in various 
media forms; thus, information contained in books can be 
expressed by text, images, symbols, sounds, and texture. 
Accordingly, children who easily receive sensory signals can 
directly communicate with the external world in visual, 
auditory, and tactile manners [6]. For example, pop-up books 
featuring three-dimensional (3D) images and operable 
interfaces, audiobooks with voice dubbing and sound, toy 
books comprising various tactile materials, and e-books 
containing multimedia animation can appeal to the senses of 
children and enhance their comprehension of the content.  

This study determines that effectively using picture books 
that provide sensory stimulation to instruct children can 
enhance their attention and learning performance. Numerous 
studies on picture book instruction have revealed that picture 
books can increase children's interest in learning.  

According to previous electroencephalography (EEG) 
studies [7][8], attention is a type of brain function, and based 
on the activation of the cerebral frontal lobe, α and β waves 

can be measured to investigate the degree of attention in 
learning. The EEG device, is used in the EEG experiment in 
this study for measuring children's attention. We anticipate 
that the results of this study can be applied to children's 
education and picture books design, help parents, teachers and 
designers select and design picture books for children, and 
improve the attention of children. 

The research report comprises the following five sections: 
(1) introduction, (2) media forms of picture books, (3) 
experimental design, (4) quantitative analysis, and (5) 
conclusion. 

 

II. MEDIA FORMS OF PICTURE BOOKS 

In the current mature publication market, because of 
reader sensory requirements and improved multimedia 
technology, the content of picture books is presented through 
text, illustration, symbols, and multimedia (e.g., various book 
materials, sounds, music, and animation), and diverse sensory 
stimuli and reading methods are used to attract children’s 
attention and interest. Picture books are not limited to a two-
dimensional (2D) design and are integrated media that provide 
various sensory stimuli. According to previous studies, picture 
books can effectively help children develop their language, 
cognitive, and aesthetic appreciation abilities [2][3].  

This study explores the selection of picture books and 
media types of picture books that suit children and attract their 
attention. We collect the various forms of picture book designs 
that are currently commercially available. These picture books 
are then classified into four types according to the sensory 
perception methods used when reading books, as determined 
by a focus group of three designers with more than 5 years of 
design experience. These four types are (a) conventional book 
(visual perception), which is the most common book format 
and involves page turning when reading; (b) pop-up book 
(visual and tactile perceptions), which transcends the 
limitations of conventional books by including interactive 
components to present 3D concepts, thereby providing an 
enjoyable and interactive reading experience; (c) audiobook 
(audial and visual perception), which offers a multimedia 
presentation of the traditional storybook format with the 
addition of speech feedback (e.g., CD and MP3 formats) so 
that children can elect to hear the story read to them; and (d) 
e-book (multisensory perception), which includes multimedia 
effects such as oral reading, written text, oral discourse, music, 
sound effects, and animations, thereby enriching the content 
of picture books. 
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III. EXPERIMENT DESIGN 

An EEG experiment is conducted to investigate whether 
sensory stimulation provided by conventional books, pop-up 
books, audiobooks, and e-books affect children’s attention 
performance.  

A. Experimental Participants and Procedures 

48 third-grade elementary school children aged 9 to 10 
years are recruited as participants in this study. The 
participants are evenly divided into four groups (12 in each 
group). Each group comprises 6 boys and 6 girls. The 
participants are divided into four groups: the conventional 
book, pop-up book, audiobook, and e-book groups. The 
experimental procedure is as follows:    

Step 1: The researcher explains the purpose and procedure of 
the experiment to a participant and advises the 
participant to relax. 

Step 2: The researcher places an EEG cap on the head of the 
participant.  

Step 3: The participant begins reading a picture book from the 
first page. During the EEG measurement, the 
participant continues to read until he or she reaches the 
end of the book. The reading duration is not fixed.  

 

B. Experimental Tool 

In this study, the EEG device, NeuroSky MindBand [7], is 
used for the EEG experiment. The sensors of the device are 
placed at the frontopolar (FP1) area of the forehead, which is 
the frontal lobe area of the attention network, to measure 
attention performance [8][9]. MindBand is lightweight, stable, 
easy to wear, and highly appropriate for children. Unlike a 
traditional EEG device, MindBand does not require wearing 
an electrode cap, applying gel, or washing hair after testing. 
For convenience, NeuroSky MindBand and related products 
are widely applied in EEG studies on education, psychology, 
and sports [10][11][12]. 

 

C. Electroencephalographic Data Collection 

In the EEG experiment, we collect the EEG data of the 
participants while they read the books. Combined with the 
MindBand, a Universal Serial Bus (USB) brain-wave 
assessment and measurement system developed by Alchemy 
Technology [7] is used to collect data. The data is ranged from 
0 to 100, enabling the collection of real-time information and 
analysis of EEG signals. Through the USB transmission 
hardware interface, the EEG charts and data on visual 
attention state are output [13]. 

 

D. Picture Book: Guess How Much I Love You 

To prevent the story content and children’s comprehension 
of the story content from affecting the attention performance 
of the children, a focus group method (based on the discussion 
of three language teachers at an elementary school) is 
employed for determining the use of the conventional book, 

pop-up book, audiobook, and e-book versions of Guess How 
Much I Love You [14]. 
 

IV.  QUANTITATIVE ANALYSIS 

A total of 48 children participate in this experiment and 
are assigned to four groups of 12 people each. The average 
score of all the participants for attention is 44.02. According 
to the average score of each group, the audiobook group 
exhibits the highest attention performance (52.92), followed 
by the e-book group (42.17), pop-up book group (41.42), and 
conventional book group (39.58). 

 

A. Picture Book Media Types Independent Samples t-Test 

between Gender 

An Independent Sample t-Test [15] is performed to 
examine whether a significant difference in attention response 
induced by picture books exists between the boys and girls. 
As shown in Table I, the number of boys is 24 and the average 
score is 52.08; the number of girls is 24 and the average score 
is 35.96. The t value is 2.60 (df = 46, p < 0.01), which is 
significant. Thus, a significant difference in average attention 
score exists between the boys and girls. The t value is a 
positive value (2.60), indicating that the attention performance 
of the boys are superior to that of the girls. 

TABLE I.  INDEPENDENT SAMPLES T-TEST OF GENDER 

Gender 
t df Sig. 

2.60 46 *0.01 

 
Independent Sample t-Tests are performed to examine 

whether differences in attention response exist between the 
boys and girls in the various groups. As shown in Table II, a 
significant difference in attention response exists between the 
boys and girls in the e-book group (p < 0.01). The t value (3.36) 
is a positive value, indicating that for the e-book group, the 
boys demonstrate a significantly higher performance than the 
girls (the average score for boys is 57.83, and the average 
score for girls is 26.50). No significant difference in attention 
response exists between the boys and girls in the other groups. 

TABLE II.  T-TEST OF GENDER FOR VARIOUS MEDIA PICTURE BOOKS 

Media Forms t df Sig. 

Conventional 0.92 10 0.38 

Pop-up 0.30 10 0.77 

Audiobook 1.32 10 0.22 

e-book 3.36 10 *0.01 

 
 

B. The interaction effect between media forms and 

gender： Two-Way ANOVA (MANOVA) 

To examine whether an interaction effect between media 
forms of picture books and gender on attention response exists, 
a two-way ANOVA is performed. Table III summarizes the 
results of the two-way ANOVA. As shown in Table III, the F 
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value of the group effect is 0.93 (p < .44), indicating that no 
significant difference in attention response exists between the 
various groups.  

TABLE III.  THE INTERACTION EFFECT OF MEDIA FORMS AND GENDER 

Source SS df MS F Sig. 

Media forms 1308.56 3 436.19 0.93 0.44 

Gender 3120.19 1 3120.19 6.63 *0.01 

Media forms * 
Gender 

1149.40 3 383.13 0.82 0.49 

Error 18812.83 40 470.32   

Corrected Total 24390.98 47    

 
The F value of the gender effect is 6.63 (p < .01), 

indicating that a significant difference in attention response 
exists between the boys and girls. In addition, the attention 
performance of the boys is superior to that of the girls. The 
results are consistent with those presented in Section IV-A. 
The F value of the interaction effect of gender and group is 
0.815 (p < .49), indicating that no interaction effect between 
gender and group on attention response exists. 

 

V. CONCLUSION 

In this study, third-grade elementary school children are 
recruited as participants for examining the relationship 
between children's attention and picture book reading. 
MindBand is used in the experiment to collect EEG data from 
the participants reading various picture book types. 

 Considering the attention performance of the boys, the 
audiobook group exhibits the highest attention performance, 
followed by the e-book group, conventional book group, and 
pop-up book group. Considering the attention performance of 
the girls, the audiobook group achieves the highest attention 
performance, followed by the pop-up book group, 
conventional book group, and e-book group. Both the boys 
and girls in the audiobook group display excellent attention 
performance. The result shows that audiobooks should be 
selected to help children establish reading contexts using the 
acoustic stimuli provided by reciting story contents, thus 
improving their reading comprehension and concentration 
[16][17]. 

 For the e-book group, the attention performance of the 
boys is significantly higher than that of the girls. The results 
suggest that visual and auditory stimulation provided by the e-
book elicit excellent attention performance in the boys. The 
auditory stimulation provided by the audiobook elicits 
excellent attention performance in the girls, whereas dynamic 
visual stimulation provided by the e-book elicits the poorest 
attention performance in the girls. The result show multimedia 
effects of audiobook and e-book with immediate feedback 
might help male learners to increase attention and 
comprehension [18]. 

According to the results of this study, we suggest that the 
audiobooks can be adopted to instruct third-grade elementary 
school children in reading to enhance the attention 
performance of children. Audiobooks and e-books that 
provide auditory and visual stimulation can be used to instruct 

boys and audiobooks can be used to instruct girls. The results 
of this study can serve as a reference for parents, teachers and 
designer to select and design picture books and to enhance the 
attention of children. 
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Abstract—In this paper, we present a rehabilitation system for
patients who suffer wrist injury. The idea to use computer vision
for rehabilitation is not new; however, the method proposed in this
paper differs significantly from previously proposed methods. We
propose a 3D hand model evaluation method that can recognize
soft and elaborate representations of hand motions. In practice,
hand motion recognition in an unconstrained environment is a
difficult task because of intra-class variation. It becomes more
challenging when we lose depth data because of projection.
However, the emergence of commercial depth sensors, such as
Microsoft Kinect and SoftKinect, has overcome this issue. In
previous work, we used the data of tip and joints, which was
sufficient for simple motion; however, in complex motion, such
as grabbing and rotation, it is not possible to track and estimate
the depth of tips and joints. In this work, we modify the algorithm
that is proposed by Rodriguez et al and Hadfield. Instead of using
2D data, we extend the method for 3D data, and for elevation
information, Hidden Markov Model (HMM) is used.

Keywords–Machine Vision; SoftKinetic; Motion Recognition;
Video Processing; Rehabilitation.

I. INTRODUCTION

Rehabilitation has been emphasized recently in the field of
computer vision. Rehabilitation is defined as a dynamic pro-
cess that helps patients recover normal functional capability. To
reach this milestone, it is necessary to monitor patient activity
continuously and correct motions.

In this paper, we proposed a system to evaluate hand mo-
tions via depth data (3D) for rehabilitation. Given natural hand
features and an uncontrolled environment, the proposed system
classifies and differentiates unnatural slowness of motions.

To obtain the data, two main methods are available: sensor
based and vision based. Sensor based methods use electrome-
chanical or magnetic sensors to capture activity and then
convert the motions to digital signals. The main drawbacks
are that this method is expensive and requires calibration and
a setup procedure. In contrast, vision based methods require
only a camera. The advantages of this method are more
natural, unencumbered, non-contact interactions, whereas the
disadvantage of this method is requiring environments that are
insensitive to lighting. Vision based methods can generally be
categorized into appearance hand models (2D Mapping) and
3D hand models. Appearance hand models attempt to learn
mapping from feature vectors, such as the positions of tips and
joints of the hand. In contrast, 3D hand models rely on a 3D
kinematic description of a hand. This method estimates depth
data using either a stereo camera or 3D depth cameras (IR
cameras). Using a stereo system for hand motion evaluation
was tested in [1]; however, because of some issues, such as

calibration and complexity, in this work, we used 3D depth
cameras [2] [3] for ease of use and higher accuracy than that of
the stereo system. To describe hand motions, we use the HMM,
which is a state-based model that analyzes data and recognizes
patterns. As a special case of human-computer interaction
and rehabilitation, several constraints are imposed, which
include complexities, background, variable lighting conditions,
transforming gesture structures, real time implementation and
dependency on user and device characteristics. The remainder
of this paper is organized as follows. First, the proposed
method for segmentation is discussed and then, the theory
behind depth camera is described. Next, feature descriptors and
classification method are explained and finally the proposed
method for evaluation is discussed.

II. METHOD OF ANALYSIS

The proposed methodology is developed for single-hand
motion recognition and evaluation. The procedure consists
of segmentation, depth data, UV mapping, classification and
recognition. In this section, the theory and implementation of
the proposed method are described.

A. Segmentation

Segmentation is defined as the division of an image into
different regions, each having different futures. In this work,
we need to isolate the hand from the background. Our proposed
methods for segmentation are K-means clustering and L*a*b*
color space. The image is first transferred from RGB to L*a*b*
color space, and then K-means clustering is used to isolate the
hand from the background [4][5].

B. Depth Data

A 3D depth camera can provide 3D data using a low-
cost CMOS pixel array with an active modulated light source.
Its compact construction, ease of use and high accuracy and
frame rate make it an attractive solution for a wide range
of applications. A 3D depth camera operates by illuminating
the scene with a modulated light source and observing the
reflected light. In the proposed system, hand images and depth
images are captured simultaneously and are then merged via
UV mapping[6].

The letters U and V in a UV map denote the axes of the
2D texture because X, Y and Z are used to denote the axes
of the 3D object in the model space. For any point P on the
sphere, the unit vector from P to the sphere’s origin can be
calculated. Assuming that the sphere’s poles are aligned with
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the Y-axis, UV coordinates in the range of [0, 1] can then be
calculated using (1).

u = 0.5 +
arctan2(dz , dx)

2π
; v = 0.5−

arcsin(dy)

π
(1)

C. 4D Feature Descriptors

In this work [1], we proposed a system that uses the
position of joints and tips and then uses classification to
recognize hand motions. The primary problem of this method
is that it was not reliable for complex hand motions, such as
grabbing and rotation. It was based on the assumption that
all fingertips are visible and can be detected in the image,
so it could not track the position of the all joints and tips
when fingers occluded each other. To cope with this problem,
two extended future descriptors are used. The first one is the
extended method of Laptev et al., which provides a descriptor
ρ of the visual appearance and local motion.

ρ(υ, ν, ω) = (G(I(υ, ν, ω)), F (I(υ, ν, ω)),
D(I(υ, ν, ω)))

(2)

where G is a Histogram Oriented Gradient (HOG), F is
Histogram Oriented Flow and D is Histogram Oriented Depth.
A bag of words is employed on each ρ. Each ρ represents one
type of hand pose. To cluster these poses, K-Means Clustering
is performed on all with a Euclidean distance function.

The second descriptor is defined based on the algorithm
that was developed by Oshin et al[7] and Hadfield[8], which
is called the Relative Motion Descriptor (RMD). We extended
the algorithm for pose estimation in 3D data. For each frame,
we consider volume ixyz with 3D dimensions. The sum of
interest point s is defined based on the interest point detection
and their strengths.

s(x, y, z, t, X
σ
, Y
σ
, Z
σ
) =

x+X

σ∑
x′=x

y+Y

σ∑
y′=y

z+Z

σ∑
z′=z

t+T

σ∑
t′=t

ι(x′, y′, z′, t′)
(3)

where ι is the representation of the frame of the specific pose.

D. Classification

To classify each of the motions, the extended method of
MACH filter proposed by [9] is used and is given by:

F (u, υ, ω, q) =

T−1∑

t=0

N−1∑

z=0

M−1∑

y=0

L−1∑

x=0

f(x, y, z, t) (4)

where f(x,y,z,t) are the 3D data corresponding to the
temporal derivative and depth of the input sequence, and
F(u,v,w,q) is the result in the frequency domain. To detect
similar action in a testing video sequence, Inverse Fourier is
applied to the filter and then to the video sequence.

F (u, υ, ω, q) =
T−1∑
t=0

N−1∑
z=0

M−1∑
y=0

L−1∑
x=0

s(x, y, z, t)H(x, y, z, t)
(5)

where H is the filter in the time domain and s is the test video
of hand motion.

E. Evaluation

To evaluate and differentiate any unnatural slowness of
motions, after we classify the motion, we employ a HMM,
which is widely used with time series data, such as speech and
gesture recognition. We consider that hand motion consists of
discrete hand poses and that each hand pose can be represented
as a state. We define a bounded left-right model with the well-
known transition model[10][11].

III. CONCLUSION

We have proposed a framework for 3D automatic hand
motion evaluation with a SoftKinetic camera that solves some
of the drawbacks of the existing methods. It can evaluate
complex motions, whereas previous models are suitable for
only simple motions. The proposed system captures images
and depth data and then implements segmentation to extract
the object of interest. UV mapping was used to merge RGB
data with depth data. The classifier learned the characteristics
of the points of interest based on the extracted features and
then classified the hand postures. Finally, an HMM was used
to evaluate and recognize movements based on the rate of the
evolving motions.
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Abstract— Recent mobile technologies allow users to interact
with each other through voice and video by using smart-
phones or tablets. The applications available on the Internet
are mostly using a similar protocol which is best-effort data
network by service provider. Best effort service does not
guarantee data to be delivered within the allocated time. Real-
time applications compete equally for network resources in
best effort, hence real-time application perform poorly using
best effort services. In this paper, two classical packet
schedulers and two channel-aware schedulers for Orthogonal
Frequency-Division Multiple Access (OFDMA) are studied.
The schedulers are simulated using real-time packets with a
various channel condition of user equipment (UE) in NS3
simulator to test the performance of each scheduler. The
Channel-Quality of Service (QoS) Aware scheduler
outperforms all other schedulers for real-time traffic.

Keywords-VoIP, Real-Time, Video, NS3, simulation, LTE.

I. INTRODUCTION

Long Term Evolution also known as LTE was introduced
by 3GPP earlier in 2004 but it was only finalized and
approved in 2008 [1][2]. LTE network consists of LTE
devices and System Architecture Evolution (SAE). SAE is
an evolution from third generation mobile internet (3G)
packet core network. LTE has become the new standard for
mobile network. The downlink and uplink peak rate of LTE
are able to achieve 300Mbit/s and 75Mbit/s respectively.
Latency of LTE is controlled by the Quality of Service
(QoS) that permits less than 5ms latency in the Radio Access
Network (RAN) [3].

LTE is able to cater fast moving mobiles as well as to
support both Frequency Division Duplexing (FDD) and
Time Division Duplexing (TDD) [4]. Although TDD seems
to be overall a better choice, FDD is more widely
implemented due to earlier technologies. LTE consists of a
user plane called evolved Universal Mobile
Telecommunications System (UMTS) Terrestrial Radio
Access Network (eUTRAN) and a control plane called
evolved packet core (EPC). In the eUTRAN, there is an
evolved NodeB (eNodeB) which handles radio resource
management (RRM) [5].

Real-time traffic has a strict requirement for delay. QoS
ensures high-quality performance for critical applications.
Traditionally network traffic uses best effort services which
do not guarantee any reliability, delay, jitter, or other

performance characteristics. On the Internet Protocol (IP)
based network, the Integrated service (Intserv) and
differentiated service (Diffserv) are able to provide
preferential treatment to specified traffic.

The outcome of this paper is to analyze the capability of
channel-QoS aware (CQA) in a mixed traffic environment.
As a result of the simulation, CQA scheduler is able to
allocate resources efficiently when considering the delay,
channel condition, and guaranteed bit rate. We simulate
Voice over IP (VoIP), video and File Transfer Protocol
(FTP) traffic using NS3 to test the capability of schedulers as
shown in Figure 1. The CQA scheduler is good for real-time
traffic as it is able to provide better QoS as compared to
other schedulers [6][7].

Figure 1. NS3 LTE Simulation Scenario.

This paper focuses on the downlink scheduler of the LTE
network. The main focus is the QoS performance as it plays
an important role in determining the improvement of QoS in
LTE. This includes the networks throughput rate, delay,
fairness and packet loss. The rest of the paper is organized as
follows: Section II briefly describes several related works.
Section III discusses the schedulers, while Section IV
explains and elaborates on the methodology. Section V
concludes the paper and indicates future works.

II. RELATED WORKS

The increase in the popularity of LTE technology system
worldwide has gained more interest in the design of LTE
packet scheduling algorithms. There are various downlink
schedulers that were proposed by researchers. The advanced
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technology of high speed wireless network has caused the
trend of VoIP calling to grow. Apart from having VoIP,
video conference is also a need in this era. VoIP and video
conferencing is categorized under real-time traffics and has a
strict delay requirement in order for it to perform well.
However, classical schedulers are not designed to be aware
of QoS requirement for real-time traffic.

Various studies have been performed in OFDMA
systems. For example, Proportional Fair (PF) scheduling
algorithm allocates resources accordingly in order to achieve
fairness among users [8][9]. However, PF can neither
provide the best throughput nor provide the best fairness.
The basic scheduling algorithm Round Robin (RR) was also
studied in trying to optimize the capabilities of LTE
[5][6][10]. PF and RR are not able to handle the priority for
type of traffics [6]. Next, Priority Set Scheduler (PSS) was
studied. PSS was designed by combining frequency domain
(FD) and time domain (TD) scheduler that aims to provide a
defined target bit rate to all users [11]. PSS is able to achieve
part of QoS requirement by using guaranteed bit rate (GBR)
as the observable matrix. However, it does not consider
delay requirements, making it perform less efficiently.
Another scheduler CQA was proposed by [12], whereby it is
designed to improve the resource allocation for real-time
voice traffic. CQA sorts the traffic’s priority according to the
channel condition, head of line (HOL) delay, and GBR.
Thus, VoIP through LTE structure improved significantly
using CQA scheduler [12].

III. DOWNLINK SCHEDULERS

A. Proportional Fairness

PF in NS3 works by allocating resources to User
Equipment’s (UE) when the UEs’ channel quality is
instantaneously high even though the average channel
condition over time is low.

Using the PF scheduler, UEs are allocated to different
Resource Block Group (RBG). Channel conditions and the
throughput value of previous transmission is used to
calculate the metrics value [9][13].

B. Round Robin

RR can be considered as the simplest scheduler. The
scheduler works by dividing the resource blocks (RB)
between the flows with non-empty queues. The scheduler
method is to divide all the available resources to active
traffic flows if the resource quantity is able to serve all the
incoming traffic flows [8][9].

RR will not be able to allocate the resource to all flows if
the traffic flow is bigger than the RB. RR will only allocate
resources based on time to interval (TTI) and continue to
allocate resources in the next sub frame and start from the
last unallocated flow.

C. Priority Set Scheduler

PSS is a scheduler that combines FD and TD. It targets to
provide fairness to UEs by using a specified Target Bit Rate
(TBR). PSS works by selecting UEs which Radio Link
Control (RLC) buffer is not empty [1]. The UEs are then

divided into two according to their TBR. By dividing the
UEs according to their TBR, the scheduler is able to decide
based on the priority of serving those UEs [11].

UEs with the highest priority metric are forwarded to the
FD scheduler. Then, the RB for each UE is allocated by
using PF scheduler to calculate the metric. In the case of
having a minimal number of UEs, FD scheduler provides a
weight metric to control the fairness.

D. Channel-QoS Aware (CQA)

The CQA works by taking HOL delay, channel quality,
and GBR parameter into consideration. CQA also utilizes
TD and FD scheduler where it depends on channel quality
and QoS requirements to allocate resources. This allows the
attainability of a higher amount of spectral efficiency while
satisfying the traffic delay requirements [12].

Similarly to PSS, CQA scheduler divides UEs according
to their priority in the TD scheduling. The CQA scheduler
then groups the UEs into flows and ensures that the FD
scheduler allocates resources starting with flows which
consists the highest computed metric. The metric is
calculated using HOL, channel quality, and GBR.

The channel quality can be calculated using two methods
which are PF or frequency selective fading. The GBR is
specified in EPS bearer when simulating the CQA. In other
words, CQA is aware of its channel conditions as well as its
QoS parameters. Hence, a minor requirement on the
networks performance is made available which can be in the
form of guaranteed amount of data, etc. [14].

IV. LTE IN NS3

A. Voice Traffic

Simulation of VoIP traffic in NS3 is characterized by two
periods; ON and OFF. ON is for the time when the users
spend on talking whereby constant packets are transmitted at
regular intervals. The OFF time is the time where the user
stops from talking and packets are not transmitted.

Parameters and details for the traffic simulation are
illustrated in TABLE I. ON and OFF time are given as 0.352
and 0.650 seconds respectively [15]. Actual bit rate depends
on the codec used and the packetization time. In [15], G.711
codec is used. G.711 does not perform any compression and
ensures the best voice quality. Due to the absence of
compression rules, bandwidth requirements will be high.

TABLE I. VOICE TRAFFIC CONFIGURATION

Voice Traffic Details

ON 0.352 seconds

OFF 0.650 seconds

Codec G.711

Output 64 kbps

Bandwidth per voice call 200 bytes

Bandwidth at IP layer 80 kbps per call

Average bandwidth 28.1 kbps
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OnOffHelper is used to generate the traffic. In Figure 2, it
is an example of the script to simulate voice traffic with
OnOffHelper module.

Figure 2. Voice ON OFF Helper.

B. Video Traffic

The simulation of video traffic requires Evalvid module
in NS3. The Evalvid module simulates video by tracing the
frame of the video. The behavior of this simulation is
according to real time services such as video conferencing.
In this simulation, the module uses st_highway_cif.st as the
trace file for video traffic.

C. Best Effort Traffic

To simulate best effort application in NS3, a UDP echo
module is used. The UDP echo is setup using echo server
and echo helper. There are 3 attributes that are maximum
packet transmitted, the time interval between packets, and
the packet size.

D. Simulation Setup

The number of UEs starts from 5 UEs to 80 UEs with the
interval of 5. The parameter is configured using the
command line attribute. It is set within the script to enable
the arguments to be parsed in command line. An example of
parsing the command line argument is presented in Figure 3.
The node for eNodeB and UE is configured with LTE stack
protocol. All UEs are attached to the eNodeB and Radio
Resource Control (RRC) connection is created between
them.

SrsPeriodicity sets the maximum number of allowable
UEs to be attached to eNodeB. Radio Network Temporary
Identifier (RNTI) is generated to address the UEs. Collision
requests from UE to eNodeB cause some RNTIs to be
unused. Therefore, to enable the simulation to run more than
30 users, the srsPeriodicity needs to be configured to 160.
This will enable the simulation to run without error. Figure
4 is the script to set the srsPeriodicity. The Internet is then
created using PointToPointHelper which the attribute of the
DataRate is set to 100Gb/s. The mobility model is also setup
to position the UEs in different areas. The scheduler is setup
using SetSchedulerType and the attribute of path loss model
is set to Friis Spectrum Propagation Loss Model. LTE

device is installed to the nodes and all the traces are
enabled. The simulator is configured to run for 50ms before
it stops and it is destroyed.

Figure 3. Parsing Command Line Argument.

Figure 4. Setting SrsPeriodicity.

To simulate traffic from the Internet to eNodeB and to
UEs, multiple remote hosts are setup. It acts as the host to
each type of traffic. Each remote host is given an IP address
and route using routing helper to the default gateway for
eNodeB.

This simulation runs using Waf, which is a python-based
framework for configuring, compiling and installing
applications. A shell script is created to execute the Waf
program in order to run the simulation. The simulation is
performed multiple times by looping the command in the
shell script.

The simulation is monitored by a module called flow
monitor. The flow monitor is installed in UE and remote
host. While monitoring the flow of the packet, the flow
monitor records the data which can be called using a pointer.
The flow monitor automatically maps the packets with all the
data using flow ID. The throughput and delay can be
calculated using the flow monitor. The trace file is loaded
into Octave to compute the fairness index, packet loss ratio,
throughput, and delay then plot the graph, as in Figure 5.

Figure 5. Flow Monitor
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The entire flow diagram for configuring the simulation for
NS3 is shown in Figure 6.

Figure 6. Flow diagram of NS3 LTE Configuration

V. PERFORMANCE EVALUATION

After simulating the VoIP traffic and video traffic of the
LTE network in NS3, the graphs are plot using Octave. The
outputs from the simulation are throughput, delay, packet
loss ratio and fairness index.

A. VoIP Result

The CQA throughput is better than PSS where the
throughput is higher starting from 30 UEs until 80 UEs. This
can be observed in Figure 7. Compared to RR, throughput of
VoIP is higher than CQA. This is the result of RR allocating
resources without considering the channel condition of the

UE. UEs with poor channel condition are able to get
resources but are unable to transmit resources efficiently on
time.

Figure 7. VoIP Downlink Throughput.

Delay for VoIP in CQA scheduler is 28.85% quicker
compared to all other scheduler. This means that the voice
packets are able to be transmitted in a short amount of time.
The delay result is presented in Figure 8.

Figure 8. VoIP Downlink Delay.

B. Video Result

As shown in Figure 9, the video throughput for CQA
scheduler is 7% lower compared to the other schedulers.
This is because CQA scheduler allocates RB while
considering the GBR of 64kbps for the UE to transmit the
video data.

The CQA scheduler delay is 14.97% lower compared to
other schedulers. Based on the results given in Figure 10, it
shows that by monitoring the GBR and HOL delay, CQA
could optimize the resource allocation and allocate the
resource block efficiently.

Destroy Simulator

Attach the UE to eNodeB

Setup traffic generator for voice, video and FTP

Setup Flow Monitor in UE and Remotehost

Start and Stop Simulation

LTE NS3

Include necessary header

Setup command line arguments for scenario
manipulation

Setup Evolved packet core and Setup Packet
Gateway

Create Remote Host for each traffic

Setup Internet using PointToPointHelper

Setup IPv4 for UE
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Figure 9. Video Downlink Throughput.

Figure 10. Video Downlink Delay.

C. Best Effort Result

The graph for UDP traffic that utilizes best effort
technique is displayed in Figure 11. The throughput is
11.38% higher than PSS and RR. Since non-real-time traffic
does not have strict delay requirement, the resource
allocation prioritize real-time traffic while not jeopardizing
the non-real time traffic. Therefore, the CQA is still able to
allocate resources to enable the best effort traffic to be
transmitted optimally.

Figure 11. BE Throughput.

The delay for CQA scheduler is 14.96% higher.
However, considering this is not real-time traffic, the CQA
scheduler seems to fulfill its purpose. Figure 12 illustrates
the best effort results for UDP traffic.

Figure 12. BE Delay.

D. Fairness Index & Packet Loss Ratio

The fairness index checks for the fairness in terms of
resource allocation between UE. Figure 13 presents a
histogram which shows that CQA scheduler performs best
starting at 55 users. It is calculated that CQA is 1.94% fairer
from 55 users to 80 users.
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Figure 13. Fairness Index

Figure 14. Packet Loss Ratio

Packet loss ratio defines the total of number for packet
loss during the transmission of the packets. CQA scheduler
has less packet loss ratio compared to PSS at around 0.21%
lesser. This can be seen in Figure 14.

VI. CONCLUSION

Based on our study, PF and PSS have similar results.
CQA scheduler is more suitable for real-time application
compared to RR where delay of packets and fairness of
resource allocation is an issue for RR. The delay for CQA is
15.23% better than PSS in video and 25.06% better than PSS
in VoIP. Overall, we can conclude that CQA scheduler is
more suitable for real-time application compared to PSS.

Further studies will be conducted on how to improve the
throughput for video application while having optimum
results for voice and best effort traffic.
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Abstract—A Mobile Ad hoc Network (MANET) is a network of 

wireless mobile devices capable of communicating with one 

another without any reliance on a fixed infrastructure. A Mobile 

Medium Network is a set of mobile forwarding nodes 

functioning as relays for facilitating communication between the 

users of this Mobile Medium. The performance of the Mobile 

Medium depends on the Mobile Medium node density, 

distribution and movement. In the proposed dynamic node 

movement, the movement is determined based on whether the 

node is on a forwarding path for a data flow or not.   Simulation 

results show that slowing down the speed of mobile nodes when 

they are forwarding significantly affects the delivery rates in 

Mobile Medium networks. For networks with a few forwarding 

nodes dispersed in a large region reducing the mode movement 

speed by 50% results in an approximately 20% improvement in 

the delivery ratio, with even higher improvements possible at 

lower speeds. 

 

Keywords-mobility models; Mobile Medium; self-organizing 

mobile network; M2ANET; SMMANET; MANET; AODV; 

DSDV; ns2 simulation 

I. INTRODUCTION 

A Mobile Ad hoc Network (MANET) is a set of mobile 

devices that cooperate with each other by exchanging 

messages and forwarding data [1][2]. A Mobile Medium Ad 

hoc Network (M2ANET) proposed in [3] is a particular 

configuration of a typical MANET where all mobile nodes 

are divided into two categories: (i) the forwarding only nodes 

(shown in black in Figure 1) forming the so called Mobile 

Medium, and (ii) the communicating nodes (shown in red in 

Figure 1), mobile or otherwise, that send data and use this 

Mobile Medium for communication. The advantage of this 

M2ANET model is that the performance of such a network is 

based on how well the Mobile Medium can carry the 

messages between the communicating nodes and not based 

on whether all mobile nodes form a fully connected network. 

An example of a M2ANET is a cloud of autonomous drones 

released over an area of interest facilitating communication 

in this area. The movement of nodes in a M2ANET can be 

predefined by the user, selected at random or purposefully 

controlled for the best performance. When the mobile nodes 

select themselves their movement we refer to such a network 

as a Self-organizing Mobile Medium Ad hoc Network 

(SMMANET). Recently, a number of projects that match the 

M2ANET model have been announced; they include Google 

Loon stratospheric balloons [4] and Facebook high altitude 

solar powered planes [5] for providing Internet services to 

remote areas, and the Swarming Micro Air Vehicle Network 

(SMAVNET) project where remote controlled planes are 

used for create an emergency network [6]. 

 

 

Figure 1. ns2 simulation screen of a M2ANET 

 

Controlling the movement of the forwarding nodes 

forming the Mobile Medium is a problem in deploying 

M2ANETs. Random movement, while easy to implement, 

suffers from the difficulty of how to keep nodes in a sufficient 

density over the area of interest where the communication 

infrastructure is to be supplied by means of a Mobile 

Medium. A Mobile Medium with low mobile node density 

suffers from frequent disconnections and rerouting, resulting 

in a low delivery ratio. In this paper, we propose a solution 

for controlling the movement of the Mobile Medium nodes 

for M2ANET (SMMANET) deployments. The solution is 

based on the following observation: In a typical M2ANET 

only a few (if any) mobile nodes are actively forwarding the 

network traffic for a given flow at any given time. The longer 

the forwarding path is maintained the better the delivery ratio. 

We therefore propose to slow down the movement of the 

nodes that are actively forwarding data in the M2ANET. The 

new approach is then compared against the standard Random 

Way Point (RWP) movement. 

In Section II, we present background on Mobile Medium 

networks and mobility patterns. The new movement pattern 

based on changing the speed of mobile nodes that happen to 

be on the forwarding path for a flow is discussed in Section 
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III. Simulation experiments of this movement under different 

scenarios are in Section IV. Finally, we present the 

experimental results in Section V, followed by the conclusion 

and future work. 

II. STATE OF THE ART 

A MANET is comprised of interconnected mobile nodes, 

which make use of wireless communication links for multi-

hop transmission of data. They offer distinct advantages over 

infrastructure based networks and are versatile for some 

particular applications and environments. There are no fixed 

or prerequisite base stations or infrastructures; therefore, their 

set up is not time consuming and can be done at any time and 

in any place. MANETs exhibit a fault-resilient nature, given 

that they are not operating a single point of failure and are 

very flexible. The deletion and addition of new nodes, 

forming new links are a normal part of operation of a 

MANET [1][7][8]. A group of nodes can facilitate 

communication between distant stations by forming a Mobile 

Medium, as introduced in [3].  

Many mobility models have been proposed for recreating 

the real world application scenarios of MANETs. A mobility 

model attempts to mimic the movement of real mobile nodes 

that change speed and direction with time. There are two 

main types of mobility models currently used in simulation 

of MANETs [2][9]: trace and synthetic. A trace uses actual 

node movements that have been observed in a real system. In 

the absence of traces, synthetic mobility models can be used. 

The synthetic models attempt to realistically mimic the 

movements of mobile nodes in mobile networks [2]. The 

categorization of synthetic models is based on interactions 

between the nodes and the environment in a mobile network 

[2]:  we can distinguish between individual node movements 

and group node movements. Based on specific mobility 

characteristics these models can be further classified into four 

categories: models with temporal dependency, models with 

spatial dependency, models with geographic restriction, and 

random models [2]. In the mobility model with temporal 

dependency the movement of a mobile node is affected by its 

movement history. A node’s current movement is affected by 

past movement such as in the Gauss Markov Model and the 

Smooth Random Mobility model [2]. In mobility models 

with spatial dependency, the mobile nodes tend to travel into 

a group and are interdependent one on another. The 

movement of a node is affected by surrounding nodes in 

group mobility such as in the Reference Point Group Model 

[2]. One implementation of a group mobility model uses the 

attraction/repulsion principle to maintain the connections 

between the mobile nodes: when nodes get too close (e.g., 

signal strength is high) they select the next move with a 

preference in the opposite direction to the incoming signal 

and conversely, when the signal gets weak, they turn back 

[10]. Another class is the mobility models with geographic 

restriction. There, the mobile node movement is limited to 

certain geographical areas, such as streets or freeways, as for 

example in the Pathway Mobility Model and the Obstacle 

Mobility Model [2].  

In simulation, a random mobility is often used as a 

reference case scenario, mostly because of the relative ease 

of implementing it in a simulator. One of these popular 

models is the Random Way Point (RWP) model available in 

ns2 [11]. Nodes are moved in a piecewise linear fashion, with 

each linear segment pointing to a randomly selected 

destination and the node moving at a constant, but randomly 

selected speed. 

III. DYNAMIC MOVEMENT CONTROL IN MOBILE MEDIUM 

Recall that the Mobile Medium is a particular type of a 

mobile network that is used for providing communication 

services to mobile or stationary users. It consists of a cloud 

of mobile nodes whose sole function is to forward data. Users 

of this Mobile Medium connect to it by establishing a link to 

one of its nodes and then send data to other users connected 

through this medium (Figure 2). Our interest here is to assure 

the best delivery ratio for the data sent form one user to 

another through the Mobile Medium. 

 

Figure 2. Nodes on the forwarding path 

We start with a common reference scenario where a 

number of Mobile Medium nodes move in a restricted region 

(a rectangle) in random directions according to the RWP 

model. The two user stations (nodes) that wish to 

communicate are placed in the same region, remain stationary 

and send data one to another through the Mobile Medium 

(Figure 2). Because the Mobile Medium nodes move in and 

out of range of the communicating stations the connections 

break and the routing path changes, affecting the delivery 

ratio.  

The Dynamic Movement Control in Mobile Medium is an 

attempt aimed at reducing the (number of) changes in the 

routing path during the data transfer between the users. 

Normally, the nodes in the RWP model move in random 

directions and at random speeds independent of whether they 

are forwarding packets or not. The faster they move the 

quicker they get out of range and the sooner the connection 

path breaks. In the proposed Dynamic Movement Control for 
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the Mobile Medium, the nodes that forward data are slowed 

down. Note that this decision to slow down does not require 

any global information or location data; it is solely based on 

the forwarding status of the node. The easiest way to 

determine if the node is in the forwarding state is to check if 

it had forwarded a data packet recently: for example, for the 

scenario with a Constant Bit Rate (CBR) traffic source a node 

would maintain its forwarding status, and move at a reduced 

speed, for at least the time defined by the inter packet interval 

of the CBR source. For other scenarios, like the exponential 

traffic sources, multiples of the average inter packet interval 

can be used for determining the forwarding status 

maintenance period for a node. In the ns2 simulation we used 

the actual path determined by the simulator to determine 

which nodes are in the forwarding state.  

The evaluation of the proposed Dynamic Movement 

Control for Mobile Medium was performed in the ns2 

simulator. The simulator is implemented in c++ and each 

simulation is controlled by an Object Oriented Tool 

Command Language (OTCL) script. Unfortunately, the 

OTCL scripting language does not provide any access to the 

routing information used in the simulation. To access the 

routing information used by the Ad hoc On-Demand Distance 

Vector (AODV) protocol we modified the  

 
  void forward (aodv_rt_entry *rt, 

         Packet *p, double delay); 

 

function in aodv.cc, and to get routing for the Destination-

Sequenced Distance Vector (DSDV) the function  

 
void forwardPacket (Packet *p); 

 

in dsdv.cc was modified.  

IV. SIMULATION EXPERIMENT 

A set of simulation experiments was conducted to 

evaluate the proposed Dynamic Movement Control for the 

Mobile Medium networks. Each simulation of a network 

consists of a different number of nodes roaming (RWP 

movement, average speed 4 m/s) in a square 1000 x 1000 

meters. The node transmission range is 250m. The link data 

rate is 1 Mbps. Every packet has a size of 512 bytes. The 

buffer size at each node is 50 packets. Data packets are 

generated following a Constant Bit Rate process [11]. The 

source and destination nodes are stationary and located at 

coordinates (50, 400) and (950, 600). The summary of the 

simulation parameters used in ns2 is shown in Table 1. In 

each experiment, the designated source node transmits to one 

designated destination node for 500 seconds. For each node 

density and speed, the experiment is run three times and the 

average delivery ratio is reported. 

 

 

 

TABLE I.  SIMULATION PARAMETERS 

Parameters 
Simulator NS-2.34 

Channel Type Channel / Wireless Channel 

Network Interface Type Phy/WirelessPhy 

Mac Type Mac/802.11 

Radio-Propagation Type Propagation/Two-ray ground 

Interface Queue Type Queue/Drop Tail 

Link Layer Type LL 

Antenna Antenna/Omni Antenna 

Maximum Packet in ifq 50 

Area (n * n) 1000 x 1000m 

Source node location (50, 400) 

Destination node location (950, 600) 

Source Type CBR over UDP 
packetSize_ 512 

interval_ 0.05 

Simulation Time 500 s 

Routing Protocol AODV and DSDV 

A. AODV performance 

Reducing the speed of the forwarding nodes running the 
AODV routing protocol results in an improved delivery ratio 
for all but the very low node density (5 nodes over 
1000x1000m region) scenario, Fig 3. The networks with a 
very few nodes in the Mobile Medium, i.e., with 5 and 10 
nodes, as expected show very low delivery ratio. Under 
normal operating conditions for the Mobile Medium, with 20 
or more mobile forwarding nodes, the performance improves 
gradually. Networks with a large number of nodes, more than 
30 in a 1000x1000m area, as expected work well at any node 
speed with delivery ration ranging from 75% to almost 100%.  
The most interesting case is the network with a moderate 
number of nodes, 20 nodes over the area 1000x1000m. This 
scenario demonstrates best the benefits of the Dynamic 
Movement Control for Mobile Medium networks. In this 
scenario the delivery ration is very low 30% for nodes moving 
at the original speeds, but the performance improves 
significantly to 85% when the speed is reduced to 10% of the 
original speed.  

The benefits are the highest in the low to medium range of 
node densities, 10 to 20 nodes moving in a 1000x1000m 
region, as depicted in Figure 4.  

B. DSDV performance 

DSDV performance improvement is similar to AODV: 
low improvements at low node densities (5 to 10 nodes) and a 
gradual improvement with the reduction of the speed of the 
forwarding nodes at higher node densities, as shown in 
Figures 5 and 6. In our experiments, the overall delivery ratio 
is lower for DSDV than for AODV. This is a common 
situation for the DSDV protocol when used in the ad hoc 
networks with a dynamically changing topology [12] and can 
be attributed to the proactive nature of the DSDV protocol 
where distributing the routing information to all the nodes and 
detecting a valid route can take a considerable time. 
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Figure 3. AODV delivery ratio. 

 
 

 
Figure 4. Delivery ratio for AODV at three speeds: no change, with 50% 

reduction and zero. 

 
Figure 5. DSDV delivery ratio 

 

 
Figure 6. Delivery ratio for DSDV at three speeds: no change, with 50% 

reduction and zero. 

 
Figure 7. Time to detect the first path, for two different protocols. 

 

In our experiments, no routes were detected in networks 

with 5 nodes and it took approximately 80 seconds to detect 

the first route in the networks with 20 or more nodes running 

DSDV, which is considerably slower than the path detection 

delay observed for the AODV protocol, see Figure 7. 

V. CONCLUSION AND FUTURE WORK 

In this paper, we proposed a new node movement control 

paradigm for a self-organizing MANET network. The 

approach is particularly attractive for M2ANETs where the 

goal is to create a Mobile Medium out of mobile forwarding 

nodes, and use this Mobile Medium to facilitate data 

communication between other users. The new mobility 

control mechanism is based on slowing down the nodes that 

are on the forwarding path for a flow. The performance of the 

M2ANET/SMMANET increased significantly with the 

lowering of the speed of the nodes actively forwarding the 

data, with a higher relative improvement for the networks 

with moderate node densities. The improvements were 

observed in the networks running two different routing 

protocols AODV and DSDV.  

Based on our results, we suggest further testing self-

organizing M2ANET/SMMANET networks using different 

experimental scenarios. In particular while our experiments 

involved two stationary communicating nodes it might be 

more realistic for some application scenarios to model them 

as mobile. Combining the attraction/repulsion mechanism 

proposed in [10] with the new Dynamic Control may also 

result in further improvement of the performance of a 

SMMANET. 
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Abstract—Public Relation (PR) is an under-valued 

management tool for the small and median businesses (SMEs); 

especially, when PR is supported online. To many SMEs, PR is 

another form of advertising while others dismiss it as dealing 

with journalists and sending out press releases. However, PR is 

more than these. As the information technology becomes 

popular and mature, many communities like Facebook, 

Twitter and Line, play important roles in PR for fast 

communications in order to launch international cooperation. 

The traditional SMEs face the biggest challenge from the 

product innovation and the market circuit; interestingly, their 

collaborated ability often comes from the PR. Our research 

group including the Taiwanese and Polish professionals 

expects to assist the SMEs to enhance the competitiveness and 

international exposure by establishing the international 

platform for SMEs: E-Business Collaboration Club (EBCC). 

This research is supported by Ministry of Science and 

Technology (MOST) of Taiwan, Polish Academy of Science 

(PAS). The mutual cooperation leads to our initial success of 

SMEs to form social knowledge groups/communities such that 

we can observe the SME behavior in the platform. In addition, 

an actual bike company is used to validate the value of EBCC. 

Keywords- Small and Medium Enterprise (SME); E-Business; 

Information Technology; Public Relation; Collaboration. 

I.  INTRODUCTION  

Public Relations (PRs) are concerned with improving 
mutual understanding within an organization as well as 
between two organizations [1]. It directs a deliberate effort 
towards improving communication between the people and 
organizations to broaden its sphere of influence through 
appropriate advertising, publicity and other form of 
communication to create a good impression [3][4]. As the 
competition becomes severe among small and medium 
businesses (SMEs), and they often lack the innovation 
capacity and the marketing channels: setting up a 
collaborated platform for promoting PR of SMEs seems to 
be a good idea [10][11][12]. Although many scholars 
mentioned the value of cooperation among SMEs, they 
seldom talk about and practically observe the relationship 
between PR and collaboration. This study is focused on 
using Information Technology (IT) as a power tool to set up 
the E-Business Collaboration Club (EBCC) for SMEs by the 

following new features: (a) the company of industrial design: 
Duck Image is the supporter and integrator of the platform, 
this platform integrates three main resources and encourages 
mutual dialogue: SMEs which need new product design, the 
design company, and the professors in Da-Yeh University, 
and (b) we try to practically observe that if a poor PR leads 
to the low collaborated ability of SME, and (c) we conduct 
the experiment for cloud prototyping in this study, which 
means we accept the orders of new product design online, 
and use EBCC intensively for online discussion and 3D-
printing [13] to produce the product prototype for SMEs.  

Management Master Prof. Drucker in 2001 [6] pointed 
out that, the business competition already changes from 
management of the traditional tangible assets: human affairs, 
to management of knowledge (intangible asset). In addition, 
the new knowledge: the experience or the technology is 
tacitly stored in staff's brains. Once the staff leaves the 
company, this results in draining or losing this precious 
knowledge. Now the development of the social 
group/community website as a result, online discussion 
either the exchange of new ideas has become simpler than 
before. We attempt to establish the EBCC here in order to 
help Taiwan and Poland's SMEs to share knowledge, to 
exchange information and to develop new products rapidly. 
The international cooperation project of two year grant is 
supported by Ministry of Science and Technology (MOST) 
and Polish Academy of Science (PAS): the first year of 2013 
was focused on setting up the enterprise cooperation 
platform. The second year of 2014 is devoted to inviting all 
the partners to join in; thus, we have been able to analyze 
and appraise the knowledge sharing process in reality by 
these registered members. 

In order to help the SMEs discussing the innovation 
concept completely, launch the new product development 
rapidly, and enter the market in time: the product innovation 
process should not consist of unplanned/random operations; 
on the contrary, it should be a sophisticated process from 
design to market. If we can launch the new ideas rapidly into 
product prototype, then the competitiveness of the SMEs will 
be greatly promoted. The design process includes the 
function, the outlook, the color, the material utilization, and 
fast prototyping of new products. In this study, each 
registered enterprise may express/show themselves with 
advantageous services/products by vivid pictures or videos 
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via EBCC (explicit knowledge), and seek for the 
collaboration and dialogue internationally (tacit knowledge).  
This EBCC is different from the traditional non-vivid, non-
interactive websites. 

The paper is arranged as follows: in Section II, we briefly 
introduce the PR and IT. In Section III, the detailed content 
of EBCC is presented. In Section IV, an actual observation 
and an experimental example are proposed to show how 
EBCC works, and validate its value in reality. Finally, the 
conclusion is available in Section V. 

II. PUBLIC RELATION AND INFORMATION 

TECHNOLOGY  

PRs is much more than advertising [2]. It is the practice 
of managing the delivery of information between two 
individuals or two organizations [8]. Public relations may 
include an organization or individual gaining exposure to 
their audiences using topics of public interest and news items 
that do not require direct payment [9]. This differentiates it 
from advertising as a form of marketing communications. 
The aim of public relations is to inform the public, 
prospective customers, investors, partners, employees, and 
other stakeholders and ultimately persuade them have a good 
view fort the organization, its leadership, products, or of 
business decisions. According to Daramola in 2003 [7], the 
purpose of public relations is “to create goodwill, 
understanding and awareness…of an organization or 
institution by using the PR techniques of persuasion, 
information and education to project the organization to its 
public…”.  

Professionals of PR serve in government organizations as 
well as private sector as a significant field communication. 
Serving its role of management function within and outside 
these organizations in order to meet the demands of the 
rapidly changing world, PR needs to employ an effective 
tool: information technology, that will enable it to achieve its 
objectives, and spread its messages/information globally. 
Therefore, application of information technology is a good 
support of PR [5]. 

Information Technology defined by the Information 
Technology Association of America (ITAA) is: design, 
development, implementation, support or management of 
computer-based information systems, particularly software 
applications and computer hardware. It deals with the use of 
electronic computers to convert, store, protect, process, 
transmit and securely retrieve information. Nowadays, 
numerous users rely on Facebook, Twitter, and Line, etc., 
supported by information technology, to achieve fast 
communication online. The individual impressions are now 
well spread by the social communities above, but the SMEs 
still lack a good tool for international dialogue. The gap 
between the SMEs which are able to or not able to 
effectively access the information technology and 
international resources, will dominate the successes or failure 
of SMEs. Furthermore, those SMEs without or with limited 
access to information technology are referred to “digital 
divide.” It includes the lack of resources and expertise 
needed to effectively utilize the available information 
technology.   

In this study, we use EBCC to improve the collaboration 
and PR of SMEs. 

III. CONTENT OF EBCC  

Our experimental idea is simple. We set up an IT 
platform: EBCC for promoting the PR, and observe the 
behavior of SME and validate the value of EBCC. That is, 
we see how they cooperate together. In this study, we simply 
define the PR of a SME is its used history in EBCC, which 
could be quantitatively tracked by registered members.   

Since the application of information technology is so 
important today, using such a technology to empower the PR 
is valuable [2][5]. The project achievements by our efforts 
comprise:  
A. Establishment of Information Technology (IT) platform 

This is set up for the interior/exterior knowledge 
management, which provides the internal discussion and idea 
exchange for registered members; e.g., the blog, the new 
knowledge sharing, the talented person recruits, the 
immediate messenger in order to promote the team work 
efficiency and to deliver the creativity, thoughts and new 
product files, etc. Furthermore, we also provide the space of 
show case for each registered member such that interested 
customer can track the latest news of SME easily. 
B. Establishment of the exterior IT platform for promotion 

of services/products of SMEs.  
Our platform may provide the demonstration spaces for 

SMEs, and they may interact with exterior customers directly. 
We define this part as the marketing knowledge, which is 
explicit.  
C. Establishment of the interior IT platform for idea 

exchanging of SMEs.  
This platform preserves the dialogue history among 

SMEs when they discuss the new product development. Real 
time messages with sketches, pictures or files could be 
intensively exchanged here. In addition, we also provide the 
service of cloud prototyping by 3D printers. We define this 
part as the collaborated knowledge, which is tacit.   

 
 

Figure 1.  Portal Entrance of SMEs for EBCC [14] 
 

The service goal of EBCC enables the SMEs to have the 
primary IT competition power as soon as possible such that 
their impressions could be improved. The portal entrance is 
shown in Figure 1. On the top area of the webpage pictures 
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in Figure 1, which may be automatically changed for the 
registered members for multimedia (video, pictures) of news, 
this area is available for the browsing of multi-pictures 
within one webpage. 

This platform could be extended by general computer 
languages. The platform is divided into the following parts 
for the development:   

A. Discussion Space 

The internal discussion space only allows registered 
companies to propose their own preliminary ideas, discuss, 
and exchange ideas with each other. This part could be open 
publicly or privately by user option. The discussion is set up 
by different industries via blogs; for example, bike blog, 
electrical blog, agriculture blog, ribbon blog, mechanical 
blogs, etc. which is shown in Figure 2. 

 

 
 

Figure 2.  Individual Forum for each Enterprise [14] 

B. Sharing Space 

The sharing space is designed for industrial designers in 
order to show their crafts/sketches, these designers may have 
a demonstration space.  
 

 
 

Figure 3.  News of SMEs in EBCC [14] 

This part is mainly used to release the latest issues for each 
registered member, which is shown in Figure 3. In addition, 
the latest news could be easily spread by sharing buttons of 
social networks. 

C. Individual Space 

The individual space allows the individual designer to 

work independently and privately. We provide the cloud 

prototyping service online. Simply speaking, we accept the 

orders by designers or SMEs for prototyping. This means 

we integrate the manufacturing capacity with the designer’s 

idea in order to practically propose the prototype/service in 

time for SMEs. This service is shown in Figure 4. 

 

 
 

Figure 4.  Individual Service in EBCC platform [14] 

We induct the cloud concept in the system structure, the 
private cloud represents individual/private space; the social 
group cloud represents the discussion space; the blending 
cloud represents the sharing space to the public. The sharing 
space is similar to social groups/communities, such as well 
known models of Facebook or YouTube. The success of 
Facebook and YouTube comes from the user's self-
awareness and the desire of personal showcase. 

IV. EXAMPLE 

We had collected about thirty registered members in 
EBCC, such that we can observe how they cooperate 
together by their explicit image (PR). We found that if a 
SME is good at PR by EBCC, then it is easy to get more 
supports/collaboration in EBCC. The PR here is simply 
defined as the tracking number of the specified SME in 
EBCC. This behavior is somewhat similar to the phenomena 
in Facebook. 

   
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Bike Frame Example 
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We also demonstrate a bike example in Figure 5 here to 
show the EBCC value from design to market. This company 
now enters the platform to seek a new design for a bike 
frame, and expects to see  the frame prototype within 2 
months resulting from the European Bike Exhibition. 

First of all, we accept the order online, and clarify that 
this bike company has the time pressure to finish the job 
within two months.  

Second, the Duck Image Company joins to prepare the 
sketches for candidates. An example of this process is shown 
in Figure 6. The selection process considers multiple 
attributes among five candidates; for example, outlook, 
strength, the time of 3D-printing (time to market), etc. At the 
same time, the bike company and the design company 
communicate mutually and intensively online via EBCC. 
The discussion content mainly focuses on the issues of 
progress and strength of this new product. 
 
 

 
 
 
 
 
 
 
 

 

Third, once the sketch is chosen, professors in Da-Yeh 
University receive the final sketch with dimensions online, 
and use the software: SOLIDWORKS[15] and ANSYS[16] 
to construct the 3D-model, and analyze the frame to see if it 
meets the European safety requirements. After it passes the 
requirements, professors separated the 3D frame model into 
many small parts for 3D-printing. The 3D printer and the 
research team are shown in Figure 7.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. The Research Team and 3D Printer 

Finally, we join all the small parts from 3D printing to 
form the whole frame, and send the new product (prototype) 
back to the bike company. The company received new orders 
because of the fast-manufacturing prototype via EBCC. The 
prototype is shown in Figure 8. The bike company and the 

design company are both satisfied with the test run via 
EBCC.  

To summarize, we evaluate the EBCC that has the 
following new features which facilitate the success of cloud 
prototyping for the bike company. First, the knowledge 
management system within EBCC is quite huge, which 
contains a series of steps: the knowledge collection, the 
reorganization, the dispersion, the application, the renewal, 
the creation of values, and so on. Taking the bike company 
as an example, we may collect the bike design cases via 
internet: these data include the image, the writing or the 
multimedia. And these data are stored in the interior 
databases for reference by the registered members. 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 8 The Printed Bike Frame 

Second, registered members are able to read the interior 
references. After that, in view of the new product 
development, they may discuss everything in the platform by 
the forum. In addition, if the discussion process is stopped 
for a short run, we allow the user to save the wisdom from 
discussion to the platform for internal databases, the 
discussers may continue the discussion in the next time by 
the support above. This function is just like the discussion 
history in Facebook. 

Third, in the exterior platform, each SME is able to 
summarize, arrange and show their past history, present 
development, and the future vision one by one, and is able to 
contact the external customer by gathering fans via EBCC. 
The feedbacks from exterior customers may enter the interior 
social group/community for additional discussion of new 
products or services. 

Finally, we had already and successfully connected the 
on-line 3D files to the 3D printer, which means if we receive 
the 3D data online, then we are able to control the 3D printer 
online. Furthermore, the company delivering orders is also 
able to track the progress online by project management. 

V. CONCLUSION 

The most common challenging problems for SMEs are 
the innovation capacity and the marketing channels. Our 
approach is not different from the exited approaches of social 
communities; on the contrary, we integrate the existed 
approaches and provide a simple and integrated solution for 
SMEs. Interestingly, we observe that a SME lacks the 
collaboration ability resulting from the poor PR in EBCC. 
Simply speaking, if a company PR is poor, then it is not easy 
to find a good partner to cooperate with it, and vice versa. 

 

 

 

Figure 6. The Sketch of Bike Frame 
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Since the IT power dominates the PR of SMEs today, each 
SME should do it best to show itself and to seek the 
supports/resources internationally for survival.  

The poor PR could come from various aspects: this SME 
may not update its news rapidly, this SME may not be 
enthusiastic to use IT for PR, this SME could be afraid of the 
secret exposed to its competitor, etc. We need further study 
on this issue later. 

The challenging issue of EBCC is the business secret 
security, which is left for resolution. In the phase of business 
secret management, the traditional method is secured by the 
paper copies, which can be read with interior approval of 
company in tradition, but the shortcoming problems are on 
the retrieval of complexity, large consumption of man-power 
for data management (big data), and the data search is not 
easy. Although we had successfully set up the IT framework; 
however, EBCC still needs more protections for business 
secret security. If more products/services and various 
members could be displayed and invited into EBCC, this 
platform could be expanded for PR of SMEs. We now focus 
on the local partners in Taiwan and Poland for customization. 
In the long run, we hope the EBCC could attract more 
international members to join in, and our final goal is 
encourage SMEs stand locally and win globally. Since an 
actual B2B platform to encourage international cooperation 
is still not easy to be observed nowadays; thus, we think the 
experiments here are valuable.  
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Abstract— The implementation of the smart grid brings with it 

many new components that are fundamentally different to 

traditional power grid infrastructures. The most important 

addition brought by the smart grid is the application of the 

Advanced Metering Infrastructure (AMI). As part of the AMI, 

the smart meter device provides real time energy usage about the 

consumer to all of the smart grid’s stakeholders. Detailed 

statistics about a consumer’s energy usage can be accessed by the 

end user, utility companies and other parties. The problem, 

however, is in how to analyse, present and make best use of the 

data. This paper focuses on the data collected from the smart 

grid and how it can be used to detect abnormal user behaviour 

for energy monitoring applications. The proposed system 

employs a data classification technique to identify irregular 

energy usage in patterns generated by smart meters. The results 

show that it is possible to detect abnormal behaviour with an 

overall accuracy of 99.45% with 0.100 for sensitivity, 0.989 for 

specificity and an error of 0.006 using the Linear Discriminant   

(LDC) classifier.   

Keywords— Smart Meter, Profiling, Advance Metering 

Infrastructure, Data Classification, Critical Infrastructure. 

I. INTRODUCTION 

Smart meters are one of the most significant components of 

the smart grid [1] and they are seen as the foundation of any 

future smart electricity network. Their introduction brings 

with it the ability for consumers to accurately monitor energy 

usage in real-time. By showing consumers their current 

energy usage, along with its associated cost, a more informed 

decision can be taken on when electricity consumption would 

be at its most cost effective. In addition, smart meters provide 

the gateway and monitoring for allowing consumers to 

generate their own electricity, selling any excess electricity 

back into the smart grid. This removes the traditional top 

down distribution, implementing a bidirectional energy flow 

[2]. The result is a bidirectional communication and power 

exchange between suppliers and consumers, transforming the 

traditionally passive end-users into active players.  

The deployment and use of the smart meter generates large 

amounts of valuable data. For example, the amount of energy 

being consumed at set times and intervals. Additionally, smart 

meters can securely communicate many different real-time 

consumption values including: voltage, phase angle, 

frequency and any home generated energy. This produces 

accurate information about the amount of energy used so 

customers can be better advised on billing and consumption. 

In addition, it allows utility companies to plan future energy 

requirements based on past usage trends. This is achieved by 

analysing the data and identifying reoccurring patters of usage. 

As the roll-out proceeds, devices, including smart appliances, 

can be automatically controlled in order to better balance grid 

demand. 

Smart meters have already been trialled in a number of 

countries, such as the USA, Australia, Netherlands, Italy and 

the UK, with future planned expansion [3]. In 2008, less than 

4% of the electricity meters in the world were smart meters. 

By 2012, the percentage had grown to over 18% and it is 

expected to rise to 55% by the end of 2020.  

In this paper, we present a case study into the data 

generated by three households. The households where selected 

from 78,720 individual smart meters in Australia. Using the 

data an approach for profiling consumers is put forward. We 

address how the development of a system, using advanced 

data analysis techniques, can be employed to assess 

consumers and detect abnormal behaviour. A discussion is 

also put forward on the benefits and challenges that smart 

meters bring with their implementation. The remainder of the 

paper is as follows. Section 2 presents a background on the 

Advanced Metering Infrastructure (AMI) and smart meters, 

section 3 defines the data collected from our smart meter case 

study. Section 4 discusses the methodology and techniques 

used for profiling users. The paper is concluded in Section 5. 

II. BACKGROUND RESEARCH 

The implementation of the smart grid has brought with it 

significant developments in technology such as the ability to 

remote read meters, allow bidirectional generation and 

distribution etc. Its introduction has enriched the way in which 

electricity usage data is produced and collected. This 

comprehensive data access is fundamentally different when 

compared to traditional grid infrastructures [4] and, for the 

first time, operators are able to gather highly detailed 

information about how their individual customers use 

electricity in real-time [5]. In this section, the focus is on the 

technologies which enables access to the data. 

A. Advanced Metering Infrastructure 

The AMI offers bidirectional communication between the 

consumer and the rest of the smart grid stake holders and 

replaces the traditional need for energy usage readings to be 
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collected manually [6]. There are a number of advantages 

associated with Automated Meter Readings (AMR) these 

include:  

 Reduced costs for meter readings. 

 The possibility to access meters otherwise difficult to 

attend due to position or security reasons. 

 Support for real-time pricing. 

 Increased fraud detection. 

 Reduced read-to-bill time allowing utility companies to 

learn more about consumer power consumption.  

 More informed choices about energy usage based through 

the use of in home displays and smart devices [7]. 

Specifically, the AMI can be broken down into three main 

areas: The Home Area Network (HAN), Wide Area Network 

(WAN) and the utility companies. Figure 1 shows the 

interaction between the different components that comprise 

the AMI. Each of the layers is subsequently explained. 

 

Figure 1. End To End Smart Meter Infrastructure 

The Home Area Network (HAN) is housed inside the 

consumer’s premise and is made up of a collection of devices. 

The in-home display unit (IHD), is the most visible and 

accessible part of the AMI. It provides the consumer with up-

to-date information on electricity usage, as well as the units of 

energy being consumed. Secondly, the smart meter provides 

real-time energy usage to both the consumer and all of the 

stakeholders. This builds detailed energy usage profiles of its 

consumers. Smart appliances also react to peak events within 

the smart grid eco system. Adapting to these events enables a 

reduction in demand on the grid and energy costs for the 

consumer [8]. These smart appliances can effectively 

contribute to load management in future energy systems. 

The Wide Area Network (WAN) handles the 

communication between the HAN and the utility companies. 

The sending of polled meter data to the utility, using a robust 

backhaul network such as: Ethernet, GSM, CDMA or 3G, is 

controlled by the WAN. 

Organisations and utility companies have access to the data 

for analysis purposes this may include energy suppliers or 

energy networks. Enabling them to have detailed and accurate 

information. This improves management and planning of 

activities. In addition, grid reliance and performance is 

enhanced, as demand can be better provisioned. 

B. Smart Meter Benefits 

As previously discussed, the smart meter is an advancement 

on existing traditional meters [9]. Many of the advantages 

outlined below can be attributed to smart metering. These 

include lower metering costs; energy savings for customers; 

more reliability of supply through detailed monitoring and 

easier detection of supply problems and fraud. Its 

communication and data gathering capacities offer vast 

improvements and advancements over the traditional meters.  

Electrical data, such as voltage, frequency and energy 

consumption information is recorded in real-time and reported 

every 30 minutes. Additionally, consumers are able to interact 

with their smart meters in order to interpret the data that is 

collected. Overall, smart meters can perform a wide variety of 

tasks including:  

 Accurately record and store information for defined time 

periods (to a minimum of 30 minutes). This enables 

remote, accurate meter-readings with no need for 

estimates [10]. As these meters become more 

sophisticated, they are able to measure household power 

consumption at ever finer time-scales. 

 Offer two way communications to and from the meter so 

that, for example, suppliers can read meters and update 

tariffs remotely [11]. 

 Allow customers to collect and use consumption data by 

creating a home area network to which they can securely 

connect data access devices [12].  

 Enable other devices to be linked to the home area 

network, allowing customers to improve their control of 

energy consumption [13].  

 Support time-of-use tariffs, under which the price varies 

depending on the time of day at which electricity is used 

[14]. Energy prices are more expensive during peak times. 

Billing consumers by time, as well as usage, will 

encourage them to change their consumption habits. 

 Support future management of energy supply to help 

distribution companies manage supply and demand across 

their networks [15]. This is achieved automatically 

through previously agreed Demand Response (DR) 

actions. 

 Allow remote enabling/disabling of supply by energy 

suppliers [16]. 

 Measure electricity exported from micro generation 

equipment to the network [17]. Having sensors capable of 

measuring a multitude of consumption generation 

parameters, rewards the consumer for adopting green 

technologies. 

 Communicate with micro generation, home appliances 

and equipment within the property [18]. Smart meters 

will be able to control smart home appliances and 

communicate with other smart meters within reach. This 
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allows devices to be switched on when grid demand is 

low and turned off when demand is high. 

The implementation of smart meters undoubtedly brings 

many benefits. However, there are also many challenges 

which need to be addressed.  

C. New Technology Challenges 

One of the main concerns is for the privacy of the consumer. 

Smart meters enable detailed profiling of consumers’ energy 

usage and household activities. Patterns can be identified 

without prior knowledge of the consumer. It is possible to 

extract detailed usage patterns and consumer habits from the 

data as readings are at granular intervals. 

Work undertaken by Andr´es [20] highlights the privacy 

concerns associated with smart meters. Their research 

demonstrates how complex usage patterns, can be obtained 

from smart meter data using off-the-shelf statistical methods. 

Specifically, their investigations focus on identifying trends in 

energy usage. However, none of the data was taken from 

actual smart meters. While energy readings were taken every 

second, in order to identify usage patterns, this does not 

accurately reflect real world smart meter usage. Typically 

smart meters report energy usage at 30 minute intervals. This 

is unlikely to change to due to the size of the data that is 

generated. 

Storing, processing and analysing all of the data generated 

from smart meters, and the wider smart grid is also a 

challenge, due to its size and complexity. This is due to the 

variety of data and parameters from consumer usage to power 

generation some of which are shown in table 1. 

TABLE 1. SMART METER DATA PARAMETERS 

The implementation of the smart grid represents a huge 

technical challenge. Aspects such as, networking, security, 

communication and data management require careful planning. 

For example, the integration of Supervisory Control and Data 

Acquisition (SCADA) networks with other commercial 

networks has made control systems vulnerable to various 

threats. Possible refinement, or creation of new and existing 

technology standards, has now become a necessity [21].  

D. Profiling Consumers 

Creating detailed energy profiles with associated data has a 

variety of benefits to the grid stakeholders. Some of which 

include: predicting future energy requirements based on 

historical data; establishing a detailed correlation between 

energy usage, weather conditions and social events; the 

refinement of more accurate demand and response systems 

using historical data; anomaly detection within the smart grid 

and, as our research focusses on, the detection of abnormal 

user behaviour. 

By observing and analysing readings from the AMI and 

smart meters it is possible to detect anomalies, cyber-

intrusions and factors that affect energy distribution. This 

requires the incorporation of data sets which include: 

weather/environmental; household demographics; social 

events; home generation; distribution of Plug-In Hybrid 

Electric Vehicles and home plug readings data. 

E. Discussion and Summary 

There are a number of large scale smart meter deployments in 

various countries. These include: France, Italy, Netherlands, 

Norway, Australia and the United States. Each of these 

counties have different policies and regulations governing 

their smart meter implementation programs. Such as: if smart 

meters are voluntary or compulsory; the frequency of readings 

and whether they have full function of automatic meter 

readings. The United States has one of the largest smart meter 

deployments [22]. In 2012, 533 U.S. electric utilities had 

43,165,185 AMI installations. About 89% were residential 

customer installations. In the UK, the objective is to install 

smart meters for both gas and electricity by the end of 2020. 

The UK government estimates that the installation of smart 

meters will provide £6.2 billion net benefits to the United 

Kingdom. 

The detail and granularity of the data collected can be used 

to address many of current and future challenges faced by the 

grid. One of the main challenges is being able to meet future 

energy demands in an efficient and environmentally safe way. 

The International Energy Agency expects worldwide energy 

demands to increase at an annual rate of 2.2 percent, 

eventually doubling the global energy demand. Analysing 

historical data can help plan the provision of future energy 

needs. It is noteworthy that the introduction of new green 

technologies, such as plugin electric vehicles, will put 

additional strain on the grid [23].  

There has been little research effort to investigate the 

benefits of user profiling in the smart grid. The level of 

granularity in the datasets allows for accurate modelling and 

prediction of an individual’s behaviour. This is beneficial both 

for predicting how the power-grid can accommodate the 

integration of new technologies, such as plug-in vehicles or 

assessing an individual’s well-being. 

Reading Description 

Generated interval data kW Half hourly interval held on meter for 

13 months – average kW demand over 
half hour period. 

Generated Kilovolt-Ampere-

Reactance (kVAr) 

Reactive power measurement in half 

hourly interval held on meter for 13 
months – average kVAr demand over 

half hour period. 

Generation Technology Type e.g. Solar PV, micro CHP, wind, 

hydro, Anaerobic Digestion. 

Import demand kW  Load being drawn from grid. 

Export kW:  KW being exported to grid. 

Total consumption today (kWh) Import + Generated –Export. 

 

Cost of energy imported (£/hr) 
and £ today 

Net cost of imported energy less value 
of exported energy. Pushed to the IHD 

via SMS for the consumer. 
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III. APPROACH 

By analysing the rich dataset provided by smart meters, the 

research in the paper aims to identify patterns and behaviours 

which can be used to profile users; predict future energy 

requirements; detect faults in the grid and identify 

compromised meters. In this section, a system framework 

which is able to process the significantly large datasets 

generated by smart meters is presented. A case study into 

three different consumers, and a demonstration on how an 

individual’s behaviour can be profiled through their electricity 

usage, are also put forward. 

A. System Framework 

The proposed system shown in Figure 2 is adaptable and can 

be applied to a variety of functions some of which are shown 

in table 2.  

TABLE 2. POTENTIAL SYSTEM FUNCTIONS. 

Functions 

Predicting future energy requirements based on historical data. 
 

Establishing a detailed correlation between energy usage and weather 

conditions. 

Aid in the detection of illegal activates through energy usage monitoring. 

Accurately plan for the use of Plug-In Hybrid Electric Vehicles (PHEVs) 

based on historical gird load fluctuations. 

Analyse what effects social events such as football matches, concerts etc. 

have on energy usage to better plan grid requirements for large events. 

The system operates autonomously and identifies 

anomalies, energy usage, distribution patterns and trends. 

Figure 2 illustrates the proposed system along with the 

dynamics and correlations that the system monitors.  

Half Hour 

Consumption and 

Generation

Home Plug 

Readings

Household 

Demographics

Peak Event 

Response

Information Clearing

Customer 

Applications

External 

Factors

Weather 

Conditions

Social Events

Electric Vehicles

 

Figure 2. Proposed System Along With Associated Factors 

The system provides detailed information about consumer 

consumption, which aids in the provisioning of future energy 

requirements and improving grid design and reliability. 

B. Data Sample 

As a demonstration of the functionality of the system, a case 

study is presented which focuses on an individual user taken 

from a large dataset during an extensive smart meter trial. 

Specifically, the data set generated by the trial contains smart 

meter readings taken from the 78,720 individual consumers 

over a six year period from 2008 to 2014.  

For example, an individual user, selected at random from 

the data set, has 52560 rows of data. A typical sample of the 

data collected over a three hour period is displayed in Table 3. 

TABLE 3. INDIVIDUAL SMART METER DATA SAMPLE (IN 

KWH) 

Time 

(05/03/2013) 

General 

Supply 
Off Peak Total Usage 

07:29 0.014 No Usage 0.014 

07:59 0.064 No Usage 0.064 

08:29 0.107 1.132 1.239 

08:59 0.155 0.169 0.324 

09:29 0.092 0.563 0.655 

The data shows the amount of electricity being used for 

each 30 minute interval (starting on the hour or half-past the 

hour) at each service location in the customer trial. Power 

consumption is reported as either normal domestic load or 

controlled load (i.e. off-peak - switched in or out by network 

control). 

IV. USER PROFILING 

To highlight how this data can be used to profile individuals, 

in this section we present a case study of the behaviour of two 

individual smart meter users. By analysing the dataset it is 

possible to develop a pattern of behaviour over one year and 

profile the behaviour of an individual. To enrich the dataset, 

household demographics taken from national census records 

for each consumer in the trial are included as above. This 

includes information about working patterns, household 

income and electrical devices that reside in the premise. For 

the initial profiling, the focus is on one years’ behaviour data. 

A. Profiles 

In order to present a case study into profiling users in the 

smart grid, two individuals are randomly selected from the 

dataset as a sample, one with a normal energy pattern and one 

with an abnormal pattern. However, both users are within the 

same energy usage range. The census records detail that there 

is one occupant living in each of the premises selected for 

analysis. The residents are also known to be absent from home 

during the day.  

Figure 3 and Figure 4 show a scatter plot of the daily max 

energy readings over 365 days of two individual consumers. 
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The energy usage is displayed along the x-axis. The y-axis 

refers to the day of the year. 

 

 Figure 3. User 1 Max Energy Usage Kwh 

 

Figure 4. User 2 Max Energy Usage 

The full profile of both consumers was evaluated over a 

one year period. This was undertaken to discover if any 

reoccurring patterns or habits could be identified based on 

their energy usage. Both figures also show the linear division 

of the data. As the division shows, the consumers have a 

tenancy to use more energy overall. Each consumer’s energy 

readings were taken every half hour equating to 48 readings 

per 24 hour period, totalling 17520 individual readings per 

consumer per year. As shown in Figure 3 and Figure 4, clear 

divisions in the usage patterns can be clearly identified. Both 

households in this experiment have 1 resident who is out 

during the day. 

B. Methodology 

Figure 5 shows two users, comparing one with normal 

behaviour against a single individual expressing abnormal 

electricity usage patterns. Normal behaviour is represented by 

blue crosses, while abnormal is displayed as red dots. There is 

a clear visible difference in behaviour when comparing the 

usage.  

 

Figure 5. LDC Total usage per consumer over 1 year period 

However, differences in behaviour are problematic to 

detect in the extensive datasets generated by smart meters. For 

this reason, our approach employs six different supervised 

machine learning classifiers: Uncorrelated Normal Density 

based Classifier (UDC), Quadratic Discriminant Classifier 

(QDC), Linear Discriminant Classifier (LDC), Polynomial 

Classifier (PLOYC), k-Nearest Neighbour (KNNC) and 

Support Vector Classifier (SVC). Each of these classifiers is 

chosen because they have the ability to learn how to recognise 

abnormal values in a dataset. They also employ a supervised 

learning approach, which is a key part of the system design. 

Table 4 presents the results of the classification. 

TABLE 4. CLASSIFICATION RESULTS COMPARISON 

Classifiers AUC (%) Sensitivity Specificity Error 

LDC 99.45 0.100 0.989 0.006 

UDC 98.90 0.100 0.978 0.011 

QDC 98.90 0.100 0.978 0.011 

SVC 78.29 0.100 0.565 0.217 

POLYC 99.45 0.100 0.989 0.006 

KNNC 65.93 0.598 0.719 0.341 

LDC and UDC were the most accurate, with both 

classifying over 98.90% of the data accurately. The LDC, is 

able to categorize the dataset with high accuracy (99.176%) 

with an error rate of 0.006. 

LDC is shown in Figure 5 where the classifier is able to 

predict 99.45% of the data accurately. The KNNC classifier as 

shown in Figure 6 was the least accurate with an accuracy of 

65.93%. As the graph displays, samples of the data from the 

abnormal set (red dots) is misclassified inside the KNNC 

contour grouping. 
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Figure 6. KNNC Total usage per consumer over 1 year period 

C. Discussion 

Despite selecting two users within the same energy usage 

range, clear deviations can be seen in the data sets. This 

change in usage patterns reflects an individual’s unique 

behavioural characteristics. However, Figure 5 shows how the 

second consumer’s behavioural patterns are not as clearly 

identifiable and there is no obvious visible trend in the usage 

pattern. 

Profiling consumers with fine grained measurements brings 

many applications and benefits. For example, when 

comparing a third consumer’s energy usage to the initial case 

study is it apparent that behavioural patterns are unique to the 

individual consumer. This data can therefore be analysed to 

give an accurate account of the customers’ habits, 

characteristics and expenditure. 

V. CONCLUSION AND FUTURE WORK 

The implementation of the AMI and, in particular, smart 

meters enables the analysis of energy usage with a high degree 

of accuracy and granularity. Being able to utilise the collected 

data brings countless benefits to the grid’s stakeholders and 

consumers alike. In order to meet future energy needs and be 

able to incorporate home generation and distribution, it is 

clear that changes in the current grid model are needed. The 

smart grid addresses the constraints imposed by the current 

power infrastructure by allowing detailed grid monitoring and 

involving the consumer. Being able to collect and analyse 

sufficient amounts of usage data makes it possible to identify 

reoccurring patterns and trends which can be used to address 

gird problems by profiling users of current and future grid 

implementations. 

The results have shown that it is possible to identify and 

categorise individual user patterns generated by smart meters. 

Using the classification techniques presented in this research, 

it is possible to establish both normal and abnormal consumer 

behaviour based on granular energy usage data. The classifiers 

achieved high results. However, the main errors in 

classification are seen in the misclassification of normal user 

behaviour (sensitivity). This results in the false positive 

identification of abnormal user behaviour. This will be 

addressed in the future work by including the inclusion of 

more case studies to expand the dataset. Our future work will 

involve incorporating additional datasets, including home plug 

readings showing how much energy each electrical device has 

used at 30 minute intervals. The use of the additional data will 

create a more detailed profile of a user and allow us to make 

accurate assumptions about an individual’s behaviour patterns. 
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Abstract— Resilience is an ability of a system to deliver 
trustworthy services despite changes. It is a much sought after 
property in a wide range of applications. However, currently, 
development of resilient adaptive systems constitutes a major 
engineering challenge due to a diversity of methods and tools 
used in the development and a lack of support for efficient 
information engineering. In this paper, we discuss the 
challenges engineering resilient adaptive systems. We propose 
the Problem-Design-Exploration framework as a model of the 
adaptive service development process and define the key 
concepts supporting multi-view engineering. Moreover, we 
discuss the advantages of the Open Services for Lifecycle 
Collaboration (OSLC) as a technology enabling integrated 
information engineering for resilient adaptive systems.  

Keywords-resilience; adaptability; changes; evolution; integrated 
engineering environment.  

I. INTRODUCTION  
Resilience is an ability of a system to deliver trustworthy 

services despite changes [1]. It is a much sought after 
property in a wide range of applications. Resilience is an 
evolution of the dependability concept [2] that puts an 
emphasis on the ability of a system to adapt to changes. 
However, currently, development of resilient adaptive 
systems constitutes a major engineering challenge [3]. 
Firstly, the existing development methods are unable to 
efficiently and confidently cope with the overwhelming 
system complexity and deliver required assurance of system 
trustworthiness. Secondly, they do not provide efficient 
platform for integrating changes in the system design. 
Finally, they give a rather limited support for innovation and 
experimentation, i.e., do not allow the designers to assess 
the impact of changes on system behavior with high 
productivity and confidence.   

In this paper, we discuss the challenges in creating an 
efficient environment for engineering resilient adaptive 
systems.  We explore the challenges in adapting to changes 
of different nature and introduce the Problem-Design-
Exploration framework [4] - [8] as a model for the 
development process of resilient adaptive systems.  We 
propose the fitness criteria that can be used to assess how 
adaptation to a change impacts different resilience 
attributes.  

Since resilience is a multi-facet characteristic, diverse 
engineering tools are used for such an assessment [1]. We 
discuss the problem of tool integration and demonstrate how 
Open Services for Lifecycle Collaboration framework [9] 

can facilitate creation of an integrated engineering 
environment.  

We believe that the problems discussed in this paper 
constitute the important challenges in the area of adaptive 
resilient systems engineering.  

The paper is structured as follows: in Section II, we 
introduce the concept of resilience. We show its connection 
with the dependability concept and discuss the role of 
changes. In Section III, we introduce the Problem-Design-
Exploration framework and define the fitness criteria 
relevant for the design of resilient system. In Section IV, we 
discuss the tool integration problem. In Section V, we 
outline the benefit of OSLC as a technological enabler of 
the integrated development. Finally, in Section VI, we 
overview the related work and conclude.    

II. RESILIENCE AND ADAPTABILITY 
Resilience is an ability of the system to persistently 

deliver its services in a dependable way despite changes [1].  
The concept of resilience is an evolution of the concept of 
dependability – a system property to deliver services that 
can be justifiably trusted [2]. Dependability is a multi-facet 
system characteristic that includes the following attributes: 
  

• availability is the ability of the system to provide 
service at any given instance of time; 

• reliability is the ability of the system to 
continuously provide correct service over a given 
period of time; 

• safety is the ability of a system to deliver service 
under given conditions without catastrophic 
consequences to its user(s) or environment; 

• integrity is the absence of improper system 
alteration; 

• maintainability is the ability of a system to be 
restored to a state, in which it can deliver correct 
service; 

• confidentiality is the absence of unauthorized 
disclosure of information. 

 
Faults of different nature might jeopardizes 

dependability by propagating to the system or service 
interface level and, as a result, introduce undesirable 
deviations in service provisioning. 

Engineering of resilient systems relies on four main 
techniques: fault prevention, fault removal, fault forecasting 
and fault tolerance [1] [2]. Fault prevention is a set of 
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techniques aimed at preventing introduction of faults during 
the development process. It relies on formal and structured 
techniques aiming at ensuring high quality of the system 
and spotting problems in the design before the system 
becomes operational.   

Fault removal techniques are used to identify and 
remove errors in the system. The activities of fault removal 
process include system verification as well as corrective and 
preventive maintenance of the system. Fault forecasting 
aims at predicting and evaluating  the impact of fault on the 
system behaviour. It might be performed qualitatively or 
quantitatively. The qualitative assessment aims at 
identifying and classifying failures as well as defining 
combinations of faults that may lead to a system failure. The 
quantitative analysis is performed to assess the degree of 
satisfaction of the different attributes of dependability.  

Finally, fault tolerance techniques aim at ensuring that 
the system continues to deliver its services or behaves 
predictably even in presence of faults. 

Several decades of research have resulted in creating a 
solid body of techniques for engineering dependable 
systems. Majority of these techniques rely on assumption of 
exhaustive knowledge of system and its environment 
behavior, i.e., are static by nature. However, currently it is 
widely recognized that changes are inevitable and hence, the 
systems should be able to adapt to them while remaining 
dependable, i.e., be resilient. 

The changes with which the system should be able to 
cope might be external, i.e., in the operating environment of 
the system or internal ones. In general, the changes can be 
classified according to their character as follows:  

 
• nature: functional, environmental or 

technological; 
• prospect: foreseen, foreseeable, unforeseen (or 

drastic) changes; 
• timing: short term (e.g., seconds to hours), 

medium term (e.g., hours to months) and long 
term changes (e.g., months to years). 

 
The changes cause continuous system evolution. The 

evolutionary development approach is supported by agile 
development model, Scrum development approach as well as 
DevOps. All these models emphasis the need for iterative 
development and continuous experimentation with the 
system under construction. Therefore, engineering of 
adaptive resilient systems provide a powerful support for 
change management, continuous evolution and 
experimentation. That requires an integration of current 
approaches to engineering dependable systems into a highly 
dynamic engineering environment facilitating modelling, 
design and assessment of resilient systems as well as 
supporting a novel iterative model of development process. 

In the next section, we propose the Problem-Design-
Exploration framework as a model for the development of 
adaptive resilient systems and demonstrate how to tailor to 
address various aspects of resilience.   

III. PROCESS OF ENGINEERING ADAPTIVE RESILIENT 
SYSTEMS 

The Problem-Design Exploration Model [4] proposes to 
model design process as two interacting evolutionary 
domains – problem space  P  and solution space  S, as shown 
in Figure 1. The clear distinction between problem and 
solution spaces is supported in analytical [5], empirical   [6] 
and prescriptive [7]  research.  The problem space contains 
mental representations  of  the  developer’s  interpretation  of 
the requirements” and “the design space” contains mental 
representations of the developer’s specific solutions [8].  

 
 

 
 
 

 
 

 
 

 
Figure 1. Problem-Design-Exploration Process. 

 
The exploration process shown in Figure 1 has the 

following characteristics: 
 
1. It is carried in two distinct search spaces: Problem 

Space and Design Space. 
2. These state spaces interact in real time. 
3. The horizontal movement represents is an evolutionary 

process such that 
a. Problem space P(t) evolves to P(t+1), P(t+2) etc., 
b. Solution space S(t) evolves to S(t+1), S(t+2), etc. 
4. The diagonal movement represents a process where 

goals lead to solution. It exists in two variants: “Problem 
leads to Solution” (downward arrow) or “Solution 
refocusses the Problem” (upward arrow).  

 
The problem space P(t) is the design goal at time t and 

S(t) is the solution space, which defines the current space for 
the design solutions. The solution space S(t) provides not 
only a state space where a design solution can be found, but 
it also prompts new requirements for P(t+1), which were not 
in the original problem space, P(t). This is represented by the 
dashed upward arrow from design space S(t) to problem 
space P(t+1). The upward arrow is opposite:   S(t) becomes 
the goal and a “search” is carried out in the problem space, 
P(t+1), for a “solution”. This iterative relationship between 
problem space and design space evolves over time. 

The Problem-Design-Evolution framework fits the main 
requirement for a development model of resilient adaptive 
systems because it explicitly supports evolution. Indeed, both 
the problem space and the solution space co-evolve 
simultaneously as a result of exploration. The basis for co-
evolution is to consider the representation and application of 

Design 
Space 

Problem 
Space 

Fitness Fitness 

Evolution 

Evolution 
P(t) P(t+1) 

S(t) S(t+1) 
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the fitness function so that the problem definition can change 
in response to the current solution space.  

To tailor the Problem-Design-Evolution model to 
engineering of resilient adaptive systems, we need to 
understand how changes affect the main design objectives. 
The design objectives are defined by the dependability 
attributes. Therefore, we should devise the guidelines to be 
followed while assessing the impact of changes and creating 
a corresponding artefact in the design space. These 
guidelines are defined as the fitness criteria. 

Table 1 presents the examples of the fitness criteria that 
might be evaluated while introducing changes of different 
nature in the design of resilient services.  

The Problem-Design-Evolution paradigm provides us 
with a suitable general model of the process of adaptive 
system development. However, we also need to “zoom into” 
the development process and address the problem of 
integration. Indeed, a variety of methods and tools are used 
to achieve different design objectives. Therefore, to support 
the process of designing resilient adaptive services, we need 
to create an integrated development environment that 
establishes and information continuum between diverse 
methods and tools. The problem is traditionally addressed by 
the Application Lifecycle Management – the concept that we 
study next.  

IV. INTEGRATED ENGINEERING ENVIRONMENT 
Application Lifecycle Management (ALM) is a concept 

that aims at studying “The coordination of development 
lifecycle activities, including requirements, modelling, 
development, build and testing, through:  

1. enforcement of processes that span these activities;  
2. management of relationships between development 

artefacts used or produced by these activities; and  
3. reporting on progress of the development effort as a 

whole” [10]. 
 
The term artifact broadly refers to any item (requirement, 
code, model, test case) produced during the development of 
software. ALM often seen as a concept that tries to 
syncronise all the lifecycle activities instead of focusing on 
any specific lifecycle activity [10].   

The concept of ALM is still rather new and lacks well-
established definition.  In this paper, we focus on the 
technological aspects of ALM – the tool integration.  

Tool integration is a rapidly growing interdisciplinary 
research area. It is a cross-road between Software 
engineering, Systems engineering, Human-Machine 
interactions and Economics. The tool integration discussion 
was originated in STONEMAN report [11] where among the 
other Buxton introduces the notion of integrating tools 
throughout a software project life-cycle.   

The essence of tool integration was defined in the 
seminal paper by Wasserman [12]. He introduced the 
following 5 types of tool integration: Control, Data, 
Platform, Presentation and Process Integration. 

Control Integration is the ability of tools to notify each 
other of events and activate each other under program 
control.  

Data Integration is the ability of tools to share data with 
each other and manage the relationships among data objects 
produces by each other. 

Platform Integration is a set of system services that 
provide network and operating systems transparency to tools 
and tool frameworks. 

Presentation Integration refers to the set of services and 
guidelines that allow tools to achieve a common 
representation from the user’s perspective. 

Process integration  defines linkage between tool usage 
and the software development process. Usually it tries to tie 
process integration to the definition and integration of 
process models.  

From the ALM point of view, tool integration should 
therefore produce integrated environments that support the 
entire software development lifecycle. According to 
Pederson [13] an integrated environment allows the users 
easily move from one function to another without having to 
work with multiple, disconnected tools and manually 
integrate data between these tools.  

It is easy to observe that the evolutionary aspect will 
result in creating various dynamically changing 
interdependencies and data. Now, we discuss the 
technological platform enabling creation and maintenance of 
such an integrated environment.  

We can now define the requirements to integrated 
environment for engineering resilient adaptive systems as 
follows:  

 
1. The integrated engineering environment should be 

non obtrusive and support heterogeneous design 
space. 

2. The environment should allows the designers to 
continue to use their native tools regardless whether 
they are open source or proprietary 

3. The environment should enable global traceability 
and querying of information by different engineering 
teams.  The new information, introduced as a result 
of changes, should be easy to incorporate and link. 
 

In the next section, we introduce OSLC and show that it 
satisfies the abovementioned criteria. 
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TABLE I. EXAMPLES OF FITNESS CRITERIA.
 

 Functional Environmental Technological 
availability 

 
Can new functionality 
result in an interruption of 
a service? 

 

Can the system cope with 
peak loads? 
 

How new platforms affect 
performance? 
 

reliability 
 

Does new functionality 
reduce the level of 
redundancy? 
 

Can the system maintain 
reliable operation under 
the stress conditions? 
 

Does the changed 
platform increase 
redundancy? 
 

safety 
 

Does new functionality 
expand safety kernel? 
 
 

Which safety mechanisms 
are affected the by 
change? 
 
 

Does new technological 
platform allow for the use 
of existing safety 
mechanisms? 
 

integrity 
 

Does new functionality 
requires weakening access 
policy? 
 
 

Does the new 
environment introduce 
different data handling 
mechanisms/policy? 

Does the new platform 
allows for the same 
degree of data protection? 
 
 

maintainability 
 

Can the relationships 
between the new and 
existing functions be 
properly documented and 
observed? 
 

Which maintainability 
requirement will be 
introduced in the new 
environment? 

How the existing 
maintainability routine 
will be affected? 
 

confidentiality 
 
 

Does new functionality 
increases openness of the 
system? 
 

How can confidentiality 
be preserved if new access 
channels are introduced? 
 

Does new platform 
introduced any additional 
vulnerabilities? 

 

V. INTEGRATED INFORMATION ENGINEERING 
OSLC [9] is an open community, whose main goal is to 

create specifications for integrating tools, their data and 
workflows in support of end-to-end lifecycle processes. 
OSLC is organised into workgroups that address integration 
scenarios for individual topics such a change management, 
test management, requirements management and 
configuration  management. Such topics are called OSLC 
domains. Each workgroup explores integration scenarios for 
a given domain and specifies a common vocabulary for the 
lifecycle artefacts needed to support the scenarios. OSLC has 
received a notable industrial uptake. 

Essentially, OSLC specifications focus on defining how 
the external resources of a particular tool can be accessed, 
browsed over, and specific change requests can be made. 

OSLC does not aim at standardising the behaviour or 
capability of any tool. Instead, OSLC specifies a minimum 
amount of protocol and a small number of resource types to 
allow two different tools to work together in a collaborative 
way. 

To ensure coherence and integration across these 
domains, each workgroup builds on the  concepts and   rules 
 

 

 
 
defined in the OSLC Core specification. The OSLC Core 
specifies the primary integration techniques for integrating 
 lifecycle tools. This consists mostly of standard rules and 
patterns for using HTTP and RDF that all the domain 
workgroups must adopt in their specifications. 

OSLC is based on the W3C Linked Data. The four rules 
of linked data introduced by Berners-Lee [14] are as follows:  

 
• Use URIs as names for things. 
• Use HTTP URIs so that people can look up 

those names. 
• When someone looks up a URI, provide useful 

information, using the standards (RDF*, 
SPARQL). 

• Include links to other URIs, so that they can 
discover more things. 
 

In OSLC, each artefact in the lifecycle -- for example, a 
requirement, defect, test case, source file, or development 
plan and so on -- is an HTTP resource that is manipulated 
using the standard methods of the HTTP specification (GET, 
PUT, POST, DELETE). 

According to the third rule of linked data, each resource 
has an RDF representation. OSLC mandates RDF/XML, 
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which is the most widely adopted RDF notation, but can 
have representations in other formats, like JSON or HTML. 

The OSLC Core specification defines a number of simple 
usage patterns of HTTP and RDF and a small number of 
resource types that help tools integrate and make the 
lifecycle work. The OSLC domain workgroups specify 
additional resource types specific to their lifecycle domain, 
but do not add new protocol. 

OSLC defines the concept of ServiceProvider to allow 
applications to expose their external resources for integration 
scenarios. ServiceProviders answer two basic questions, 
which are: 

• To which URLs should one POST to create new 
resources? 

• Where can one GET a list of existing resources? 
A ServiceProvider is intended to represent a "container" 

of resources that is hosted by a tool, not the tool itself. A 
single instance of a tool will typically host multiple 
ServiceProviders, for example one for each "project" or 
"product". 

ServiceProvider is the central organising concept of 
OSLC, enabling tools to expose resources and allowing 
consumers to navigate to all of the resources, and create new 
ones. 

Two fundamental properties of a ServiceProvider are 
given below: 

• oslc:creation: the URL of a resource to which 
you can POST representations to create new 
resources. 

• oslc:queryBase: the URL of a resource that you 
can GET to obtain a list of existing resources in 
the ServiceProvider. 

ServiceProviders have a third important property -- 
dialog -- that is the foundation of the second major OSLC 
integration technique based on invocation of HTML web 
user interface dialogs of one tool by another. 

There are three different approaches to implementing an 
OSLC provider for software: 

• Native Support approach is to add OSLC 
support directly into the application, modifying 
whatever code is necessary to implement the 
corresponding OSLC specification. 

• Plugin approach is add OSLC support to the 
application by developing code that plugs-in to 
the application and uses its add-on API. 

• Adapter approach is to create new web 
application that acts as an OSLC Adapter, runs 
along-side of the application, provides OSLC 
support and "under the hood" makes calls to the 
application web APIs to create, retrieve, update 
and delete resources. 

 
The Native approach allows tool vendors to add the 

OSLC support to their own products. The Plugin and 
Adapter approaches are best suited for adding OSLC support 
to the tools that have been bought from a tool vendor or 
obtained from an open source project.  

Eclipse Lyo is an SDK to help the Eclipse community 
adopt OSLC specifications and build OSLC-compliant tools. 

Lyo OSLC4J is a Java toolkit for building Open Services 
for Lifecycle Collaboration providers and consumers. It 
includes: 

• annotations to decorate Java objects with OSLC 
attributes; 

• annotations to assist with resource preview UIs; 
• built-in support for service provider and 

resource shape documents; 
• libraries to simplify service provider and 

consumer development; 
• Tests for the sample applications to complement 

the Lyo OSLC Test Suite. 
 

We argue that OSLC satisfies the criteria defined in 
Section V for an integrated engineering environment for 
designing resilient adaptive systems. Firstly, it is non-
obtrusive because it does not enforce any standards on the 
engineering tools. Secondly, it allows the designers to 
continue to use their native tools and smoothly introduce the 
facilities for linked data. Thirdly, it support highly dynamic 
information creation and management via support of linked 
data.  

VI. RELATED WORK AND CONCLUSIONS 
Tool integration facilitates a productive development 

environment by allowing the user to launch tools and transfer 
information easily between different tools. Booch and Brown 
[15] introduced an interesting vision of a ‘frictionless 
surface’ provided by Collaborative Development 
Environments. They argue that such environments can 
remove the points of friction in the daily life of the developer 
that hinder effective operation. These friction points relate to 
issues, such as insufficient work product collaboration and 
problems maintaining effective group communication, 
including knowledge and experience, project status and 
project memory. 

In his recent paper [16], Ralph introduces a further 
development of the Problem-Design-Exploration framework 
-- The Sensemaking-Coevolution-Implementation Theory of 
software design. In this theory, he aims at blending the 
boundaries between the problem and design space. It is an 
interesting theory that fits the novel trends in software 
development, such as DevOps. We are planning to 
investigate the use of this theory in the development of 
resilient adaptive systems in our future work.  

The notion of resilience is a subject of active research 
discussions. Among the most prominent initiatives that 
contributed to defining the concept of resilience and 
taxonomy of related terms are the projects ReSIST [17] and 
Resilinets [18]. In our paper, we rely on the definitions 
introduced in these projects.  

The concept of resilience addresses a wide variety of 
issues in system design [18]. Therefore, an integration 
various design methods and tools is especially interesting for 
resilient systems engineering. The problem of integration has 
been explored in the context of formal modelling and 
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verification of safety-critical and fault tolerant systems. In 
particular, [19], [20] and [21] address an integration of safety 
analysis into formal system model.  

In this paper, we discussed the problems in establishing 
an integrated environment for engineering resilient adaptive 
services. We introduced the Problem-Design-Exploration 
framework as the model of engineering for resilience. The 
model is targeted towards supporting continuous 
experimentation and introducing changes in the design. We 
defined the fitness criteria, which serve as guidelines while 
assessing the impact of changes on resilience and devising 
the suitable design solution.  

Resilience introduces multiple, sometimes conflicting 
objectives in service design. Since diverse methods and tools 
are used to achieve them, it is important to provide the 
designers with a powerful platform for integrated 
engineering. We discussed the problem of tool integration 
and identified the need to support dynamic data as the main 
requirement for the technological support. We argued that 
OSLC provide us with an adequate technological support for 
creating and integrated engineering environment and enables 
non-intrusive integration that supports experimentation.  
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Abstract—Open Shortest Path First (OSPF) is a widely used 

link-state routing protocol in IP networks. Processing delays in 

OSPF implementations have an effect on the time necessary for 

inter-domain and intra-domain routing to re-converge after a 

topology change. OSPF implements different timers in order to 

reduce the protocol overhead. These timers ensure that the 

OSPF network takes several tens of seconds to recover from a 

failure. The delay that appears in the convergence time is due 

to failure detection, more specifically, is due to the value of 

timers and of routing calculation scheduling. In this paper, we 

evaluate OSPF convergence time in the presence of single or 

multiple failures using Quagga software routing engine and 

Mininet simulated network environment. The purpose is to 

understand the impact of failures on convergence, to observe 

their effects on end-to-end traffic and to determine what 

components should be taken into consideration in order to 

reduce the convergence time in a network topology based on 

OSPF. 

Keywords-OSPF; failure; convergence; routing software 

Quagga; Mininet. 

I. INTRODUCTION  

Nowadays, the popularity of information and 
communication technologies is increasing as new high 
bandwidth applications and services based on streaming are 
emerging. Because of this rapid technological advance, there 
is a growing demand for high-performance switching and 
transmission equipment. Compared with Personal Computers 
(PCs), where standards for development have been defined 
since the beginning, the field of networking equipment (that 
of packet switching more specifically), has always supported 
the development of proprietary architectures.  

Routers represent the key component of the Internet 
infrastructure because they are interconnected through 
networks or links to form a backbone network which can 
guarantee communications between Internet users. In 
general, routing protocols are used in dynamic environments 
[1] where they have the purpose to constantly monitor any 
changes of the network or any events that appear [2, 3]. 
These functions are usually implemented at local level, in 
routers.  

An essential characteristic of a routing protocol, which 
impacts end-to-end performance, is how fast it converges 
when topology changes happen. Convergence is when all 
routers have their routing tables in a state of consistency [4]. 
The key factor that distinguishes different routing protocols 
is the convergence time. Based on the speed of convergence, 

the routing protocols can be evaluated: the faster the 
convergence is, the better the routing protocol is [5]. 

Issues regarding convergence have been identified and 
analyzed at the beginning for Border Gateway Protocol 
(BGP) [6], but nowadays, OSPF has become widely used in 
the Internet infrastructure. 

The purpose of this paper is to measure and analyze 
OSPF convergence in the presence of single and multiple 
failures and their impact on end-to-end traffic. We have 
created a simple topology and we have investigated the 
routing convergence under five different situations: two 
single link failures and three multiple link failures between 
different routers according to topology which will be 
presented further on. All the experiments were performed 10 
times and each time 50 ping packets were sent. 

We present the fundamental concepts regarding OSPF 
convergence, we analyze the impact of single and multiple 
failures on convergence dynamics and we describe some 
methods that can be useful for improving network 
convergence. 

The rest of the paper is organized as follows. The 
necessary background for our work is presented in Section 2. 
Related work is presented in Section 3. Section 4 gives an 
overview of the test scenario created and it also includes a 
briefly outline about the convergence process and the related 
timers of OSPF. Section 5 offers details about our 
implementation, about the analysis we performed using 
different tests scenarios as well as the experimental results 
obtained and includes the adjustments of the parameters 
which we have done with the purpose to minimize the 
convergence time. Section 6 draws the conclusions for 
analysis of OSPF convergence behavior in the presence of 
single or multiple failures. 

II. BACKGROUND 

In this section, we present some details about OSPF, 
Mininet, which is the network emulator we have used in our 
scenarios and Quagga, which is the routing software we have 
selected for this evaluation. 

A. Open Shortest Path First (OSPF) 

OSPF [7] is a non-proprietary routing protocol which 
was developed in 1998 and is widely used in intra-domain 
Internet Service Provider (ISP) networks. OSPF is a link-
state protocol that has the purpose to manage the routing 
table in order to use the best path to reach destination during 
packet forwarding.   

Link-state feature is related to the functioning mode of 
OSPF: each OSPF router describes its topological situation, 
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its active links to all the connected counterparts so that every 
router knows exactly the entire topology. Link State 
Advertisements (LSAs) are crucial to OSPF and building the 
topology. LSAs represent the mean through which routers 
know about each other’s links and who connects to whom 
across an area. 

When the network topology changes (an event was 
produced – e.g., a link is down), the router communicates 
with the neighboring routers to determine the state of all 
adjacencies. The protocol used is the Hello protocol, in order 
to detect the failure and then generate new LSAs. LSA 
dissemination is done through a flooding mechanism: when a 
router receives a new LSA (this notifies a topological 
change), the LSA is sent through all of the router’s 
interfaces, except the one it has received the new LSA from. 

After the LSAs are synchronized through the mechanism 
previously described, the routers can correctly calculate the 
routing table for packet forwarding. To compute the shortest 
path to all destinations the Dijkstra algorithm [8] is applied, 
having the router as root node – in this way every router will 
calculate a different shortest path sub-graph. 

B. Mininet network emulator 

Mininet [9] is a widely used open source network 
emulator that can simulate a number of end-hosts, switches, 
routers, and links on a Linux kernel. Mininet offers several 
advantages such as: speed (a simple network takes only a 
few seconds to start up), creation of custom topologies, 
running real programs (anything that runs on Linux can be 
executed by the user of Mininet too), customization of packet 
forwarding, ease of use and active development.  

Because it is easy to interact with the created network 
using Mininet Command Line Interface (CLI), to customize 
it, to deploy it on real hardware and to share it with others, 
Mininet is very useful for teaching, development and 
research.  Mininet can be very helpful to develop and 
experiment with OpenFlow and Software-Defined 
Networking (SDN) systems. 

C. Quagga routing software 

Quagga is a fork of GNU Zebra Project [10] which 
started in 1996 by an idea of Kunihiro Ishiguro. It is a 
routing software package that manages TCP/IP based routing 
services with routing protocols support such as: BGP, 
Routing Information Protocol (RIP) v1, RIPv2, RIPng, 
OSPFv2, and OSPFv3. Quagga, allows the machine of the 
user to exchange routing information with other routers 
through specific protocols. The information gathered is used 
to update the kernel routing table in order to ensure the 
correct placement of data. Quagga can setup interface’s 
address, flags, static routes and others. There are two modes 
available: normal mode and enable mode. The first one 
allows the user to view only the system status and the second 
one allows him to change the system’s configuration.  

It is composed of a collection, including different 
daemons that interact in order to build together the routing 
table: RIPD – which handles RIP protocol; OSPFD – which 
supports OSPF version2; BGPD – which hands BGP-4 
protocol; ZEBRA – allows establishing communication 

between underlying Linux kernel and the other routing 
protocol daemons. For instance, if it is necessary to change 
the kernel routing table and to redistribute the routes between 
different routing protocols, ZEBRA sends a specific message 
to the kernel; VTY – is an additional daemon which allows 
configuring different routing protocols through a network 
accessible CLI, which accepts commands similar with the 
ones used on Cisco devices. 

III. RELATED WORK 

This section presents various methods and techniques for 
analyzing and improving OSPF convergence, which are 
described by researchers in other articles. 

When dealing with protocol design, the main goal is to 
limit the processing power or bandwidth requirements of the 
protocol, while the time necessary to recover from a failure 
in the network topology is of secondary importance. The 
trade-off between efficiency and overhead can be adjusted 
using protocol timers. For example, Hello packet is sent 
periodically between neighboring routers with the frequency 
established by HelloInterval (this limits the number of hello 
packets). 

Considering real-time applications, researchers have 
focused to achieve fast convergence to ensure uninterrupted 
traffic delivery. For instance, Francois et al. [11] tried to 
obtain sub-second Interior Gateway Protocol (IGP) 
convergence in large IP networks. Their implementation is 
highly dependent on the existing network resources and the 
frequency of failures. To achieve sub-second convergence 
they decreased the OSPF timers, which have an important 
impact on network stability.  

Basu and Riecke [12] have been studying stability issues. 
Stability is necessary if there is a change in the network 
topology, all the nodes are guaranteed to converge to the new 
network topology in finite time, in the absence of other 
events. Hence, the controversy between fast convergence and 
protocol stability requires continuous study and research.  

Referring to the topic of improving OSPF convergence is 
of high interest for the network research domain. Some 
articles propose algorithms and schemes in order to avoid the 
convergence process. For instance, IETF IP Fast Reroute 
(IPFRR) framework [13] proposes the use of pre-computed 
backup paths in order to reroute around the failures in the 
network. In [14], the authors propose a new routing scheme, 
which has the purpose to eliminate the convergence process 
completely. They present a new technique which allows 
packets to autonomously discover a working path. In [15], 
the authors present a solution that involves using network 
graphs and the corresponding link weights to produce a set of 
backup network configurations. The disadvantage of the 
previously mentioned approaches is that they are similar to 
patches, which means that they need to be added to the 
protocol and that they assume complex configurations. 

Most of the papers that study OSPF convergence are 
focused on the assumption that a single failure that affected 
the network topology has occurred. This is good because it is 
widely known that network failures are of the type single 
link failure [16], but we have to keep in mind the fact that 
sometimes multiple failures can occur. In this context, we 
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decided to analyze the behavior of OSPF when dealing with 
single and multiple failures and to compare the results. 

The researchers show that multiple failures can occur due 
to electromagnetic pulse (EMP) attacks [17], to natural 
disasters such as floods, hurricanes and earthquakes. The 
contribution in this area implies the presentation of 
guidelines for topology design and for maintenance.  

In this paper, we aim to understand and analyze the 
behavior of OSPF convergence in the presence of single or 
multiple failures. Also, we present some ideas that can 
improve network convergence. 

Due to the fact that the test scenarios vary from other 
similar studies (we have taken into consideration single and 
multiple failure for a specific network topology, performed 
each experiment 10 times for measurements and moreover  
transmitted each time 50 ping packets) it is difficult to 
compare our results with the ones obtained by other 
researchers. 

IV. OSPF CONVERGENCE AND TIMERS 

Network convergence represents the process of 
synchronizing network forwarding tables after a topology 
change. A network has converged when none of the 
forwarding table is changing for a “reasonable” amount of 
time. The amount of time can be defined as an interval, 
based on the expected maximum time to stabilize after a 
single topology change is produced. A diagram which 
represents the process of OSPF convergence is presented in 
Figure 1. 

 
Figure 1.  OSPF convergence diagram 

Network restoration, which repairs the lost connections, 
is actually network convergence based on native IGP 
mechanisms. An important observation regarding IGP-based 
restoration techniques is the following: during the time of re-
convergence, temporary micro-loops may appear in the 
topology (due to inconsistency of Forwarding Information 
Base Tables of different routers). This is very important for 
algorithms, because routers closer to the failure tend to 
update their forwarding database before the other routers.  
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As it can be seen in formula (1), the convergence time for 

a link-state protocol is represented by the sum of the next 
components: the time necessary to detect a network failure 
(for instance, an interface down condition); the time it takes 
to propagate the event (for example, flooding the LSA, 

across the topology); the time necessary to perform  Shortest 
Path First (SPF) calculations on all routers when new 
information is received; the time it takes to update the 
forwarding tables for all the routers in the area. 

In this section, we describe failure detection and routing 
calculation related timers that are important components of 
convergence delay. 

The top priority for fast convergence is to detect link and 
node failures very quickly. The primary goal is to minimize 
the detection/indication timers. An advantage of using point-
to-point links is the fact that OSPF becomes adjacent very 
fast, due to the fact that Designated Routers (DRs) are no 
longer needed. Moreover, type 2 LSAs are not generated for 
point-to-point links, which reduces a little the Link-State 
Database (LSDB) of OSPF and also the topology 
complexity.  

We take into consideration the fact that OSPF uses Hello 
protocol to detect the failure. This means that it enables 
routers to periodically exchange Hello packets to establish 
adjacency with a frequency determined by HelloInterval.  

If Hello packets are not received by one router during 
RouterDeadInterval which is typically 4 HelloIntervals, the 
adjacency is considered down.  The router that detects the 
failure generates new LSAs and will propagate them through 
the network.  The default value for HelloInterval is 
considered to be 10 seconds [1]. This means that a network 
failure can be detected in 30 to 40 seconds after its 
occurrence. As it can be observed, achieving faster failure 
detection will significantly accelerate convergence. 
However, reducing the HelloInterval has a significant 
drawback: all Hello packets are processed by the router’s 
main CPU, and if there are hundreds or more OSPF 
neighbors, this may have a significant impact on the router’s 
control plane performance. The chance of false alarm 
increases as HelloInterval becomes smaller.  This means that 
it is not recommended to reduce HelloInterval to the 
millisecond range [18]. 

In OSPF, topology changes are advertised using 
LSA/LSP (Link State Packet) flooding mechanism. To 
ensure that a network completely converges, a LSA/LSP 
must reach every router within its flooding scope. 

The throttling process is controlled by three parameters:  
initial interval, hold time, and max_wait time using the 
command: timers throttle lsa initial hold max_wait. 

Initial LSA generation delay has a significant impact on 
network convergence time, so it is important to be 
configured properly. The initial delay should be set to 
minimum, for instance to 5-10 milliseconds. It is not 
recommended to set it to zero because multiple link failure 
may occur synchronously.  

The hold interval should be set so that the next LSA is 
sent only after the network has converged in response to the 
first event that occurred. In general, a single link failure 
results in at least two LSAs being generated, by every 
attached router.  

Processing delay represents the time needed by the router 
to put the LSA on the outgoing flood lists and it is significant 
if the SPF process will start before flooding the LSA. Even 
though there are also other components that contribute to the 
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processing delay, the SPF is the most important one and we 
can have control over it.  To ensure fast convergence, it is 
necessary that the LSAs are always flooded prior the SPF 
run which means that we must properly tune SPF runtime 
delays.  

When a new LSA reaches the routers, routing calculation 
is scheduled.  It is not recommended for the router to start 
executing the routing calculations immediately after 
receiving a LSA because more LSAs may be received and it 
will have to do many routing table updates in this situation. 
To avoid keeping the CPU busy in the case previously 
mentioned, OSPF uses a timer called spfDelay that has the 
purpose to delay the first routing calculation when the router 
receives a new LSA, so that the calculations will be 
performed on the entire collection of generated LSAs by the 
topology change. The main goal of SPF throttling is to avoid 
excessive calculations when the network is very unstable, but 
still keep the SPF reaction fast for stable networks. 

V. EXPERIMENTAL EVALUATION 

In this section, we perform experiments on a network 
topology created using an emulation system and routing 
software to measure and analyze OSPF convergence in the 
presence of single or multiple failures.  

A. Test scenario 

The topology is created using Mininet emulation network 
and in order to work with routing protocols, such as OSPF 
we have used Quagga routing engine.  There are three 
applications involved. 

The first application, the client, runs as a daemon in the 
Virtual Machine and has the role to detect changes in the 
Linux ARP and also in the routing tables.  

The second is a standalone application, the server, which 
has the role to manage VMs running the client daemons. It 
has the role to keep the mapping between the client VMs 
instances and interfaces and the corresponding switches and 
ports. The server is responsible for deciding what to do with 
the packets that arrive at the controller, so it handles the 
protocol packets generated by Quagga and sends them out 
through the datapath switches.  

The third application, the proxy, is responsible for 
interacting with the OpenFlow switches via OpenFlow 
protocol. The setup of the experiment is shown in Figure 2. It 
involves four routers each connected to a host. All of the 
routers will route traffic from different networks in the 
topology by using OSPF. 

We investigate five convergence behaviors after link 
failure. In the first scenario, we disconnect the link between 
router A and router B (interface eth2) and examine the 
convergence time. 

 

 
Figure 2.  Evaluation Topology 

In the second scenario, we remove at the same time with 
the link between router A and router B (interface eth2), the 
link between router A and router D (interface eth4) and 
measure the convergence time.   

In the third scenario, we measure the convergence time 
when the link between router A and router B (interface eth2) 
and the link between router A and router C (interface eth3) 
fail at the same time.  

In the fourth scenario, we determine the convergence 
time when the link between router B and router D (interface 
eth2) has failed.  

The fifth experiment assumes that the link between router 
B and router D (interface eth2) fails at the same time with the 
failure of the link between router B and router A (interface 
eth2).  

At the end of the experiment we modify OSPF timers and 
HelloInterval in order to examine any improvement in the 
convergence time.  

B. Experimental results 

In this section, we present the experimental results that 
we have obtained for each of the scenarios previously 
mentioned. 

 

1. Single link failure ( link RouterA–RouterB) 

The normal traffic flows from RA to RB directly. In order 
to verify this traffic pattern, the command traceroute can be 
used.  We disconnect RB’s Ethernet interface module (eth2 
which connects to RA) to simulate a broken Ethernet link.   

In this case, the traffic is shifted through RD in order to 
reach the host connected to RB. We transmit fifty ping 
packets from RA to RB using ping command. We disconnect 
RB’s eth2 sometime during the ping command is issued.  

 For instance, the first 12 ping packets travel the normal 
path and then when RB’s eth2 is disconnected, during the 
transient time when the routing protocol is converging, three 
packets are lost. After the convergence of OSPF, the rest of 
the packets are sent through the backup path between RA and 
RB. In general, if there are three missing packets during the 
transient state of the network this indicates that OSPF needs 
six seconds to converge in this topology.  

This ping experiment has been done ten times and the 
results are presented in Table I.  

TABLE I.  SINGLE FAILURE-RESULTS FOR OSPF CONVERGENCE 

Number of 

experiments 

Packets 

received 

Packets 

lost 

Convergence time (in 

seconds) 

1 47 3 6 

2 47 3 6 

3 47 3 6 

4 47 3 6 

5 47 3 6 

6 48 2 4 

7 48 2 4 

8 48 2 4 

9 49 1 2 

10 49 1 2 

Average 48 2.3 4.6 
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2. Multiple link failure (link RouterA–RouterB and 

link RouterA–RouterD) 

The experiment setup is similar to the previous one, 
however this time when we transmit the fifty ping packets 
from RA to RB using ping command, we will disconnect RB’s 
eth2 and RD’s eth4 sometime during the ping command is 
issued. This ping experiment has been done ten times and the 
results can be seen in Table 2.  

TABLE II.  MULTIPLE  FAILURE - RESULTS FOR OSPF CONVERGENCE 

Number of 

experiments 

Packets 

received 

Packets 

lost 

Convergence time (in 

seconds) 

1 42 8 16 

2 42 8 16 

3 42 8 16 

4 43 7 14 

5 43 7 14 

6 43 7 14 

7 43 7 14 

8 44 6 12 

9 44 6 12 

10 44 6 12 

Average 43 7 14 
 

As it can be observed from the results in Table I and 
Table II, when dealing with single link failures, the 
convergence time is smaller (which means faster 
convergence). When multiple failures occur, more delay is 
introduced and the convergence time rapidly increases, 
reaching an average value of 14 seconds for two link 
failures. 

 

3. Multiple link failure (link RouterA–RouterB and 

link RouterA–RouterC) 

The experiment setup is similar to the previous one. The 
main difference is that this time when we transmit the fifty 
ping packets from RA to RB using ping command, we will 
disconnect RB’s eth2 and RC’s eth3 sometime during the ping 
command is issued. After performing the experiment 10 
times, we obtained the results presented in Table III.  

TABLE III.  MULTIPLE  FAILURE - RESULTS FOR OSPF CONVERGENCE 

Number of 

experiments 

Packets 

received 

Packets 

lost 

Convergence time (in 

seconds) 

1 37 13 26 

2 37 13 26 

3 38 12 24 

4 38 12 24 

5 38 12 24 

6 38 12 24 

7 39 11 22 

8 39 11 22 

9 39 11 22 

10 39 11 22 

Average 38 11.8 23.6 
 

 
According to Figure 3, which shows a comparison of the 

convergence time when we deal with single and multiple 
failures, it can be observed that multiple failures have a 
larger impact on network connectivity and protocol reaction 

behavior. The last values represent the average convergence 
time for each case.  

The existence of multiple failures means multiple routing 
calculations which will certainly introduce more delay to 
convergence.  

Single failure represent the situation when the link 
between RouterA  and RouterB  fails, the multiple failure 1 is 
the case when links between RouterA–RouterB and RouterA–
RouterD fail, and the multiple failure 2 is the case when links 
between RouterA–RouterB and RouterA–RouterC  fail. 

 

Figure 3.  Comparison between convergence time when single or multiple 

failure occur. 

4. Single link failure (link RouterB–RouterD) 

The experiment setup is the same with the first, except 
the fact that this time when we transmit the fifty ping packets 
from RB to RD using ping command, we will disconnect RD’s 
eth2 sometime during the ping command is issued. This ping 
experiment has been done ten times and the results are 
presented in Table IV.  

 

TABLE IV.  SINGLE  FAILURE - RESULTS FOR OSPF CONVERGENCE 

Number of 

experiments 

packets 

received 

packets 

lost 

Convergence time 

(in seconds) 

1 42 8 16 

2 42 8 16 

3 43 7 14 

4 43 7 14 

5 43 7 14 

6 43 7 14 

7 43 7 14 

8 44 6 12 

9 44 6 12 

10 44 6 12 

Average 43 6.9 13.8 

 

5. Multiple link failure (link RouterB–RouterD and 

link RouterB–RouterA) 

The experiment setup is slightly different from the 
previous one. This time when we transmit the fifty ping 
packets from RB to RD using ping command, we will 
disconnect RD’s eth2 and RA’s eth2 sometime during the 
ping command is issued. After performing the experiment 10 
times, the results obtained can be observed in Table V.  
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TABLE V.  MULTIPLE  FAILURE - RESULTS FOR OSPF CONVERGENCE 

Number of 

experiments 

Packets 

received Packets lost 

Convergence time 

(in seconds) 

1 40 10 20 

2 40 10 20 

3 40 10 20 

4 40 10 20 

5 41 9 18 

6 41 9 18 

7 41 9 18 

8 41 9 18 

9 42 8 16 

10 42 8 16 

Average 41 9.2 18.4 

C. Options to improve OSPF convergence 

Gathering all of the information above, we tried to find 
an optimum convergence profile based on the fact that we 
have different information from each router. We modify the 
initial spfDelay time, the minimum and the maximum hold 
time between consecutive SPF’s using the command timers 
throttle spf 10 100 1000 in the router’s OSPF interface.  
After this change and taking into consideration the last case 
of multiple link failure (link RouterB–RouterD and link 
RouterB–RouterA fail), we obtained the values showed in 
Table VI for OSPF convergence time. 

TABLE VI.  MULTIPLE  FAILURE - RESULTS FOR OSPF CONVERGENCE 

Number of 

experiments 

Packets 

received 

Packets 

lost 

Convergence time (in 

seconds) 

1 43 7 14 

2 43 7 14 

3 44 6 12 

4 44 6 12 

5 44 6 12 

6 44 6 12 

7 44 6 12 

8 45 5 10 

9 45 5 10 

10 45 5 10 

Average 44 5.9 11.8 
 

Another experiment that we performed is to set the 
HelloInterval to 5 seconds and to compare it to the results 
obtained when HelloInterval has the default value, which is 
10 seconds.  For this experiment, we have considered the 
case when the link between RouterA–RouterB and the link 
between RouterA–RouterD fail. The results of the 
convergence time are shown in Table VII and a chart with 
the comparison between the times can be seen in Figure 4. 

 
Figure 4.  Comparison between convergence times with different 

HelloInterval values. 

TABLE VII.  MULTIPLE  FAILURE - RESULTS FOR OSPF CONVERGENCE 

Number of 

experiments 

hellointerval=10s 

(no timer 

modifications) 

hellointerval=10s 

( with timer 

modifications) 

hellointerval=5s 

(with  timer 

modifications) 

1 16 14 12 

2 16 14 12 

3 16 12 10 

4 14 12 10 

5 14 12 10 

6 14 12 8 

7 14 12 8 

8 12 10 8 

9 12 10 6 

10 12 10 6 

Average 14 11.8 9 

 
We can clearly observe from the figure that the 

convergence delay is increased when HelloInterval is larger. 
For instance, if the HelloInterval is 5 seconds, then the 
convergence time has an average value of 9 and if the 
HelloInterval is 10 seconds, then the convergence time 
reaches an average of 11.8 seconds. This test scenario 
involves the existence of multiple failures which introduce 
even more delay into the convergence process. This is 
because multiple failures can partition the network into many 
isolated parts. When HelloInterval has the value 5 seconds, 
the detection time variation will not exceed the spfDelay. In 
our experiments, the convergence time reaches an average of 
8 seconds. Due to the fact that the HelloInterval is 10 
seconds, the chance that both spfDelay and spfHold will 
delay successive routing calculations is higher. Also, because 
of the value of HelloInterval, in some partitions of the 
network, detecting the failures is much slower. Therefore, 
the convergence time takes approximately 14 seconds in our 
test scenarios. All these results demonstrate that the 
convergence can be delayed by timers because of protocol 
reaction to single and multiple failures.  

VI. CONCLUSION 

The aim of this paper is to measure and analyze OSPF 
convergence in presence of single and multiple failures and 
their impact on end-to-end traffic.  We investigated the 
routing convergence under five different situations and we 
can conclude that OSPF converges in about 10 seconds when 
there is a broken Ethernet connection, and in about 19-20 
seconds when there are two broken Ethernet connections. 
This means that the convergence is greatly delayed when 
multiple failures occur in the network topology.  

According also to the experimental results, the 
convergence time is influenced by the values of OSPF 
timers. Larger timer values cause a slower convergence, 
while smaller timer values ensure a fast convergence.  It is 
recommended to set the timers to smaller values to improve 
convergence time when dealing with dynamic networks. 
However, tuning timers require a lot of investigation on 
specific networks and knowledge about network 
management. We believe that this is still a wide research 
area that has just started developing.  
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Abstract— This paper presents a secure protocol for a radio 

Ad Hoc sensor network. This network uses the TDMA multiple 

access method. The transmission rate on the radio channel is 

57.6 kbps. The paper presents the construction of frames, types 

of packets and procedures for the authentication, assignment 

of time slots available to the node, releasing assigned slots and 

slots assignment conflict detection. 
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I.  INTRODUCTION  

Wireless sensor networks are appealing to researchers 
due to their wide range of application. The sensor networks 
can be used for various application areas (e.g., home, health, 
military). The Medium Access Control (MAC) protocol in 
the wireless sensor network must achieve two goals. The first 
is the creation of the network infrastructure. The second 
objective is to fairly and efficiently share communication 
resources between wireless sensor nodes [1]. The MAC 
protocols can use the Self-Organizing Medium Access 
Control for Sensor Networks (SMACS) protocol, the 
Eavesdrop-And-Register (EAR) protocol, the Carrier Sense 
Multiple Access (CSMA) method or the Time Division 
Multiple Access (TDMA) method [1] [2]. The TDMA 
method is often used in Ad Hoc sensor networks because of 
its ability to ensure collision-free transmission of packets 
regardless of the amount of traffic on the network. Many 
types of transmission scheduling protocols are used in 
TDMA Ad Hoc networks. Some of them do not support 
autonomous behaviors of mobile nodes. They cannot update 
the slot assignment of each node due to arrival or exit of 
mobile node [5]. Unifying the Slot Assignment Protocol 
(USAP) [7] and USAP-MA [8] Protocol, allows the 
operation of networks whose topology dynamically changes. 
However, they are characterized by poor channel utilization 
because of the existence of many conflicting or unassigned 
slots. The Traffic Adaptive MAC Protocol (TRAMA) is the 
algorithm proposed to increase the utilization of classical 
TDMA in an energy-efficient manner [3]. 

The sensor Ad Hoc network protocol, presented in this 
paper, uses the TDMA method and the Adaptive Slot 
Assignment Protocol (ASAP) protocol [4]. The ASAP 
protocol was chosen because of its ease of implementation 
in hardware and good properties [4]. This protocol is 
enhanced with authentication and encryption procedures.  
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Figure 1.  Sensor network. 

The remainder of the paper is organized as follows. In 
Section II, we present the structure of the TDMA frames. In 
Section III, we describe the formats of the packets. Section 
IV presents the cipher method used in the protocol. In 
Section V, we introduce the authentication procedure and, in 
Section VI, we present the slot assignment procedure. 
Section VII describes the detection of conflicts in the time 
slot assignment. Section VIII presents the releasing of time 
slot assignment. Finally, conclusions are presented in Section 
IX.  

II. TDMA FRAMES STRUCTURE 

A sensor network consists of Server, Personal 
Identification Module nodes (PIM) and Reference Node 
nodes (RN) (see Figure 1). The hierarchy level of RN 
indicates the number of radio hops to the server. Hierarchy 
level 0 means that the RN is connected via a wired 
connection to the server. 

Network nodes transmit seven types of packets: 

 Data packet – DATA; 

 Request packet – REQ; 

 Information packet – INF; 

 Hierarchy level packet – LEVEL; 

 Suggestion packet – SUG; 

 Reply packet – REP; 

 Authentication packet – AUTH. 
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Figure 2.  Frame and superframe in sensor network. 
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Packets are transmitted in the frames. The frames are 
organized into superframes. The primary (shortest length) 
superframe has 4 time slots. The duration of the superframe 
is 20 ms. The ASAP protocol allows the use of long 
superframes. The lengths of such superframes are multiples 
of the primary superframe. The length of the long 
superframe is set as a power of two. The superframes can be 
composed of 8, 16, 32 and 64 time slots, respectively. Such 
superframe durations will be then of 40 ms, 80 ms, 160 ms 
and 320 ms. 

The transmission rate at the radio interface is 57.6 kbps, 

so the duration of the 1 bit is tb = 17.36 s, and the duration 

of 1 byte is tB = 8 × tb = 138.88 s. The duration of the 33-
byte data packet (DATA) tr = 4.583 ms. The duration of the 
time slot ts = 5 ms, so guard intervals have 2 × 208.48 ms 

(416.96 s), or duration of 3 bytes. In the case of packet 
types with fewer bytes, we used the addition of appropriate 
number of zero bytes (0x00) to align the packet length.  

Figure 2 shows the frame and the superframe in a sensor 
network. The first slot in the superframe (CONTROL) has 
been reserved for the new node to transmit control Request 
packets (REQ) or authentication packet (AUTH). This way, 
no data packets (DATA) are transmitted in this time slot. The 
data packets can be transmitted over the remaining three time 
slots (for the superframe with length L = 4). The same is true 
in the case of superframes with a greater number of time 
slots. The first time slot is always CONTROL, used for the 
REQ or AUTH packets to be transmitted, and the remaining 
slots are used for data transmission.  

Each packet type has a fixed part, depending on the 
structure of the packets sent by used the radio modems. This 
fixed part has a 4 byte preamble, 4-byte synchronization and 
1 byte the kind of frame information. The PIM node 
addresses will have values between 0 (0x00) to 127 (0x7F), 
while RN will have address values from 128 (0x80) to 254 
(0xFE). Address with a value 255 (0xFF) is for a broadcast 
transmission. In the case of transmission towards the server 
in packet address fields will be the source address (PIM or 
RN) and the address of the next RN node (the destination 
node). The RN node receiving the packet containing its 
address as the target, it checks its routing table to the next 
RN node address in the direction of the server and forwards 
the received packet in a different time slot. In the case of 
transmission from the server, the source address is the 
address of the RN node sending the packet and the 
destination address is the address PIM or RN node (if the 
packet is sent to the RN node).  
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Figure 3.  Ciphering and deciphering in sensor network.  

III. PACKET FORMATS 

 The data packet (DATA) (0x0D) is the first type of 
packet. It contains information on the frame length 
and time slots assigned to the sender, and the 
maximum frame length of the sender and its 
neighbors [4]. This packet also contains the 
encrypted data sent by a node. 

 Request packet (REQ) (0x0C) is transmitted only by 
a new node. By sending this packet to neighbors, a 
new node requests the information on the frame 
length and assigned time slots of all nodes in 
contention area [4]. 

 Information packet (INF) (0x0B) contains the 
information on the frame length of the sender and 
time slot assigned to the sender and its neighbors [4]. 

 Hierarchy level packet (LEVEL) (0x6) is transmitted 
periodically by a RN node in the CONTROL time 
slot. The RN node is sending the packet to its 
neighbors, informing all nodes about its network 
hierarchy level. 

 Suggestion packet (SUG) (0x0A) is transmitted only 
by a new node. By sending this packet to the 
neighbors, the new node announces the frame length 
and its assigned slot [4]. 

 Reply packet (REP) (0x05) is transmitted for the 
confirmation of receiving SUG packet [4].  

 Authentication packet (AUTH) (0x01) is used in the 
authentication procedure. This packet sends an 
encrypted node address and the encrypted session 
key (in 2 consecutive packets). 

IV. DATA SECURITY 

The security of the transmission is ensured by the use of 
the block cipher algorithm (e.g. Advanced Encryption 
Standard - AES, Data Encryption Standard - DES) working 
in Output Feedback (OFB) mode (see Figure 3). The OFB 
mode has the structure of a typical stream cipher, because it 
generates a stream of bits (O) as a function of the 
initialization vector IV and session key [6]. In this solution, 
the IV vector is a timestamp. Its uniqueness is critical. The 
ciphertext is obtained by the modulo 2 addition of the 
plaintext bits (P) and block cipher output bits (O). One 
advantage of the OFB mode is low sensitivity to 
transmission errors, and more specifically the lack of error 
propagation [6]. Using the OFB mode we can encrypt data 
blocks of any length, even shorter than the length of the data 
block used in encryption algorithm (e.g. 128 bits for AES 
algorithm). 

V. AUTHENTICATION PROCEDURE 

The OFB mode is used in the procedure of authentication 
nodes (PIM, RN), and to encrypt data transmitted in the 
DATA frames. The authentication procedure takes place 
after the new node determines the first time slot 
(CONTROL) in the superframe. All network nodes keep in 
the memory a pair of numbers (8-bit address) and the master 
key (128 bits)). The same pair of numbers are stored in the 
server, which acts as a Key Distribution Center (KDC). Only 
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the nodes whose data (address and master key) are stored in 
the memory server can connect to the network. 
Authentication is performed after the connection to the KDC 
server. The transmission associated with the authentication is 
performed in the CONTROL time slot. The slot assignment 
procedure to the new node occurs only after successful 
authentication. The result of authentication procedure is to 
provide the RN or PIM the session key K, which is necessary 
for the exchange of information with the server. The session 
key is the same for all nodes in the network. Its validity can 
range from a few to several hours. The length of the session 
key depends on the encryption algorithm. For the AES 
algorithm, the key length is equal 128 bits. The 
authentication procedure consists of four steps: 

 The node that wants to connect to the network 
transmits in CONTROL time slot, authentication 
packet (AUTH) containing his encrypted address. 
The address is encrypted using a master key. 

 The server, based on the node address, searches in its 
memory the master key and decrypts the encrypted 
address. Then, it compares the two addresses (the 
decrypted address and the address sent without 
encryption in the address field of the frame). 

 If the comparison result is positive, the server 
encrypts 128-bit session key K using the master key 
and sends it to the authenticated node also in the 
CONTROL time slot. A negative comparison result 
ends the authentication procedure. The server sends 
one AUTH packet containing zero. 

 The node receives the encrypted session key K and 
decrypts it. Since then, all transmitted data is 
secured. From that moment, the entire transmission 
is secure. In the case of a negative authentication, 
after receiving the AUTH packet with the content 
zero, the node, after a few superframes, may initiate 
a re-authentication procedure. 

VI. TIME SLOT ASSIGNMENT PROCEDURE 

The time slot assignment procedure is performed after 
successful authentication of the new node. All RN nodes, 
passing AUTH packet with a message about the negative 
authentication (1 packet containing zeros - 8 bytes of 0x00) 
know that the node is unauthenticated and cannot compete 
for access to the channel. After successful authentication the 
new node selects a time slot assigned to itself in four steps. 

A. Requesting the information on time slot assignment in 

the contention area. 

When a new node joins the network, it does not know the 
information on network topology or the time slots assigned 
to other nodes in its contention area.  

(0) (1)(1) (2) b(2) b (3)(3)

4 time slots 4 time slots

(0) (1)(1) (2) b (3)(3) (4)(4) (5)(5) (6) b (7)(7)

 
Figure 4.  Copying information about node b. 

(0) (1) a (2) b (3)(3) (4) c (5) b (6) a (7)(7)

Unassigned  time slots  

Figure 5.  Getting unassigned time slots. 

To get this information, the new node listens to the channel 
and checks packets transmitted from the neighbors. DATA 
packets from neighbors contain the information on their 
assigned time slots, superframe length, and maximum 
superframe length. From these pieces of information, the 
new node knows the position of the first time slot in a 
superframe and maximum superframe length among all 
nodes in its contention area. Then, the new node sends a 
REQ packet (0x0C) in the first time slot of the next 
superframe. Neighbors, that have received the REQ packet 
transmitted from the new node, transit to the control mode. 
Each neighbor of the new node gives information in its 
superframe length and time slot assigned to itself and its 
neighbors by transmitting an INF packet (0x0B) in its 
assigned time slot. After all neighbors of the new node have 
transmitted INF packets, all nodes in the contention area of 
the new node can know its structure [4]. 

B. Setting the superframe length and time slot assignment. 

After receiving INF packets from all neighbors, the new 
node sets its superframe length. If all nodes in its contention 
area have the same superframe length, the new node sets its 
own superframe length to this length.  

Otherwise, the new node uses the maximum superframe 
length among all nodes in the contention area. Then, from 
the received INF packets, the new node knows the 
information on slot assignment in this contention area. The 
new node creates its own time slot assignment information of 
superframe length, S0, where S0 denotes the frame length that 
is set to the new node. If the superframe length of a neighbor 
is the same as S0, the time slot assignment information of the 
neighbor is copied to that of the new node. Otherwise, if 

S0 = aSi, the time slot assignment information of the 
neighbor is copied repeatedly to every S0/a slots. Si is the 
superframe length of the neighbor and a is an integer of a 
power of two. The new node merges the information from all 
neighbors and creates its own time slot assignment 
information [4]. 

For example, when the new node sets its superframe 
length as 8, the time slot assignment information in the INF 
packet received from node b whose superframe length is 4 
and assigned slot is 2 is copied repeatedly to every 4 time 
slots in that of the new node (see Figure 4) [4]. 
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Figure 6.  Releasing multiple assigned time slots. 
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Figure 7.  Doubling the superframe. 

C. Selecting an assigned time slot. 

Based on the time slot assignment information, the new 
node selects a time slot assigned to itself by three 
procedures. 

1) Getting an unassigned time slot. 
If some unassigned time slots are found in the time slot 

assignment information, the new node assigns one of them to 
itself. For example, as shown in Figure 5, when unassigned 
time slots 3 and 7 are found, the new node can assign a time 
slot either 3 or 7 to itself [4]. 

2) Releasing multiple assigned time slots. 
If no unassigned time slot is found, the new node checks 

whether some nodes in the contention area are assigned 
multiple time slots. If such node is found, the new node 
releases one of these time slots and assigns it to itself. If 
there are more than one node to which multiple time slots are 
assigned, the node with the largest number of assigned time 
slots among them is chosen to release a time slot [5]. For 
example, as shown in Figure 6, when node a and c are 
assigned multiple time slots, the new node selects a time slot 
from time slots 1,3,6, and 7 which are assigned to nodes a 
and c, and assigns the selected time slot to itself [4].  

3) Doubling the superframe. 
If no unassigned time slot is found and no node has 

multiple assigned slots which are able to be assigned to the 
new node, the new node doubles the superframe length of the 
slot assignment information and copies the assignment 
information to both the former half and the latter half of 
doubled superframe. The first time slot in the superframe is 
not assigned to any nodes. Therefore, after doubling the 
superframe length, the first time slot in the latter half 
becomes unassigned slot. The new node assigns this time 
slot to itself [5]. For example, when the new node doubles 
the superframe length, time slot 8 can be assigned to itself 
(see Figure 7) [4].  
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Figure 8.  Example of conflict an assigned time slot. 
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Figure 9.  Dividing the assignment of time slots. 

D. Announcement of updating the time slot assignment 

information  

After selecting a time slot assignment, the new node in 
network sends a SUG packet to its neighbors. The SUG 
packet contains information on the superframe length and the 
assigned time slot.  

When the neighboring nodes receive this packet, they 
update their time slot assignment information. After updating 
the information based on the received SUG packet, each 
neighboring node sends a REP packet to its neighboring 
nodes. Sending this packet implies the confirmation of the 
SUG packet for the new node and announcement of updating 
the time slot assignment information and exiting from the 
control mode. The sender and receivers of the REP packet 
adopt the new time slot assignment and can restart data 
transmission from the next superframe. The new node, after 
receiving the REP packets from all neighboring nodes, 
transits to the transmit mode [4].  

VII. DETECTION OF CONFLICT 

In the protocol, a conflict of slot assignment occurs when 
a new node connects to two or more nodes to which the same 
slots are assigned. In the example shown in Figure 8, a 
conflict occurs at a new node between node c and node f in 
time slot 5. When a new node detects the conflict, it solves 
this conflict using the following procedure [4]: 

A. Dividing the assignment  

If multiple time slots are conflicting at the new node, 
these time slots are divided to the nodes which have caused 
the conflict. Figure 9 shows the example when conflicting 
slot 4 and 12 are divided to nodes a and b [5]. 

B. Deleting a conflicting slot 

If in the network are some un-conflicting time slots 
assigned to nodes causing the conflict, the conflicting time 
slot is released from all the nodes except for that with the 
smallest number of assigned slots as shown in Figure 10 [5]. 

C. Doubling the superframe and dividing the assignment. 

If the conflict occurs among nodes to which only one 
time slot is assigned, this conflict cannot be solved with the 
current superframe length. 
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Figure 10.  Deleting the conflicting time slot 
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Figure 11.  Doubling the superframe and dividing the assignment. 

In this case, the superframe length of these nodes is doubled 
and the time slot assignment is divided in the doubled 
superframe. In the example in Figure 11, the space for 
conflicting time slot is doubled by doubling the superframe 
length. The space can be divided to nodes a and b (see Figure 
11) [5]. 

After reconfiguring the time slot assignment, the new 
node sends SUG packet with the information on the 
reconfigured time slot assignment and the selected time slot. 
Neighboring nodes which have received this SUG packet 
also reconfigure their time slot assignment and send REP 
packets with reconfigured information. The new node may 
fail to collect the information on the time slot assignment 
correctly due to the collisions of INF packets. Then, the new 
node sends the information on the time slot in which 
collisions have occurred to all neighboring nodes instead of 
the SUG packet. Neighboring nodes of the new node, which 
have sent the INF packets in the conflicting time slot, 
retransmit the INF packets after waiting for certain 
superframes determined at random [4].  

VIII. RELEASING TIME SLOT ASSIGNMENT 

When a node exits from the network, it stops transmitting 
DATA packets and releases time slots assigned to itself. 
Neighboring nodes detect the exit of the node when no 
packets from exited node have been received during the time 
of the superframe length of the exited node. Then, they 
release the time slot assigned to the exited node from their 
time slot assignment information. They also release the time 
slots assigned to nodes that have gone out of their contention 
area due to exit of the node.  

After reconfiguring the time slot assignment, neighboring 
nodes of the exited node send the updated information to 
their neighboring nodes. The nodes which have received this 
information reconfigure the time slot assignment by 
releasing the time slots assigned to the exited node [4]. 

IX. CONCLUSION AND FUTURE WORK 

The paper presents the construction of the Ad Hoc sensor 
network protocol. The operation of this protocol is based on 
the ASAP protocol, whose efficiency measured in terms of 
the radio channel utilization is much larger than the USAP 
protocol [4]. The protocol described in this paper has been 

extended with additional functions related to data security 
(authentication of new nodes and encryption of data 
transmission), and the determination of the network 
hierarchy level of the reference nodes. Two new types of 
packets have been proposed: the authentication packet 
(AUTH) and the hierarchy level packet (LEVEL). The 
authentication packet is used during the authentication 
procedure, before the time slot assignment procedure. It 
increases network security and prevents connection of 
unauthorized nodes. Applying the LEVEL packet, that 
informs about hierarchy of the RN, allows the assignment of 
a smaller number of time slots to the PIM nodes and 
improves the network performance. This protocol has been 
selected for hardware implementation because of the 
relatively simple structure and principles of operation.  

The future tasks of research are as follows.  

 Software simulation of this protocol. 

 Comparison properties of this protocol with other 
protocols used in TDMA Ad Hoc networks.  

 Implementation of this protocol in hardware.  

 Measurement of hardware network in real indoor 
environment.  
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Abstract— Smart grid will soon be a reality.  As a result of 
connecting the traditional power grid to networks, all the 
vulnerabilities related to information technology will be inherited 
by the smart grid.  Hence, the smart grid must be protected 
against various cyber-attacks.  An essential component of the 
smart grid is the Advanced Metering Infrastructure (AMI). In an 
attempt to protect smart meters’ communication with the 
collector, two security schemes based on PKI are introduced in 
this paper.  The security requirements of confidentiality, 
integrity, and nonrepudiation are analyzed with respect to these 
schemes. 

Keywords— AM; Direct Connection; Smart grid; Security 

I. INTRODUCTION 

   Smart grids utilize bidirectional communication with 
consumers to facilitate an information-driven style to indirect 
energy control and management.   To this extent, they deploy 
large scale smart meters at consumer’s sites for bidirectional 
real time communication using existing network protocols 
[17].  The smart grid characterizes the new trends of the 
current power grid nationally and internationally.  It emerged 
in response to environmental changes, improved energy 
efficiency, and reduced pollution emissions [15].   The smart 
grid, which is supported by information technology and 
intelligent control, relies on six components, namely; power 
generation, transmission, transformation, distribution, 
consumption and dispatching [11].  Smart grid refers to the 
next generation power grid, which upgrades the electricity 
distribution and management by encompassing a scalable and 
ubiquitous two-way communication infrastructure to enhance 
control, efficiency, reliability and safety [19] [24].  It is, 
therefore, no surprise that many countries are considering it as 
the future direction of the classical power grid [10] [16] [18]. 
   Incorporating the Internet in the smart grid will widely open 
the door for various security attacks traditionally associated 
with the Internet.   Undoubtedly, Smart Grid systems will 
significantly improve efficiency and reliability but at the 
expense of possibly introducing new vulnerabilities.  Hence, 
smart grid utilization should meet rigorous security 
requirements [14].  Cyber-security, as a vital challenge of the 
smart grid transformation, must be enforced right at the 
beginning and not glued when attacks take place [1].  To reach 
full customer trust and to ensure excellent permanence of the 

current power supply, all components of smart grid 
communication network need to be extremely secure to satisfy 
confidentiality requirements [22].  Vulnerabilities are 
expected in power transmission networks, power grid, 
SCADA system access points and zone management [4] [6] 
[8].  To eliminate vulnerabilities or at least minimize their 
impact, strong security measures must be put in place. 
   Within the smart grid, the AMI plays a major role.  It uses 
bi-directional communications between consumers and the 
utility, and requires robust communication network to take 
into account a large number of devices, small data burst 
transmission, high-level of reliability, and changing 
propagation conditions [13] [20].  Formerly, Automatic Meter 
Reading (AMR) was used for automatically collecting energy 
consumption and status data from metering devices and then 
transferring that data to a central database system for billing 
and further analysis. To allow for additional data to be read, 
stored, and transmitted to servers, and to control the metering 
devices remotely,   The AMI proved to be the solution [12].  
Advanced Metering Infrastructure includes the components 
responsible for measuring, collecting and analyzing energy 
usage.  It consists of the Meter Data Management (MDM) 
system, communication network, access points, and the end 
points.  The end points connect to smart meters, and other 
display and control end devices [3] [9] [23].  AMI is the only 
part of the smart grid in which all line segments and 
substations are visible [5]. 
   Based on the importance of AMI and the vital role that it 
plays within the smart grid, it is very demanding that the AMI 
must be protected from various possible cyber-security 
attacks.   The following security requirements must be 
enforced: confidentiality, integrity, availability, and 
nonrepudiation [7].   Consumers do not want others to know 
how much energy they are consuming or how it is being used 
(confidentiality). Meter readings and control commands 
should not be modified while they are being transferred 
(integrity).  The availability of meter reading is critical for 
utilities and consumers.  It is also critical that sending and 
receiving components and devices cannot deny sending 
information including readings and commands 
(nonrepudiation).    There are a number of possible attacks on 
AMI components including denial of service, device 
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tampering, snooping, impersonation, wormhole, black hole 
and routing attacks.  Therefore, AMI demands a reliable and 
secure communication approach between the smart meters and 
consumer equipment [2]. 
   Vaidya et al [21] stressed that many of the available 
schemes for both single-path and multipath routing are not 
suitable for meshed AMI network.  Consequently, they 
introduced a security mechanism for multipath routing based 
on Elliptic Curve Cryptology (ECC), digital signature, and 
Message Authentication Code (MAC) for such an AMI 
network.  Their approach allows the Certificate Authority to 
do a lot more work than they should normally do (issuing 
certificates) including controlling the nodes’ creation of public 
and private key.  Nodes (smart meters) are doing a number of 
computations despite their known limited computing power.  
This also tends to slow the system.  Furthermore, a smart 
meter sends it information to all the neighboring smart meters.  
This provides attacker the opportunity for attacking more than 
one goal (smart meter) as they all have the information of the 
source meter.  The neighboring nodes, acting as as 
intermediate nodes, will do even more calculations and 
broadcast the results.  This means all other nodes (smart 
meters) have now the information.  Again, there are many 
nodes that the attacker can try and many nodes will be 
affected.  An interesting security protocol for AMI 
communications in smart grid where the smart meters are 
interconnected through wireless network was introduced by 
Yan et al [25].   The paper indicated that the Public Key 
Infrastructure (PKI) is not desirable and relied on symmetric 
key cryptology.  However, the number of symmetric keys 
used is large (2n, where n is the number of nodes) and 
comparable to the number of keys should the PKI has been 
followed.  Symmetric keys are normally used for large 
messages.  Furthermore, smart meters have limited 
capabilities, and therefore, verifying the MAC by the 
successor node is time consuming and should have been left to 
the collector.  The paper did not specify what will happen 
when the two MAC’s are not equal.  This implies that the 
integrity of a meter’s reading is not handled correctly.   
   This paper proposes two schemes for securing the indirect 
meter-to-collector communications.  Both schemes are based 
on PKI.  Unlike the work of Vaidya et al [21], this paper 
allows each node to send the encrypted, authenticated, and 
signed reading of a smart meter to its successor only (just one 
node).  The successor cannot tell the reading of the 
predecessor node.  If a node is attacked, readings of other 
nodes will not be affected.  The paper also avoids the need for 
a certificate authority by allowing the collector node to take 
care of issuing certificates to all smart meters under its 
authority.  Furthermore, nodes do not waste time performing 
lengthy calculations.  In contrast to the approach of Yan et al 
[25], PKI provides stronger encryption using public and 
private keys.  It is clear how the keys are created/recreated and 
exchanged.  The messages (readings) are small indicating PKI 
is the convenient way here.  The verification of the hash 

functions is carried out by the collector, which has more 
powerful computing capabilities.  If the computed hash 
function is not equal to the received hash function for a smart 
meter’s reading, the collector will reject that reading and 
inform the substation of a possible attack on that smart meter.  
Therefore, the integrity of a message (reading) is handled 
correctly. Furthermore, this paper adds anonymity to the 
meters by using anonymous IDs, and adds confusion to the 
order of readings of smart meters using a PRNG.  
   The AMI architecture used for this scheme will be 
introduced, and the security of the schemes will be analyzed.  
The reminder of the paper is organized as follows: Section II 
introduces the AMI architecture.  Section III deals with the 
process of secure reading collection.  The analysis of AMI 
communication security is presented in Section IV.  Finally, 
the paper is concluded in Section V. 

II. AMI ARCHITECTURE 

   AMI networks are responsible for connecting a substantial 
number of devices needed to collect readings from smart 
meters.  As this paper is concerned with securing smart meters 
to collector communication, only this part of the AMI 
architecture will be introduced.  
   There are two ways of connecting smart meters to 
connecters; direct and indirect connections.  In direct 
connection, smart meters directly communicate with collectors 
to transfer readings and exchange information and commands.  
For indirect (or indirect) connection, one or more smart meters 
are directly connected to the collector.  The rest are either 
connected to the nearest smart meters that have direct 
connection with the collector or through a series of smart 
meters until the one directly connected to the collector is 
reached.  The collector is responsible for collecting readings 
from all smart meters within its coverage area (network).  
Coverage area could include both direct and indirect 
connection. 
   An example of an indirect connection is presented in Figure 
1 to clarify the connection.”  In this figure, smart meters SM0 
and SM6 are directly connected to the collector C.  Other 
smart meters are either directly connected to SM0 and SM6 
(SM1 and SM7), or through other smart meters (for example 
SM3, SM4, SM5, SM8, SM9).  Collectors are connected a 
substation.  The substation is extremely important to the 
efficient functioning of an electric utility since it contains a 
large quantity of significant information needed for the 
successful operation and management of the smart grid.   
Securing the direct smart meter-to-collector connection is 
easier than the indirect connection because it only needs one 
level of security connection with collector only.  For indirect 
smart meter-to-collector connection, two levels of security are 
needed.  First, the inter-meter connections must be secured, 
and then the direct connection with the collector.  The 
collector will collect all the readings.  If there is a problem 
with a reading or a missing reading due to an attack or any 
physical reason, the collector will report that to the substation, 
which will inform the management of the utility company. 
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Figure 1. Smart meter-collector indirect connection 

III. SECURE READING COLLECTION PROCESS 

   Two approaches for the indirect communication between 
smart meters and collector will be introduced below.  In both 
approaches, anonymous ID’s (A-ID’s) for the smart meters are 
used.  To create anonymous ID’s, each smart meter XORs the 
current ID (real one initially and then anonymous) with the 
output of a true random number (TRN) generated by a ring 
oscillator, Ti [26].  Any other true random value can be used 
instead of or in addition to the one generated by the ring 
oscillator.  In other words, A-IDi = IDi XOR Ti for the first A-
IDi, and A-IDi = Previous A-IDi XOR Ti for subsequent A-
IDi’s.  Table I presents the notations used in these approaches. 
   In the first approach, the collector C should have initially 
received all the public keys and IDs of the smart meters.  On 
the other hand, the smart meters, SM’s, should have the public 
key of the collector using any secure process.  Furthermore, 
the predecessor and successor nodes for each smart meter are 
identified during installation and configuration of each smart 
meter.  The node directly connected to the collector has no 
successor.  The nodes at the end of the connection have no 
predecessors.  Note that the scheme will be applied to the 
upper part of Figure 1 to observe how smart meters SM0-SM5 

securely send their readings to the collector C.  The readings 
for smart meters SM6-SM9 at the lower part of the figure will 
be collected using the same approach. 
   Each smart meter, SMi, replaces its real IDi with an 
anonymous one, A-IDi, appends IDi to it and encrypts both 
with the public key of collector, PUc, before sending the 
resulting message, E(PUc, A-IDi || IDi), to C through the 
indirect connection (Figure 2). The collector, C, creates 

certificates for each smart meter, SMi.  It appends A-IDi to the 
public key of each smart meter, PUi, and the period of validity 
PRV, and then encrypts PUi||A-IDi||PRV with its private key, 
PRc to get the certificate for each smart meter (CRi = E(PRc, 
PUi||A-IDi||PRV) since all smart meters have the public key 
PUc of the collector.  The CRi is further encrypted with PUi. 
Having done that, C then attaches A-IDi to the resulting 
message and forwards E(PUi, CRi) || A-IDi to smart meters via 
SM0.  Certificate creation is depicted in Figure 3 for both the 
collector and smart meter.  
   Every SMi checks the A-IDi.  If it is its ID, it decrypts E(PUi, 
CRi) with its private key PRi to get its certificate.  Otherwise, 
it will forward the message to adjacent smart meters to do the 
same until all smart meters receive their certificates.   

 

 

 

Figure 2. Creating and sending anonymous ID 

   Each SMi XORs its reading, Ri, with the TRN produced by 
the ring oscillator, Ti, concatenates the resulting message with 
Ti and the hash function of the reading H(Ri).  The resulting 
message will be encrypted with PRi to get Xi = E [PRi, Mi || 
H(Ri) || Ti], where Mi  = Ri XOR Ti.  To enable the collector to 
recognize the source meter’s reading, A-IDi is attached to Xi 
and both encrypted with PUc to get Yi = E(PUc, Xi || A-IDi).  
The XOR operation is used to obscure the reading of the meter.  
Ti is needed to allow the receiver to XOR it with Mi to get Ri.  
Having done that, Ri will be hashed and compared to H(Ri). 

 
Figure 3. Creating and sending certificates 

   The predecessor and successor nodes exchange certificates 
to authenticate each other.  On successful authentication, the 
predecessor smart meter encrypts its Yi with the public key 
PUi-1 of the successor, and forward E[PUi-1, Yi] to the 
successor.  The receiving successor decrypts the received 
message with its private key PRi-1, prepends or appends its 
own Yi-1 and encrypts the two (Yi || Yi-1, or Yi-1 || Yi, for 
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example) with its successor’s public key.  This process will 
continue until all Yis have been concatenated at SM0.  Using 
Figure 1 above, we should have Y = Y5 || Y4 || Y3 || Y2 || Y1 || 
Y0 or any other ordering.  SM0 sends Y to C.  Any missing Yi 
indicates a problem, possibly an attack, within that meter.  If 
this occurs, the collector will reject the received message and 
report to the substation to investigate the issue. 
   The decision on whether to append or prepend Yi is based 
on pseudorandom number generator (PRNG), which generates 
pseudorandom bit stream.  Yi-1 is prepended if the 
pseudorandom bit is ‘0’ and appended if the bit is ‘1’.   This 
will obscure the order of Yi’s and make it hard to relate the 
Yi’s to their smart meters.  To illustrate this, Figure 4 is 
provided. 
   The collector, C, uses its PRc to decrypt Y.  Then, based on 
the A-IDi, it uses the appropriate PUi to decrypt each Yi to 
obtain Mi || H(Ri) || Ti for each smart meter. It XORs Mi with Ti 
to get the reading Ri.  It later finds the hash function of Ri and 
ensures it is equal to the received hash function H(Ri) to 
guarantee the integrity of the reading, Ri. Figure 5 illustrates 
the meter readings collection process.  To simplify Figure 5, Z 
= Y5 || Y4 || Y3 || Y2 || Y1 (order is based on PRNG’) is used. 
   Note that smart meter 5, SM5, has no predecessor, and 
therefore, no PRNG’ unit exists.  Only smart meters SM4-SM1 
have it because they have predecessors (smart meters 
connected to them, as depicted in Figure 1).  Once the order of 
Yi’s is decided, the result is encrypted with the public key of 
the next meter, PUi-2, and forwarded to the next smart meter, 
SMi-2.  The PRNG for SM0 is not followed by encryption as in 
Figure 4 because it is forwarding directly to the collector. 

 

TABLE I. NOTATIONS USED 

Symbol Meaning 

C Collector 
SMi Smart meter i 
SM0, SM6 Smart meters directly connected to C 
PUC , PRC Public & private keys of collector 
PUi , PRi Public & private keys of smart meter i 
|| Concatenation 
E Encrypt 
 Send to 
Ri Reading of smart meter i 
H(Ri) Hash function of reading Ri 
Ti TRN from Ring Oscillator for smart meter i 
PRV Period of validity 
ID Identification 
IDC ID of collector 
IDi ID of smart meter i 
A-IDi Anonymous ID for smart meter i 
CRi Certificate of smart meter i  

 

   After a predefined number of readings or when the validity 
period PRV of the certificate expires, new keys for both 
collector and SM’s will be generated and exchanged.  The 
collector will use its old PRc to encrypt the new PUc and then 
encrypt the result with the old PUi and attaches A-IDi prior to 
sending it to SMi.  The A-IDi will allow each smart meter to 
tell if the message is intended for it. The smart meter in 

question, SMi, will decrypt this message to get the new public 
key of the collector.  At the other side, each smart meter 
generates new A-IDi, PUi and PRi, appends the new A-IDi to 
the new PUi, encrypts the resulting message with the old PRi 
and then with the new public key of the collector, PUc.  Finally, 
the old A-IDi is attached before sending it to the collector.  The 
collector will apply the required series of decryptions to get the 
new A-IDi and PUi of each smart meter.  Note that the old A-
IDi is added to allow the collector to recognize each smart 
meter.  Furthermore, new certificates will be generated and 
forwarded to the smart meters as mentioned above.  This is 
detailed in Figure 6 below.  New keys, certificates, and 
anonymous IDs are also created and exchanged when an attack 
is anticipated or has already occurred. 

 
Figure 4. PRNG operation 

   An alternative approach is used if the creation and storage of 
certificates are not desirable due to computing power and 
memory limitations.  For each adjacent smart meter pair, the 
collector sends the predecessor the public key of the successor 
encrypted with the public key of the predecessor, and sends the 
successor the public key of the predecessor encrypted with the 
public key of the successor.  In both cases, the A-IDi is 
attached to allow smart meters to capture messages belonging 
to them.  Apart from replacing the certificate with the collector 
providing the public keys for the predecessors and successors, 
the rest is exactly as in the first approach. 

IV. AMI COMMUNICATION SECURITY ANALYSIS 

   The security of the above schemes is analyzed with respect 
to confidentiality, integrity, and non-repudiation.  Although 
hash functions can help with intrusion and virus detection, 
availability cannot be satisfied by cryptology alone (schemes 
above), and therefore, it will not be part of the analysis. 
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Figure 5. Meter readings collection process 
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Figure 6. Exchanging new keys, IDs, and certificates 

 
 

A. Confidentiality 

   Confidentiality ensures that the message sent can only be 
disclosed to the authorized parties.  This implies that 
authorization restrictions are in place to ensure personal and 
information confidentiality. 
   Consumers definitely do not like others to intrude on their 
confidentiality in terms of energy quantity used or how it was 
used.  They need assurance that no unauthorized disclosure of 
the transferred information will take place. 
   The proposed protocols ensure that confidentiality is met 
through four levels.  First and most important, the message 
that is forwarded to the next smart meter or directly to the 
collector in the case of SM0 is encrypted with the public key 
of the collector (Yi = E(PUc, Xi || A-IDi)).  Only the party that 
has the private key (collector), PRC, can decrypt this message.  
In fact, because the contents of Xi are encrypted with PRi, and 
then Xi is encrypted with PUc, authentication and digital 
signature are also taken care of.   
   In addition, the replacement of real IDs with anonymous 
ones will make it hard to relate a reading to a particular smart 
meter.  Furthermore, the use of pseudorandom number 
generator (PRNG) introduced further hardship in judging the 
link between the reading and smart meter.  Finally, readings 

are XORed with a random value that modifies the actual 
reading.  This will make it very hard for attackers to extract 
the actual reading. 

B. Integrity 

   Customers and utilities need an assurance that the data 
received is exactly as sent.  This assurance guarantees that the 
data received has not been subject to any modification, 
insertion, deletions, or replay on its way to its destination.  
This is referred to as data integrity.  
    Message authentication is a technique used to ensure the 
integrity of the message. With regards to smart meter-to-
collector communication, meter readings messages and 
commands should arrive exactly as they left the source that 
issued them.   
   The reading, Ri, in the proposed schemes has its integrity 
fulfilled through the use of cryptographic hash function, 
H(Ri).  Upon receiving the message, the collector extracts Ri 
and find its H(Ri).  It then compares the computed H(Ri) with 
the received one.  Any mismatch indicates the message has 
been modified.   Further guard to ensure the integrity of the 
message was carried out by using digital signature. The hash 
value, H(Ri), is encrypted with the private key of each smart 
meter (Xi = E [PRi, Mi || H(Ri) || Ti]).  Only the receiver with 
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the public key of the smart meter, which is the collector, can 
decrypt the hash value. 

C. Nonrepudiation  

   Non-repudiation guarantees that the sender cannot deny it 
sends the information, and the receiver cannot deny it receives 
it.  No smart meter can deny its reading because the reading 
and its hash value are encrypted with the private key of smart 
meter (Xi = E [PRi, Mi || H(Ri) || Ti]).  Provided the key was 
not compromised, no party but the smart meter knows its own 
private key.   
    In a similar analysis, the collector cannot deny it sent each 
smart meter its certificate [(CRi = E(PRc, PUi||A-IDi||PRV)] 
because it is encrypted with its private key and no other party 
knows its private key.  Furthermore, the use of hash functions, 
H(Ri), is used for nonrepudiation of the origin (dispute 
resolution). 

V. CONCLUSION 

   Smart meter-to-collector communication plays a critical role 
within the Advanced Metering Infrastructure.   Protecting them 
against possible cyber-attacks is a vital requirement.  To 
contribute to this effort, two cryptographic protocols based on 
PKI were introduced.  One of these protocols involved using 
certificates issued by the collector.  Only the indirect 
communication of smart meters with the collector was 
investigated.  Securing such a connection is harder than the 
direct one because readings have to travel through other smart 
meters before reaching the collector.  The introduced schemes 
satisfied the security requirements; confidentiality, integrity, 
and nonrepudiation. 
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Abstract—Cyber attacks have evolved from being mostly harmless
to sophisticated and devastating Advanced Persistent Threats
(APT), such as the Stuxnet or Aurora attacks. APTs have the
capabilities to stop business operations and cause physical damage
to plants and equipment. This is a serious threat to Industrial
Control Systems common in critical infrastructures such as
pipelines, refineries, electrical grids or nuclear plants. This paper
discusses why existing cyber attack detection technologies and
solutions are not able to detect APTs, and makes use of a flawed
detection paradigm based on prior knowledge of attacks. This
paper also introduces a novel approach to detect APTs that is
based on deep monitoring over large time intervals combined
with correlation and analysis of monitored events over these time
periods to detect indications of a cyber attack. The paper also
provides an example of using the proposed approach to detect
Stuxnet.

Keywords–Malware; APT; Monitoring System; Intrusion Detec-
tion Systems; Intrusion Prevention Systems; Cybersecurity.

I. INTRODUCTION

The computerization of industrial environments has intro-
duced new cybersecurity problems [1]. Cybersecurity breaches,
espionage, insiders, and threats to privacy continue to in-
crease in frequency, impact and sophistication [2]. Indeed,
their impact on the global economy has been estimated at
more than $400 billion in annual cost, or around 0.8% of
the global Gross Domestic Product (GDP) (in comparison,
drug trade represents 0.9%, and international crime, 1.2%)
[3]. World leaders are raising their concerns on cyber attacks
and the serious menace they pose to critical infrastructure and
intellectual property [4]. Governments, in coordination with the
industry, are developing strategies and guidelines to improve
critical infrastructure cybersecurity and prevent the increasing
social and economic impact of attacks.

The challenge is that today’s Industrial Control Systems
(ICS) and critical infrastructure rely on outdated security mod-
els and invalid assumptions. At the same time, the frequency
and sophistication of cyber attacks against ICS are increasing
and these critical assets are becoming prime targets both
by criminal and terrorist organizations. These sophisticated
attacks are difficult to detect and they operate covertly; they
typically start with seemingly benign activities that do not
trigger any warning, as was the case with the Stuxnet [5] and
Aurora [6].

These attacks are called Advanced Persistent Threats (APT)
[7], characterized as attacks that remain unnoticed until the
consequences become visible in the system or its environment.
APTs cannot be detected using conventional security tools

and represent a significant challenge and risk to industrial
environments and critical infrastructure.

The remainder of the paper provides an evaluation of
current detection paradigms and proposes a new paradigm
based on event analysis. Section II provides an overview of
APTs and their phases. Section III discusses why existing
detection solutions are not designed to detect APTs and use a
flawed paradigm based on prior knowledge of attacks. Section
IV introduces a novel detection approach tailored to the nature
of APTs and based on (1) deep monitoring over large time
intervals combined with (2) the analysis of monitored events
over such periods to detect indications of a cyber attack.
Section IV provides an example of the proposed approach
applied to detect the early phases of Stuxnet.

II. ADVANCED PERSISTENT THREATS

APTs [7] works in the background conducting espionage
or sabotage actions that could result in considerable monetary,
environmental or safety loses. The steps taken by these threats
usually go unnoticed until they have reached their goal or have
penetrated large parts of the infected systems, making their
removal costly and difficult. Table I outlines a selection of
APTs attacks happened in the last decade [8][9]:

TABLE I. IMPORTANT ATTACKS WITHIN THE LAST SIX YEARS.

Attack Entry Method Date Classification
Aurora operation Malware 2007 Espionage
Stuxnet Malware 2009 Sabotage
Energetic Bear Malware 2011 Espionage
Flame Malware 2012 Espionage
Shamoon Malware 2012 Sabotage
Heartbleed Malware 2014 Espionage

A. APT Characteristics
There has been significant research and analysis of APTs

and experts have defined their main features [10][7][11] as
follows:
Targeted: APTs target organizations with the purpose of
stealing specific data or causing damage.
Persistent: APTs play out varied phases over a long period of
time. To steal data, the attacker must identify vulnerabilities,
evaluate existing security controls, gain access to privileged
hosts within the target network, find the target data and,
finally, ex-filtrate or manipulate them.
Evasive: APTs are designed to evade traditional security
products gaining, for instance, privilege access in hosts within
the target network while avoiding firewalls, antivirus and
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other security protective mechanisms.
Complex: APTs apply a complex mix of attack methods
adapted to the multiple vulnerabilities that the attacker
identifies in the targeted system.

B. The APT Process
The APT process includes three dominant phases which

may take place over a period of several months [12].
1) Phase 1: The attacker performs reconnaissance, identi-

fies vulnerabilities, launches the attack and infects target hosts.

• Recognize: Attackers look for entry points, vulnera-
bilities, key individuals, and key assets.

• Launch: Common methods to gain access to a priv-
ileged host may include email traps with hidden
malware, malicious websites aimed at extracting pass-
words, or social engineering to get access to specific
accounts.

• Infect: Code is installed into a targeted host and the
malware reports back to a Command and Control
(C&C) fueling the attack.

2) Phase 2: The attacker controls infected hosts, updates
the malware, spread it to other machines, and collects data.

• Control: The attacker remotely controls infected
hosts with a C&C service on the Internet, often on a
dynamic Domain Name System host. C&C provides
the attacker with remote control.

• Discover: The infected host downloads additional
components to identify target data on the infected
hosts, on mapped network drivers, and at other
network locations.

• Persist: An important difference between traditional
malware and an APT is the ability to persist. Tradi-
tional malware will often remove itself or be removed
by an antivirus program. However APT operations are
designed to go on in silence and persist by download-
ing new code to avoid being detected.

3) Phase 3: Once the attackers have taken control of one
or more hosts within the target network, they may establish
access credentials to expand their reach. In case of exfiltration,
the attacker send the data out of the network through the
C&C server or a previously unused server. At this point, the
consequences can result in the public disclosure or selling of
sensitive information, blackmail, or the share of the attack
methods to other attackers that may repeat the attack. In
addition, if the purpose is sabotage, the attackers may manip-
ulate the data of specific targets in order to alter the normal
operations and processes that the attacked system supports.

C. The Challenge of Detecting APTs
APTs are methodical, adaptive and efficiently covering

tracks while carefully penetrating the network, ceasing the
attack or staying ”under the radar” for days to avoid rais-
ing suspicion, gaining knowledge of the system, or taking
advantage of zero-day vulnerabilities [13] in the underlying
operating system that cannot be defined through patterns or
signatures.

This adaptive behaviour is hard to detect. Standard antivirus
systems are not able to detect these attacks and perimeter
defences; even the most sophisticated ones, are frequently
breached [14]. Therefore, monitoring and detection mechanism
need to implement a meticulous surveillance strategy focused
on tracking the footprints of cyber attacks to be able to
detect data-thefts and other loses using both system and attack
intelligence.

III. RELATED WORK AND EXISTING CYBERSECURITY
SOLUTIONS FOR INDUSTRIAL CONTROL SYSTEMS

There exist multiple solutions and techniques aimed at
detecting sophisticated cyber attacks, such as Tofino and
Industrial Defender.

A. Tofino
Tofino is a device which provides attack detection using

Deep Package Inspection (DPI) [15], with a simple installation
and rugged hardware design. Whilst this method is efficient
for many purposes, it is not efficient in preventing against
APT because these attacks are able to change their behaviour
according to the purpose of the attack. For example, an APT
may, on the fly, adapt itself to a form that is not detectable as
an attack using DPI.

1) Strengths: The Tofino configuration is a relatively sim-
ple and straightforward network monitoring solution that can
be configured in various manners using the Tofino Configurator
software. Tofino also includes an unique Test Mode that allows
firewall testing with no risk to current operations, as well
as being compatible with all Distributed Control Systems
(DCS), Programmable Logic Controllers (PLC), Supervisory
Control And Data Acquisition (SCADA systems), networking
and software products.

2) Weaknesses: Tofino is a perimeter defence and, as we
discussed in the previous section, their main problem is that
they are breachable. Another issue of Tofino is that it is
hardware-based and needs to be installed in a separate module.
As some ICS are setup in a cabinet or a limited space type
of location it might be infeasible to add additional hardware
components to the network.

B. Industrial Defender
Industrial Defender [16] is a platform-agnostic monitoring

system for ICS. It is employed to monitor security events,
check configurations, collect data, and identify and protect
the system. However, Industrial Defender is not very effective
in detecting APTs, as this solution monitors the Industrial
Components behaviour and not the attacker behaviour. APT
attacks do not need to change the component behaviour to
perpetuate the attack and therefore are not detected.

1) Strengths: Industrial Defender is comprised of a group
of applications depending on the specific objective. One of its
biggest benefits that it has a single and unified view of all
assets within the automation systems environment, actionable
security intelligence and that the system is able to automate
tedious manual change management processes.

2) Weaknesses: An aspect to take into account is that
Industrial Defender does not use DPI, as it obtains information
from the control system itself. In addition, Industrial Defender
does not provide a method to detect smart attacks, as it focuses
solely on the behaviour of the controllers and does not take
attack intelligence into consideration.
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C. Other Cybersecurity Solutions

• Darktrace Cyber Intelligence Platform (DCIP):
Evans [17] designed a cyberdefence system based
on Bayesian methods with self-learning capabilities
tracking evolving patterns of operations and behaviour.

• Wurldtech Technology & Professional Services:
Ferris and Gilthorpe [18] designed a system to dis-
cover operational vulnerabilities in distinct products
assessing the root cause.

• Websense Security Labs: McCormack [19] has de-
signed the TRITON architecture, which is a set of
shared security analytics, deployment platforms and
management services aimed at identifying infected
hosts and data extrusion attempts or prevent infection
in APT phase 1.

IV. HOW TO DETECT APTS USING SYSTEM AND ATTACK
INTELLIGENCE

A. Proposed method

Traditional antivirus products have been proven to be
ineffective mitigating APT attacks due to the evasive nature
of these threats, as discussed in [20]. The same is the case
with other types of attack detection technologies and solutions,
as discussed in Section III. Therefore, it is necessary to
develop a more sophisticated approach tailored to monitor the
behaviour of the system and correlate it with system and attack
intelligence. For this purpose, we have designed an approach
comprised of the following steps:

1) Monitor relevant events: We monitor events in the hosts
that may be related with APTs. The monitoring system must
be able to record information on various events in the hosts
and network. These events represent the possible movements
of the attacker and are used to build the attack patterns,
including various steps of the attack. These include: insertion
or removal of Universal Serial Bus (USB) devices, activation
or deactivation of processes and critical processes, activation or
deactivation of firewalls and antivirus, and increase or decrease
of the usage of the Central Processing Unit (CPU) or the
Random Access Memory (RAM).

2) Check behaviour patterns of different attacks: The sec-
ond step is to check for behaviour patterns of different kind of
attacks such as Denial of Service (DoS) or spyware. An exam-
ple attack pattern for malware infection could be comprised of
the steps illustrated in Figure 1: an attacker inserts an USB,
then several processes are activated on the host and finally,
the attacker removes the USB device. To separate between
false positives and actual APTs, the monitoring system needs
to continuously analyse against common patterns of different
attacks and adopt a pessimistic algorithm for issuing alarms.

Figure 1. Malware infection pattern.

3) Raise an alarm in case of patterns detected: The mon-
itoring system raises an alarm whenever it detects an attack
pattern. This could be done by using alarm notification and
by changing for example the alarm colour in a visualization
module from green to orange for the affected monitored host
as shown in Figure 2. The purpose of this is to display the
variation of the risk level on the monitored host and separate
between what might be an attack and a false positive.

Figure 2. Raising an alarm in monitored host.

B. Example: Stuxnet attack
Stuxnet is a malware that was discovered in June 2010. It

was tailored to attack Programmable Logic Controllers (PLCs)
in a nuclear facility in Iran. The attack comprised the following
six main phases:

1) Infection through an USB with a valid certificate.
2) Search for targeted machines.
3) Update itself with the latest version.
4) Compromise with “zero day” vulnerabilities.
5) Control of the systems.
6) Deceive and Destroy.

We assume that we have a monitor system that detect events
such as USB insertion (x1), USB removal (x2), process ac-
tivation (x3), process deactivation (x4), firewall deactivation
(x5), firewall activation (x6) and increased CPU usage (x7) and
that these events are monitored continuously. The following
demonstrates how to detect Stuxnet in its two first phases:

C. Phase 1: Infection through USB

Figure 3. How a monitoring system might detect Stuxnet in APT phase 1.

As shown in Figure 3, at instant 2, a user inserts an USB
device and, after 3 periods of time, and in instant 5, the user
removed an device. At this point, the system recognizes the
pattern and checks whether it coincides with a common attack
pattern behaviour. Finally, the monitoring system may raise an
alarm if a pattern is detected or record this behaviour for later
analysis.

D. Phase 2: Search targeted machines
As is shown in Figure 4, at instant 9, Stuxnet is trying to

search targeted machines generating process activation, firewall
deactivation and increased CPU usage. This behaviour will last
five periods and will finish in instance 14. At this point, the
system will check again whether this behaviour represents an
attack action. Finally, the system recognizes the series of events
as part of the behaviour pattern of the Stuxnet attack and issues
an alarm to inform about the risk.
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Figure 4. How a monitoring system might detect Stuxnet in APT phase 2.

V. CONCLUSION AND FUTURE WORK

APT is an emerging threat that has already caused dev-
astating consequences, such as, with the Stuxnet and Aurora
attacks. Antivirus and other type of perimeter defences does
not provide sufficient protection against these sophisticated
threats for various reasons. The same is the case with existing
monitoring and detection technologies and solutions, such as
Tofino and Industrial Defender. This paper discussed a so-
phisticated dynamic attack pattern and behaviour approach to
detect APTs. It performs monitoring, detection and analysis of
cybersecurity events taking both attack and system intelligence
into consideration and is able to detect the behavior of evasive
threats such as APTs as they are emerging. In order to mitigate
false positives created by the proposed approach the system
continuously analyses against common attack patterns. This
may be improved by applying stochastic processes to model
attack pattern and behaviour.

In the future, we plan to test our patterns with other APT
attacks and improving the patterns algorithms adding new
events to monitor.
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