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The Thirteenth International Conference on Future Computational Technologies and Applications
(FUTURE COMPUTING 2021), held on April 18 - 22, 2021, continued a series of events targeting
advanced computational paradigms and their applications. The target was to cover (i) the advanced
research on computational techniques that apply the newest human-like decisions, and (ii) applications
on various domains. The new development led to special computational facets on mechanism-oriented
computing, large-scale computing and technology-oriented computing. They are largely expected to play
an important role in cloud systems, on-demand services, autonomic systems, and pervasive applications
and services.

The conference had the following tracks:

 Computing technologies

 Computational intelligence strategies

 Challenges

Similar to the previous edition, this event attracted excellent contributions and active participation from
all over the world. We were very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the FUTURE COMPUTING 2021
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the authors that dedicated much of their time and effort to contribute to FUTURE COMPUTING 2021.

Also, this event could not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the FUTURE COMPUTING 2021 organizing
committee for their help in handling the logistics and for their work that made this professional meeting
a success.

We hope FUTURE COMPUTING 2021 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the area of future
computational technologies and applications..
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Abstract— Aiming at solving the issues of low resource 

utilization and high operational cost in current node-centric 

High Performance Computing (HPC) architecture, we present 

and investigate a novel hybrid disaggregated HPC architecture 

based on nano-seconds fast optical switch (FOSDA). The fast 

optical switch connects Central Processing Unit (CPU) and 

memory nodes for the communication of high bandwidth and 

low latency, while storage nodes are interconnected by 

electrical packet switches. The performance of the FOSDA in 

terms of workload acceptance rate, resource utilization, power 

consumption and capital/operational cost is numerically 

assessed and compared with current node-centric HPC 

architectures. Compared with a node-centric HPC architecture 

of 320 nodes, FOSDA performs 36.6% higher CPU, and 21.5% 

higher memory resource utilization with 45.5% less active 

hardware resource, as well as 46.8% less power consumption. 

When scaling the HPC network to 2304 nodes, FOSDA also 

achieves 33.6% higher CPU and 48.5% higher memory 

utilization while saving 50.4% power consumption. In the cost 

analysis, FOSDA decreases operational cost by 46.7% with 

only 19.8% more capital cost. 

Keywords- HPC network; disaggregated architecture; fast 

optical switch. 

I.  INTRODUCTION  

Facing the rapidly increasing diversity and scale of big 
data computing applications, HPC system has evolved from 
Symmetric Multi-Processing (SMP) architecture into cluster 
architecture consisting of thousands of computing nodes. 
With a tenfold performance increase every four years [1], the 
world’s fastest HPC architecture Summit supports up to 
4608 nodes [2]. All the hardware resources (i.e., CPU, 
memory, and network) are closely coupled in the computing 
nodes of the current HPC system (named node-centric 
architecture). Yet, various scientific computing applications 
have different resource requirements [3]. Memory intensive 
applications require sufficient memory resource to realize the 
in-memory and parallel data processing, while network 

intensive applications rely on network resources to 
implement dense inter-node communication. The tethered 
resources in computing nodes may lead to waste of specific 
resources when other resources are mostly used. These 
wasted resources also consume a large amount of power and 
operational cost. In addition, node-centric architecture also 
increases the upgrade cost. The whole node needs to be 
upgraded when only a specific hardware component comes 
to the end of the lifecycle. Therefore, it is necessary to 
develop a novel HPC architecture to provide more flexible 
resource provision, better performance for various 
applications, and more cost-efficient maintaining. 

Recently, a promising disaggregated architecture is 
proposed for solving issues of low resource utilization, high 
power consumption, and high operation cost in current node-
centric architectures [4]-[6]. In the disaggregated 
architecture, the on-board data bus connecting hardware in 
each computing node is replaced by the network 
interconnection. There have been several studies to 
implement the disaggregated architecture. The Rack Scale 
Design (RSD) from Intel sets up the independent storage 
resource management system [7], but CPU and memory are 
still fixed in the computing node. A disaggregated memory 
system is emulated based on the Xen hypervisor [8], while a 
remote memory paging system was designed based on the 
(Remote Direct Memory Access) RDMA protocol [9]. 
Meanwhile, a distributed operating system was also 
developed for the disaggregated architecture [10]. These 
solutions are based on current multi-tier electrical networks 
for thousands of nodes interconnection. However, the 
multistage switching in electrical switch operating at a high 
data rate results in high cost, O/E power consumption, and 
node-to-node latency. Some networks like Dragonfly [11] 
can reduce the latency and cost of the HPC network based on 
high radix switches, while having disadvantages of limited 
bandwidth and resiliency. Some efforts seek the optical 
network of high bandwidth and low latency for the 
disaggregated architecture. Compared with current electrical 
networks, the optical switching technologies are transparent 
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Figure 1. The FOSDA architecture. 

. 

 

to the data rate and packet protocol. Field-Programmable 
Gate Array (FPGA) based programmable Network Interface 
Card (NIC) and Optical Circuit Switch (OCS) of large radix 
and high data rate were developed in [12][13] for the 
hardware nodes interconnection. Based on hybrid OCS and 
electrical switches, a disaggregated architecture “dReDBox” 
was proposed in [14]. However, it has been demonstrated in 
[15] that the network latency has more impact to the 
performance of the disaggregated network than the 
bandwidth, and sub-microsecond network latency is 
necessary for the hardware nodes communication. The 
milliseconds reconfiguration of OCS may degrade the 
performance and flexible resource provision of the 
disaggregated architecture. To reduce the network switching 
time, an Optical Packet Switch (OPS) named Hipoλaos was 
proposed based on the tunable wavelength converter [16], 
but this structure could have some practical implementation 
issues such as high-speed operation and format-transparent 
operation. Therefore, a scalable interconnection network of 
high bandwidth and low latency for the disaggregated HPC 
system remains an open research problem to be solved to 
provide flexible resource provision and reduce operational 
cost. 

In this work, we present a novel disaggregated 
architecture FOSDA based on distributed nanoseconds Fast 
Optical Switches (FOS) for the HPC system. Instead of 
multi-tier electrical networks in the current node-centric 
architecture, a novel flat optical interconnect network of high 
bandwidth is applied in the FOSDA. Exploiting the optical 
switch of data rate and packet protocol transparence, the 
FOSDA can provide a data rate of up to hundreds of gigabits 
for hardware communication. Meanwhile, considering the 
low latency requirement of the disaggregated architecture, 
the FOSDA is designed exploiting Semiconductor Optical 
Amplifier (SOA) based optical switching technologies. 
Benefiting from nanoseconds switching time, hardware 
nodes in the FOSDA are interconnected with an interconnect 
network of low latency and fast reconfiguration, and packet 
contentions are solved by the optical flow control protocol 
without optical buffer. Based on the distributed structure of 
the FOS and parallel processing for each channel, the 
FOSDA is scalable to interconnect thousands of hardware 
nodes. The FOSDA performance is assessed in terms of 

workload acceptance rate, resource utilization and power 
consumption. The evaluation results show that the FOSDA 
achieves a 13% higher acceptance rate, up to 36.6% higher 
CPU, and 21.5% higher memory resource utilization, as well 
as 46.8% less power consumption, compared with node-
centric HPC architectures. With a large network scale of 
2304 nodes, FOSDA performs 33.6% higher CPU 
utilization, 48.5% higher memory utilization, and 50.4% less 
power consumption. In addition, the capital and operational 
cost of FOSDA are also investigated and compared with 
node-centric HPC architectures. It is demonstrated that 
FOSDA requires 46.7% less operational cost with only 
19.8% more capital cost. 

The paper is organized as follows. In Section Ⅱ, the 
FOSDA architecture and the system operation are described. 
Section Ⅲ reports two node-centric architectures as 
comparison benchmarks, and traffic statistics of two 
benchmark networks are analyzed to generate workloads in 
the comparison. The performance of FOSDA are 
investigated and compared with two node-centric 
architectures in Section Ⅳ. Section Ⅴ concludes the paper by 
summing up the most important results. 

II. FOSDA HPC NETWORK AND OPERATION 

The proposed FOSDA HPC network based on distributed 
nanoseconds FOS and optical flow control is depicted in 
Figure 1. It consists of N racks and each rack contains N 
CPU nodes (CN), N memory nodes (MN), and M storage 
nodes (SN). These hardware resources are disaggregated into 
specific resource pools. The FOS for intra-rack 
communication (RFOS) connects all CPU nodes and 
memory nodes in the same rack to achieve high bandwidth 
and low latency CPU-memory communication. About 
latency insensitive storage traffic, an electrical packet switch 
(EPS) is utilized to interconnect the memory nodes and 
storage nodes. CPU nodes i (CNi) across different racks are 
interconnected by the CFOSi and, similarly, memory nodes i 
(MNi) across different racks are interconnected by the 
MFOSi (i = 1, …, N). As illustrated in Figure 2, an address 
processor and a flow controller are integrated with the 
hardware node in the FOSDA network. The address 
processor receives the resource allocation table from 
resource manager of FOSDA, and forwards the traffic among 
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different resource nodes. Meanwhile, there is a flow 
controller in the hardware node to solve the packet 
contention of buffer-less optical switch [17]. The flow 
controller processes acknowledgement (ACK) or non-
acknowledgement (NACK) signals from the FOS. The ACK 
signal represents the successful transmission, whereas the 
NACK signal means failure transmission due to packet 
contention. If receiving NACK signal, the flow controller 
sends the instruction to retransmit the packet. Both the intra-
rack and inter-rack interfaces consist of p Wavelength-
Division Multiplexing (WDM) transceivers. The N CPU 
(memory) nodes in each rack are divided into p groups, and 
each group has F nodes. Combining 1xF switch in the FOS, 
every TX in the hardware node serves for F potential 
destination hardware instead of N. Note that CPU node also 
contains a small memory to keep the operating system 
running. For the traffic between CPU nodes and memory 
nodes, according to the resource allocation table, the address 
processor maps the virtual memory address to the physical 
memory node address and inserts the destination address in 
the packet head of the CPU instruction. Then the optical 
packet is forwarded to RFOS/CFOS according to the address 
of the destination memory node. For the communication 
between the CPU node and the storage node, the instruction 
sent by the CPU node is processed by the memory controller 
in the memory node at first. Based on the instruction, the 
memory node starts reading/ writing data from/to the storage 
node via EPS. After finishing, the memory node sends the 
reply packet to the CPU node. For the traffic between 
memory nodes (e.g., live migration), CPU node distributes 
instructions to involved memory nodes first, and then 
memory nodes can keep on communicating without 
processing of CPU node. 

The communication between CPU nodes and memory 
nodes in the same rack only crosses a single hop through the 
RFOS. It is also one hop for the communication between 
CPU/memory nodes at different racks if they are connected 
by the same CFOS/MFOS, while at most three hops are 
required to connect CPU nodes and memory nodes in the 
different racks. The number of hops is determined by the 
location of the requested data. The resource manager in the 
FOSDA system allocates the available memory nodes to 
cache the data. Based on the data request from the CPU 
nodes, the resource manager sets the path for the request to 

destination memory node. In each rack, the RFOS can 
support N CPU/memory nodes based on the N parallel 
processing modules. Meanwhile, the CFOS/MFOS 
interconnects the N CPU/memory nodes in N different racks. 
In total, N RFOSs are required for intra-rack communication, 
whereas N CFOS and N MFOS are required for inter-rack 
communication in the FOSDA system of N racks. Based on 
3N FOS and N EPS, hardware resources of up to N×(2N+M) 
can be interconnected, and thus the scalability of FOSDA is 
guaranteed exploiting the FOS of moderate port counts. 

The architecture of the FOS is illustrated in Figure 3. 
FOS processes the multiple WDM input packets from 
different resource nodes in parallel. The packets coming 
from the CPU/memory node i are processed by the label 
processor in the module i, where i = 1, ‧‧‧, N. The optical 
label contains the packet destination and it is processed by 
the FPGA based optical switch controller. Meanwhile, the 
packet payload is broadcasted to the possible outputs via the 
1xF SOA based nanoseconds optical gates. According to the 
lookup table distributed by the resource manager system and 
the optical label entry, the switch controller sets on/off the 
optical gates to forward or block the payload to the output 
destinations. If a contention happens, the packet with the 
highest priority is forwarded to the output, while the other 
packets are blocked. Then the switch controller sends the 
ACK/NACK signals back to the corresponding CN and MN 
nodes. The prototype of FOS was implemented in [18] 
including SOA based switch and FPGA based switch 
controller, which shows the feasibility of FOS. Due to the 
modularity and distributed processing, the FOS 
reconfiguration time is port count independent, allowing for 
low latency operation even for large scale interconnect 
networks. 

III. SIMULATION SETUP 

We investigate the workload acceptance rate, resource 
utilization, required hardware amount, and power 
consumption of FOSDA under different node-centric 
architectures and network scales. The statistic number of 
workload requests per hour is based on the Poisson 
distribution. Workload acceptance rate represents the rate of 
accepted workload requests in all the workloads requests 
each minute, while the request rate is defined to represent the 
average number of workload requests per hour. Two node-
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centric HPC architectures of different network scales are 
considered as benchmarks in the comparison: HPC2N [19] 
and iDataPlex [20]. Workloads in the comparison is realistic 
traces from two benchmark HPC networks. Based on 
workload traces from two node-centric HPC architectures, 
the request rates are set to 17.44 for HPC2N and 26.46 for 
iDataPlex respectively. The simulation is based on 
CloudSimPy framework [21], and hardware is a workstation 
of 2 Intel Xeon Gold 5118 12 cores processors, 128GB 
memory, and NVIDIA Quadro 16GB P5000. The operation 
duration of 2880 minutes is set in the comparison. The fiber 
distance between hardware nodes and FOS is set to 20m. 
Based on the FOS reconfiguration time of 43.4ns, a Round-
Trip Time (RTT) of FOSDA is 243.4ns that represents the 
minimum latency a packet may experience. The packet 
processing time in the hardware node is taken as 80ns [22], 
including the address processing and network protocol 
encapsulation. The bandwidth per transceiver is set to 
40Gb/s in the FOSDA. The power consumption of each 
architecture is calculated by the sum of component power 
based on an additional model [23]. The power and cost of 
components in diverse HPC architectures are reported in 
Table I, according to academic studies [24]-[27] and current 
commercial products [28]-[30]. Based on analyses in [26] 

[27], the cost of 12-port FOS is $1140, while $17612 for 48-
port FOS. Note that the cost of FOS can be further reduced 
by integrating the FOS processing modules into Application 
Specific Integrated Circuit (ASIC) chip. 

The performance of the FOSDA is compared with two 
node-centric architectures in Section Ⅳ.A. The HPC2N 
consisting of 120 nodes (240 cores and 120GB memory in 
total). Based on a WulfKit 3 Scalable Coherent Interface 
(SCI) network, the computing nodes in the HPC2N are 
connected as a three-dimensional torus switching topology of 
4×5×6 grid. The network consisting three SCI rings via 
Peripheral Component Interconnect (PCI) bus, providing 
5.4Gb/s bandwidth per port. In this comparison, the FOSDA 
consists of 12 racks, supporting up to 144 nodes. To keep the 
same amount of hardware as the HPC2N, each rack has 10 
CPU/memory nodes. The splitting ratio F equals 4, and 
transceiver amount for CFOS/MFOS is 3. The iDataPlex has 
a larger network scale than HPC2N, including 320 nodes 
(2560 cores and 10240 GB memory in total). The network 
interconnection of the iDataPlex cluster is based on the high-
performance FDR InfiniBand network, in which a Mellanox 
SX6536 FDR 648-ports InfiniBand Director Switch is 
deployed. The FOSDA is set as 18 racks for the comparison 
with the iDataPlex. With the splitting ratio of 6 and 
transceiver amount of 3 in FOSDA, there are 2 racks 
consisting of 16 CPU/memory nodes to keep the hardware 
amount the same as iDataPlex. In Section Ⅳ.B, the 
scalability of FOSDA is investigated under the scale of 48 
racks and 2304 nodes. The transceiver amount p and splitting 
ratio F of the optical switch equal 6 and 8 respectively. The 
node-centric architecture in this case is scaling iDataPlex 
cluster out to 2304 nodes. The network interconnection is 
based on Leaf Spine network topology, consisting of 48 96-
ports switches and 8 128-ports switches. Finally, in Section 
Ⅳ.C, the capital and operational costs of FOSDA are 
analyzed and compared with two node-centric architectures 
under specifications shown in Table I. 

The Cumulative Distribution Function (CDF) of 
workload statistic applied in assessments is shown in Figure 
4. The workload traces are from two benchmark node-centric 
networks. For various hardware resources in HPC networks, 
storage and network resources are usually sufficient to serve 
workload requirement, and the bottleneck is often from the 
performance of CPU and memory. Therefore, the traffic 
statistics in assessments consist of the required amount of 
core and memory size as well as running time. The statistic 

TABLE I.  POWER AND COST OF COMPONENTS IN HPC ARCHITECTURE. 

Components 
Specifications 

Type Power (W) Cost ($) 

AMD Athlon MP2000+ 
processor 

Idle 
Max 

115 
161 

149 

Intel Xeon E5-2660 
Idle 

Max 

116.4 

194 
1329 

Memory 
1G 

32G 

96G 

0.373 
11.85 

35.55 

6.5 
209 

637 

NIC 

Wulfkit3 

10Gb/s 
40Gb/s 

56Gb/s 

14 

7 
10.6 

11.2 

180 

102 
338 

415 

Transceiver 
10Gb/s 
40Gb/s 

56Gb/s 

1 
3.5 

4 

18 
59 

84 

Disk HDD 6 154 

Mellanox SX6536 Switch 648ports 9073 62,125 

EPS --- 2/port 20/port 

FOS 

12ports 

18ports 

48ports 

77 

126 

489 

1140 

2509 

17612 
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Figure 4. CDF of (a) CPU demand, (b) memory demand, and (c) running time. 
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of CPU demand in Figure 4(a) show that over 90% 
workloads have a CPU requirement of less than 50 cores in 
the both two architectures. Although more than 80% 
workloads require the CPU resource of less than 4 cores, 
iDataPlex also has more workloads requiring more than 250 
cores CPU resource. Meanwhile, workloads have a more 
diverse demand of CPU resource in the HPC2N. Based on 
the CDF of memory demand illustrated in Figure 4(b), the 
memory demand in HPC2N mainly ranges from 0 and 
17GB. Due to a larger network scale, iDataPlex also has 
8.5% workloads with a memory demand of more than 
100GB. It is shown in Figure 4(c) that more workloads 
require longer running time in the iDataPlex, while more 
than 60% workloads have a running time of less than 2 hours 
in two HPC networks. 

IV. ASSESSMENT RESULTS AND DISCUSSION 

A. Comparison with Two Node-centric Architectures 

Figures 5 and 6 show the workload acceptance rate, 
resource utilization, active hardware number, and power 
consumption of the FOSDA compared with two node-centric 
architectures under the realistic request rate. The comparison 
results between FOSDA and HPC2N are shown in Figure 5. 
As depicted in Figure 5(a) and (b), some workload requests 
are blocked in both the FOSDA and HPC2N due to the 
limited hardware resources. Despite this, the FOSDA can 
accept the workload requests with 80.7%, while the 
acceptance rate of HPC2N is 67.7%, which indicates that 
with the same amount of hardware, the FOSDA accepts 13% 
more workload requests. The reason is that, based on the 
independent resource allocation and fast network 

interconnection, the FOSDA can minimize the idle resource 
wasted, and has more available resources to deploy more 
workload request. Meanwhile, the average CPU resource 
utilization is 81.1% and 79.7% for FOSDA and HPC2N, 
respectively, as shown in Figure 5(c). The average memory 
resource utilization is 86.5% in FOSDA, which is also 33.4% 
higher compared with HPC2N in Figure 5(d). This is 
because the FOSDA provides more flexible resource to serve 
workloads with different requirements and maximize the 
utilization of each CPU/memory node. With much higher 
resource utilization and more powerful performance 
exploiting nanoseconds FOS, the FOSDA requires less 
hardware to deploy workload requests. Summarizing the 
active hardware resource in Figure 5(e), FOSDA only needs 
97.6 CPU nodes and 58.4 memory nodes on average while 
HPC2N requires 103.9 computing nodes. Moreover, idle 
resource nodes in FOSDA are transferred into sleep mode 
that consume less power. As shown in Figure 5(f), the 
HPC2N consumes the power of 39.6kW and the FOSDA 
uses 18.7% less power than HPC2N. 

The iDataPlex has a larger network scale and more 
hardware resources than the HPC2N. Thus, under the 
realistic request rate of 26.46, all the workload requests are 
accepted in FOSDA and iDataPlex. In the comparison of the 
CPU utilization, FOSDA achieves 88.7% utilization, as 
shown in Figure 6(a), which is 36.6% higher than the 
iDataPlex one. Meanwhile, Figure 6(b) shows that the 
FOSDA also obtain 21.5% higher memory resource 
utilization (FOSDA 93.4% while iDataPlex 71.9%). 
Benefiting from fully exploiting available resources in each 
resource node, workloads with diverse resource requirements 
achieve a better resource utilization in the FOSDA than the 
specific hardware (CPU or memory) intensive workloads. 
Figure 6(c) shows that FOSDA also needs less active 
hardware resources than iDataPlex. FOSDA uses 62.7 CPU 
nodes and 112.3 memory nodes while iDataPlex requires 
206.2 computing nodes on average. In terms of average 
power consumption, FOSDA consumes 51.1kW while 
iDataPlex consumes 96.1kW, which achieves 46.8% power 
saving, as shown in Figure 6(d). Under workload requests 
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 Figure 5. Comparison results between FOSDA and HPC2N. 
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Figure 6. Comparison results between FOSDA and iDataPlex. 
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with diverse requirements, FOSDA minimizes the waste of 
the active hardware, and achieves the largest power saving. 

B. Scalability of FOSDA Architecture 

To investigate the scalability of the FOSDA architecture, 
we consider a network scale of 2304 nodes in this section, 
and the request rate in this case is set to 200. With more 
available hardware, all the workload requests are accepted in 
both FOSDA and node-centric architectures. The comparison 
results of resource utilization, active resource number, and 
power consumption are reported in Figure 7. The resource 
utilization of CPU and memory are shown in Figure 7 (a) 
and (b). The CPU resource utilization for FOSDA is 96.1%, 
which is 33.6% higher than the iDataPlex. Meanwhile, the 
memory resource utilization for FOSDA is 95.1%, while for 
iDataPlex is 46.6%. Considering the comparison of the 
resource utilization in several cases, it is shown that the 
node-centric architecture cannot achieve high CPU and 
memory utilization simultaneously. This is because the CPU 
and memory are closely coupled in the node-centric 
architecture. When CPU (memory) achieves high utilization 
(less available), the available resource of memory (CPU) in 
the same computing node of node-centric architecture is 
wasted (low utilization). In the contrast, the FOSDA can 
achieve both high CPU and memory utilization based on the 
independent resource allocation. In response to the increased 
workload requests, there are more running hardware 
resources, as illustrated in Figure 7(c). The iDataPlex has 
1618 computing nodes running in average, whereas the 
FOSDA only requires 769 CPU nodes and 574 memory 
nodes in total. Moreover, as presented in Figure 7(d), the 
power consumption of FOSDA is 397.6kW with 2304 nodes, 
which is 50.4% less compared with the iDataPlex.  

It is demonstrated in numerical assessments that the 
FOSDA architecture outperforms current node-centric HPC 
networks regardless of workloads and network scales. This is 
because that the FOSDA architecture provides flexible 
resource provision and avoid the bottleneck of low speed 
peripheral bus in node-centric networks. Exploiting the flat 

and fast network interconnection based on FOS, the 
overhead of access memory node is minimized. 

C. Capital and Operational Cost Comparison 

Besides the operational performance, the capital and 
operational cost of FOSDA are also investigated and 
compared with the node-centric HPC architectures. 
Considering the small probability of hardware fault and 
diverse options of the hardware upgrade, we assume that all 
the hardware work in the normal state in the evaluation. In 
this section, the operation cost of FOSDA is compared with 
the node-centric architectures based on the realistic workload 
request rate. According to the industrial electricity price 
reported by the European Commission [31], the average 
power price is $0.11/kWh. Based on the subcomponents cost 
in Table I and power consumption results in numerical 
assessments, the capital and operational costs of FOSDA and 
node-centric architectures are shown in Table II, in which the 
operation cost is calculated for one year. 

 
The maximum hosted node of the FOSDA is different to 

the node amount of node-centric architectures under a 
network scale. For the fairness of comparison, the FOSDA 
keeps the same hardware amount as node-centric 
architectures in the comparison. It is shown that 12 racks 
scale FOSDA (up to 144 nodes) saves 18.6% operational 
cost per year compared with HPC2N with 120 nodes, while 
requiring 35.6% higher capital cost (FOSDA 346.8k$ and 
HPC2N 223.4k$). Meanwhile, 18 racks scale FOSDA of (up 
to 324 nodes) requires 46.7% less operational cost than 
iDataPlex, at 19.8% higher capital cost (274.3k$). Those 
results indicate that, as the HPC network scales, the 
operational cost of FOSDA increases much slower than the 
one of the node-centric architectures. Balancing the capital 
and operation cost of the HPC system, it is demonstrated that 
FOSDA outperforms the current node-centric architectures, 
especially for large scale HPC system. 

V. CONCLUSIOIN 

In this work, we presented a novel disaggregated HPC 
architecture FOSDA based on distributed nanoseconds 
optical switches that connects the disaggregated resources by 
a flat scalable optical interconnect network of high 
bandwidth and low latency. Numerical assessments show 
that, compared with node-centric HPC architectures, FOSDA 
can accept up to 13% more workload requests, while 
achieving up to 36.6% higher CPU and 21.5% higher 
memory utilizations with 45.5% less active hardware 
resources. In addition, FOSDA saves 46.8% power 

TABLE II. CAPITAL AND OPERATIONAL COST OF FOSDA AND NODE-
CENTRIC ARCHITECTURES. 

Architectures 
Cost 

Capital cost (k$) 
Operation 

Cost/year (k$) 

FOSDA 
up to 144nodes 

up to 324nodes 

346.8 

1388.3 

30.6 

48.7 

HPC2N 120 nodes 223.4 37.6 

iDataPlex 320 nodes 1114 91.3 
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Figure 7. Comparison results under network scale of 2304 nodes. 
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consumption compared with node-centric HPC architecture 
of 320 computing nodes. With the increment of workload 
requests and network scale, FOSDA presents more 
advantages than node-centric architecture. FOSDA obtains 
33.6% higher CPU and 48.5% higher memory utilization 
while saving 50.4% power consumption under a network 
scale of 2304 nodes. Moreover, compared with the node-
centric HPC architectures, FOSDA requires 46.7% less 
operational cost with only 19.8% higher capital cost. 
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Abstract—Membrane systems (or P systems) are a computa-
tional model inspired by the functioning of the cell, and based
upon the notion of cellular membrane. In this paper, we give a
survey of some main results concerning the model, to show its
potential to approach various problems in the area of the theory
of computation.
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I. INTRODUCTION

Membrane systems (also known as P systems) have been
proposed by Gh. Paun in [14] as a parallel, nondeterministic,
synchronous and distributed model of computation inspired
by the structure and functioning of living cells. The model
consists of a hierarchical structure composed by several mem-
branes, embedded into a main membrane called the skin.
Membranes defines regions that contain multisets of objects
(represented by symbols of an alphabet) and evolution rules.

Using these rules, the objects evolve and are moved from
a region to a neighboring one. The rules are applied using a
maximally parallel and nondeterministic semantic: all objects
which can evolve in a computation step must evolve; if
different sets of rules can be applied in a computation step
(in a maximal parallel way), then one of them is nondeter-
ministically chosen.

A computation starts from an initial configuration of the
system and terminates when no evolution rule can be applied.
The result of a computation is the multiset of objects contained
into an output membrane, or emitted from the skin membrane.

The model was investigated both under theoretical aspects
as well as for applications to other disciplines. In particular,
the formalism is suitable to model various biological systems,
thanks to its features. For instance, it allows identification of
separated compartmentalized spaces where different reactions
can take place; it is characterized by an easy understandable
writing of reactions; it can be easily simulated in a distributed
and parallel computing architecture, by separating the compu-
tation carried on by each single compartment, and simply syn-
cronizing the exchange of information at specific time-steps.
Other types of application were also investigates to different
disciplines, such as cryptography, approximate optimization,
or even economy. For a systematic introduction to P systems,
we refer the reader to [16] [17]; recent information can be
found in the dedicated webpage [32].

P systems with active membranes is a variant of the basic
model introduced in [15]: in this variant, membranes can
be multiplied by dividing existing ones, and the objects are
communicated according to electrical charges associated with

the membranes. Such features allow the construction of an
exponential workspace in linear time, which can then be used
in parallel to attack computationally hard problems.

In this paper we give a survey of some main results con-
cerning theoretical aspects of the model, to show its potential
in approaching various problems in the area of the theory of
computation. In Section 2, we recall formal definitions related
to P systems with active membranes. In Section 3, we give
a very brief summary of results concerning their computating
power, while in Section 4 we recall some results related to
computing efficiency. Section 5 is devoted to recall some
results concerning space complexity for membrane systems.
Finally Section 6 draws some conclusions and suggest a few
topics for research investigation.

II. DEFINITIONS

In this section, we recall the basic definition of P systems
with active membranes.

Definition 1: A P system with active membranes of initial
degree d ≥ 1 is a tuple Π = (Γ,Λ, µ, w1, . . . , wd, R), where:
• Γ is an alphabet, a finite non-empty set of symbols,

usually called objects;
• Λ is a finite set of labels for the membranes;
• µ is a membrane structure (i.e., a rooted unordered tree)

consisting of d membranes enumerated by 1, . . . , d; each
membrane is labeled by an element of Λ, not necessarily
in a one-to-one way, and possesses an electrical charge
(or polarization), that can be neutral (0), positive (+) or
negative (−).

• w1, . . . , wd are strings over Γ, describing the initial
multisets of objects placed in the d regions of µ;

• R is a finite set of rules.
The rules are of the following kinds:
• Object evolution rules, of the form [a→ w]αh

They can be applied if the membrane h has charge α
and contains an occurrence of the object a; the object a
is rewritten into the multiset w.

• Send-in communication rules, of the form a [ ]αh → [b]βh
They can be applied to a membrane labeled by h, having
charge α and if the external region contains an occurrence
of the object a; the object a is sent into h becoming b
and, simultaneously, the charge of h is changed to β.

• Send-out communication rules, of the form [a]αh → [ ]βh b
They can be applied to a membrane labeled by h, having
charge α and containing an occurrence of a; the object
a is sent out from h to the outside region becoming b.
Simultaneously, the charge of h is changed to β.
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• Dissolution rules, of the form [a]αh → b
They can be applied to a membrane labeled by h, having
charge α and containing an occurrence of the object a; the
membrane h is dissolved and its contents are left in the
surrounding region unaltered, except that an occurrence
of a becomes b.

• Elementary division rules, of the form [a]αh → [b]βh [c]γh
They can be applied to a membrane labeled by h,
having charge α, containing an occurrence of the object
a but having no other membrane inside (an elementary
membrane); the membrane is divided into two membranes
having label h and charge β and γ; the object a is
replaced, respectively, by b and c while the other objects
in the initial multiset are copied to both membranes.

• Nonelementary division rules, of the form[
[ ]+h1
· · · [ ]+hk

[ ]−hk+1
· · · [ ]−hn

]α
h
→

[
[ ]δh1
· · · [ ]δhk

]β
h

[
[ ]εhk+1

· · · [ ]εhn

]γ
h

They can be applied to a membrane labeled by h,
having charge α, containing the positively charged mem-
branes h1, . . . , hk, the negatively charged membranes
hk+1, . . . , hn, and possibly some neutral membranes. The
membrane h is divided into two copies having charge β
and γ, respectively; the positively charged membranes
h1, . . . , hk are placed inside the former membrane, their
charge set to δ, while the negative ones are placed
inside the latter membrane, their charges set to ε. Neutral
membranes inside h are duplicated and placed inside both
copies.

Each instantaneous configuration of a P system with active
membranes is described by the current membrane structure,
including the electrical charges, together with the multisets
located in the corresponding regions. A computation step
changes the current configuration according to the following
set of principles:
• Each object and membrane can be subject to at most one

rule per step, except for object evolution rules (inside
each membrane any number of evolution rules can be
applied simultaneously).

• The application of rules is maximally parallel: each object
appearing on the left-hand side of evolution, communi-
cation, dissolution or elementary division rules must be
subject to exactly one of them (unless the current charge
of the membrane prohibits it). The same reasoning applies
to each membrane that can be involved to communication,
dissolution, elementary or nonelementary division rules.
In other words, all possible rules that can be applied must
be applied at each computation step; the only objects and
membranes that do not evolve are those associated with
no rule, or only to rules that are not applicable due to the
electrical charges.

• When several conflicting rules can be applied at the same
time, a nondeterministic choice is performed; this implies
that, in general, multiple possible configurations can be
reached after a computation step (e.g., consider two rules
a→ b and a→ c in a region h; if an object a is present

in that region, then it can nondeterministically produce
either b or c, by using respectively the first or the second
rule).

• While all the chosen rules are considered to be applied
simultaneously during each computation step, they are
logically applied in a bottom-up fashion: first, all evo-
lution rules are applied to the elementary membranes,
then all communication, dissolution and division rules;
then the application proceeds towards the root of the
membrane structure. In other words, each membrane
evolves only after its internal configuration has been
updated.

• The outermost membrane cannot be divided or dissolved,
and any object sent out from it cannot re-enter the system
again.

A halting computation of the P system Π is a finite sequence
of configurations ~C = (C0, . . . , Ck), where C0 is the initial
configuration, every Ci+1 is reachable by Ci via a single
computation step, and no rules can be applied anymore in
Ck. The result of a halting computation is the multiset of
objects emitted from the skin during the whole computation.
A non-halting computation ~C = (Ci : i ∈ N) consists
of infinitely many configurations, again starting from the
initial one and generated by successive computation steps,
where the applicable rules are never exhausted. A non–halting
computation produces no output.

P systems can also be used as recognizers (see, e.g., [3]) by
employing two distinguished objects yes and no; exactly one
of these must be sent out from the outermost membrane during
each computation, in order to signal acceptance or rejection
respectively; we also assume that all computations are halting.
If all computations starting from the same initial configuration
are accepting, or all are rejecting, the P system is said to be
confluent. If this is not necessarily the case, then we have a
non–confluent P system, and the overall result is established
as for nondeterministic Turing machines: it is acceptance iff
an accepting computation exists. All P systems considered in
this paper are confluent.

In order to solve decision problems (i.e., decide languages),
we use families of recognizer P systems Π = {Πx : x ∈ Σ?}.
Each input x is associated with a P system Πx that decides
the membership of x in the language L ⊆ Σ? by accepting
or rejecting. The mapping x 7→ Πx must be efficiently
computable for each input length [13].

Definition 2: A family of P systems Π = {Πx : x ∈ Σ?} is
said to be (polynomial-time) uniform if the mapping x 7→ Πx

can be computed by two deterministic polynomial-time Turing
machines F (for “family”) and E (for “encoding”) as follows:

• The machine F , taking as input the length n of x in unary
notation, constructs a P system Πn, which is common
for all inputs of length n, with a distinguished input
membrane.

• The machine E, on input x, outputs a multiset wx (an
encoding of x).

• Finally, Πx is simply Πn with wx added to the multiset
placed inside its input membrane.

Definition 3: If the mapping x 7→ Πx is computed by a
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single polynomial-time Turing machine, the family Π is said
to be semi-uniform. In this case, inputs of the same size may be
associated with P systems having possibly different membrane
structures and rules.

Any explicit encoding of Πx is allowed as output of the
construction, as long as the number of membranes and objects
represented by it does not exceed the length of the whole
description, and the rules are listed one by one. This restriction
is enforced to mimic a (hypothetical) realistic process of
construction of the P system, where membranes and objects
are placed in a constant amount during each construction
step, and require actual physical space proportional to their
number. Moreover, notice that uniformity condition can also
be restricted to be computed in classes below P, such as log–
space Turing machines. We refer the reader to [13] for further
details on the encoding of P systems.

Finally, we describe how time and space complexity for
families of recognizer P systems are measured.

Definition 4: A uniform or semi–uniform family of P sys-
tems Π = {Πx : x ∈ Σ?} is said to decide the language
L ⊆ Σ? (in symbols L(Π) = L) in time f : N → N iff, for
each x ∈ Σ?,
• the system Πx accepts if x ∈ L, and rejects if x /∈ L;
• each computation of Πx halts within f(|x|) computation

steps.
Definition 5: Let C be a configuration of a P system Π.

The size |C| of C is defined as the sum of the number of
membranes in the current membrane structure and the total
number of objects they contain. If ~C = (C0, . . . , Ck) is a halting
computation of Π, then the space required by ~C is defined as

|~C| = max{|C0|, . . . , |Ck|}

or, in the case of a non-halting computation ~C = (Ci : i ∈ N),

|~C| = sup{|Ci| : i ∈ N}.

Non-halting computations might require an infinite amount of
space (in symbols |~C| = ∞). The space required by Π itself
is then

|Π| = sup{|~C| : ~C is a computation of Π}.

Notice that |Π| = ∞ occurs if either Π has a non-halting
computation requiring infinite space, or Π has an infinite set
of halting computations, such that for each bound b ∈ N there
exists a computation requiring space larger than b.

III. COMPUTING POWER OF MEMBRANE SYSTEMS

The first studies of the model concerned its computing
power: various types of Membrane systems have been com-
pared with computing models like automata, Turing machines
and register machines.

It is known that using a single membrane we can only
generate the length sets of context–free languages, and the
power cannot be extended by using an unlimited number of
membranes. However, if we allow to dissolve membranes after
the application of rewriting rules then the computing power is
increased, when at least two membranes are used.

More formally, let us denote by NOPk(δ) (resp.
NOPk(nδ)) the family of natural numbers generated by P
systems having k membranes and using (resp. not using) the
dissolving membrane action. The following results can be
stated [16]:

Theorem 1: NOP1(nδ) = NOP∗(nδ) = NCF
NCF = NOP∗(nδ) ⊂ (NE0L ⊆)NOP2(δ)
NOP∗(δ)(⊆ ET0L) ⊂ NCS

Even when dissolving membrane action is allowed, uni-
versality cannot be reached. Some more ingredients can be
considered to obtain such a result like, e.g., cooperative rules,
catalysts, or priorities defining the order of rules application.

A rewriting rule a → w is said to be cooperative if a
contains more than one symbol. This turned out to be a feature
very powerful in the framework of membrane systems. In fact,
when using such rules one membrane turns out to be sufficient
to obtain the same power as Turing machines:

Theorem 2: NOP1(coop) = NOP∗(coop) = NRE
where coop indicates the possibility to use cooperative rules.
A simpler form of cooperative rules can be defined by means

of catalysts. A rewriting rule with catalyst is a rule of the form
CX → Cw, where C and X are symbols and w is a string.
C is said to be a catalyst: it is needed to activate the rule, but
it is not changed by it. Such a feature also allows to obtain
universal systems, but only when priorities defining a partial
order concerning the application of the rules is also used:

Theorem 3: NOP2(cat, pri) = NOP∗(cat, pri) = NRE
One can also consider structured objects instead of atomic

ones, by consider strings of symbols: in this case, the systems
are called Rewriting P systems. Let us denote by RPk the
family of languages generated by Rewriting P systems using
k membranes and context–free rewriting rules. The following
theorem from [16] shows that using a single membrane only
context–free languages can be obtained, but a structure with
four membranes allow to obtain a strictly more powerful class.

Theorem 4: RP1(CF ) = CF ⊂ RP4(CF )
Thus, it is evident from these results that the power of

such systems can be improved (as expected) by exploiting
membranes to define regions to keep separated specific subsets
of rules and objects. Once again, universality cannot be
obtained using only this basic set of ingredients, and more
features must be considered.

Further details can be found in [16] and [17].

IV. COMPUTING EFFICIENCY OF MEMBRANE SYSTEMS

Another interesting feature that can be considered, and
already described in Section 2, is the possibility to give an
active role to membranes. P systems with active membranes
allow to create new membranes during the computation by
division of existing membranes. In this way, we can obtain
a trade off between time and space resources that allows to
solve NP–complete (or even harder) problems in polynomial
time and exponential space (see, e.g., [15] [7] [8] [29] [31]).

Theorem 5: The SAT problem can be solved in linear time
(with respect to the number of variables and the number of
clauses) by a confluent P-system with active membranes using
elementary membrane division only.
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In fact, consider a boolean expression Φ in conjunctive
normal form, with m clauses and n variables. We can build
a P-system Π = (Γ,Λ, µ, w1, w2, R) having initial objects
a1, a2, . . . , an in region 2 and such that R is defined to contain
a polynomial number of rules (with respect to the size of the
input formula) that operate as it follow.

By using the variables ai and elementary membrane division
rules, in O(n) steps we generate 2n copies of membrane 2,
containing all possible truth assignments of the n variables of
Φ.

Then, in O(m) steps we verify if there is at least one
membrane containing a truth assignment that satisfies all the
m clauses of Φ. In this case, an object yes is sent out from
the skin membrane; otherwise, an object no is sent out.

Let us denote by PMCNAM, PMCEAM, and PMCAM
the class of problems solved in a polynomial number of
steps (with respect to the input length) by P systems with
active membranes without membrane division, with division
for elementary membranes only, and for both elementary and
non–elementary membranes, respectively.

The following results can be obtained directly from defini-
tions:

Theorem 6: PMCNAM ⊆ PMCEAM ⊆ PMCAM
Moreover, it is easy to show that
Theorem 7: P ⊆ PMCNAM
In fact, the "trick" is that the deterministic Turing machine

deciding L ∈ P is used to solve directly the problem in
polynomial time. Then, we build a P system with a single
membrane containing either an object Y ES, whenever an
input x ∈ L is given, or NO, otherwise. This requires
polynomial time, and then the P system simply send out the
object in a single computation step.

The opposite inclusion is also true:
Theorem 8: PMCNAM ⊆ P
In fact, a generic P system Π without membrane division

can be simulated by a deterministic Turing machine M , with
a polynomial slowdown, as proved in [29].

Since we have shown that the NP-complete problem SAT
can be solved when elementary membrane division is allowed,
then we can also state the following:

Theorem 9: NP ⊆ PMCEAM
From this result and from the closure properties for

PMCEAM it also follows:
Theorem 10: coNP ⊆ PMCEAM
P systems with elementary membrane division can be

simulated by Deterministic Turing machines using polynomial
space: PMCEAM ⊆ PSPACE. Hence:

Theorem 11: NP ∪ coNP ⊆ PMCEAM ⊆ PSPACE
A stronger result was later proved [19]: a solution to the

PP–complete problem SQRT–3SAT was obtained using P
systems with active membranes and elementary membrane
division. This proved that the class PP (Probabilistic Poly-
nomial time: the class of decision problems solvable by a
probabilistic Turing machine in polynomial time, with an error
probability of less than 1/2 for all instances) is also included in
PMCEAM. A characterization of the class P#P was obtained
in [10].

When division for non-elementary membranes is allowed,
even harder problems can be solved, as expected. In a series
of papers [2] [26] and [24] the following results were proved:

Theorem 12: PSPACE ⊆ PMCAM ⊆ EXPTIME

By limiting the nesting levels of membranes (and, as a
consequence, the membrane division) to a constant depth, the
problems in the class CH (Counting Hierarchy) can be solved,
as proved in [23].

V. SPACE COMPLEXITY OF P–SYSTEMS AND
POLARIZATION OF MEMBRANES

In order to clarify relations between the amount of time
and space needed to solve various classes of problems, in
[18] a definition of space complexity for P systems has been
introduced.

On the same line of what has been done for time complex-
ity, we can define space complexity classes for Membrane
systems. By MCSPACET (f) we denote the class of lan-
guages decided by confluent recognizer P systems (of type
T) within space f(n). In particular, by PMCSPACET (=

MCSPACE
[∗]
T (p(n))) we denote the class of languages

decided by confluent recogniser P systems using at most a
polynomial number of elements.

From the definitions and from the results we recalled in the
previous section, it is easy to see that:

• P ⊆MCSPACENAM (O(1))
• NP ∪ co−NP ⊆ EXPMCSPACEEAM
• PSPACE ⊆ EXPMCSPACEAM

In [20] and [21] it has been shown, respectively, that the
PSPACE–complete problem Quantified–3SAT can be solved
by P–systems with active membranes using a polynomial
amount of space, and that such P systems can be simulated
by Turing machines with only a polynomial increase in space
requirements, thus giving a precise characterization of the class
PSPACE in terms of space complexity classes for membrane
systems. A similar result to characterize the complexity class
EXPSPACE can be obtained by considering exponential
space P systems, as showed in [1]. Thus, all types of Mem-
brane systems with active membranes and both divisions for
elementary and non-elementary membranes, and working in a
polynomial space, exactly characterize PSPACE.

Investigation of classes of problems solved by P systems
using sublinear space was also considered. In order to consider
sublinear space, two distinct alphabets were considered in the
definition of P systems: an INPUT alphabet and a WORK al-
phabet. Objects from the INPUT alphabet cannot be rewritten
and do not contribute to the size of the configuration of a
P system. The size of a configuration was defined as the sum
of the number of membranes in the current membrane structure
and the total number of working objects they contain; the
space required by a computation is the maximum size among
all configurations. Moreover, we need to define a uniformity
condition for the families of P systems that is weaker than the
usual P uniformity, to avoid the possibility to solve a problem
directly by using the Turing machine that build the P systems
we use to compute. We consider DLOGTIME-uniformity,
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defined on the basis of DLOGTIME Turing machines [12].
We refer the reader to [25] for formal definitions.

The efficient simulation of logarithmic space Turing ma-
chines (or other equivalent models) by employing standard
techniques used in the papers previously cited seems not to
work because of two main problems: we either need to use
a polynomial number of working objects (thus violating the
logarithmic space condition) or to use a polynomial number
of rewriting rules (thus violating the uniformity condition).
Nonetheless, it has been showed in [25] that such a simulation
can be efficiently done by using membrane polarization both
to communicate objects through membranes as well as to store
some information:

Theorem 13: Each log–space deterministic Turing machine
M can be simulated by a DLOGTIME-uniform family Π
of confluent recognizer P systems with active membranes in
logarithmic space.

An immediate corollary of Theorem 13 is that the class L
(the class of problems solved by log–space Turing machines)
is contained in the class of problems solved by DLOGTIME-
uniform, log–space P systems with active membranes.

VI. CONCLUSIONS

We survey some results concerning P systems with active
membranes, concerning both the computational aspects, as
well as computational efficiency. Some results concerning
space complexity of the model have also been recalled. For
further reading on the subject, we refer the reader to the main
volumes on the subject [16] [17].

A recent survey on different strategies to approach compu-
tationally hard problems (containing links to various research
paper on the subject) by P systems with active membranes can
be found in [27].

Links to various paper concerning space complexity for
membrane systems are available in [20] [21]; readers interested
in results concerning sublinear space or even constant amount
of space can refer to [22] and [9], respectively. A recent survey
concerning results obtained by considering different bounds on
space can be found in [28].

There are various research topics which deserve to be
investigated with respect to computing efficiency. In particular,
precise characterizations of complexity classes obtained by
considering systems using specific subset of features, as well
as relations of such classes with standard complexity classes,
both concerning time complexity and space complexity.

More general research directions actually under develop-
ment concern the application of the model to describe different
biological processes. As already pointed out, since Membrane
systems are a bio-inspired computing model, it is natural
to apply it to the description and simulation of complex
bio-processes, to gain various kind of information on such
processes.

Another interesting research directions concern the link of
P systems with neural computing: a variant of neural-like
P systems have been introduced in [6] under the name of
Spiking P systems, and its application to the field of Artificial
Intelligence and deep learning strategies is currently under
development.
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Abstract—The paper mainly solves the problem of 
nonstandard tuberculosis data, and makes cluster analysis. It 
is an evaluation of existing work. The current epidemic 
disease data are huge and has great research value, but it is 
not easy to be directly used to discover knowledge. In this 
paper, the tuberculosis clinic data is pre-processed first; the 
ways of pre-processing mainly includes data cleaning, data 
integration, data transformation and data normalization. 
When processing the location information in the data, an 
innovative method of data weighting is proposed, which 
makes the complex medical data be numerical and 
normalized. Then, the novel unsupervised machine learning 
method Density peak clustering algorithm is used for 
clustering the data set and prove the validation of our method. 
This work can form clustering results and discover knowledge 
on this basis.  

Keywords—Tuberculosis clinic data; data normalization; 
location information; DPC.

I. INTRODUCTION

Nowadays, the demand for intelligent medical and 
health care is increasing day by day. The application of big 
data analysis and mining in the medical field includes many 
directions, such as individual and group medical planning, 
disease management, remote patient monitoring, etc. [1]. 
The dataset obtained from the patient visit records is the 
most objective and can reflect the real situation. The 
transmission pattern and trend of infectious diseases can be 
analyzed from it by data mining. For health care workers, 
big data analysis and application is conducive to the 
prevention and treatment of epidemics. therefore, it is of 
practical significance to the intelligent processing and data 
mining of medical data. However, most of the existing 
medical datasets are not standardized and incomplete, and 
the data types are diversified. Correspondingly, the 
processing results are easily disturbed and negatively 
affected by noise value, missing value, outliers and 
different types of data. For data mining, low-quality data 
will lead to low-quality mining results [2]. Therefore, how 
to conduct scientific and standardized processing of 
massive medical data has become a hot issue, which is also 
the basis and necessary condition for mining valuable 
medical information. In order to solve the above problems, 
this paper proposes a set of numerical processing system 

for epidemic disease treatment data, including data 
cleaning, data integration, maximum and minimum 
normalization [3], and unique heat coding and weighted 
numerical method. In addition, it innovatively proposes a 
method of setting initial values and weighting them to 
highlight the differences, and weight the data with strong 
relevance to the dimension where the sub-type data are 
located, so as to scientifically convert them into values in 
the range of 0-1. 

The remaining of this paper is structured as follows. 
Section I mainly introduces the background and 
significance of the subject. In Section II, Literature related 
to the research content is listed. In Section III, the method 
and process of data preprocessing are introduced, and the 
innovative geographic location processing method is 
mainly elaborated. In Section IV, the main content is the 
application of density peak algorithm in standardized data 
set. Section V mainly summarizes the content of the paper 
and look forward the future work. 

II. RELATED WORKS 

In view of the fact that most data streams are mixed 
attribute data, researchers have also proposed some 
algorithms to directly process mixed attribute data. Zhang 
et al.[4] proposed a hybrid algorithm combining fuzzy 
clustering with particle swarm optimization (PSO) for 
incomplete data clustering, and missing attributes are 
represented as intervals, which are based on Clustream [5], 
They proposed the micro-clustering histogram 
representation for the classification property of mixed 
attributes, and used Poisson process to model the arrival 
time of samples. For the clustering problem of mixed 
attribute data, the existing algorithm adopted the following 
methods. One is to convert the type attribute to numeric 
attribute. In this way, the data sets can be transformed into 
a numeric attribute dataset, which can then be processed by 
clustering the numeric attribute data. Shih et al. [6] 
converted classification attributes into numerical attributes 
according to the similarity of classification attributes, and 
then adopted k-means algorithm for clustering. In literature 
[7], classification attributes were converted into numerical 
attributes by the transformation method of spherical 
coordinates, and k-means algorithm was used to cluster the 
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results. In this way, the dataset was transformed from 
mixed type to sub-type, and then processed by clustering 
method of sub-type attribute data. Rodríguez-Jiménez et al. 
[8] proposed new methods to generate the lattice concept 
with positive and negative information to be used as a kind 
of map of attribute connections. David and Averbuch [9] 
converted numerical attributes into classification attributes 
through CH index, and used spectral clustering to process 
datasets. In order to realize clustering analysis of the typed 
data of set-valued attributes, Giannotti [10] proposed a Trk-
means algorithm based on Jaccard distance. However, there 
is no further analysis on the convergence of the algorithm. 
In order to improve the clustering algorithm for typed data, 
Cao et al. [11] designed and implemented the sv-k-modes 
clustering algorithm; this paper proposed a comprehensive 
clustering analysis for the data of subtype of set-valued 
attribute. Wangchamhan et al. [12] used Gower distance 
measurement to measure mixed attribute data in order to 
overcome the limitation that the k-means algorithm was 
unable to effectively process the data of different types. 
Chen and He [13] proposed an adaptive peak density 
clustering algorithm for mixed attribute data. According to 
the analysis of data attribute relationship, the mixed 
attribute dataset was classified into three types, including 
digital dominant data, classified dominant data and 
balanced data, and the corresponding distance measurement 
was designed. Ding et al. [14] proposed a density peak 
clustering algorithm based on entropy to process mixed 
data with fuzzy neighborhood. A new similarity measure 
was proposed for the numerical type with uniform standard, 
the similarity of numerical part is regarded as the whole 
and calculate the similarity of sub-type parts separately. 
This shows that it is challenging to process mixed attribute 
data by clustering algorithm alone, and most scholars focus 
on algorithm innovation to process data. There are few 
innovative points in data pre-processing, in particular, there 
are few studies on the relatively large amount of medical 
data. Therefore, this paper aims at making innovations in 
data preprocessing and proposes a weighted numerical 
processing method for geographical location data. 

I. METHOD AND REALIZATION OF MEDICAL 
DATA PRE-PROCESSING 

In this section, we will present the Data Processing 
Methods and Processes. 

A. Data Processing Methods and Processes  

Currently, thousands of records about desensitized TB 
patients are given, which are respectively based on six 
municipal cities in a province. Statistical analysis was 
conducted in each municipal city based on patients, 
including basic personal information such as gender, age 
and home address, as well as disease information such as 
treatment time, patient source, diagnosis location and 
result. The overall information is relatively comprehensive 
and complete, which could effectively complete subsequent 
data pre-processing and data mining. 

Figure 1 is an overall flow chart of treatment methods 
for epidemic disease treatment data. Considering the 
diverse types of treatment data and the large proportion of 
categorical values, appropriate data pre-processing methods 
are selected to convert the original data into a numerical 
type. This step lays a foundation for subsequent data 
mining.

Figure. 1. Overall flow chart of treatment method for epidemic disease 
diagnosis data 

B. Analysis of Data Pre-Processing Steps

The data pre-processing shown in Figure 1 is mainly 
divided into the following steps：

1) In the data pre-processing of the original medical 
data set, data cleaning was first carried out, which mainly 
to delete the irrelevant and duplicate data, and deal with 
missing values and outliers. According to the practical 
significance, if the missing value accounts for less than 2% 
and is not easy to fill, it can be directly deleted or ignored. 
However, some missing values will affect the machine 
processing results of the whole dataset. At this time, 
Lagrange interpolation method is selected for interpolation, 
and the formula of Lagrange interpolation is shown in (1). 

 L(x) = ∑ y�∏
����

�����

�
���,���

�
���  

Where, x�is the x-coordinate of the known points, x�is 
the function value corresponding to the known points, and 
the point x corresponding to the missing function value is 
substituted into the interpolation polynomial to obtain the 
approximate value L (x) of the missing value. Lagrange 
interpolation formula has a compact structure and is 
convenient in theoretical analysis. This method can model 
the missing data, which aims to be more objective and 
correct. 

2) The original medical dataset is stored in the urban 
area, some attribute expressions are not matched in the 
same way, entity identification and attribute redundancy 
need to be considered. Entity recognition mainly deals with 
the data with different units. For example, the "first 
diagnostic area" in city A table and the "first diagnostic 
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unit" in city B table of the original dataset both refer to the 
medical institution where the patient was first diagnosed, 
which can be merged into the "first diagnostic unit". 
Attribute redundancy mainly refers to the repeated data 
caused by multiple occurrences of the same attribute or 
inconsistent naming. This kind of data is analyzed and 
detected before it is deleted. For example, the meaning of 
the attribute "date of birth" and "age" in a dataset are the 
same, and the "date of birth" attribute is deleted to reduce 
data redundancy. 

3) In the original dataset, there are data similar to 
ethnic and occupational dimensions. In this paper, an equal-
width discretization method is adopted for processing. 
Within the value range of data, about 5 discrete partition 
points are set, and the value range is divided into some 
discretized intervals. For gender (male, female), treatment 
classification (initial treatment, diagnosis and treatment), 
diagnosis result (positive, negative), and other obvious 
attributes of the classification, the method of 0-1 unique 
heat coding was used to nominalize them. 

4) Age attribute of the original dataset up and the 
range is 0 to 93, the maximum minimum normalized for 
such data processing. According to the proportion, and 
scaling to a specific area to facilitate a comprehensive 
analysis, the purpose is to eliminate index between the 
dimension and the scope of influence, the use of the 
normalized formulas are shown in (2) below. 

 x∗ = 
� ����

�������
 

Where, max  is the maximum age and min is the 
minimum age, (max −min)  is range. Deviation 
standardization preserves the relationship existing in the 
original data and is the easiest way to eliminate the 
influence of dimension and data value range. 

C. Location Information Processing Method  

It seems reasonable to use latitude and longitude to 
represent geographical location, but it is not suitable in the 
overall data set. The reasons are as follows: first, latitude 
and longitude are coordinate values, which cannot meet the 
numerical requirements of 0-1 and the accuracy is not 
enough; second, the purpose of location numerical is not 
only to convert to 0-1, but also to be related to the reality, 
so other attributes with strong connection are used as 
parameters. 

Geographic location information is classified data, 
which needs to be processed numerically to make it easy to 
handle. Therefore, this paper innovatively proposes a 
method to highlight the differences in the weighted 
processing of geographic location data. The main steps are 
as follows: 

1) Divide the geographical location data into 
provinces, cities, regions and counties according to the 
administrative region from the largest to the smallest four 
levels, and different initial values are set respectively. The 
same grade is set to the same initial value, and the initial 

values in order of size are set according to the classification 
grade. 

2) A new dimension is set for the attributes that are 
strongly correlated with the location data, and this attribute 
is used as the weighted factor z. In this paper, patients are 
taken as the unit and the number of patients in each hospital 
is used as the weighted factor. 

3) Use the weighting formula to calculate the value 
of each location data, calculate the weighted radius on the 
basis of the initial value and make them all within the range 
of 0-1. 

4) Compare and analyze the results of the initial 
location data and the weighted data by density map, and 
adjust the parameters reasonably according to the density 
analysis. The formula for calculating weighted value is 
shown in (3). 

 w� =
|`����|

`����
,  R� = �

r + w� , r = 0.5
r − w� , r = 1.0

 

Among them, `z  as the average of number, z�  is the 
number of patients in the i i  hospital, w�  represents the 
weighted value, the initial value r is graded according to 
the administrative region, provincial and municipal 
hospitals set to 0.5, district and county hospitals set as 1.0, 
Adjust the final numerical result R�  flexibly according 
to w�, in the calculation, it will be greater than 1, we unified 
setting it to high of 1.0. Taking four different levels of 
diagnosis and treatment units as an example, the main 
parameters are shown in Table I 

TABLE .  NUMERICAL TABLE OF DIFFERENT GEOGRAPHICAL 
LOCATION INFORMATION 

The initial value is set artificially in the light of the 
administrative region level, so as to reflect the difference in 
the weighted calculation. The key point is to adjust the 
weight value according to the actual situation. Figure 2 
shows the histogram of the numerical results of the hospital 
in a certain city. 
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Figure. 2. Numerical histogram of locations in a city 

We can see from Figure 2 that the processed position 
information data remains in the range of 0-1，and the 

standardization is realized. 

II. REALIZATION OF DPC BASED ON MEDICAL 
DATA 

In this section, we will present the Density Peak Clustering 
(DPC) Algorithm. 

A. Density Peak Clustering Algorithm 

DPC algorithm was proposed by Alex Rodriguez and 
Alessandro Laio [15] in 2014 and published in Science. 
The article "Clustering by fast search and find of density 
peaks" in Science mainly focuses on a kind of clustering 
method based on density. The main idea is to search for 
high-density regions separated by low-density regions. The 
DPC is based on the following assumptions: first, the 
density of the central point in a cluster is greater than that 
of the neighboring points; second, the distance between the 
center point of cluster and the higher density point is 
relatively large. Therefore, the DPC has two main 
quantities to calculate: first, the local density ρ; Second, the 
distance delta from the point of high density. Evidently, the 
center of the cluster with bigger ρ and delta relatively than 
others. 

In order to verify that the pre-processing results of 
pulmonary tuberculosis medical data can be processed by 
machine learning, we used the popular unsupervised 
learning algorithm, DPC, to conduct experiments on 
MATLAB to extract valuable information from processed 
data. 

B. Implementation of DPC 

To reduce the time complexity and space complexity, in 
the original dataset, we selected the data of 11 dimensions 
with large influencing factors for verification: 1, the first 
diagnosis unit, 2, gender, 3, age 4, career, 5, treatment 
classification, 6, sources of patients, 7, the domicile 
belongs to, 8, patients diagnosis classification, 9, diagnosis, 
10, reaction time, 11, diagnosis time. The decision graph is 
obtained by the density peak algorithm. Taking city A and 
city B as examples, the decision graph is shown in Figure 3 
and Figure 4. 

Figure. 3. Data decision chart of city A 

Figure 3 is the decision diagram obtained by the density 
peak algorithm. The data points in the two boxes are 
corresponding, representing the center point in the cluster. 

Figure. 4. Data decision chart of city B

Similar to Figure 3, cluster centers are data points with 
high density and high distance. It can be clearly 
distinguished in the decision diagram. According to the 
cluster center, the algorithm finds out the data in each 
cluster through continuous iteration and makes statistics. 
Figure 5 is the radar map of the first diagnosis unit after 
clustering in a certain city. It can be intuitively seen that 
among the four clusters, the two medical units with the 
largest number of patients are City A chronic disease 
prevention and treatment station, the other is B county 
tuberculosis prevention and treatment institute. 

Figure. 5. Clustering quality comparison chart 
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By comparing the clustering quality of normalized and 
weighted numerical results of location attributes, it can be found 
that the clustering quality of innovative methods has obvious 
advantages from Figure 5, which also proves that the weighted 
numerical method is effective. 

Figure 6 is the radar map of the first diagnosis unit after 
clustering in a certain city. It can be intuitively seen that 
among the four clusters, the two medical units with the 
largest number of patients are City A chronic disease 
prevention and treatment station, the other is B county 
tuberculosis prevention and treatment institute. 

Figure. 6. Cluster radar map of the first diagnostic unit in a city

Figure 7 shows the occupational radar of patients and 
the reason for seeking medical treatment. It can be clearly 
seen that patients are mostly ordinary farmers, and they go 
to see a doctor after contact and infection It indicates that 
the pneumonia is widespread and most of them are farmers 
with low knowledge reserve and insufficient publicity, so 
that they may not be aware of it or do not know how to 
protect themselves from infection. In the future, knowledge 
discovery method will be used to analyze the statistical 
information of the decision graph, such as association rule 
algorithm, and combine the valuable attribute rules of the 
dataset to find the incidence rules of TB patients or 
treatment plans, so as to provide technical help for patients' 
treatment or doctors' decision making. 

Figure. 7. Cluster radar chart of patients' occupation and reasons for 
seeking medical treatment in a certain city 

III. CONCLUSION 

In this paper, based on the treatment data of pulmonary 
tuberculosis patients in six urban areas, a data pre-
processing method was proposed according to the 
characteristics of multiple attributes and non-standard. 
Moreover, a method to highlight the differences in the 
weighted processing of geographical location classification 
data was innovatively put forward, the original mixed 
datasets processing as a single numeric datasets. After that, 
the DPC algorithm was used to clustering data to obtain
some valuable information, such as age or occupation 
distribution. Cluster centers and outliers were obtained by 
analyzing the decision graph. In future work, knowledge 
discovery method will be introduced, and association rules 
will be analyzed on the basis of clustering to discover 
tuberculosis treatment rules or other hidden knowledge. 
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