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The Fifteenth International Conference on Future Computational Technologies and Applications
(FUTURE COMPUTING 2023), held on June 26 - 30, 2023, continued a series of events targeting
advanced computational paradigms and their applications. The target was to cover (i) the advanced
research on computational techniques that apply the newest human-like decisions, and (ii) applications
on various domains. The new development led to special computational facets on mechanism-oriented
computing, large-scale computing and technology-oriented computing. They are largely expected to play
an important role in cloud systems, on-demand services, autonomic systems, and pervasive applications
and services.

Similar to the previous edition, this event attracted excellent contributions and active participation from
all over the world. We were very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the FUTURE COMPUTING 2023
technical program committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and effort to contribute to FUTURE COMPUTING 2023.

Also, this event could not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the FUTURE COMPUTING 2023 organizing
committee for their help in handling the logistics and for their work that made this professional meeting
a success.

We hope FUTURE COMPUTING 2023 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the area of future
computational technologies and applications. We also hope that Nice provided a pleasant environment
during the conference and everyone saved some time to enjoy this beautiful city.

FUTURE COMPUTING 2023 Steering Committee
Hiroyuki Sato, The University of Tokyo, Japan
Sergio llarri, University of Zaragoza, Spain

Jay Lofstead, Sandia National Laboratories, USA

FUTURE COMPUTING 2023 Publicity Chair

José Miguel Jiménez, Universitat Politecnica de Valencia, Spain
Sandra Viciano Tudela, Universitat Politecnica de Valencia, Spain



FUTURE COMPUTING 2023

Committee

FUTURE COMPUTING 2023 Steering Committee

Hiroyuki Sato, The University of Tokyo, Japan
Sergio llarri, University of Zaragoza, Spain
Jay Lofstead, Sandia National Laboratories, USA

FUTURE COMPUTING 2023 Publicity Chair

José Miguel Jiménez, Universitat Politecnica de Valencia, Spain
Sandra Viciano Tudela, Universitat Politecnica de Valencia, Spain

FUTURE COMPUTING 2023 Technical Program Committee

Andrew Adamatzky, University of the West of England, Bristol, UK

Ehsan Atoofian, Lakehead University, Canada

Yadu Babuji, University of Chicago, USA

Bernhard Bandow, GWDG, Goéttingen, Germany

Kaustav Basu, The Laboratory for Networked Existence (NetXT), USA

Christos J. Bouras, University of Patras, Greece

Massimiliano Caramia, University of Rome "Tor Vergata", Italy

Ryan Chard, Argonne National Laboratory, USA

Nan-Yow Chen, National Center for High-Performance Computing (NCHC), Taiwan
Sunil Choenni, Ministry of Justice and Security / Rotterdam University of Applied Sciences, Netherlands
Fabio D'Andreagiovanni, CNRS & UTC - Sorbonne, France

Leandro Dias da Silva, Universidade Federal de Alagoas, Brazil

Hachiro Fujita, Tokyo Metropolitan University, Japan

Félix J. Garcia Clemente, University of Murcia, Spain

Apostolos Gkamas, University Ecclesiastical Academy of Vella of loannina, Greece
Victor Govindaswamy, Concordia University - Chicago, USA

Francesc Guim, Intel Corporation, Spain

Tzung-Pei Hong, National University of Kaohsiung, Taiwan

Wei-Chiang Hong, Asia Eastern University of Science and Technology, Taiwan
Sergio llarri, University of Zaragoza, Spain

Yuji lwahori, Chubu University, Japan

Yasushi Kambayashi, Nippon Institute of Technology, Japan

Mehdi Kargar, Ted Rogers School of Management - Ryerson University, Toronto, Canada
Michihiro Koibuchi, National Institute of Informatics, Japan

Zbigniew Kokosinski, Cracow University of Technology, Poland

Carlos Ledn-de-Mora, Universidad de Sevilla, Spain

Jay Lofstead, Sandia National Laboratories, USA



Giuseppe Mangioni, DIEEI - University of Catania, Italy

Wail Mardini, Jordan University of Science and Technology, Jordan
Yassine Mekdad, Florida International University, USA

Isabel Muench, German Federal Office for Information Security, Germany
Anand Nayyar, Duy Tan University, Vietnam

Kendall E. Nygard, North Dakota State University - Fargo, USA

Carla Osthoff, National Laboratory for Scientific Computing, Brazil

Fred Petry, Naval Research Laboratory, USA

Wajid Rafique, Nanjing University, China

Eric Renault, Télécom SudParis | Institut Polytechnique de Paris, France
Hiroyuki Sato, The University of Tokyo, Japan

Andrew Schumann, University of Information Technology and Management in Rzeszow, Poland
Friedhelm Schwenker, Ulm University, Germany

Zbigniew Suraj, University of Rzeszéw, Poland

Massimo Torquati, University of Pisa, Italy

Carlos M. Travieso-Gonzalez, University of Las Palmas de Gran Canaria, Spain
Teng Wang, Oracle, USA

Alex Wijesinha, Towson University, USA

Hongji Yang, Leicester University, UK

Ales Zamuda, University of Maribor, Slovenia

Claudio Zandron, University of Milano-Bicocca, Milan, Italy

Minjia Zhang, Microsoft Al and Research, USA

Albert Zomaya, University of Sydney, Australia



Copyright Information

For your reference, this is the text governing the copyright release for material published by IARIA.

The copyright release is a transfer of publication rights, which allows IARIA and its partners to drive the
dissemination of the published material. This allows IARIA to give articles increased visibility via
distribution, inclusion in libraries, and arrangements for submission to indexes.

I, the undersigned, declare that the article is original, and that | represent the authors of this article in
the copyright release matters. If this work has been done as work-for-hire, | have obtained all necessary
clearances to execute a copyright release. | hereby irrevocably transfer exclusive copyright for this
material to IARIA. | give IARIA permission or reproduce the work in any media format such as, but not
limited to, print, digital, or electronic. | give IARIA permission to distribute the materials without
restriction to any institutions or individuals. | give IARIA permission to submit the work for inclusion in
article repositories as IARIA sees fit.

I, the undersigned, declare that to the best of my knowledge, the article is does not contain libelous or
otherwise unlawful contents or invading the right of privacy or infringing on a proprietary right.

Following the copyright release, any circulated version of the article must bear the copyright notice and
any header and footer information that IARIA applies to the published article.

IARIA grants royalty-free permission to the authors to disseminate the work, under the above
provisions, for any academic, commercial, or industrial use. IARIA grants royalty-free permission to any
individuals or institutions to make the article available electronically, online, or in print.

IARIA acknowledges that rights to any algorithm, process, procedure, apparatus, or articles of
manufacture remain with the authors and their employers.

I, the undersigned, understand that IARIA will not be liable, in contract, tort (including, without
limitation, negligence), pre-contract or other representations (other than fraudulent
misrepresentations) or otherwise in connection with the publication of my work.

Exception to the above is made for work-for-hire performed while employed by the government. In that
case, copyright to the material remains with the said government. The rightful owners (authors and
government entity) grant unlimited and unrestricted permission to IARIA, IARIA's contractors, and
IARIA's partners to further distribute the work.



Table of Contents

Scalable Detection of chatGPT-generated Text
Anders Fongen



FUTURE COMPUTING 2023 : The Fifteenth International Conference on Future Computational Technologies and Applications

Scalable Detection of chatGPT-generated Text

Anders Fongen
Norwegian Defence University College (FHS)
Lillehammer, Norway
email: anders@fongen.no

Abstract—Text generated by services based on Artificial Intel-
ligence (AI) should optionally be identified for the sake of exam
validity, and intellectual honesty in general. This paper reports
from an ongoing study on detection techniques to identify text
generated by the Al-based chatGPT service, where text docu-
ments are represented by high-dimensional feature vectors on
which calculations are employed to reveal semantic similarities.

Keywords—chatGPT; feature vectors; similarity calculation

I. INTRODUCTION

Rightfully, the performance of recent Al-based text gener-
ating tools have raised concern in the education community.
Teachers fear that these tools will reduce the validity of
student examinations since the quality of the generated text
is sufficient to pass an exam without additional intellectual
efforts by the student.

Several attempts to develop methods to identify Al-
generated text are currently being made [1]-[3]. The contribu-
tion of this paper is to employ the well-known feature vector
document representation and to create similar representation
of document collections, sometimes called centroids [4]. More
details on the algorithms used will be presented in Section II.

The research question of this paper is: Can a feature vector
representation of a document collection be used to identify the
Al-generated documents in the collection?

The Al-based text generation service invoked for the pur-
pose of this paper is chatGPT 3.5 [5], which has attracted
a lot of attention due to its versatility. The chatGPT service
not only generates non-fictional text, but also poems, fiction,
propaganda, and even programming code.

The so-called Vector Space Model [4] employed in this
experiment has proven successful to distinguish documents on
the semantic content, i.e., their topic. In this experiment, the
difference in writing style is probably the best distinguishing
property. It is not clear, however, how the Vector Space Model
is suitable for that task.

The remainder of this manuscript is organized as follows: in
Section II, we describe the experiment design and the results
found. Section III provides a brief survey of related work
over the last few years. In Section IV, a discussion on the
results compared to other related work is presented. The paper
finally provides some conclusive remarks and suggests further
research in Section V.

II. EXPERIMENT DESIGN

In this section, the design of the experiment, as well as the
algorithm used for investigation, will be presented.

Copyright (c) IARIA, 2023.  ISBN: 978-1-68558-045-2

A. Training and evaluation set

The chosen approach involves a supervised learning algo-
rithm, where a training set of documents is used to calibrate
the testing algorithm, and an evaluation set which is used
to determine its efficacy. Both these sets are relatively small,
since the documents need to be generated one by one through
queries sent to text generating services. The documents contain
a mix of text generated by chatGPT and text found on the Web
as identified by the Google search engine.

In order to generate text related to a range of topics with
different vocabulary and writing style, three distinct questions
were formulated:

o Why should abortion be illegal?

o Describe the tactical advantages of the F-35 fighter air-
plane.

o Describe the poetry of William Blake.

Each question was entered into the Google search engine,
and the 10 topmost results were retrieved and saved to disk.
5 of these went into the training set, and 5 into the evaluation
set.

Likewise, the questions were entered into chatGPT, but
in order to obtain a collection of related documents, four
additional questions were asked for each, e.g., for the second
question:

e Why is the F-35 lightning so expensive?

o Is the F-35 a safe airplane?

« How many countries have bought the F-35 fighter jet?

o Which fighter jets can compare to the F-35?

The response for the four additional question were collected
into another training set for chatGPT output.

For each of the three main questions listed above, we
obtained in this way a training set for Google search en-
gine output consisting of 5 documents, and a training set
for chatGPT output in the form of 4 short documents. The
evaluation set for chatGPT output was one single document
and 5 documents gathered through the Google search engine.

B. Feature vector representation

Text documents may be represented by a feature vector,
where each vector element represents a specific term/feature
in the document, and the element value is, e.g., the frequency
of a specific term, often the count of the specific word. The
feature vector represents a point in a high dimensional space,
and the relation between such points has been shown to effec-
tively estimate the semantic relation between the represented
documents.
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Figure 1. The Feature Vector construction process, and the role of the stemming and stopword processing.

To reduce the dimensionality of the feature vector, the
number of included terms are reduced by the use of a stopword
list. A stopword list contains words commonly used in text of
any category and topic, and is considered to be insignificant
for the construction of a feature vector. For the experiment
conducted for this manuscript, the stopword list has 250
entries.

For the same reason, different grammatical forms of a term
(plural, singular, present, past etc.) are merged into the same
spelling through a stemming process. The most prominent
implementation of this task is the Porter stemmer [6], which is
used in this experiment. The construction process for a feature
vector is shown in Figure 1.

Even though the feature vector is constructed using statistics
on a lexical level where sentence structure are disregarded,
they have been shown to adequately represent also semantic
properties of a document, and feature vectors with short
distance or angle in the high dimensional space most often
represent documents with semantically related content.

Document collections can be represented in the same way
by constructing a feature vector over the concatenation of the
member documents. A feature vector representing a collection
is also known as a centroid [4], indicating that it represents
the “centre of gravity” of the document collection.

A centroid constructed over a training set is useful for the
identification of documents belonging to the same “semantic
class” as the training set. The cosine of the angle between the
feature vector of the document and the centroid indicates the
document’s similarity to the training set.

C. Operations on feature vectors

Both the distance between points in high dimensional space
and the angle between the corresponding vectors can be used
to measure document similarities. The angle between vectors is
not dependent on the vector length, and the cosine of the angle
will have a convenient range of values, 1 for totally similar
documents, and O for “orthogonal” (dissimilar) documents.

The cosine of the angle between two vectors @ and b can
be calculated with the following formula:

- axb

- Zr-il a;b;
cos(d@,b) = ———=- = == —
([ VO DHEERVE S

(D
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TABLE I
COSINE OF ANGLES BETWEEN CENTROID VECTORS FOR EACH QUESTION
Q nr. | Cos(angle)
1 0.628
2 0.697
3 0.668
All 0.648
TABLE 11

COSINE OF ANGLES BETWEEN CENTROID VECTORS FROM DIFFERENT
TRAINING SETS

Q nr. | Cos(angle)
1 and 2 0.101
2 and 3 0.119
1 and 3 0.091

D. Similarity calculations

As already mentioned, the goal of the feature vector rep-
resentations of training sets and evaluation samples, and the
calculation of angles between them, is to estimate semantic
relations between evaluation samples and training sets. This
approach has proven successful for document classification,
where he centroids represent “class prototypes’ and documents
are assigned the class associated with the centroid with the
smallest angle from its feature vector. The angle between
the centroids themselves indicate the confidence level of the
classification process, as well as the measured difference
between the candidate classes.

In the following presentation of the calculation results, one
graph for each question is shown where the documents in the
evaluation set are represented as dots in a cartesian plane. The
axes represent the centroids from the training sets, and dots
on the diagonal line have the same similarity between the two
training sets. The blue circles show the documents retrieved
through the Google search engine, while the red square shows
the document retrieved from chatGPT. The graphs are shown
Figures 2-4.

While the cartesian projection suggests that the two cen-
troids constructed from the training sets are orthogonal, this is
not the case. The cosine of the angles between the two centroid
vectors for the three main test questions are shown in Table I
and indicate that the centroids share some similarities, which
reduces the confidence in the identification process.



FUTURE COMPUTING 2023 : The Fifteenth International Conference on Future Computational Technologies and Applications

Why should abortion be illegal?

1 T T
o
3
I=
3 08 i
el
I
o
ll) 0.6 + |
5] o0
o
=
|
G 04f i
2
Z °
& 02 ® 4
€
» [ ]
O L L L L
0 0.2 0.4 0.6 0.8 1
Similarity to documents from Google search
Figure 2. Detection performance of question 1
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Figure 3. Detection performance of question 2

III. RELATED WORK

The interest in discriminating between machine-generated
and human-written text dates back before 2014. Concerns
for fake news, biased reviews, and presently, concern for
examination validity, has created a certain volume of reports.
Some of these will be mentioned here.

The most recent addition to Al-based text generating ser-
vices is chatGPT, where the service named GPTZero [7] offers
web access to a discriminator with reportedly high precision.

Describe the poetry by William Blake
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Figure 4. Detection performance of question 3
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No peer-reviewed report on this service has been found, but
a good technical report in [8] explains the design during an
interview with its creator, Edward Tian. In the article, he
explains that the tool was designed over a weekend and is
far less complex than chatGPT. GPTZero calculate properties
called perplexity and burstiness, whose values represent the
irregularities in sentence structure which indicate text written
by humans (so far).

No detection tools using Al has been found, and the
discriminator designs use supervised or unsupervised learning
of machine-learning (e.g., neural networks) or feature vector
based algorithms.

Shijaku and Canhasi [9] build feature vectors with a differ-
ent feature selection strategy than the presented experiment,
but with familiar operations on the vectors. Their training set
consists of student-written texts, and their experimental reports
are promising.

Gallé et al. [1] argues that supervised learning is an unre-
alistic protection mechanism, since an adversary has access
to both the training set and the algorithm and can formulate
his/her text accordingly. They propose unsupervised learning
based on N-gram distribution. ChatGPT output is not evaluated
in [1] since the experiment predates chatGPT.

Gehrmann et al. [2] design their discriminator as a visual
helping tool for human detection of machine-generated text.
Their algorithm uses statistical properties of single words to
present the text in a colorized form in which the human
detector can recognize certain patterns that suggest the nature
of the text (machine or human created). Their experimental
evaluation was done with a panel of humans who were asked
to identify the nature of documents with/without visual hints.

It is worth noting that the dating of these efforts spans over
three years, and the technology for machine-generating text
is evolving at a rapid pace. They are evaluated on different
text sources and their results must be compared with some
reservation.

IV. DISCUSSION

Under certain circumstances, there may be a large volume of
text which needs to be analyzed for machine generation in real
time. None of the reported efforts presented in Section III con-
sider computational demands or scalability properties, which
we believe will be a future requirement. The effort shown in
the presented paper have chosen a feature selection strategy
which is fast and proved to identify semantic similarities with
good precision.

The results shown in Figures 2-4 indicates that the use of
feature vectors with word frequencies as the only feature is not
suited for detection of text generated by chatGPT. There is no
straight line in the graphs that can separate the blue dots from
the red. We should not disregard the chosen algorithm without
pointing at other factors that can affect the final results.

A. Similar training sets

The chatGPT is trained on the same document body as the
training set used in this paper, i.e., documents found on the
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Figure 5. Detection performance for entire evaluation set

Internet. The documents selected for the training set were the
topmost results from a Google search engine query, likely to
be written by journalists and technical writers in a conformant
style with few personal traits. Table I also shows that the
two training sets for each question is indeed quite similar.
Using, e.g., documents written by students as a training set,
the similarities may be smaller, but a document body with
these properties were not available for use in this experiment.
For the record, Table II shows the similarities between training
sets made from output from Google search engine related to
the three test questions, which are nearly orthogonal.

B. Feature selection

The efforts presented in [1] argue that N-gram analysis
yields better discrimination properties than the use of single
words. An N-gram analysis will also significantly increase the
dimensionality of the feature vectors and the computational
workload necessary for their processing.

C. Volume of training and evaluation sets

In this early phase of investigation, a limited number of
documents were used for training and evaluation, and output
from chatGPT also tends to be relatively brief. Common
knowledge in this area is that a larger body of text for training
and evaluation provides better results and a smaller confidence
interval. Future phases of investigation will spend more time
on the establishment of larger text bodies.

D. Use of distinct topics

The presented experiment has compared documents within
the same topic, implicitly introduced through the three test
questions. Related work has not made this distinction, but used
document collections not related to a specific topic.

In order to compare our results to other works, e.g., those
presented in [9], the training set for the three questions
were joined to make a new pair of centroids representing all
training documents from the two sources. A calculation of
the similarities of the evaluation documents is presented in
Figure 5. The cosine of the angle between the two centroids
is shown on the bottom row of Table II. The results are
quite similar to what is presented in Figures 2-4, where no

Copyright (c) IARIA, 2023.  ISBN: 978-1-68558-045-2

straight line can separate documents from the two sources (red
vs. blue/green/yellow). Still the documents belonging to the
test questions can be found as clusters along the diagonals,
indicating their semantic relations, shown in blue, green and
yellow, respectively.

V. CONCLUSION

The presented efforts aimed to distinguish machine-
generated from human-written text based on the well proven
vector space model otherwise used for text classification
and information retrieval. The results were not encouraging,
indicating that the two text categories exhibit nearly the same
lexical properties for each of the test questions given.

Possible reasons for the disappointing results are analyzed in
Section IV, where the generation of the training and evaluation
sets are likely candidates for future investigations. A larger
body of text for training and evaluation, written by a diverse
selection of human writers may result in centroids more
distinct than what was obtained in the chosen experiment
design, and better spreading of results in the Figures 2-4.
Also, similar tests using Bing Chat and Google Bard (still
not available in Norway in May 2023) are also part of future
research plans.

Al-technology for text generation is evolving fast, and will
generate text increasingly difficult to distinguish from human
-written text, if the designers wish to. Reports mentioned in
Section III dates as far back as 2019, and may not produce
the same results on chatGPT-generated output. The work
presented in [9] is more recent and was evaluated on chatGPT-
generated output, and provides a basis for comparisons with
the presented experiment, although their training set is quite
different.
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