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Foreword

The Fifth International Conference on Human and Social Analytics (HUSO 2019), held between
June 30 – July 4, 2019 - Rome, Italy continued the inaugural event bridging the concepts and
the communities dealing with emotion-driven systems, sentiment analysis, personalized
analytics, social human analytics, and social computing.

The recent development of social networks, numerous ad hoc interest-based formed
virtual communities, and citizen-driven institutional initiatives raise a series of new challenges
in considering human behavior, both on personal and collective contexts.

There is a great possibility to capture particular and general public opinions, allowing
individual or collective behavioral predictions. This also raises many challenges, on capturing,
interpreting and representing such behavioral aspects. While scientific communities face now
new paradigms, such as designing emotion-driven systems, dynamicity of social networks, and
integrating personalized data with public knowledge bases, the business world looks for
marketing and financial prediction.

We take here the opportunity to warmly thank all the members of the HUSO 2019
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to
HUSO 2019. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the HUSO 2019 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that HUSO 2019 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the area of
human and social analytics.

We are convinced that the participants found the event useful and communications very
open. We also hope that Rome provided a pleasant environment during the conference and
everyone saved some time for exploring this beautiful city.
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Abstract—In Natural Language Processing, there is currently a
trend towards analyzing subjective language, one of the important
topics being emotion detection from text. There have been a
number of successful attempts of developing emotion dictionaries
in the English language based on emotion theories well established
in psychology. However, such resources in Russian are lacking.
In the current work, we propose a roadmap for developing a
psychologically grounded emotion dictionary in Russian. Based
on the related work overview, we propose an emotion classi-
fication theory by Carroll Izard including ten basic emotions
as a framework for building emotion dictionary. We outline a
number of lexical resources for compiling word candidates for
the dictionary. Finally, we describe the annotation procedure by
volunteers and experts, and psychometric evaluation to measure
internal consistency and external validity of the dictionary. The
dictionary will be used in emotion detection tasks, compared to
other available lexical resources, and supplemented with context-
dependent statistical algorithms.

Keywords–Emotion dictionary; Russian language; affective lan-
guage; subjectivity analysis; basic emotions.

I. INTRODUCTION

In recent Natural Language Processing (NLP) applications
subjectivity analysis, e.g., identification and interpretation of
information related to personal private states, has become
extremely popular. Resources and algorithms of subjectivity,
sentiment and emotion detection in text are numerous. They
are applied to analyze the ever-growing body of texts in the
World Wide Web, including social networks, news, political
debates and product reviews.

The first line of research in this field stems from psychol-
ogy, with the seminal work by authors of Linguistic inquiry
and Word Count [1]. This body of research adheres to the
framework of psychological science, with lexicons compiled
and annotated manually in a top-down manner, and dictionary
categories originating from well-established research on psy-
chology of emotions and appraisal [2]. Moreover, the resulting
dictionaries are thoroughly tested in terms of their psychomet-
ric properties. The other research line is linguistically oriented:
a word is supposed to fall into a sentiment or emotion category
if there holds a certain formal relation between the word mean-
ing and the category. Sometimes, the word should include a
certain emotion or sentiment in its connotation [3][4], or imply
an affective response as a result of common-sense logical
operations [5]. Such linguistically motivated dictionaries are
often developed (semi-)automatically by analyzing word usage

in context [4], or rely on existing world knowledge thesauri
[6][7].

Although there exist a number of sentiment and emo-
tion dictionaries in Russian, they are mostly linguistically
grounded. Some attempts have been made to translate English
psychologically grounded emotion dictionaries to Russian,
however, with no psychometric evaluation. In the current work,
we set out to fill this gap by creating a psychologically
grounded emotion dictionary of Russian. The psychological
orientation of the dictionary implies the following:

• The dictionary categories are based on emotion cate-
gorization well established in the literature;

• The words belonging to emotion categories explicitly
and objectively mean the expression of emotion in
question, e.g., неожиданность - surprise, шоки-
рованный - shocked, удивлять - to amaze, чудес-
но - wonderful, ruling out the connotation-based,
context-dependent and common-sense-derived lexica,
e.g., война - war, ужасно - awfully, ложь - lie;

• The dictionary must be evaluated for internal consis-
tency and external validity.

The paper is organized as follows. In Section 2, existing
emotion dictionaries in Russian are described, and their limi-
tations are discussed. In Section 3, a framework for building
a psychologically grounded emotion dictionary in Russian is
presented. Section 4 contains our conclusions and future work
on annotation and experimental validation of the suggested
dictionary.

II. RELATED APPROACHES TO EMOTION DICTIONARIES
IN RUSSIAN

A. Linguistic Inquiry and Word Count
The first widely known linguistic approach to representing

emotions is Linguistic Inquiry and Word Count (LIWC) [1].
Work on this tool has been going on since 1993, with the latest
version released in 2015. The original idea behind LIWC was
to compile a dictionary of words denoting basic emotional and
cognitive dimensions, which are often studied in sociology and
psychology.

Originally, the LIWC dictionary is compiled for English.
The latest version includes around 90 variables, covering
almost 6,400 words. The LIWC dictionary is organized hier-
archically and contains, among other dimensions, 21 linguistic
categories (mostly parts of speech) and 41 categories tapping
psychological constructs. The former include, for example,

1Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-725-2
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function words, pronouns, typed personal pronouns, articles,
prepositions, auxiliary, common verbs, etc. The latter include
affective, social, cognitive, perceptual, biological processes,
time orientations, relativity, personal concerns and informal
language. The affective processes contain positive and negative
emotions, the latter being divided into anxiety, anger and
sadness. Unfortunately, other emotions are not included in
LIWC, and the choice of these emotions is not grounded by
the authors. Probably, the reason for this is that LIWC is not
specifically aimed at covering emotion vocabulary. The dic-
tionary has been composed following an elaborate procedure
involving 2-8 judges and recourse to common emotion rating
scales and English dictionaries. Thereafter, internal consistency
and external validity have been assessed for every category.

Internal consistency of a word category is a measure of all
the words belonging to a category actually meaning the same
thing psychologically. It is calculated with the Cronbach’s
alpha [8], showing to what degree words of the same category
tend to co-occur in the same texts.External validity of a
word category shows how much the words in question are
actually related to the undelying psychological phenomena. It
is measured by correlating word usage with manual ratings by
judges on the underlying dimensions [1].

The 2007-version dictionary was translated in Russian [9].
The Russian dictionary includes 61 categories and around
5,900 words organized in a flat category structure. The cate-
gories include positive and negative affects, as well as anxiety,
anger and sadness. The Russian LIWC dictionary has never
been validated for internal consistency or external validity.
However, Russian LIWC has been used in a few recent studies
[10][11], where some dictionary categories were additionally
populated.

B. Emotive Lexicon
In Russian language studies, an attempt to categorize emo-

tional lexica was made as early as 1989 [3]. The key feature
of the resulting dictionary is a purely linguistic approach to its
development: the author draws a distinction between emotion
words, emotional words and emotive lexica, with the dictionary
capturing the latter. Emotive meaning refers to a meaning
containing an emotive seme, whether in it’s lexical, connotative
or logical meaning.

The main idea behind the Emotive Lexicon is to identify
words which contain a reference to emotion in their descrip-
tion in a standard Russian dictionary, e.g., рай - paradise,
баловать - to indulge. Thus, around 8,500 words were in-
cluded in the lexicon, divided into 37 categories correspond-
ing to basic emotive meanings identified in the dictionary,
e.g., беспокойство - anxiety, вдохновение - inspiration,
вера - faith, надежда - hope, недовольство - discontent,
неприязнь - dislike, одиночество - loneliness, одобрение
- approval, протест - protest, радость - joy,страх - fear,
удивление - surprise. Every category was further divided
into 6 functional classes: emotional state, state development,
influence, attitude, expression, characterization; for example,
category стыд - shame includes the following words: конфуз
- embarrassment, смутиться - to be embarrassed, клевета
- slander, закраснеться - to blush, застенчивый - shy, со-
вестливость - conscientiousness, respectively.

C. WordNet Affect
WordNet Affect was developed as an extension of WordNet

Domains in [6]. It is based entirely on the WordNet original

structure, with one or more affective labels assigned to some
synsets. The core of Word-Net Affect was developed manually
with the help of dictionaries. Then it was further expanded
using WordNet relations. The original WordNet Affect contains
2,874 synsets and 4,787 words, annotated with a complex hier-
archy of mental states and other affect-related phenomena. The
affective label hierarchy provides a reference to one or more
of the three main kinds of theories on emotion representation:
discrete theories (based on the concept of cognitive evaluation),
basic emotion theories and dimensional theories; see [12] for
discussion.

A successful attempt at translating WordNet Affect into
Russian and Romanian is described in [7]. It is based on
the part of WordNet Affect annotation capturing 6 basic
emotions: joy, fear, anger, sadness, disgust, surprise [13]. First,
all the words in the English synsets denoting one of the six
emotions were automatically translated in Romanian and Rus-
sian with an electronic English-Romanian and English-Russian
dictionary. Second, irrelevant and duplicate translations were
removed manually. Finally, the Russian and Romanian synsets
were formed manually by three independent translators using
Russian and Romanian thesauri and bilingual dictionaries. In
the absence of Russian WordNet, the synsets in Russian were
handcrafted so as to closely resemble the meaning of the orig-
inal English synsets, based on the glosses of the latter. Some
words were added to or deleted from the Russian synsets at
this stage. The final dictionary contains 2,199 Russian affective
words. The average pairwise inter-translator agreement for the
Russian synsets ranged between 0.57 and 0.61, with the three-
translator agreement reaching 0.29.

The Russian WordNet Affect was used in dataset filtering
for sentiment analysis in [14]. However, no evaluation or
validation of the resource has been performed to date.

D. RuSentiLex
RuSentiLex is a recently created sentiment lexicon in

Russian [4]. It was created in three stages. First, sentiment
words were extracted and manually filtered from a list of
domain-specific sentiment words. Second, 55 lexico-syntactic
patterns were applied to a text collection of 2 million news
articles, to extract words with sentiment connotations. Finally,
a supervised model of sentiment word extraction was applied
to 1 million Tweets to infer Twitter-specific sentiment words.

The resulting database contains information on the
sentiment orientation (positive, negative, neutral, or posi-
tive/negative, the latter meaning highly context-dependent) and
the source of the sentiment. The source of the sentiment can
be explicit opinion, negative or positive connotation (fact) or
feeling (private state). The current version contains sentiment
ratings for over 12,000 words and expressions. It has been
successfully used in a number of NLP applications [15][16].

E. Limitations of the Existing Emotion Dictionaries in Russian
There has been a number of emotion lexicons developed for

Russian, or sentiment lexicons containing additional useful in-
formation. There have also been reports on translating English-
based emotion lexicons [15][17]. However, the translated parts
only contain sentiment ratings for Russian words.

These are the main reasons why we have rejected the
existing available Russian lexicons in our work:

• Most of the lexicons are based on purely linguistic,
rather than psychological, grounds:

2Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-725-2
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◦ Sentiment scores instead of emotion ratings.
◦ The emotive lexicon is based on emotive lexica

concept, appealing to the semantic structure of
words.

• WordNet Affect and some other resources are a direct
translation of an English dictionary, preserving the
English-based structure.

• None of the emotion lexicons in Russian have been
validated for internal consistency or external validity.

Some examples of the listed issues are the following:
• Russian LIWC linguistic categories only contain parts

of speech and a few pronoun types. However, the
rich morphology in Russian allows to identify other
grammatical categories, such as tense, voice, gender,
number, etc. These are commonly identified with
morphological parsers [18][19].

• In LIWC, lemmatization is accounted for by only
listing word stems in the dictionary. Morphological
parsing allows to lemmatize words more accurately.

• The Emotive Lexicon contains 37 linguistically
grounded emotive categories. Some of them are hard
to differentiate from the psychological point of view.
For example, there are two distinct categories for
грусть - sadness and горе - grief, which are hardly
distinguishable psychologically.

• The concepts of emotive, affective and sentiment
lexicons clearly include words which do not express
emotion explicitly, e.g.:

◦ жар - heat, жить - to live, чувство - feeling
(Emotive Lexicon, love category);

◦ застенчивый - shy, скромный - modest,
бесчувственный - heartless (Russian Word-
Net Affect, fear category);

◦ уверовать - to believe, увлекаться - to be
fond of (RuSentiLex, positive, feeling cate-
gory).

As a result, application of the existing emotion resources for
Russian appears ineffective from the linguistic point of view
and difficult to interpret psychologically.

III. EMOTION DICTIONARY IN RUSSIAN
A. Framework

The goal of the current work is to create a psychologically
motivated dictionary of emotion words in Russian.

In psychology, numerous theories have been proposed to
explain and describe emotions. Discrete emotions theories are
a subgroup of these theories postulating that there are several
basic emotions, which are distinct from one another, and that
these core emotions reflect biologically determined affective
responses, observable across cultures. The number of these
basic emotions varies from 6 to 10, depending on the particular
theory of discrete emotions. The most well-known discrete
emotions theories were proposed by Ekman [20], Plutchik
[21], and Izard [22]. While discrete emotions approach has
been criticized, it remains the most popular and intuitively
clear approach to classifying emotions. In Human-Computer
Interaction research (HCI) and NLP it has been widely used
for constructing emotion lexicons [6][7][2].

The first step in creating an emotion lexicon that fits within
the framework of psychological science is the selection of a
theoretical model of emotion classification. Within the general

framework of discrete emotions theories and their existing
applications to NLP and HCI, we will follow the classification
of emotions proposed by Carroll Izard, which includes anger,
contempt, disgust, fear, guilt, interest, joy, sadness, shame, and
surprise [22]. We have chosen this classification, because it
includes shame and guilt, which we find essential for further
research.

We will be focusing on overt expression of emotions only.
Ascribing emotional meaning to words and phrases outside of
explicit expression of emotion is wrought with difficulties, as
it is highly subjective and context-dependent. At the current
stage, we aim at building the core of emotional expression
words in Russian, which is fully motivated psychologically.
However, the following steps will include identifying various
linguistic ways of emotional expression, including connotation
and neutral facts in view of common-sense knowledge.

For this reason, we are only concerned with lexical infor-
mation, containing words and multi-word expressions. Inter-
action with context, including negation, is an essential step in
subjective language analysis, which will be addressed in our
future work.

B. Development
1) Dictionary Sources: The next step would be to identify

the sources of words and phrases to annotate. Sources of
words and expressions for annotation include existing Russian
thesauri.

1) Words in the Russian LIWC dictionary [9] tapping
the following psychological constructs:

• Affective processes;
• Informal language.

2) Russian WordNet Affect words [7] in the emotion
category.

3) RuSentiLex words with the feeling source [4].
4) Emotional expressions in the Russian phraseology

dictionary [23].
The resulting list of words will be filtered by frequency

[24]: very infrequent words will be excluded from the annota-
tion process. Thus, a set of around 5,000 words and expressions
is expected to be compiled from the above thesauri.

An important question is whether to take slang words
into consideration. On the one hand, slang is often related
to expressing emotions. On the other hand, there are no dic-
tionaries of emotional slang available. Also, existing Russian
slang dictionaries contain over 30,000 words and expressions
[25], which is a too large number to annotate manually.

2) Annotation: We will employ a two-step manual annota-
tion by lay volunteers and experts.

1) A large group of volunteers will manually annotate
the set of words and expressions pulled from the
existing resources. The annotation procedure will be
carried out using the Yandex.Toloka service [26]
(a Russian counterpart of Mechanical Turk). Yan-
dex.Toloka has been effectively used for crowdsourc-
ing annotation of various semantic tasks in Russian
[27][28]. The annotators will first be provided with
the definitions of ten basic emotions by Izard [29].
Then, they will answer questions on whether a partic-
ular word denotes expression of every basic emotion,
similar to [30]. Every word-emotion pair should be
annotated by at least three annotators.
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2) A small group of experts will review the annotation
results, decide on the points of contradictions and
make corrections, where necessary.

3) Psychometric Evaluation: As pointed out by Pennebaker
et al. [1], reliability and validity testing of natural language
instruments poses a number of challenges. In line with the
procedures described by these authors, we will test reliabil-
ity of the dictionary categories by representing each word
within the category as a percentage score (words per text in
selected corpora, such as blog posts, online forum entries, etc.)
and conducting Cronbach’s alpha calculations with Spearman-
Brown prediction formula correction [1]. Validity testing will
be achieved by correlating data from self-report questionnaire,
targeted emotional writing tasks, and dictionary-based auto-
mated analysis in a series of studies.

IV. CONCLUSIONS AND FUTURE WORK
We have outlined a framework for developing a psycho-

logically grounded Russian emotion dictionary. First, existing
approaches to emotion and sentiment dictionaries in Russian
have been reviewed, and their limitations discussed. Second,
we have identified the basic emotion classification by Izard,
which will be used to define the dictionary categories. We have
chosen a number of existing lexical resources to compile word
candidates for emotion annotation. Finally, we have outlined
the annotation procedure for volunteers and experts to classify
words into emotion categories.

Our immediate future work includes carrying out the anno-
tation experiment and evaluating the consistency and validity
of the resulting word categories.

More distant future work will focus on real-world emotion
expression in texts: narratives and social network posts will
be analyzed in terms of the dictionary words attested against
the ground truth provided by human judgments. The developed
emotion dictionary will be compared to other emotion lexicons
in Russian. Context-dependent features, such as negation and
implicit emotion, will be added in order to develop a statistical
emotion identification algorithm.
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Abstract—The perpetual democratization of the Internet has
made web user opinions on a wide range of topics continuously
grow in value. As a result, many approaches to automatically
analyse this user generated data have emerged over the last
two decades. Sentiment analysis, in particular, aims to detect the
presence of positive or negative sentiment within text. In this pilot
study, we implement sentiment analysis on 615 political French
tweets that all relate to the current French president, Emmanuel
Macron. The experimental results show a satisfying performance
of the supervised machine learning approach given the moderate
size of the corpus. At the same time, the results reveal that the
unequal distribution of the sentiments within the corpus (66%
negative sentiment labels) considerably impacts the performance
of the system for the positive and neutral sentiment labels. This
pilot study shows, however, that supervised machine learning is
a viable way to detect the global opinion of the French citizens
on their president.

Keywords–sentiment analysis; French political tweets; social
media analysis.

I. INTRODUCTION

For a long time, mankind has eagerly tried to understand
how people feel and how to decipher hidden meanings behind
any type of utterance. The advent of the web 2.0 has without
any doubt helped us to get closer to these goals. In that
respect, sentiment analysis refers to an automatic Natural
Language Processing (NLP) method that aims to detect the
presence of a sentiment or an emotion in text and to classify
this text according to a certain polarity (positive, negative or
neutral). In addition, this field of research incorporates a great
deal of additional dimensions. Researchers have, for example,
created systems that are able to detect subjectivity, the type
of expressed emotion or even the intensity of the emotion in
question [1].
According to Pang and Lee [2], automatic sentiment analysis
starts to draw the attention in 2001. The many opportunities
that this method brings to the table and the many doors
that it could end up opening start to catch the interest of
various domains such as the political, sociological, financial,
governmental, publicity and marketing domains. As Boullier
and Lohard [3] point out, sentiment analysis now forms “an
evident resource for any marketing or communication team
of a brand”. That being said, this steadily growing interest
is not only linked to the development of sentiment analysis.
The progress in the field of machine learning, the expansion
of the web together with the rise of ‘Big Data’, as well as
the ever increasing ability to vent your personal opinion on
the internet have all played a considerable role towards that
development [4].
Social media platforms like Facebook and Twitter have become
increasingly popular in the NLP research community. In fact,

this scientific interest can be regrouped under multiple primary
reasons. First of all, the content on these networks is almost
entirely user-generated, which also potentially means that any
message that has been posted contains an opinion or some trace
of subjectivity. Additionally, the user is free to post whatever
he wants, what leads to a wide array of themes and subjects
that, for the most part, are generally linked to current events.
This can, for example, be seen via the ‘trending hashtag’
section on the Twitter homepage. Boullier and Lohard [3]
observe that this cluster of opinions at a certain point in
time can also be used to analyse the evolution of opinions
on a certain subject, given that such analysis occurs on a
regular basis. Secondly, the application programming interface
of the vast majority of these social media platforms is openly
accessible, which makes data collection very easy, as stated
by Fang and Zhan [5]. Finally, the amount of people that
generate content online is massive. As an example, Twitter
and Facebook together boast more than 1500 million active
users a day (100 million and 1400 million, respectively) [6].
Such social media platforms can therefore be seen as gigantic
data mines that allow researchers, businesses as well as other
individuals to collect data on a wide spectrum of different
subjects. These parties have the opportunity to analyse the
behaviour of shareholders within the stock market, the political
tendencies of specific countries or even the development of
new internet phenomena such as GIFs (Graphics Interchange
Format) and memes [7]. In addition, specialised websites have
even been created to gather the opinion of web users on a
multitude of specific domains. Some examples are IMBD,
Rotten Tomatoes, the video-gaming platform Steam or even
Myanimelist for everything related to manga and Japanese
animation. Multiple companies have created a core business
out of annotating data for sentiment analysis. On the one hand,
businesses have specialised themselves in data collection for
their clients. On the other hand, companies, such as Indico,
AYLIEN and Nexosis offer software that allow other compa-
nies to easily collect and analyse data themselves. Moreover,
phone apps allow for an even easier data collection because of
their Application Programming Interface (API). Furthermore,
as Chevalier and Mayzlin [8] point out, customer reviews that
are present on commercial websites influence the choice of
future customers. A great deal of positive reviews on a certain
product is therefore considered a major asset that encourages
a purchase. Some online price comparison tools even present
their users with an overview of positive and negative reviews
for the requested product.
In the political field, which is also the main field this study
focuses on, sentiment analysis can be employed to detect the
public opinion, to recognize the sentiments expressed about a
certain candidate, to predict the outcome of an election or even
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to predict the coalitions that will be formed during or after the
elections.
The remainder of the paper is organized as follows. Section II
gives a brief overview of existing research and methodologies
of sentiment analysis, while Section III describes the cor-
pus that was compiled and manually annotated. Section IV
describes our experimental setup and the different feature
groups we used. In Section V, we report on the results of
our sentiment analysis classifier and perform a detailed error
analysis. Section VI concludes this paper.

II. RELATED RESEARCH

Two main paradigms have been applied to conduct sen-
timent analysis [7]. The first method is the lexical-based
approach, where sentiment analysis is performed by looking up
word combinations and the sentiment that these combinations
evoke within a sentiment lexicon. The major flaw of this
approach, which is still widely applied within commercial
sentiment analysis systems, lies in the fact that the list of words
that are used do not include any kind of context. As a result,
ambiguous words are especially difficult to map. An exam-
ple of a well-performing lexicon-based approach is VADER
(Valence Aware Dictionary and sEntiment Reasoner) [9], a
rule-based model using lexicons, which are more sensitive to
sentiment expressions in social media contexts. The second
approach, which is also the one that has been put into practice
during this research, is the corpus-based approach. The latter
approach is for the most part integrated in machine learning,
and aims to develop systems trained on (labeled) data that
are able to independently attribute sentiment labels to new
data, and this without any kind of human intervention. Various
types of supervised approaches have been applied for sentiment
analysis (a.o. Support Vector Machines, Nave Bayes, decision
trees), incorporating a variety of lexical, syntactic and topical
features [10]. More recently, deep learning approaches, which
are inspired by the structure of the biological brain, have
emerged as powerful machine learning techniques that have
successfully been applied to sentiment analysis [11]. At the
same time, researchers have started to investigate sentiment
analysis at a more fine-grained level. Aspect-based Sentiment
Analysis (ABSA) [12] [13], aims to extract (and summarize)
the opinion people have on specific entities and on the aspects
of said entities. It might, for instance, be the case that a user
rating a new smartphone likes the battery, but thinks negatively
of the screen. Although the general sentiment on the product
can be positive or negative, the user might have different
opinions on the different aspects of the product. This fine-
grained ABSA is a challenging task, requiring automatic aspect
extraction, aspect categorisation and sentiment analysis. Other
important initiatives driving the sentiment analysis research
are the multiple joined sentiment analysis projects that have
emerged, such as SemEval (Semantic Evaluation) and DEFT
(le Défi fouille de textes). These projects, that often take the
form of conferences and workshops, focus among other things
on hot topics within the field of sentiment analysis, such as for
instance ABSA. Because of the nature of these joint projects,
multiple research teams try to develop systems that aim to
find the best solution for one of the many research questions,
which results in some kind of friendly internal competition.
All of this ultimately leads to an important amount of new
research data and a comparative overview of all the systems
which allows the community to unravel the methods that work

best for a given task. Despite the fact that these projects have,
for the most part, focused on English data, the spotlight has
recently been turned on multiple foreign languages, such as
Arabic, French, Dutch and even Chinese [12].
Conducting sentiment analysis on data collected from social
media is bound to a couple of global difficulties that are
generally not present in other data or document types. This
is, for the most part, due to the fact that the core message of a
tweet is often strengthened by elements that are not made up
of words, such as images, GIFs and links to videos on other
online platforms, for example. Furthermore, web users write,
for the most part, in a rather informal way. Because of that,
abbreviations that are typical of the web 2.0 surface, such as
‘wdym’ (what do you mean), ‘ic’ (I see), ‘imma’ (I will / I am
about to), etc. While frequently used abbreviations can easily
be transformed back to their original or more formal form,
the web is also a dynamic place where codes, ways of writing
and habits keep evolving. For the past few years, more and
more abbreviations with a foreign origin keep finding their way
into the French internet language. Words such as ‘afk’ (away
from keyboard), ‘omg’ (oh my god) and ‘wtf’ (what the fuck)
are starting to appear way more frequently on social media.
Moreover, compared to official or professional documents,
user generated data may contain spelling mistakes and wrong
grammatical constructions. Frequently recurring mistakes are
for example made against the indefinite articles ‘tout’ and
‘tous’ as well as mistakes against the conjugation of verbs
that follow each other consecutively. When the present perfect
is used, for example, the past participle is often conjugated
as a simple infinitive (j’ai manger ma pomme). The typical
social media symbols, namely hashtags, at signs, smileys and
emojis, on the other hand, do not pose a real problem. As a
matter of fact, hashtags and at signs can be used to determine
the frequency with which they appear in the corpus. This can,
among other things, be used to detect which ones often appear
together. Moreover, Barbosa and Feng [14] have proven that,
by exploiting the typical social media functionalities to create
new features, which they call microblogging features, their
sentiment analysis system performs better.
Sentiment analysis has also been applied under different angles
within the political domain. Williams and Gulati [15], for
example, have analyzed the impact of Facebook during the
presidential elections in the United States in 2008. This study
shows that the electoral support that a runner up for the White
House receives on Facebook accurately reflects the success of
his electoral campaign. A correlation even exists between the
online electoral support of a candidate in a certain country and
the final voting results. Tumasjan et al. [16] have analyzed
political tweets during the federal elections in Germany in
2009. This research showed that Twitter is indeed used as
a platform for political debate and that this particular social
media even reflects the political mainstream that is present in
the physical world. They also note that the political tweets are
not only used to vent personal opinions but are also a way to
share and engage with the political opinions of the other users.
Additionally, a correlation between the total number of tweets
(100.000) and the final results of the elections was also found.
The political parties that often emerged together in the tweets
reflected the coalitions that were present at that moment in
time. Nonetheless, it is important to note that a small number
of users (4% in that particular analysis) were responsible for
40% of the tweets within the compiled corpus.
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That being said, the task of sentiment analysis is more complex
than it looks like. Compared to a human being, a machine
struggles to detect figures of speech, ironic or sarcastic data.
As Cambria and White [17] point out, sentiment analysis
now embodies a unique domain that focuses on semantics
and existing sentiments, which is situated somewhere between
natural language processing and the understanding of that
natural language.
In this paper, we conduct a pilot study to discover the efficiency
of supervised machine learning to implement sentiment analy-
sis on French political tweets. Emmanuel Macron, the current
French president is the main topic of this research. His election
and his proactive policy have led to a huge amount of tweets
that can be analysed to detect the global opinion of the French
citizens on their president.

III. CORPUS

To test the viability of sentiment analysis on French polit-
ical tweets, a corpus of 615 French political tweets relating to
the French president Emmanuel Macron has been manually
compiled and annotated. Furthermore, two versions of the
corpus were created: the first corpus contains the tweets
stripped from smileys and hashtags, unless the hashtags is
an integral part of a sentence. The second corpus contains
the same tweets including smileys and hashtags. These two
versions will allow us to analyze the impact of smileys and
hashtags on automatic sentiment analysis.
As we intend to sample a global overview of the French
opinion on Emmanuel Macron, tweets that were not linked to
the president in any way were purposely excluded. To discover
what the French think about him on different aspects, tweets
were collected for four different categories: (1) the global
opinion on Macron (hashtag #Macron was used together with
the keyword ‘Macron’, 135 tweets), (2) the opinion on one
of his newest laws, the housing-tax reform (hashtag #taxed-
habitation and keywords ‘taxe’, ‘habitation’ and ‘Macron’, 124
tweets), (3) the opinion on his appearance during an exclusive
interview on France 2 (#Macronjt20HWE, 210 tweets) and
(4) the opinion about Macron during the elections (hashtag
#macronprésident, 146 tweets).
All tweets were labeled with a sentiment label (positive,
negative, neutral) and with an indication of whether a trace
of irony was present in the tweet or not. Figure 1 shows
the distribution of the sentiment labels. The large amount of
negative labels might be surprising given the fact that Macron
has been elected president with 66.1% of the votes. It is
good to keep in mind, though, that the French presidential
election procedure consists of different rounds. In the first
round, Macron’s new political party En Marche! and Marine
Le Pen’s Front National pulled 24,01% and 21,3% of the votes,
respectively. In the second round, a lot of French citizens voted
for Macron to simply block Le Pen from ascending [18].
Some general observations could be made during the corpus
compilation and annotation process. Similarly to [16], a spe-
cific part of the users was responsible for many different tweets
on the given subject. As the opinion of a tweeter generally
does not change in a few hours between the posts, it was
decided to restrict the data inside the corpus to one tweet
per user. As this present study attempts to extract the global
opinion of the French citizens on their new president, including
multiple positive, negative or neutral tweets of a single user
would inevitably skew the representation of a global opinion.

Similarly, various members of different political parties, both
for and against Macron, have vented their opinion on Twitter.
Logically, Macron’s opponents reacted negatively towards him
while his adherents were supporting him in a positive way. In
spite of this, retaining only one tweet per user quickly balanced
out this phenomenon.

Figure 1. The distribution of the different sentiment labels in the corpus.

Moreover, around 5% of the tweets within the corpus are
ironic. The vast majority of these ironic tweets also contain
graphic elements, especially satires, to convey spot more
efficiently. The system trained for this study, however, did
not take into consideration these visual elements, which might
have had a negative impact on its learning phase. Because the
social media platform decided to double the character limit
of a tweet from 140 to 280 characters two years ago, a very
specific tweet pattern often recurred concerning the presidents
interview on France 2. As the maximum amount of character
increased and that the topic in question is an interview, users
often inserted a specific quote of the president followed by
their own opinion. Finally, when a refined search was used
to further develop the corpus using the popular hashtags
#macronprésident and #MacronJT20HWE, multiple spambots
were encountered. These spambots abused the popularity of
the hashtags to efficiently broadcast their off-topic messages.
As the corpus was compiled manually, this type of data was
successfully avoided.

IV. EXPERIMENTAL SETUP

We evaluated the feasibility of sentiment analysis of French
political tweets by means of a supervised classification-based
approach. We opted for the LIBSVM [19] with a linear kernel
as our classification algorithm. In order to train and test the
system, 10-fold cross-validation was implemented, where the
data is divided into 10 equal folds, allowing 90% of the data
to run as training and 10% of the data to run as test within
each fold. The k Cross-validation method turns out to be
especially efficient within the context of this study for two
main reasons. First of all, the compiled corpus remains rather
small and selecting one fixed test set could lead to less reliable
results. Secondly, there is a notable imbalance of sentiments
within the corpus (80 neutral tweets, 130 positive tweets, 405
negative tweets). To determine the efficiency of the system,
the accuracy, precision, recall and F-scores (weighted average
of precision and recall) were used as performance measures.
As a preprocessing step, all posts were tokenised using the
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LeTs Preprocess Toolkit [20], and the following linguistic
features were constructed:

1) Token and character n-grams. As a great deal of
comparative studies have already demonstrated, basic
linguistic features are simple yet very efficient [21].
Token-n grams (varying from 1 to 3 words) as well as
character n-grams (ranging between 3-4 characters)
were included for the experiments.

2) Flooding. Textual flooding happens when a user
writes the same characters or words over and over
again or when he abuses punctuation marks. This can
also be used as a feature to detect a certain sentiment
in a text. An unsatisfied user can, for example, repeat
negatively connoted words to vent his opinion as
in ”Les hommes politiques ne tiennent jamais leurs
promesses, j’en ai marre marre marre marre marre
marre !!!!!!!!” (English: Politicians never keep their
promises, I’ve had enough!). Two features based on
textual flooding were extracted: token flooding and
punctuation flooding.

3) Capitalisation. Writing complete words or even sen-
tences in capitals can refer to a specific sentiment.
In the following example, the capitals are used to
further convey the dissatisfaction of the user: ”LES
MENSONGES DE MACRON S’ACCUMULENT ...”
(English: ”MACRON’S LIES ARE ACCUMULAT-
ING...).

4) The NRC lexicon. To capture sentiment words, the
French part of the NRC lexicon [21] was included
in the pipeline. This lexicon, developed as a shared
project, proposes a list of more than 25.000 manually
annotated English terms. Each term is also linked to a
certain emotion as well as to a sentiment (positive or
negative). This list has been automatically translated
via Google Translate into more than 100 languages,
including French. The lexicon is used for the look-up
of all tokens in the tweet and stores the number of
retrieved positive, negative and neutral words, as well
as the polarity sum as features in the pipeline.

V. RESULTS AND ANALYSIS

Given the moderate size of the corpus (615 instances)
and the unbalanced representation of each sentiment (with
the negative sentiment being the most prominent), the system
achieves satisfying classification results. Table I shows the
experimental results per fold for the corpus where smileys
and hashtags have been removed, and the difference in perfor-
mance (between brackets) with the corpus including smileys
and hashtags. The value between brackets was calculated by
subtracting the results of the second corpus from the first one
(results corpus 1 - results corpus 2). Consequently, positive
values indicate that the results of the first corpus were higher
whereas negative values indicate that the results of the second
corpus were higher.
Overall, the system achieves convincing accuracy results, with
an average accuracy of around 70%. The accuracy of the
corpus without smileys and hashtags averages 68.71% com-
pared to an average of 69.19% for the corpus including these
elements. While the smiley-hashtag corpus only achieves better
results twice (in the first and tenth fold), the differences amount
to 5% and 4.48%, which ultimately favors it.

A first striking observation concerns the zero values, which
appear for two sentiments, viz. the positive and neutral sen-
timents. Because the positive and neutral sentiments only
represent a third of the total corpus, two possible reasons can
explain these zero values. Firstly, as the system had access
to less positive and neutral training data, it seems to have
had a harder time identifying these two sentiments. Secondly,
the zero values for the positive sentiments only appear in
the first and third folds, which contained very few positive
tweets (five positive tweets and one single positive tweet in
the first and third fold, respectively). This offers the system an
extremely small error margin. The zero values for the neutral
sentiment can be explained the same way. From the 300 tweets
that these five folds contain, only 24 tweets contain a neutral
sentiment. Moreover, the neutral sentiment remains the least
represented sentiment in the corpus. Two actions could be
taken to circumvent this problem. The first option would be to
equally allocate the amount of positive, negative and neutral
tweets in each fold. The second option would obviously be to
expand the corpus to collect more positive and neutral tweets.
This would allow the system to be better prepared for the
detection of these two (underrepresented) sentiments.
It is clear that the system that was trained for this pilot study
achieves much better results when it comes to the detection
of negative sentiments. The third fold even contains results
exceeding 90%. Furthermore, this fold only contains two non-
negative tweets, which explains this almost flawless results.
Similarly, folds 4 and 7 propose above average results. Yet, the
precision of folds 1, 8 and 10 are rather mediocre (66.67%;
58.70% and 59.30%, respectively). The system often makes
the same type of mistake inside these folds: it has a hard time
attributing the correct label to tweets that are formulated as
questions as well as to positive tweets that contain negatively
connoted words. In the latter case, the system falsely labels
the tweet as containing a negative sentiment, as is the case
for the following example: L’ingratitude est le signe des lead-
ers implacables. Aurait-on enfin un bon président? (English:
Ingratitude is the sign of relentless leaders. Would we finally
have a good president?).
In fold 8, the system often failed to predict a positive label. As
a result, we can observe a mediocre precision of the negative
sentiment (58.70%), which correlates with the mediocre recall
of the positive sentiment (40.63%). Once again, these errors
appear most of the time when a positive tweet contains
negatively tainted words: Non, pas d’accord. Il a été pertinent.
Comme d’habitude (English: No, I disagree. It was relevant.
As usual.).
Finally, the system also struggled to analyze tweets containing
abbreviations and figurative language, as in the following
two examples: L’itw de #MacronJT20HWE un grand coup
de com sur un fond de politique d’austrit (English: The
#MacronJT20HWE itw(interview), a publicity stunt hidden
behind a political background focusing on austerity) and ” Un
âne aurait l’étiquette En Marche, il aurait été élu.” (English:
Should a donkey wear an ’En Marche’ sticker, it might very
well be elected).
Despite the system achieving very high results for the pre-
diction of the negative sentiment throughout the analysis, this
is not the case for the positive and neutral sentiment. Apart
from the zero values that have already been discussed, the
majority of the results for the positive sentiment vary between
25% and 50% with some performance peaks in the last three
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TABLE I. ACCURACY, PRECISION, RECALL AND F-SCORES FOR THE POSITIVE (POS), NEGATIVE (NEG) AND NEUTRAL (NEU) SENTIMENT
LABELS (IN PERCENTAGE) FOR THE SYSTEM WITHOUT SMILEYS AND HASHTAGS. THE VALUES BETWEEN BRACKETS REFLECT THE

DIFFERENCE IN PERFORMANCE WITH THE SYSTEM INCLUDING SMILEYS AND HASHTAGS.

Fold Accuracy P POS R POS F1 POS P NEG R NEG F1 NEG P NEU R NEU F1 NEU
1 61.67 (-5.0) 0.00 0.00 0.00 64.71 (-2.0) 86.84 (-7.9) 74.15 (-4.1) 44.45 (-22.2) 21.05 28.57 (-3.4)
2 63.93 (1.6) 25.00 (5.0) 50.00 33.33 (4.8) 70.83 (0.6) 85.00 (4.5) 77.27 (2,3) 44.44 21.05 (-1.2) 28.57 (-1.1)
3 88.52 0.00 0.00 0.00 96.43 (-0.1) 91.53 (-3.0) 93.91 0.00 0.00 0.00
4 73.77 (1.6) 28.57 (3.6) 25.00 26.67 (1.7) 79.63 (0.4) 97.73 (2.3) 87.76 (1.2) 0.00 0.00 0.00
5 63.93 25.00 (1.9) 30.00 27.27 (1.2) 75.00 (-1.6) 81.82 78.26 (0.9) 0.00 0.00 0.00
6 70.49 (1.6) 52.94 (2.9) 64.29 (14.3) 58.06 (8.1) 82.5 (1.6) 76.74 (-2.3) 79.52 (-0.5) 25.00 (5.00) 25.00 25.00 (2.8)
7 70.49 53.85 (-4.5) 43.75 48.28 (-1.7) 76.60 (3.1) 92.31 83.72 (1.9) 0.00 0.00 0.00
8 65.57 92.86 40.63 56.52 (-1.3) 57.45 96.43 (-1.0) 72.00 0.00 0.00 0.00
9 70.49 73.33 (6.7) 57.89 (-5.3) 64.71 (-0.2) 69.77 (-2.7) 85.71 (2.9) 76.92 (-0.4) 66.67 28.58 40.01
10 58.21 (-4.5) 71.43 (-14.3) 20.00 (-4.0) 31.25 (-6.3) 55.93 (-3.4) 94.29 (-5.7) 70.21 (-4.3) 100.00 14.29 25.01

folds, especially fold 8 with an accuracy of 92.86%. As was
already mentioned, these low results can be attributed to two
deciding factors: the small corpus size and the unbalanced
representation of the sentiments within the folds. The five first
folds, which also contain the lowest results, only contain 25
positive tweets in total. The last folds, however, provide much
higher results as many more positive tweets are present within
the data. These results show that when the system determines
that a tweet is positive, the given tweet is in fact positive. Yet,
all the folds contain low recall scores.
A next point of analysis concerns the impact of smileys and
hashtags on the sentiment analysis. Globally, the differences
in performance between the first corpus (without smileys or
hashtags) and the second corpus (with smileys and hashtags)
are minimal. When looking at it in more detail, two major
differences can be noted. First of all, the system trained on
the first corpus is better at predicting positive sentiments.
Secondly, the second system performs better when it comes
to detecting negative sentiments.
The performance gaps are especially noticeable for the positive
sentiment, and more specifically for fold 6 (a difference of
14.29% for the recall and 8.06% for the F1-score), fold 9 (a
difference of 6.66% for the precision and 5.27% for the recall)
as well as for fold 10 (a difference of 14.28% for the precision
and 6.25% for the F-score). The performance gaps for the
negative sentiment, on the other hand, are more discreet and
hover around 2% to 3%. The recall results, however, fluctuate
noticeably on three occasions. In fact, a 7.90% difference can
be observed in the first fold, a 4.51% disparity in the second
fold as well as a divergence of 5.71% in the last fold. The
results for the negative sentiment, in comparison, barely differ.
Despite 1%-3% differences appear here and there, the major
gap resides in the precision of the first fold. In this case, a
22.22% disparity is present in favor of the second corpus.
This enhanced performance for the detection of the negative
sentiment can be attributed to two determining factors. Firstly,
the corpus contains many negative tweets, which entails that
more negatively tainted hashtags and smileys have been added
in comparison to the other sentiments within the second
corpus. Furthermore, a more detailed comparative analysis has
shown that users are more inclined to use emojis to express a
so-called negative sentiment. The most common smileys are:
the angry emojis, the crying emojis as well as the crying of
laughter emojis (to express some kind of disbelief). The latter
is often accompanied by a touch of irony.
As was already mentioned, figures of speech such as irony
can pose a problem for machine learning systems that have
not specifically been configured for it. In total, the corpus for

this pilot study contains 30 ironic tweets (e.g., Vive le roi !
(English: Long live the king!)). In total, the system attributed
a wrong label to an ironic tweet six times out of 30. In other
words, the system attains an accuracy of 80% on ironic tweets.
Three of the six mistakes were made when labeling a neutral
tweet. In the following example, the system has attributed
a neutral label to a negative tweet: #Macron souhaiterait
remplacer la taxe d’habitation par un nouvel impot qui serait
plus juste mais comparable à la taxe dhabitation. Ce mec est
un génie. (English: #Macron would like to replace the housing
tax with a new tax that would be fairer yet comparable to
the housing tax. This guy is a genius.). The first sentence
indeed conveys a neutral sentiment at first glance. The second
sentence, on the other hand, arguably conveys a negative
sentiment that mocks the French president (Ce mec est un
génie). Another example concerns a positive label that has
been wrongly attributed to a negative tweet: Ne dérangez pas
Macron cette semaine , il finit de libérer la Syrie avec ses
petits bras et il règle la faim dans le monde courant 2018
(English: Leave Macron alone this week, once he has finished
freeing Syria with his little arms, he will have solved world
hunger in the course of 2018). In this example, the irony
clearly misleads the system. After having identified positive
words such as ‘libérer’, the system labeled this tweet as being
positive. Yet, ‘ses petits bras’ and mentioning the impossible
task in such a short time-lapse clearly point towards mockery
and discontent.
Another interesting example is the following one: Quelle
ébouriffante nouveauté. On avait pas vu a depuis...Guy Mollet
en juin 1956 (English: What a mind-blowing innovation. We
hadn’t seen that since... Guy Mollet in June 1956). This exam-
ple is quite interesting as it demonstrates how difficult cultural
references are for automated systems. This specific reference,
pointing towards Guy Mollets interview in June 1956, was one
of the first interviews where a journalist was invited inside
the president’s office. This was something exceptional at the
time. Similarly, Macrons interview in December 2017 was also
held in the president’s office. Yet, this time, this was seen
as something old fashioned. As a result, this tweet hides a
negative sentiment that the system was unable to infer.

VI. CONCLUSION

This paper presents a classification-based approach to
sentiment analysis on French political tweets. To this end,
a corpus of tweets concerning the current French president
Emmanuel Macron has been collected and manually annotated.
The experimental results and analysis show that the system
developed for this pilot study achieves fairly good results given
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the limited corpus size, the amount of features used as well as
the imbalance of the three main sentiments present in the data.
Globally, the system achieves an average accuracy of 70% for
both corpora. While the system does achieve high results for
the detection of the negative sentiment, various improvements
can be made to enhance the performance for the positive
and neutral sentiment. First of all, much more data could
potentially be added to the corpus as the ‘Emmanuel Macron’
topic generates a constant flux of new data. A larger corpus
would also translate into much more training data concerning
the positive and neutral sentiment. Secondly, ensuring an equal
representation of each sentiment in each fold could potentially
eliminate zero values and provide more streamlined results
across all sentiments. Thirdly, incorporating more advanced
linguistic features, such as common-sense knowledge [22],
could help to improve the sentiment analysis accuracy.
A manual error analysis has revealed multiple causes for the
wrong prediction of positive and neutral tweets. The presence
of negatively connotated words inside a sentence, tweets
formulated as a question, abbreviations, cultural references as
well as figurative language all seemed to complicate the correct
prediction of sentiments. Although irony usually poses a major
problem in sentiment analysis, the system achieved convincing
results with an accuracy of 80%.
Despite the unbalanced distribution of the sentiment labels in
the corpus and the resulting classification problems, the lack
of positive and neutral data on the current French president
reflects a reality that cannot be ignored. Macron’s election was
a rather surprising event that occurred without a real majority
vote. According to multiple sources, his election can partially
be attributed to a wish to block the Front National (FN). In
creating a small corpus on a specific subject, the distribution
of the sentiments present in the collected data closely reflect
the general opinion on the subject. In present case, a negative
opinion of 70% correlates to the most recent opinion polls
on Macron at the time of the study. The small corpus size
can therefore be considered as a representative sample of the
online public opinion. This, together with the high results for
the negative tweets in comparison to the positive and neutral
ones, reflect in present case the discontent and distrust of the
French population towards Macron.
In conclusion, using a larger corpus for this study with a better
balance of the sentiments would most certainly lead to better
results, especially for the positive and negative sentiments.
Overall, we can conclude that a support vector machine with
a linear kernel is a viable way to perform sentiment analysis
on French political tweets.
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Abstract—The first step in training a system for automatic
emotion detection consists of manual data annotation. Because
there is no consensus on a standard emotion framework, we
established a label set which is justified both theoretically and
practically. Frequency and cluster analysis of 229 tweet anno-
tations resulted in a label set containing the 5 emotions Love,
Joy, Anger, Nervousness and Sadness. Our label set shows fair
resemblance to Ekman’s basic emotions, but due to our data-
driven approach, our label set is much more grounded in the
task (emotion detection) and the domain (Dutch tweets).

Keywords–Emotion Detection; NLP; Emotion Annotation.

I. INTRODUCTION
Emotions play a central role in how we perceive the world

and how we communicate with it, making them a prominent
object of study in many research fields, including psychol-
ogy [1], linguistics [2], and neurobiology [3]. In Natural
Language Processing (NLP), emotion analysis has attracted
interest the last decades because of its myriad of applications,
including market analysis and customer satisfaction for busi-
ness intelligence [4], educational and pedagogical applications
[5], analysing political tweets and public sentiment [6], crisis
communication [7], and mental health applications [8].

Our overall objective is to create an automatic emotion
detection system for Dutch. As emotion detection has mainly
been studied for English data [9], [10], [11], but only to a lim-
ited extent for some other languages, our first step will consist
in manually labeling Dutch textual data with emotions follow-
ing a certain framework. Notwithstanding the long history of
theoretical emotion research in psychology and its recent surge
in NLP, there is currently no consensus on a standard emotion
framework. Categorical models, mostly offering a set of basic
emotions, and dimensional representations (see Section II)
coexist, and even within those models, different sets of basic
emotions and dimensions can be found. This wide spectrum of
frameworks impedes the exchange of data and knowledge re-
sources (e.g., annotated datasets and emotion lexicons), which
are crucial to train supervised machine learning approaches for
emotion detection, and makes it difficult to compare different
NLP systems handling emotions. Moreover, the motives on
which a particular emotion framework is selected in studies
on automatic emotion detection are often unclear, and the
frameworks seem to be chosen rather arbitrary.

In this paper, we wish to establish an emotion framework
which is justified both theoretically and practically to perform
automatic emotion detection on Dutch tweets. To this end,
we start from theories about emotion in psychology (more
specifically, the work of Shaver et al. [12]), but, contrary to
research in the psychological tradition, we work with real-life

data instead of words in isolation. This real-life data comes
from the same distribution as the data on which we will
perform the ultimate task of emotion detection. This ensures
that our framework is empirically grounded, which would
not be the case if we arbitrary adopted a framework from
psychological emotion theory.

To this purpose, we collected a large dataset of Dutch
tweets comprising at least one emoji, and we annotated 300
tweets by labeling all possible emotion categories as conveyed
by the author of the tweet. First, we performed an Inter-
Annotator Agreement (IAA) study by having a small subset
of the data (50 tweets) annotated by three different annota-
tors, and we found that for most categories a moderate to
substantial agreement could be observed. Subsequently, the
remaining 250 tweets were annotated and a cluster analysis
was performed. This leads to a reduced, empirically grounded
emotion framework consisting of the 5 emotions Love, Joy,
Anger, Nervousness and Sadness.

The remainder of this paper is organized as follows: in
Section II, we describe the related work. Section III presents
the data collection, IAA study, annotations and explains the
clustering technique that was used. In Section IV, we present
the results and Section V concludes this paper.

II. RELATED WORK
In emotion theory, two main approaches for emotional

representation coexist, namely, (i) representation based on a
categorical model and (ii) based on a dimensional model.

In the dimensional approach, emotions are seen as a vector
in a multidimensional space, e.g., with the two dimensions
Valence (from Displeasure to Pleasure) and Arousal (from
Calmness to Excitement) [13], the three-dimensional Valence-
Arousal-Dominance model [14] or even a four-dimensional
model which also takes Unpredictability into account [15].

Categorical representation models, however, involve cog-
nitive labeling of emotions, typically using a set of basic
emotions, with the theories of Ekman [16] and Plutchik [17]
being the most influential ones. Ekman reports that Joy,
Surprise, Anger, Fear, Disgust and Sadness are the six most
basic emotions and that these can be linked to universal facial
expressions. Plutchik added Trust and Anticipation to Ekman’s
set, resulting in a set of eight emotions. Basic emotion frame-
works have been provided by many other theorists, ranging
from 2 to 14 emotions. Table I gives an overview of different
basic emotion frameworks. This list is adapted from [18].

More extensive frameworks exist, but then the categories
are not mere basic emotions. Often, they contain secondary
emotions, which are more complex categories and can be seen
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TABLE I. BASIC EMOTION FRAMEWORKS.

Author Basic Emotions
[19] Arnold (1960) Anger, aversion, courage, dejection, desire, de-

spair, fear, hate, hope, love, sadness
[16] Ekman (1992) Anger, disgust, fear, joy, sadness, surprise
[20] Frijda (1986) Desire, happiness, interest, surprise, wonder, sor-

row
[21] Gray (1982) Rage, anxiety, joy
[22] Izard (1971) Anger, contempt, disgust, distress, fear, guilt, in-

terest, joy, shame, surprise
[23] James (1884) Fear, grief, love, rage
[24] McDougall (1926) Anger, disgust, elation, fear, subjection, tender-

ness, wonder
[25] Mowrer (1960) Pain, pleasure
[26] Oatley & Johnson-

Laird (1987)
Anger, disgust, anxiety, happiness, sadness

[27] Panksepp (1982) Expectancy, fear, rage, panic
[17] Plutchik (1980) Acceptance, anger, anticipation, disgust, joy, fear,

sadness, surprise
[28] Tomkins (1984) Anger, interest, contempt, disgust, distress, fear,

joy, shame, surprise
[29] Watson (1930) Fear, love, rage
[30] Weiner & Graham

(1984)
Happiness, sadness

[31] Epstein (1984) Fear, anger, sadness, joy, (love, affection)
[32] Roseman (1984) Surprise, hope, fear, joy, relief, sorrow, discom-

fort/disgust, frustration, liking, disliking, anger,
pride, shame/guilt, regret

as combinations of basic emotions. The extended version of
Plutchik’s [17] emotion model, for example, counts thirty-two
emotions, of which only eight are basic and the other twenty-
four are secondary emotions (e.g., the secondary emotion
Optimism is defined as the combination of the basic emotions
Optimism and Joy). Also Russel [13] provides a list of some
emotion terms, but these are rather stimuli or examples to
illustrate the representation model and not basic emotions.
Worth mentioning is also the emotion taxonomy proposed by
Shaver et al. [12]. This taxonomy was obtained by means of a
similarity-sorting task of 135 terms that were experimentally
shown to be prototypical emotion words: 213 emotion words
were rated by 112 psychology students for prototypicality,
resulting in 135 prototypical emotion words. Then, 100 stu-
dents grouped those emotion words into categories (without
a predefined number of categories), which resulted in 100
135x135 co-occurrence matrices that were combined and used
as input for the cluster analysis. This resulted in 25 categories,
which were subsequently classified under six basic categories:
Love, Joy, Surprise, Anger, Sadness and Fear. Table II presents
an overview of these extensive emotion lists.

Regarding frameworks used in NLP, categorical frame-
works are dominant, and both Ekman’s and Plutchik’s set of
basic emotions are popular (see Table III for an overview of
the most used English emotion datasets that use a categorical
label set). Sometimes, another framework is chosen specifically
based on the task/domain (e.g., [8] employ a set of 15 emotions
to investigate signs of suicidal behavior). However, more often
the motives on which a particular emotion framework is
selected are unclear. [33] expressed the need of a standardized
model for emotion detection tasks, resulting in the creation
of the Emotion Annotation and Representation Language
(EARL). Although this framework originates from the field
of Affective Computing, its construction was not data-driven
nor experimentally grounded. Moreover, we are not aware of
any studies in NLP that make use of this framework.

TABLE II. EXTENSIVE EMOTION LISTS.

Author Emotion List
[17] Plutchik (1980) Aggressiveness, anxiety, awe, contempt, curios-

ity, cynicism, delight, despair, disapproval, dom-
inance, envy, guilt, hope, love, morbidness, opti-
mism, outrage, pessimism, pride, remorse, senti-
mentality, shame, submission, unbelief

[13] Russell (1980) Afraid, alarmed, angry, annoyed, aroused, aston-
ished, at ease, bored, calm, content, delighted,
depressed, distressed, droopy, excited, frustrated,
glad, gloomy, happy, miserable, pleased, relaxed,
sad, satisfied, serene, sleepy, tense, tired

[12] Shaver et al. (1987) Affection, cheerfulness, contentment, disappoint-
ment, disgust, enthrallment, envy, exasperation,
horror, irritability, longing, lust, neglect, nervous-
ness, optimism, pride, rage, relief, sadness, shame,
suffering, surprise, sympathy, torment, zest

[33] Schröder et al. (2011) Affection, amusement, anger, annoyance, anxi-
ety, boredom, calmness, contempt, contentment,
courage, delight, despair, disappointment, disgust,
doubt, elation, embarrassment, empathy, envy, ex-
citement, fear, friendliness, frustration, guilt, hap-
piness, helplessness, hope, humility, hurt, interest,
irritation, joy, love, pleasure, politeness, power-
lessness, pride, relaxation, relief, sadness, satis-
faction, serenity, shame, shock, stress, surprise,
tension, trust, worry

TABLE III. EMOTION DATASETS.

Dataset Framework
[10] AffectiveText Ekman
[11] AffectInTweets T1, ST1-4 Anger, fear, joy, sadness
[11] AffectInTweets T1, ST5 Plutchik + optimism, pessimism, love
[34] Blogs Ekman + no emotion + mixed emotion

CrowdFlower Ekman + enthusiasm, fun, hate, neutral,
love, boredom, relief, empty

[35] DailyDialogs Ekman
[6] Electoral-Tweets Plutchik
[36] EmoInt Anger, fear, joy, sadness
[37] Emotion-Stimulus Ekman + shame
[38] Grounded-Emotions Happy, sad
[39] ISEAR E + shame, guilt
[40] SSEC Plutchik
[9] Tales Ekman (anger and disgust merged)
[41] TEC Ekman with posite and negative surprise

III. METHOD
In order to establish a framework for emotion detection

that is justified both theoretically and practically, we collect a
corpus of real-life data which we annotate with an initial ex-
tensive emotion label set. Then, we perform a cluster analysis
to reveal which categories to merge into one category, resulting
in a smaller, empirically grounded label set.

A. Initial Labels
The initial label set needs to be sufficiently large to cap-

ture enough nuances between emotion categories. Most basic
emotion sets are rather brief (the most popular ones, [16] and
[17], contain only six and eight categories, respectively) and do
not capture nuances like Frustration and Envy, which usually
are subsumed under the Anger category. However, we think
that such differentiations can be useful in certain domains.
Moreover, much of the frameworks have a skewed distribution
regarding sentiment polarity, with significantly more negative
than positive emotions: for example, [22] has only two out
of ten emotions that are unambiguously positive. In Ekman’s
set, only Joy is clearly positive, Anger, Disgust and Fear are
negative, and Surprise can be either negative or positive.

Some frameworks also provide secondary emotions (e.g.,
[17]), which of course results in a larger emotion set. However,
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Figure 1. Emoji’s used as queries for collecting tweets.

using such a set of secondary emotions as input for cluster
analysis to again obtain a smaller set of categories, seems like
a circular approach and is therefore not an option.

Taking this into account, we chose the emotion taxonomy
of [12] as a starting point (see Table II). The main advantage of
using these 25 emotion words is that the label set is not biased:
although one could argue that these are secondary emotion
words, they are not deducted from basic emotion categories (on
the contrary, it is the other way around). This is a big difference
with a framework like Plutchik’s [17], where a secondary
emotion word is seen as a combination of two or more basic
emotion words. Moreover, this label set is independent, and
not chosen to fit a certain model (unlike for example [13],
where the emotion words are not prototypical, but seem to be
chosen to fit the pleasure-arousal circumplex model).

Although the set of 25 emotions was already further
clustered into a final set of six basic emotions in the original
work of [12], our cluster analysis is no repetition of this
approach. While the clustering of [12] was based on the
results of a similarity-sorting task of 135 words, our analysis
is performed on annotations of real-life data. As this data is
similar to the data on which we eventually want to perform
emotion detection, our approach ensures that our label set is
more grounded in the task of emotion detection and on the
domain we are interested in, instead of merely adapted from
the psychology field.

B. Data
We wanted to obtain a collection of Dutch tweets that could

be considered high in emotions. To increase the chance of
scraping emotional tweets, we used a list of 72 emoji’s (see
Figure 1) as queries in the database for Dutch tweets Twiqs.nl
[42]. We downloaded all tweets that the database returned
from the year 2017 and took a random subset of 300 tweets.
Before distributing the tweets over the annotators, we removed
all duplicates and non-Dutch tweets and replaced them with
another random tweet from our overall collection.

The tweets were annotated in a multi-label setup: for each
of the 25 emotion words, the annotator needed to indicate
whether the emotion is expressed (explicitly or implicitly) or
not. Because we are interested in the emotional state of the
author while writing the tweet, the annotator was asked to

project oneself into the perspective of the tweet’s author.
The annotation team consisted of three experienced lin-

guists. In a first round, all three annotators labeled the same
50 tweets according to predefined guidelines. We determined
inter-annotator agreement by calculating Cohen’s Kappa [43]
between each annotator pair and taking the mean of those
two scores. IAA varied largely across emotion categories (see
Table IV). For most categories, a moderate (0.4 < κ < 0.6)
to substantial (0.6 < κ < 0.8) agreement can be observed.
When leaving the emotions out of consideration for which at
least one annotator never indicated it as present (6 categories),
the mean Kappa score is 0.498 (moderate agreement). Mean
Kappa score between Annotator 1 and 2 was 0.425; 0.465
between Annotator 2 and 3; and 0.533 between 1 and 3.

TABLE IV. IAA SCORES OF FIRST ANNOTATION ROUND

Emotion κ Emotion κ
Anger 0,619 Lust 0,772
Contentment 0,525 Nervousness -0,014
Disappointment 0,418 Optimism 0,473
Disgust 0,635 Pity 0,13
Enthrallment 0,067 Pride 0,772
Enthousiasm 0,502 Rejection nan
Envy nan Relief -0,009
Fear 0,772 Remorse -0,007
Frustration 0,593 Sadness 0,427
Irritation 0,53 Suffering 0,219
Joy 0,492 Surprise 0,551
Longing 0,32 Torment nan
Love 0,36

In the second annotation round, the remaining 250 tweets
were distributed among the three annotators. These annotated
tweets were merged with Annotator 3’s annotations of the
tweets of the first round (because she had the highest agree-
ment with both of the other annotators). Tweets for which
not a single emotion was indicated as present (and thus were
judged as objective), were left aside for further analysis. Our
final dataset consists of 229 emotional tweets.

C. Clustering
We regarded the annotations as vectors per emotion cate-

gory, resulting in 25 229-dimensional vectors. We construct a
25x25 distance matrix by measuring the Dice dissimilarity [44]
between each emotion vector pair. Dice is a common metric
for assessing the (dis)similarity between boolean vectors, and
contrary to the similar Jaccard metric, it gives a higher weight
to double positives:

d(A,B) = 1− 2DP
2DP+PA+PB

with DP the number of double positives (value of 1 in both
emotion vector A and B), PA the number of positives (1-
values) in emotion vector A and PB the number of positives in
emotion vector B. Double negatives (value of 0 in both vectors)
are not counted. This implies that vector pairs differing only in
one value not always get the same distance score: the distance
will decrease as more instances have a value of 1 in both
vectors. Emotion pairs that were more frequently annotated as
present will have a relatively smaller distance.

The resulting distance matrix was then used as input
for a hierarchical cluster analysis. We tried seven different
linkage methods: single (Nearest Point Algorithm), complete
(Farthest Point Algorithm), average (UPGMA Algorithm),
weighted (WPGMA), centroid (UPGMC), median (WPGMC)
and Ward’s linkage (Incremental Algorithm).
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IV. RESULTS
A. Frequency Analysis

Figure 2 shows that the top 3 most frequent emotions are
all positive emotions (Contentment, Joy and Enthusiasm). The
negative emotions Irritation and Frustration complete the top
5. Eight emotions (of which six are negative) appear less than
10 times in the dataset: Suffering, Relief, Lust, Rejection, Envy,
Fear, Remorse and Torment. Interestingly, only three out of
six Ekman emotions appear in the top 10 of most frequent
emotions, namely Joy, Sadness and Anger. Fear, on the other
hand, is even the third least frequent emotion in this dataset.
This possibly indicates that popular basic emotion frameworks
like Ekman’s are not always the most suitable to apply in an
NLP task like emotion detection, let alone for data coming
from a specific domain or genre such as Twitter.

Figure 2. Frequencies of emotion categories.

Figure 3. Distance matrix.

Figure 4. Dendrograms with different linking methods.

B. Cluster Analysis
Figure 3 shows the distance matrix based on the Dice

dissimilarity between each emotion vector pair. This already
gives some insight in which emotion categories are more
related to each other. Frustration and Irritation, for example,
are the most salient in terms of similarity, but also Contentment
and Joy or Enthusiasm and Joy show a small distance.

We used this distance matrix as input for a hierarchical
clustering algorithm. We tried seven different linkage methods,
for which the dendrograms are shown in Figure 4. We asked
the annotators to rank the dendrograms based on their own in-
tuition. Their top 3 consisted of the same clusters but the order
differed. After discussion, the weighted-linkage clustering was
chosen as the most intuitive one. This linkage method is also
known as the Weighted Pair Group Method with Arithmetic
Mean (WPGMA Algorithm). At each step of the algorithm,
the two clusters that have the shortest distance between each
other are combined. The distance between clusters is calculated
by considering the distance between each pair of elements
in the clusters (with one element per cluster) and taking the
arithmetic mean of those distances.

Figure 5 plots the WPGMA dendrogram with a distance of
1.3 as cut-off value. This results in eight clusters (of which one
only consists of one separate emotion category: Remorse). Four
of these clusters are related to the basic emotions of Ekman
(Joy, Anger, Sadness and Fear).

However, as the frequency analysis pointed out, not all
emotion categories are equally represented in this dataset.
This is why we also performed a second clustering analysis
excluding those emotions that were indicated less than ten
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Figure 5. Dendrogram with weighted-linking.

Figure 6. Dendrogram with weighted-linking without infrequent emotions.

times. This dendrogram is depicted in Figure 6. The threshold
of ten might seem a bit harsh, especially since this results in the
removal of the basic emotion Fear. However, based on Figure
5, we hypothesised that Fear would still be clustered together
with Nervousness and the effect of removing it would not be
problematic. We tested this and this was indeed the case. As
expected, the clusters of Figure 6 are very similar to the ones
in Figure 5, though only five clusters remain. Cluster 1 consists
of the emotions Enthrallment, Love, Longing and Optimism,
Cluster 2 comprises Pride, Enthusiasm, Contentment and Joy,
the emotions Disgust, Disappointment, Anger, Frustration and
Irritation form Cluster 3, Nervousness is a category on its own,
and Surprise, Pity and Sadness are grouped together under
Cluster 5.

The dendrogram nicely shows that the first two and last
three categories form two distinct groups (positive versus neg-
ative emotions). Although we have a more equal distribution of
negative and positive emotion clusters, our final clusters show
a fair resemblance to Ekman’s basic emotions.

To select an umbrella term per cluster, we take the Ekman
emotion if the cluster has a term in common with the Ekman
set. Otherwise, we select the emotion word with the highest
frequency. This results in a final label set with Love, Joy,
Anger, Nervousness and Sadness as emotion categories.

V. CONCLUSION AND FUTURE WORK
We established an emotion framework which is justified

both theoretically and practically to perform automatic emotion
detection on Dutch tweets. Frequency and cluster analyses of
229 tweet annotations resulted in a label set containing the 5
emotions Love, Joy, Anger, Nervousness and Sadness. Unlike
many emotion frameworks directly borrowed from psychology,
this label set has a more equal distribution over positive and
negative emotions and due to our data-driven approach, it is
much more grounded in the task (emotion detection) and the
domain (Twitter). There is still a fair resemblance between
Ekman’s basic emotions and our labels, but we are the first that
give an empirical motivation for the use of these categories.

For future work, we will use a similar approach to define
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a label set for two other domains, namely subtitles of reality
TV and crisis communication data and verify whether these
label sets even deviate more from the popular basic emotion
frameworks. In this respect, mainly the crisis communication
data will be interesting due to its topic specificity (in contrast
to the more general character of tweets). Moreover, we will
include dimensional annotations and aggregate these into a
varied corpus to be used for Dutch emotion detection.
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Abstract—While social media platforms, such as Twitter offer
users the opportunity to express their opinions and insights
freely, there is a significant risk of users silencing each other
based on prejudice by means of hateful Tweets. Since Twitter’s
public nature makes these messages more widely disseminated,
it is important to aid in the detection of such messages, which
may cause harm to targeted (groups of) users. Following current
state of the art, we assume the usefulness of sentiment features
for the detection of hate speech messages, which tend to exhibit
a higher degree of negative polarity. Therefore, we investigate
the impact of these sentiment features as well as Twitter-specific
and hate speech features on the performance of a supervised
classification method with Support Vector Machines (SVMs). The
Twitter-specific features offer the best performance increase over
our strong token n-gram baseline.

Keywords–hate speech Detection; Sentiment Analysis; Twitter.

I. INTRODUCTION

Online platforms, such as social media networks and fora
offer users a wide range of opportunities to communicate their
thoughts and to share insights. Most social media platforms
profile themselves as instrumental agents in promoting an
Internet community in its most idealized form, namely as a
space for uncensored, continuous discussion of any and all
topics of interest to their users. However, the unrestricted
nature of the debate possibilities on these platforms entails
an inherent risk due to the unpredictability of the users’
discourse. Social media sites like Twitter maintain their base
principle of freedom of expression and debate, but never to the
expense of the well-being of their users. The underlying idea
of their intolerance towards abusive and hateful behaviour is
the importance of upholding a general atmosphere of safety,
thereby ensuring all users feel sufficiently able to use Twitter
in a productive way. To enforce their policy, Twitter, like many
other social media sites, adheres to a varied strategy. They rely
on user guidelines as well as the reactions of other Twitter
users to disseminate the company policy. Users are able to
report posts as containing hateful language, after which they
are evaluated by a team of human evaluators before punitive
action is undertaken towards the offending user. The human
reporting and evaluation method works particularly well for
instances in which the context of the Tweet largely determines
its (non-)hateful nature. The Twitter policy therefore makes
a distinction between “consensual” and “non-consensual” use
of hateful terms, where the latter refers to actual hate speech
and the former to jocular, friendly uses of offensive terms
as a “means to reclaim terms that were historically used to
demean individuals” [1]. It is especially these instances of
consensual and covert offensive language, which pose the
greatest challenges to automatic hate speech classification.

Hate speech has been defined as any form of communica-
tion which is intended to insult, intimidate or harass an individ-
ual or a group of individuals based on some characteristic (e.g.,
race, gender, sexual orientation, religion, nationality, etc.). Hate
speech usually also expresses stereotypical assumptions about
the target. Its degree of intensity can vary greatly, since its
impact can range from causing offense and upsetting the target
to threatening to harm or even kill the target. Davidson et al. [2]
have rightly advised researchers to not restrict themselves to
the more extreme form of hate speech, which incites violence,
since this would significantly decrease the amount of relevant
data. Many shared tasks have been organized to tackle the
challenge of hate speech detection on Twitter. HatEval is
one such task and has been organized by Basile et al. [3]
in the context of SemEval-2019. Participating teams were
asked to develop systems for the detection of hate speech
against women and immigrants on Twitter, since these two
groups are common targets of hateful messages online [3].
Two classification subtasks were proposed: (1) the main binary
classification of the presence or absence of hate speech and
(2) the fine-grained classification of hateful tweets in terms of
the tweet’s aggressiveness and the target of hate (individual or
group).

This paper proposes a classification-based approach to hate
speech detection and is an extension of previous research
performed in the framework of the HatEval task [4]. The pre-
sented research is restricted to the main HatEval task, viz. the
binary prediction of presence or absence of hate speech against
women and immigrants. We perform a detailed analysis of the
performance of a wide range of features and combinations of
features, in order to get insights in the information sources that
are most useful for the task of hate speech detection.

The paper is organized as follows. In Section II, we give
a brief overview of the existing research and methodologies
of hate speech detection on Twitter. Section III describes
our experimental setup and reports on the specifics of the
experiments we carried out and the different feature groups we
used. In Section IV, we report on the results of our classifier
incorporating different feature groups, perform a detailed error
analysis and discuss possible improvements of the system.
Section V concludes this paper.

II. RELATED RESEARCH

The related research on hate speech detection on social
media shows that most researchers consider the problem a
supervised classification task. More traditional machine learn-
ing algorithms (such as Support Vector Machines (SVMs)),
as well as deep learning methods have been investigated and
a wide range of features have been used to tackle the task
[5]. Features typically utilized in the classification of hate
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speech include lexical surface level features like bag of words,
unigrams and n-grams, which tend to perform quite well and
provide a strong baseline. As is widely known, the automatic
classification of User-Generated Content (UGC) poses a large
amount of spelling variation problems. In order to capture as
many language variants as possible of the offensive terms,
character level n-grams are considered a vital feature [5].
Surface-level features specific to Twitter have also been widely
used, incorporating information, such as the occurrence and
frequency of hashtags, mentions, URLs, retweets and tweet
length [5]. Lexicon-based features consisting of ”blacklists”
of hateful and offensive terms are used to capture a variety
of slurs and insults typical to hate speech messages. It has
been shown that the more hateful racial and homophobic
terms are present in a tweet, the more likely it is to be
hate speech [2]. Syntactic information features like part-of-
speech (POS) information and - on a deeper level - dependency
relationships are also used to add linguistic information to the
classifier. Specifically for the task of hate speech detection, the
use of extra-linguistic features has been investigated. These
features can be useful for the detection of the hateful intent
behind the tweet, e.g., by considering the Twitter user’s prior
posting history and use of hateful terms. These also include
information about the tweeter’s ethnicity or gender, but this
data is often unreliable or incomplete [2].

Sentiment analysis features have demonstrated their effec-
tiveness in hate speech detection, based on the assumption
that most instances of hate speech exhibit a higher degree of
negative polarity than in cases where hate speech is not present.
Such features can originate from external lexicons (in which
case it is preferred that the lexicon be designed for the social
media domain, such as VADER [6]). However, customized hate
lexicons are also constructed through the detection of language
patterns in social media corpora [3]. Gitari et al. [7] have
developed their own hate speech lexicon by using sentiment,
subjectivity and semantic features. They then used this lexicon
to develop a rule-based classifier for detecting hate speech.

Given the constraints in post length on a platform like
Twitter, it is often difficult to determine whether a tweet
truly contains hate speech. In order to supply the classifier
with disambiguating contextual information, knowledge-based
information (e.g., from ConceptNet [8]) is used to provide
generic context. Nobata et al. [9] utilize distributional seman-
tics features, which relate to the immediate context of tweets,
resulting in such informative features as the preceding com-
ments and the commenter’s past behavior or comments. Djuric
et al. [10] use features derived from comment embeddings
with neural language models as classification input, whereas
Gao and Huang [11] used neural models to develop context-
aware models. It is evident that future research on hate speech
detection would benefit greatly from the incorporation of more
sophisticated contextual features.

As the state-of-the-art indicates, the task of hate speech
detection is complicated by the characteristics of the social
media data it is applied to. Nobata et al. [9] consider the
intrinsic noisiness of tweets as a helpful marker of hate speech
and have developed features that capture different types of
noise. As mentioned before, the spelling variation issue can
hamper the performance of simple lexicon lookup features.

Finally, two major issues remain as an obstacle to fully
automated hate speech detection. On the one hand, there
is the difficulty of detecting hateful speech whenever it is

present in its more implicit form [12], for instance, when no
offensive terms are present. On the other hand, the varied
use of offensive language often leads to false positives, for
example, as indicated by Davidson et al. [2], when lyrics
containing an offensive word are quoted, but more in general
whenever a user is quoting someone else, often reporting on
hate speech against their own person. This also includes all
cases of what the Twitter policy on hateful conduct terms
“consensual” use of hateful words. While the above overview
and the current paper focus on the binary classification task of
detecting the presence or absence of hate speech in tweets, it
remains to be said that more and more researchers emphasize
the importance of related sub-tasks, which offer up more
fine-grained classification possibilities, especially for cases of
implicit hate speech. Such tasks include detecting whether the
hate is directed or generalized [13] and detecting the use of
othering language [14], which is a particularly salient feature
for detecting hate speech against immigrants. It is important
that such novel fine-grained classification methods continue to
be investigated, since they show a lot of promise in capturing
implicit hate speech when compared to traditional lexical
“blacklist” methods.

This paper presents our contribution to the field of hate
speech detection by developing a supervised classification
method using Support Vector Machines (SVMs) with linguistic
features inspired by the state of the art. We will investigate the
classification performance impact of various feature groups and
more specifically, the impact of sentiment features as opposed
to lexical n-gram features. Following the assumption that hate
speech typically exhibits a higher degree of negative polarity,
we anticipate that adding sentiment information will improve
performance. We believe adding sentiment features will help
to capture more implicitly hateful tweets, which may help in
the detection of tweets which have been ‘edited’ by offenders
to ensure their messages can slip through the net of current
automated hate speech detection methods [10].

III. EXPERIMENTAL SETUP

The purpose of our experiments is to find out how well our
framework is able to detect hate speech and to what measure
sentiment features are able to improve the system performance
in this task. To this end, we built various classifiers where
different features and feature combinations were used. The
task was approached as a supervised classification task and we
applied the Library for Support Vector Machines (LIBSVM)
[15] with the standard Radial Basis Function (RBF) kernel as
the machine learning algorithm. In previous research [4], we
performed a grid search to find the optimal hyperparameter
settings for running the SVM on this type of data, resulting
in a value of c = 8.0 and g = 0.001953125. In order to
train and test the hate detection system, 5-fold Cross-validation
was implemented, viz. the data is divided into 5 equal folds,
allowing 80% of the data to run as training and 20% of the
data as test within each fold.

A. Corpus
Our corpus consists of the English training data supplied

in the HatEval shared task [3] of SemEval-2019. We conflated
the development and training sets to make one large training
set of 10,000 tweets. Half of these had the target “women”,
the other half “immigrants” [3]. The distribution of the labels
is as follows: for the training set of 10,000 instances, 4210
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are labeled as hateful (2000 of which are targeted towards
immigrants, 2210 towards women) and 5790 are labeled as
non-hateful (3000 targeted towards immigrants, 2790 towards
women).

For preprocessing the data, the Twitter-specific module
tweetokenize was used [16]. This module took care of to-
kenization and converted all mentions, numbers and URLs
by placeholder tags. We applied an additional function to
tokenize hashtags that was able to capture camelcased hashtags
correctly. Since we created external lexicons for our emoji and
smiley sentiment features, we also replaced all emojis in the
data with a placeholder (‘emoji’) followed by the Unicode code
of the emoji (e.g., ‘emoji0001f194’), to ensure our featurizer
would be able to recognize its presence in the document.

B. Information Sources
We aimed to develop a rich feature set that focused on

lexical information, supplied with linguistic features. This fea-
turization pipeline is based on work in cyberbullying detection
and analysis [17]. Following similar research [5], we added
surface-level Twitter-specific features to capture the use of
hashtags, mentions and URLs. In order to investigate the
performance impact of sentiment information and following
the assumption that hate speech exhibits a higher degree of
negative polarity, we added several general purpose sentiment
lexicons as well as Linguistic Inquiry and Word Count (LIWC)
[18] for capturing psychometric information. Additionally,
we also used a sentiment polarity lexicon for emojis, the
Emoji Sentiment Ranking lexicon [19], consisting of the 751
most commonly used emojis and their sentiment polarity
score (positive, negative, neutral). Even though emojis tend
to be more common in tweets than smileys consisting of
only typographical characters, we also included a sentiment
polarity lexicon for smileys. Finally, we developed a set of
features specific to hate speech, comprising a lexicon look-up
of profanity words, a feature to capture self-referential use of
commonly used offensive words and a feature capturing the
combination of a mention and a profanity word present in the
tweet.

1) Linguistic features:

• Token: token unigrams, bigrams and trigrams.
• Char: character bigrams, trigrams and fourgrams.
• Linguistic: binary lexicon look-up features for the fol-

lowing types of linguistic information:
◦ Allness: presence of allness word (e.g., “always”, “ev-

erybody”).
◦ Diminishers: presence of diminisher word (e.g., “al-

most”, “meh”, “little”).
◦ Intensifiers: presence of intensifier word (e.g., “as

fuck”, “awful”).
◦ Negations: presence of negation word (e.g., “none”,

“nah”, “nobody”).
◦ Imperative: presence of imperative mood.
◦ Person-Alternation: if the instance contains references

to both first and second person pronouns (e.g., “my”
and “ur”).

◦ Names: presence of a proper noun.

2) Sentiment features:

• Sentiment Lexicons (SL): ratio of positive, negative and
objective lexicon entry matches vs. all matches for the

four sentiment polarity lexicons listed below; as well as
the polarity sum of all matches in document:
◦ AFINN-111 [20]: 2,477 English terms with sentiment

score of -5 to 5.
◦ Multi-perspective Question Answering (MPQA) opin-

ion corpus [21]: 8,222 English terms with four senti-
ment score labels (positive, negative, both, neutral).

◦ General Inquirer [22]: 3,644 English terms with senti-
ment score labels (positive, negative).

◦ Hu and Liu Opinion Lexicon [23]: 13,202 English
terms with sentiment score labels (positive, negative).

• Linguistic Inquiry and Word Count (LIWC) Psycho-
metric Features: relative frequency of 64 psychometric
categories in the 2001 version of the Linguistic Inquiry
and Word Count dictionary [18].

• Smiley and Emoji Sentiment Lexicons: ratio of pos-
itive, negative and objective lexicon entry matches vs.
all matches for two sentiment polarity lexicons (one
containing 125 typographic smileys; the other one being
the Emoji Sentiment Ranking lexicon [19], consisting of
the 751 most commonly used emojis) as well as the sum
of all matches in the tweet.

3) Twitter-Specific Features:

• Hashtag, URL, Mention: binary feature recording the
presence of a hashtag, URL and @-Mention and a count
feature making the sum of all hashtags present.

4) Hate Speech Features:

• Profanity Lexicon: counts exact matches with a lexicon
containing 2,315 single and multiword expressions com-
monly used as slurs.

• Self-Referential: binary feature recording the presence
of both a first person pronoun (singular and plural) and a
common profanity word (e.g., “I” and “bitch”).

• Mention and Profanity: binary feature recording the
presence of both an @-mention and a common profanity
word in the tweet.

IV. RESULTS AND ANALYSIS

In this section, we present the results of our experiments
with 5-fold Cross-Validation on the training data. We start by
discussing the global scores and then we discuss some of the
features in isolation, focusing on the outliers. We conduct a
brief error analysis, observing some of the trends and instances
where classification performance was particularly good and
bad. We end this section by making some suggestions towards
possible improvements on our current features.

We experimented with the different feature groups and
individual features described in Section III in order to get a
comprehensive overview of the precise impact of each feature
addition on the performance of our hate speech classifier.
The scores of our systems overall indicate good performance,
since there are no massive outliers and none of our systems
score lower than 57.91% micro-averaged F-score. The best
performing system is TWIT-2, which utilizes token n-gram
and twitter-specific (hashtag, URL, mention) information. The
system combining all features performs well, with an average
F-score of 78.11%, making it the third best out of all of the
systems we trained.

Overall, our systems score better on the NOT (not hate
speech) label than on the HS (hate speech) label. For the
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linguistic feature groups, it can be noted that the combination
of token and character n-grams works well with linguistic
information (LING-3: 77.94% Avg. F1). Additionally, this
system also has one of the highest F1-scores for the HS label
out of all the systems. The sentiment feature groups perform
poorly when compared to the other groups, since most of
them overgenerate on the HS label (SENT-1, SENT-3, SENT-
5, SENT-7, SENT-9). We assume that the fact that information
related to sentiment is often omnipresent in tweets labeled as
HS and not just those labeled as NOT, leads the classifier
to consider too many instances as HS. SENT-5 presents us
with the most severe case of overgenerization. This is due to a
similar case of smileys and (especially) emojis being present
in HS tweets as much, if not more than in non-hateful tweets.

It can be noted that the addition of token n-grams seems
to balance out the scores considerably, especially for the
sentiment features group. Therefore, it is no surprise that the
highest scoring sentiment-informed system combines token n-
gram information with sentiment features (SENT-10, with avg.
F1-score of 78.05%). The LIWC feature on its own (SENT-
3) overgenerates more over the HS label than the Sentiment
Lexicons as a separate feature (SENT-1).

Aside from the combination system (ALL), the TWIT-2
system is the highest scoring system for the HS label (73.0%
F-score) and also for the NOT label (82.3% F-score, surpassing
the score of our ALL system). It makes sense that this system
performs quite well, since a glance at the training data confirms
that the presence of a mention is usually indicative of a hateful
tweet (it assumes a target is being addressed).

(1) USERNAME You’re a vapid whore; one day you’ll be
ugly and begging for dick scraps

Additionally, lots of the hate speech tweets targeting im-
migrants abound in hashtags, URLs and mentions.

(2) ey #Democrats Obama agreed wth USERNAME on
ILLEGAL #Immigration Now Democrats Stop Whin-
ing and Lying and Pass a BILL Your jobs depend on it
#ElectionDay #RedNationRising #Trump #MAGA
#GOP USERNAME URL

Overgenerization does not solely occur for the sentiment
features, however. The combination of all hate speech features,
without any token n-grams (namely, HATE-4) also overgen-
erates for HS. For the remaining hate speech features, the
addition of token n-grams once more has a balancing effect
on the scores.

Having discussed the global scores for all sentiment groups,
we examine some of the errors made by our best performing
system (TWIT-2, with an avg. F-score of 78.59%). We observe
some trends in the tweets misclassified by TWIT-2 as not
containing hate speech. First of all, it is clear the Mention
feature is detected in both HS and NOT-labelled instances. This
is illustrated in (3), where the combination of the offensive
word “cunt” and the double mention does not determine the
label to be HS.

(3) USERNAME USERNAME you cunt.

Secondly, the presence of a URL is also characteristic of both
labels. As illustrated in (4) and (5), this feature is often present
in tweets where context is important in order to arrive at the
correct classification.

(4) 30 seconds after you ’ re done fucking the attitude out
of her URL

(5) How basic bitches wash away their weekend sins and
mistakes URL

Since a lot depends on the content that the link is referring
to, it would be necessary to expand this feature to exploit this
information to the full.

Thirdly, the hashtag sum feature is probably the
most informative of our Twitter-specific features, since
a lot of the tweets in our training data labelled as
HS contain a large number of them. These are pre-
dominantly hateful tweets targeting immigrants, contain-
ing both official and unofficial campaign slogans from
British (“#VoteLeave”, “#Brexit”) and American politics
(“#EndDACA”, “#DrainTheSwamp”, “#BuildThatWall”); as
well as hashtags like “#IllegalAlien” and aggressive im-
peratives, such as “#SendThemBack”, “#DeportThemAll”,
#LockThemUp” and “#StopTheInvasion” as in (6).

(6) the cubans never assimilated in miami. thats why I left.
#ThirdWorldCountry #StopTheInvasion

In order to assess the performance of all the other feature
groups we experimented with, we will discuss the main
trends we noted in the misclassifications made by our ALL
system (where the gold standard has the label HS and our
system predicted NOT), containing all feature information.
Concerning our hate speech features, we observe a number
of errors related to specific offensive terms, which were not
present in our profanity lexicon (HATE-1), for example the
term ”rapefugee” as in (7) and ”roachingfugee” as in (8).

(7) USERNAME He’s not a refugee, he’s a
RapeFugee!!!Past time to PURGE the West

(8) Absurdity! The Swedes overwhelmingly voted for
Democracy, Freedom, Human Rights, and the Nectar
of Rapefugee welfare! I’m so moved I’m willing to
fund 10 of the local Roachingfugees to fuck off there
never return. I hope the Swedish Gormint funds me in
this grand undertaking.

Such cases can easily be captured in future by sufficiently
expanding the profanity lexicon. However, determining how
far such a lexicon needs to be expanded is not straightforward,
since many creative insults appear with words less commonly
considered to be offensive (as is the case in (9)).

(9) USERNAME USERNAME Tina, you
willfully ignorant somnabulist kunt, have a beer

Our ‘Self-Referential’ hate speech feature was introduced in
the assumption that it would increase the classification perfor-
mance on instances, which contained a type of “consensual”
use of offensive terms, namely when the Twitter users are
referring to themselves by means of an offensive word in a
self-deprecating manner. However, all of these instances were
incorrectly classified by our system as hate speech, e.g., (10):

(10) I’m such a little pussy ass bitch on my period what
tha fook
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TABLE I. PRECISION, RECALL AND F-SCORES FOR THE HS (hate speech) AND NOT (NOT hate speech) LABEL, AND THE MICRO-AVERAGED
F-SCORE (%). RESULTS OF 5-FOLD CROSS-VALIDATION EXPERIMENTS ON THE TRAINING SET.

Feature Features P HS R HS F HS P NOT R NOT F NOT AVG F-score
Group

Lexical Features
LING-1 Token 65.7 77.9 71.3 86.5 77.6 81.8 77.71
LING-2 Char 69.0 75.9 72.2 84.0 78.8 81.4 77.68
LING-3 Token + Char + linguistic 69.5 76.0 72.6 84.1 79.1 81.5 77.94

Sentiment Features
SENT-1 Sentiment Lexicons (SL) 28.5 62.8 39.2 87.7 62.8 73.2 62.76
SENT-2 Token + SL 67.9 77.2 72.2 85.5 78.5 81.8 78.04
SENT-3 LIWC 3.6 73.4 6.9 99.1 58.6 73.6 58.86
SENT-4 Token + LIWC 66.7 77.8 71.8 86.1 78.0 81.9 77.93
SENT-5 Smiley and Emoji 0.1 62.5 0.2 99.9 57.9 73.3 57.91
SENT-6 Token + Smiley and Emoji 65.4 77.7 71.1 86.4 77.5 81.7 77.55
SENT-7 SL + Smiley and Emoji 28.2 63.3 39.0 88.1 62.8 73.3 62.87
SENT-8 Token + SL + Smiley and Emoji 67.6 77.1 72.0 85.4 78.4 81.7 77.89
SENT-9 SL + Smiley and Emoji + LIWC 28.5 63.9 39.4 88.3 62.9 73.5 63.11
SENT-10 Token + SL + Smiley and Emoji + LIWC 68.1 77.1 72.3 85.3 78.6 81.8 78.05

Twitter-Specific Features
TWIT-1 Hashtag, URL, Mention 73.2 56.5 63.8 59.0 75.2 66.1 64.95
TWIT-2 Token + Hashtag, URL, Mention 68.6 77.9 73.0 85.8 79.0 82.3 78.59
TWIT-3 Token + Hashtag, URL, Mention + Smiley and Emoji 68.2 77.5 72.6 85.6 78.7 82.0 78.27

Hate Speech Features
HATE-1 Token + Profanity Lexicon 66.6 77.7 71.7 86.0 78.0 81.8 77.83
HATE-2 Token + Self-Referential 65.6 77.7 71.2 86.3 77.5 81.7 77.59
HATE-3 Token + Mention and Profanity 65.4 77.6 71.0 86.3 77.4 81.6 77.48
HATE-4 Profanity Lexicon + Self-Referential + Mention and Profanity 16.3 69.0 26.4 94.7 60.9 74.1 61.68
HATE-5 Token + Profanity Lexicon + Self-Referential + Mention and Profanity 66.7 77.4 71.7 85.8 78.0 81.7 77.78

All Features
ALL All Lexical + Sentiment + Twitter-Specific + Hate Speech Features 71.1 75.5 73.2 83.2 79.8 81.5 78.11

There are also instances in which it contributes to the
misclassification as NOT hate speech of examples, such as
(11):

(11) USERNAME USERNAME USERNAME USER-
NAME and I thought I was a bitch, but you are, well
the worst cunt ever.

This feature did perform well in the classification of tweets
as NOT hate speech, in which the user is reporting having
experienced hate speech against their person (12) or someone
close to them (13).

(12) This is besides the catcalls, the hey babys and calling
me a slut and bitch when I wasnt interested. Fuck this
shit.

(13) Who the fuck is calling my girl a whore and a bitch?
She hasn’t even been at that school for a whole month,
people are fucking stupid

The self-referential feature has helped to correctly classify
tweets containing consensual use of offensive terms in very
obviously non-hateful contexts, such as birthdays (14):

(14) ::smirking face emoji:: ::dancer emoji:: ::rose emoji::
::revolving hearts emoji:: happiest of birthdays to the
main hoe I hope you have a wonderful day angel
USERNAME

We also believe that the Self-Referential feature might help to
capture instances containing (rap) lyrics [2], since these are
often sung from a first person perspective.

Finally, even though our sentiment features led to over-
generation on the HS label, our combined system (ALL) also
misclassified examples like (15). This leads us to recommend
the use of a feature capturing the combination of strongly

negative words like ”curse’ and ”cunt” with smileys with
positive polarity as being indicative of aggression.

(15) I saw a women driving whilst speaking on the phone
I cursed that cunt :)

In order to increase the effectiveness of our lexicon look-up
features, it would be useful to include bigram lexicons as well.
For our sentiment features, we used general purpose sentiment
lexicons. However, for future experiments, it would be useful
to try out lexicons, which are more sensitive to sentiment
expressions in social media contexts, such as the Valence
Aware Dictionary and sEntiment Reasoner (VADER) [6]. Fur-
thermore, our system currently lacks syntactic information. We
tried to mitigate this by adding lexicons containing linguistic
information, like the presence of ’allness’ and ’diminisher’
words, but in future research we would like to incorporate more
syntactic features, like POS and dependency relationships. As
illustrated by example (16), which was misclassified as NOT
hate speech, the performance of our combined system would
benefit from begin able to capture long-range dependencies:

(16) Anyone would think that Julie Hartley-Brewer
is jealous of rape victims, the way the
vacuous, malicious cunt is going on about it.

This syntactic information could also improve our performance
on examples of self-referential and “consensual” use of of-
fensive terms (cfr. Supra for (10)). Finally, we can conclude
that our system managed to classify the more violence-inciting
instances of hate speech correctly ((17), (18)).

(17) I’d punch that cunt in the fuckin mouth. Idgaf if she’s
a woman URL

(18) USERNAME Its time to give hunting licenses to
border homes and make it year round open sea-
son on this invading force! Free guns and ammo to
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those willing to defend our borders!!! #BuildThatWall
#BuildThatDamnWallNow

V. CONCLUSION AND FUTURE WORK

We have experimented with a supervised machine learning
approach incorporating different informative features for the
task of hate speech detection on Twitter, building upon our
previous participation to the HatEval task of SemEval-2019.
Our model employed a varied feature space, ranging from
linguistic information, sentiment and Twitter-specific features,
to hate speech specific features. Our best model used Twitter-
specific features (hashtag, URL, mention) (Avg. 78.59% F-
score) and was an expansion on our token n-gram baseline
(Avg. 77.71% F-score), which appeared to be a very strong
baseline, as is the case for many related Natural Language
Processing tasks. The sentiment features we added ended up
overgenerating on the hate speech label, but when combined
with our baseline, the scores evened out. The detailed error
analysis we performed on our best and combined systems has
made us reflect more generally on the biases related to the
tasks of hate speech detection and the use of offensive language
on social media like Twitter. Aside from the subjective biases
impacting the annotations of different types of hate speech
[2], it is useful to consider the research bias in hate speech
detection identified by Zhang and Luo [24]. According to these
authors, the problem of hate speech detection is often viewed
starting from the same research question, namely: how can we
improve the system to ensure that non-hateful instances do not
get classified as hateful? This leads to evaluations, which are
biased towards the detection of non-hateful messages, rather
than hateful ones [24]. It is interesting to consider how this
perspective is indicative of a different focus on the use(fulness)
of social media. On the one hand, the principle of freedom of
expression seems to lie at the root of the bias towards detecting
non-hateful tweets, since the positively evaluated detection
systems are those which would not result in users innocent
of the use of hate speech to be banned or to receive a warning
for their “consensual” use of offensive terms. On the other
hand, system evaluations which are biased towards detecting
hateful tweets seem driven by another guiding principle of
social media platforms, i.e., the need to maintain the assurance
of a safe space for its users. We agree with Zhang and Luo
[24] that the second perspective is perhaps the more urgent of
the two in the context of hate speech detection, but it is our
opinion that other related tasks, such as detecting offensive
messages would benefit more from the first perspective.
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Abstract—  Occidental  society  tends  to  be  increasingly
dependent  on  digital  technologies,  even  for  basic  activities
(socialization,  work,  administrative tasks,  etc.).  For instance,
since 2016 in France, the tax return must be submitted online.
However,  does  this  evolution  consider  those  who  lack  the
required  capacity?  How  to  measure  the  digital  divide?  To
explore this issue, we study the case of older adults with low
technological  knowledge and skills.  This  population presents
more  difficulties  in  using  digital  devices  than  the  young
generation because of the effect of digital divides and the lack
of digital literacy. This situation has the potential to produce
some (digital) suffering, making this population feel outdated
and excluded from the social entity.

Keywords:  Elderly;  retired  people;  digital  technologies;
suffering;  emotional  behaviour;  social  challenges;  loneliness;
reliance.

I. INTRODUCTION

Older people have to suffer from a denial of recognition
from  the  rest  of  society.  They  do  not  meet  the  standards
currently required by contemporary society. The phenomenon
of ageism, a kind of stereotypes attached to older people [1],
reflects  a  negative  image  of  the  retired  population  and
emphasizes the discourses encompassed the value of eternal
youth.  This  population  suffers  from  common  negative
representations, referring to a certain contempt and denial of
recognition from the rest of society [2].

In parallel to this denial, we observe the evolution of the
digital sphere and its related capacities, with the impetus of
thousands  of  users  who  define  social  codes  that  use
technologies.  The  digital  sphere  tends  to  become  a
community space with its own rules, obligations and social
recognition  systems,  enabling  users  to  join in  a  system of
social  relationships [3]. To gain recognition and full social
identity, web surfers must match their use of technology with
the technical use of the online community.

The  effect  of  this  standardised  uses  goes  beyond  the
digital sphere itself. Since the 1990s, we have entered an area
dominated  by  the  Information  and  Communication
Technologies  (ICTs),  which  are  understood as  a  necessary
requirement  for  a  renewed  exercise  of  democracy, making
possible  to  break  free  from  old  hierarchies  [4].  This
“necessary requirement” reveals the phenomenon we want to
talk about.  The use of digital  technologies is  nowadays an

implicit or explicit requirement for continuous development
within society. The conventional approaches are punctuated
by the obligation to  use these  technologies,  such  as  taxes
returns, although the French State does not provide resources
to help people make a successful digital transition. Even more
worryingly, public services are gradually phased out, though
they  could  help  people  with  low,  or  non-existent,  digital
skills.  The  digital  teaching  tasks  are  mainly  devoted  to
associations, family, or friends.

It seems that retired  people show different digital uses,
influenced by historical and social contexts that may or may
not encourage the expansion of their digital skills [5]. How
can you consider  yourself  as a citizen,  in a society whose
norms do not correspond to yours? Speaking of digital norms,
can not we talk about a kind of suffering, feeling experienced
by those who are not embedded in the actual digital mould?
By learning how to absorb social requirements, particularly in
digital terms, older people would be able to (re)integrate the
society. Incorporating the norms would be a solution for them
not to suffer from social and digital disqualification.

To answer the questions listed above, we propose a study
case.  We  conducted  an  exploratory  qualitative  research,
interviewing thirty-one elders over sixty years old, living in
the south-west of France, where the digital divide is stronger
than in other parts of this country. The region was selected for
its social, digital and economic features (repartition between
countryside  and  cities,  the  proportion  of  older  people,
territorial digital equipment, etc.), highlighting the low level
of  technological  knowledge  and  skills  of  older  adults,
resulting  on  issues  related  to  social  and  digital
disqualification.

This article will be divided into four parts. In section II,
we will explain the methodology used for our investigation.
In  section  III,  we  will  present  the  actual  social  and
technological background in western societies, related to the
elderly  social  disqualification  resulting  from  the  massive
implementation of ICTs. In section IV, we will develop the
concept of digital imperative and its effects on collective and
individual  norms.  Then,  in  section  V, we  will  present  the
consequences  of  these  social  and  digital  disqualifications,
namely  the  feelings  of  loneliness,  suffering,  and  digital
reliance.
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II. METHODOLOGICAL APPROACH

In  this  section,  we  would  like  to  specify  the
methodological  approach  we  followed,  both  in  terms  of
sampling and interviews analysis.

A. Epistemological choices

First of all, we would like to point out the results of this
investigation  do  not  tend  to  be  excessively  generalized.
Indeed, if we seek to take some theoretical distance, from the
corpus and model concepts,  we also  aware of the limited
impact of our results.

The study is based on an exploratory approach of older
people  digital  skills.  Our  purpose  is  to  grasp  the
consequences of those skills on well-being, social integration
and  self-esteem.  To  this  end,  we  choose  to  develop  a
qualitative survey. It seemed to be the most relevant way to
investigate digital skills and practices, as close as possible to
the realities of elderlies. Indeed, this kind of methodology is
in line with our research goals, as "confrontation with the
corpus is a necessary condition for the perception of social
practices" [26]. The objective is to understand the symbolic
appropriation  of  digital  technology  by  respondents,  by
placing  them in  specific  contexts,  applied  in  particular  to
social cohesion and wellbeing.

We  did  the  survey  according  to  a  comprehensive
epistemological point of view. We sought to understand the
meaning of elderlies'  digital uses.  Thus, our study aims to
grasp uses as they are perceived by the interviewed people,
as well as to grasp the meaning they are given in an everyday
life context. The comprehensive paradigm tends to place the
researcher in a position to understand his interviewed sample
as closely as possible to reality [27]. This paradigm implies a
work  of  empathy  about  one  of  the  authors  who,  intends,
during  an  interview or  analysis  by  putting  himself  in  the
place  of  the respondent  and tries  to  understand  the world
from his own point of view.

B. Construction and justification of the sample

The choice of the interview sample was based on two
criteria. First, we investigated territories that share the same
public policies, involving aging, health, institutional accesses
and technological mediation management. The comparative
study  of  public  policies  in  different  counties,  while
potentially interesting, is not the subject of our research. It
seemed  more  coherent  to  focus  on  users  with  the  same
social,  health  and  political  frameworks,  starting  from  the
postulate that can be influenced by these same frameworks.
We chose  to  consider  all  Aquitaine  counties  to  vary  the
profile of the users we interviewed. This region offers a wide
variety of living places and social aspects that allow us to
diversify the profiles of respondents. Although they are all
affected by the same public policy, we still considered the
influence  of  their  living  environment:  urban,  semi-urban,
rural;  married,  living  alone,  in  cohabitation;  from a  high,
medium, low social background, etc.

The selection of a retirement sample was based on socio-
professional categories, limiting the disparity in lifestyles, by
having only people who are no longer working. 

Hereafter,  we  propose  a  summarizing  table  about  the
criteria we used to make up the corpus.

TABLE I. DISTRIBUTION OF THE INTERVIEWED ELDERLIES

Criteria Distribution Number %

Gender
Male 13 41,93

Female 18 58,07

Age

60-64 11 35,48

65-69 10 32,26

70-74 5 16,13

74-78 5 16,13

Living
situation

Married 21 63,63

Alone 7 21,21

With one children 3 9,09

Cohabitation with other
elderlies

1 3,03

Living
places

0 > 2 000 inhabitants 5 15,15

2 001 > 10 000 inhab. 5 15,15

10 001 > 30 000 inhab. 6 18,18

30 001 > 60 000 inhab. 6 18,18

60 001 > 100 000 inhab. 5 15,15

> 100 001 inhab. 4 12,12

Counties

Dordogne 4 12,9

Gironde 14 45,17

Landes 4 12,9

Lot-et-Garonne 3 9,68

Pyrénées-Atlantiques 7 19,35

Socio-
professional
background

Wealthy class 10 32,27

Middle class 10 32,27

Working class 11 35,48

C. Interview chart and analysis

In order to provide some details about our investigation
without  losing  the  reader  in  too  many  information,  we
recommend  explaining  three  of  the  themes  we  explored,
which related to our article. First, we examined the impact of
generational  belonging  on  the  evolution  of  digital  uses,
questioning the time when respondents started using digital
technologies  and  the  role  of  relatives  in  digital  learning.
Then,  we explore the ability of  the Internet  to respond to
social expectations, such as biographical break or projection
and daily-life  restructuring.  The third theme is  devoted to
understanding  the  subject  of  social  recognition  through
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online  uses  and  digital  skills.  The  goal  of  these  themes,
questions and topics, was to investigate the ability of digital
technologies to support the social inclusion of retired people
and to verify converging / diverging phenomena, according
to the criteria we chose for the survey. To keep it concise and
consistent, we will focus, in this article, on the most relevant
results.

To analyze  these  results,  we assume that  speeches  are
performative, that speeches build meaning. It induces actions
and  implies  consequences  in  the  real  world.  Analyzing  a
discourse  is  trying  to  grasp  and  to  identify  the  actions  it
involves. The enunciation, through its elaboration, influences
and transforms the world.  We so analyzed  the interviews,
considering that everyone, during the production of a speech,
develops  some  special  meaning  [28].  This  perspective
corresponds to a discourse design that is appropriate for this
survey. The idea that speech is an act is at the heart of our
study, as we will see in the analysis chapters.

III. SOCIAL EXCLUSION: SOCIO-ECONOMIC ISSUES FOR

ELDERLY

Digital technologies are seen as a potential for innovation
to transform communities’ lifestyle by influencing the way
people  live  together.  It  seems  that  technology  improves
people’s ability to act by expanding the panel of information
resources  and networked  communication  [6].  Not  being a
user of digital technologies, or more broadly of ICTs, is now
a  factor  of  exclusion  and  disqualification.  Indeed,  in  a
continually increasing digital civilization, the individual who
is not equipped,  or who does not know how to use these
platforms,  sees  his  capacity  for  action,  knowledge  and
integration significantly reduced.

Connectivity appears to be a hot issue for those who want
to take full  advantage  of  their  social  abilities,  concerning,
particularly,  intergenerational  relations  or  institutional
changes.  The  requirement  to  file  the  tax  return  on  the
Internet,  for  example,  is  representative  of  a  numerical
disqualification  factor.  In  2016,  in  France,  it  became
mandatory, for  the  first  tranche  of  taxpayers,  to  file  their
returns online. However, the institutional tends, by 2019, to
get each taxpayer to do the online tax return, under penalty
of  having  to  pay  a  lump  sum  fine.  This  revision  of
declaration  completion  is  less  vital  than  what  it  implies:
people who are not connected to the Internet or who do not
have sufficient knowledge will be, in a few years, illegal.

A. Elders and digital dependency

The  evolution  of  French  social  context  towards  an
increasingly  digital  dependency  appears  to  be  a  factor  of
social disqualification. This is reflected in the development
of  e-inclusion  policies,  such  as  in  Switzerland  or  through
projects, proposed by certain several clusters specializing in
digital technology, such as Cluster Health ICTs in Aquitaine,
in France. The “e-” brings back to electronic literacy and,
more  broadly,  to  digital  culture.  The  term  “inclusion”
highlights the fracture lines, due to the digital divide, both on
the technical and uses aspects. This institutional evolution is
linked with the recognition of the right, developed by Axel
Honneth.  “If  some  people  rights  [...]  are  denied,  this

implicitly means that  they are not recognized to the same
degree of moral respectability as other members of society”
[2]. However, with the current digital transition, institutions
are changing the notion of “right”.

As  the  digitalization  of  administrative  procedures
increases,  the  right  to  take  measures  without  digital
technology tends to decrease. This evolution means the full
spread of technologies within society. However, despite the
massification  of  ICT’s  in  society,  some  digital  divides
remain,  based,  for  instance,  on  income,  education  level,
cultural and social capital, or even age [7]. Indeed, as shown
by the Research Centre for Study and Observation of Living
Conditions’  (from  now  on  called  CREDOC)  statistical
studies  and  the  scientific  literature,  there  are  many  fault
lines, as much due to lack of equipment (first-degree divide),
as for the lack of digital skills (second-degree divide). The
standard  of  living  has  a  substantial  impact  on  household
equipment,  with  the  purchasing  power  of  the  wealthiest
making it easier for them to purchase equipment than people
with low incomes. Moreover, a user must have a certain level
of digital literacy to be able to develop serene and relevant
digital  practices  [5].  However,  as  Charmakeh  notes,  some
segments of the population (retired, for example) do not have
such knowledge [7].  They do not have sufficient  expertise
and  are  not  able  to  consider  the  opportunities  offered  by
technologies. As a result, despite the increasing rate of the
equipment,  reaching  almost  97% among  teenagers  (12-25
years  old) and young adults [8]–[11], there are still  social
groups on the margins. The older we get, to harder it is to
perform changes.  Any change creates  a  “small  crisis” and
requires real personal work to change individual habits. So,
making a transition from habit to a new model is difficult,
sometimes  impossible  for  adults  or  elderlies,  by  joint
persistence, tenacity, comprehensibility, often reinforced by
common sense, experiences or values [12].

Institutional change tends, through the firmness of these
reforms, to influence the diffusion of ICTs,  at  the societal
level.  As  Claude  Dubar  explains,  it  is  tough,  perhaps
impossible,  for some people to follow this evolution. This
can  be  all  the  more  applied  to  the  populations  that  had
missed the digital revolution of recent decades, as well as to
some of the older generations, especially those over 80 years
old [5]. Thus, the change desired by institutions tends not to
take root among these groups, in which digital culture and
uses remain alien. They find themselves out of step with the
values and practices of the other social groups.

B. Disruption and disempowerment: consequences of 
social disqualification

Some older people can have some difficulties to feel in
accordance with today’s society. This feeling leads them to
experience  ever-increasing  concern  in  understanding  the
world they live in, which no longer recognizes  them  [13].
However,  the  loss  of  meaning  and  the  loss  of  common
points,  of  complicity,  imply  phenomena  of  disruption
(physically,  psychologically  and  healthily  speaking).  This
concept may be defined as the abandonment of activities or
habits, by someone who is no longer able to perform them,
whether for physical, cognitive or cultural reasons, as it is the
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case with elders of our study context. To keep in touch with
the world, people must find some matching points with the
environment  they  live  in.  Most  of  the  time,  it  is  the
contradictions between people’s skills or needs and the world
they are surrounded by that lead them to disruption [13]. The
lack  of  correlation  leads  the  individual  to  be  no  longer
attached to his life or the world he lives in.

Existentially  speaking,  it  therefore  seems  necessary  to
offer  meaningful  activities  to  individuals  to  help  them
(re)connect  with their  environment.  In today's  institutional
context,  it  appears  difficult  very  old  people  to  find
commonalities,  opportunities  of  commitment  within  the
digital sphere, that tends to isolate them, generating, in this
way,  exclusion  and  social  disqualification.  As  Vincent
Caradec says,  anyone should expect  from a culture that  it
supports him, from the beginning of existence until death.
This support can have many variations, from living models,
stimulating policies, help to improve their abilities, etc. [14]

IV. DIGITAL IMPERATIVE: COLLECTIVE NORMS AND

INDIVIDUALITY

The example of the tax return mentioned above does not
concern only social exclusion. It also highlights, in a more or
less subtle way, what we consider as a numerical imperative,
using Fabien Granjon's terminology. It concerns a feeling of
obligation,  linked  to  the  use  of  digital  technologies.  The
subject,  through  institutional,  media  and  social  pressure,
tends to develop uses to preserve social integration. For the
people  we  interviewed,  the  imperative  is  reflected  by  the
desire to gain recognition from the social body. Stop working
and enter retirement are sometimes equated with the idea of
social and identity break-up. The term “retirement” is, itself,
often associated with a social  withdrawal  [15].  Integrating
digital sphere is, then, a way to regain social esteem, as we
will  see  later  in  this  article,  through  the  development  of
knowledge  and  skills  in  this  field  and  an  acclaimed
development through media and social discourse.

A. The intergenerational implication in the elders’ uses of 
ICTs

Digital  imperative  is  also  expressed  through
intergenerational relationships, particularly with descendants,
whether  children  or  grandchildren.  These  generations  are
predisposed to use online communication platforms because
of  their  appropriation  of  digital  technologies  during  their
youth  or  working  life.  Their  digital  literacy  level  and  the
incorporation of communication habits lead them to favour
this type of medium. In this way, in order to keep in touch,
elderlies  are encouraged  to develop online communicative
practices,  in line with the attitudes and preferences of the
person they wish to contact. Younger generations enrol the
old ones in the digital sphere. The more they are equipped,
the more they will propose opportunities to elderlies to join
the  movement  of  digital  communication  by,  for  instance,
training  them  to  use  social  platforms  or  offering
technological gifts [16]. The term “enlisting” corresponds to
the  idea  we  want  to  develop  here.  Since  the  desire  to
maintain  social  bonds  is  stronger  than  traditional
communication  formats,  elders  develop  new  uses,  by

copying  the  uses  already  embedded  among  younger
generations,  who  are,  in  turn,  closely  involved  in  the
development  of  the  digital  sphere.  This  sphere  tends  to
impose itself as an imperative in maintaining communication
with  family  and  close  social  circle.  The  family's  use  of
digital technologies tends to create an incentive effect  that
retired  people,  who  respond  to  a  normative  desire,  in
connection with a desire to maintain their socialization and
their belonging to the social sphere.

B. The construction and the effects of collective and 
normative expectations on people

Through  political,  media  and  institutional  discourses,
representations  or  behaviours,  society  establishes  rules  of
conformity, moral,  technical  and ethical, which individuals
are required to respect from an early age and throughout their
lives, to become an integral part of the social body [17]. This
process  of  socialization  results  in  the  internalization  of
norms. Those norms are established from the generalization
of all society members’ expectations [2].

As Alex Honneth says, an individual has to understand,
to learn to respect and, above all, internalize the normative
social  rules  imposed  on  him.  By  doing  so,  he  earns  the
capacity to evolve in interactions and in his environment, he
lives in, to be accepted by his group or society. The norms he
learns allow him to identify his rights and duties concerning
the other member of the group. So, he learns  to understand
himself from a generalized view of others [2].

The training of someone as a member of the collective
social  group,  therefore,  implies  a  reflexive  posture,  where
someone queries his habits, behaviours and values, in order
to integrate collective norms and rules that he must respect to
be socially accepted, both by institutions and peers.

C. Collective norms and individual construction

Individual construction is partly based on the relationship
with people, primarily through other's eyes. The image that
interlocutors  sends  back  influences  how  we  perceive
ourselves.  This  exchange,  particularly  in  the  normative
framework we are talking about, allows knowing whether or
not if someone is recognized as an equal by his interaction
partner.  Therefore,  being in  interaction  with someone else
means  being  in  interaction  with  oneself  and  (re)building
oneself,  through the perception that  the interaction partner
sends back.

Being  oneself,  within  a  normative  framework,  is  like
being  like  the  other,  by  sharing  some morality, rules  and
common standards. By accepting or rejecting the speaker, the
speaking partner  or the institution defines the condition in
which  the  told  speaker  is  perceived.  In  other  terms,  “the
normative idea that everyone has of oneself [...] depends on
the possibility that he always has of being confirmed in the
other […]. The feeling of contempt can be perceived as a
threatening  attack  and  can  ruin  someone’s  identity  as  a
whole” [2].  Being outside a normative framework or of  a
society  tends  to  place  people  in  a  position  of  social
disqualification.  In  this  way,  social  groups  use  this
framework  to  develop  normatively  expectations,  social
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pressure to conformity [18] to which people must submit to,
in order to (still) be considered as a full citizen.

We note ambivalence in surveyed elders’ speeches.  On
the  one  hand,  the  opportunities  they  discover  through
technology lead  them to  perfect  their  knowledge of  these
tools.  Online  practices  multiply  the  number  of
communication  and  information  channels.  It  offers  more
ways to communicate and help elders to enhance their daily
life  and  complete  the  connexions  they  have  with  their
environment.  The  entire  sample  we  interviewed  says  that
ICT’s have developed and improve their digital literacy, as
well as their lifestyle.   On the other hand, this very same
discourse is tinged with bitterness [5], which reminds us of
the  notion  of  digital  imperative.  Social  pressure  for
compliance  and  the  need  to  respond  to  normative
frameworks  are  particularly  intense  when  it  comes  to
connecting elders with the digital sphere. There is a kind of
double  pressure:  the  first  is  due  to  the  prevailing  social
representation attached to retirement age, the second due to
the digital imperative.

D. Constraint and call of duty: when elders have no other 
choice than “get started”

The  social  and  digital  pressure  made  “digital  path”
unavoidable.  It  explains  that  almost  twenty  people  of  our
survey feel like they had to force themselves to get “digitally
started” [5]. They link this to the hope of  catching up with a
backlog they have accumulated in this area and which, in a
way, gives them a marginal position [18]. This constraint is
firmly rooted in our interviews, to the point of becoming a
model statement,  such as:  “you have to get started”,  “you
have to live with today’s trend”, “in any case, today, you can
no  longer  do  anything  without  ICT’s”,  “it  has  become
essential”,  etc.  [29].  This  social  pressure  does  not
differentiate by age or social background within our sample.
The  notion  of  imperative  and  pressure that  underlies  the
interviews  seems  to  be  experienced  uniformly  throughout
our corpus.

As we said in the beginning of this article, we currently
live in a strongly ageist societal context. Thus, for the people
who have accumulated many years, it seems necessary for
them  to  develop  digital  practices,  in  order  to  encourage
collective  social  recognition  and,  so,  emancipating
themselves from the cult of eternal  youth. They also mark
their distance from their chronological age [16], as well as
from  collective  representations  related  to  it.  Therefore,
developing digital and technological  skills appears to be a
way  for  elders  to  counteract  negative  stereotypes  and  to
encourage their social valorisation.

It seems getting closer to the aesthetic reference model
makes life simpler and easier [19] and gives full meaning to
digital imperative. Being accepted by others and by society is
a fundamental element of well-being. That is why accepting
and  complying  with  standards  is  a  way  of  being  well
integrated  and  valued,  with  an  absolute  peace  of  mind.
However, in the context of an actively and favourably ICT’s
society, becoming a digital user seems to be a way to live in
peace, to be accepted and recognized as a full citizen.

V. SUFFERING AND LONELINESS: CONSEQUENCES OF

DISQUALIFICATION

Sociologists,  such  as  Vincent  Caradec  [20]  or  Serge
Guérin [21],  have studied the loss of meaning of  life  and
activities  at  retirement  age,  which  leads  people to  social
withdrawal and disruption. Replying to an email, playing on
a virtual farm, enjoying a replayed TV show represent many
emotional investment opportunities for people suffering from
loneliness. New uses for new habits allow the development
of automatic processes, the anchoring of changes, offering,
in this way, a meaningful restructured daily life.

As we said previously, older adults tend to be even more
put aside from social and digital evolutions. We now would
like to develop on some of their consequences on elderlies'
everyday  life,  based  on  the  results  of  our  exploratory
qualitative survey [5] [29].

A. Loneliness and suffering: social or digital issues?

We first would like to talk about the feeling of loneliness.
We  attribute  to  this  notion  to  the  feeling  of  not  being
integrated  into  a  social  community  and  suffering  from it.
Thus, an “isolated” person does not feel necessarily “alone”
if it  does not experience it  as an annoyance [5].  This is a
spread  sentiment,  common  to  twenty-two  people  we
interviewed: “My two sons live abroad, my daughter lives
hundreds kilometres from me. I have other family members
here, but it’s not the same. I miss them and I feel a bit alone”
[29]. This seventy years old woman has a computer, but do
not  use  it  for  her  social  activities,  nor  to  develop  her
intergenerational relationships. When she is asked about this
opportunity, she answers: “Yes, I know I could. My children
don’t  stop asking  me the  same question.  But  I  don’t  feel
comfortable with it. I don’t understand how it works, I don’t
know how to call someone, what I can publish or not. I’m
afraid of doing something wrong and to break the computer.
I feel alone, but I don’t feel capable of using something like
Facebook” [29].

This  feeling  of  loneliness  is  even  more  paradoxical,
compared to the society we live in. A society is characterized
by  the  diversity  of  its  technological  possibilities  of
communication [22]. In the previous case, we note that the
woman has everything she needs, from a technological point
of  view,  to  keep  communicating  with  her  children.  The
problem seems to be related to her capacity to use it and to
understand how to use it.

In the cases we studied during our survey, the feeling of
loneliness  seems  to  be  even  stronger  since  the  massive
diffusion of ICTs technology, related to a need for emotional
stability  and  a  lack  of  recognition  [22].  Indeed,  having  a
computer, without knowing how to use it, seems to spawn
feelings  of  worry  and  loneliness,  more  significantly  in
everyday  life  activities.  As  they  do  not  share  the  current
social ways to get in touch with distant relatives,  elderlies
seem to feel even lonelier. They can not talk as frequently as
they  want  to  with  their  family  They  also  feel  socially
depreciated and rejected, with some lack of recognition [5].
This is confirmed by Cécile Tréton and Christian Bourret,
according  to  whom  “the  infrastructure  that  offers  many
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opportunities for communication and security can not resolve
the appearance of a feeling of loneliness for a growing part
of the population” [22].

What  our  survey  also  highlights  is  the  lack  of  digital
teaching. Even when family members know the faint abilities
of elderlies, very few of them try to help. “I asked my sons,
but they don’t have time, with the kids and their work. They
tried to teach me some things, like going on Facebook, but I
need a lot of time to learn, and they were quite upset of keep
repeating the same things”, says a seventy-two-year-old man
[29]. So, increasing technology accessibility does not involve
technological adoption. It is difficult, for most elderlies, to
adopt new habits, especially technological ones, as we said
previously.  Furthermore,  they  also  develop  some  distress
concerning computers and digital technologies [23]. It results
in  everyday  difficulties  and  negative  self-judgment,
regarding their abilities to learn and use digital technologies,
bringing elderlies back to a kind of social failure [5].

In our survey, loneliness seems to be related to suffering.
Interviewed people seem to suffer from the digital evolution
of the  society  and of  the digital  communication habits  of
their  family.  Despite  e-inclusion  policies,  suffering  keeps
being  a  fundamental  issue  concerning  elderlies.  Suffering
appears to be a consequence of the lack of recognition, both
from society, family  members  and  even  from institutions’
digitalization.  The  feeling  of  suffering  seems  to  be  a
significant setback of the current consideration accorded to
social elderlies problems, which push them to doubt of their
technological  self-efficacy [23] and of their adequacy with
the world they live in. However, as we said previously in this
article, feeling useless and disconnected from the world is one
of the most severe causes of disruption among retired people.
In this context, we could conclude that digitalization seems to
reinforce  the  feelings  of  loneliness  and  suffering  among
elders, increasing the risks of social or cognitive disruptions.

B. Digital reliance: consequences on self-consideration 
and everyday life activities

It seems older adults are unaware of many existing digital
technologies  and  might  lack  necessary  digital  literacy
(knowledge and skills) [23]. The lack of acculturation is one
of  the  hottest  issues  concerning  the  elderly.  Indeed,
acculturation  is  influenced  by  the  relationship  to
technologies during working life [5]. However, most of the
current  older people were already retired when ICTs were
massively  spread  in  working  places.  So,  they  have  never
been acculturated to them during their professional life and
still ignore most of the advantages offered by them. “I fill the
taxes returns for my mother. She’s ninety-five years old; she
doesn’t want to hear about technologies. What she doesn’t
want to hear  is  that  I  also need to be helped by my own
daughter to fill  my own taxes return”, says a seventy-five
years old man [29].

What we observe here is the concept of digital reliance.
The man we just talked about is dependent on his daughter to
fill  his  taxes  returns  and those of  his  mother. His lack  of
digital literacy unable him to be autonomous. How, in this
context, can some scientists still talk about empowerment?

Our observations are confirmed by Heo and Yoon, who
write that asking for help is counter-intuitive with the feeling
of  autonomy  [23].  Digital  use  is  becoming  a  common
standard  for  online  administrative  and  everyday  life  tasks
(buying, searching for information, etc.). However, it raises
the  question  of  the  digital  dependence  of  unconnected  or
unaccustomed elderly.

This  digital  reliance  seems  to  be  all  the  more
problematical  as  it  echoes  to  the  concepts  of  digital
vulnerability  and  digital  suffering.  Such  cases  of  reliance
seem to worsen the negative feelings and self-judgments, as
they show elderlies in a position of relational vulnerability
[22].

VI. CONCLUSION

The  limits  of  our  study  is  linked  the  number  of
investigated people and on the particular contexts they live
in, in the south-west of France. A broader study and some
comparative point of view could confirm our observations,
give more detailed and find some other phenomenon.

According to French national statistics [24], people over
sixty years old would currently represent more than 25% of
the total French population. This number, still according to
the same source,  would keep on increasing in the coming
years.  Digital  suffering  or  social  digital  disqualification,
would be even more problematical, considering the growing
number  of  elderlies  and  other  social  groups  that  can  not
follow  the  current  digital  path  (living  standard,  incomes,
social failure, digital divide, etc.). However, French society
does not seem to take into account  the number of  people
made  disadvantaged  by  its  digitalization  and  the
consequences  it  has  on  well-being,  by  imposing  new
technical,  technological  and  social  norms,  without  paying
attention to the crucial need of supporting digital transition,
from  a  social,  financial  and  technical  point  of  view.  A
country can not encourage such an evolution, without giving
its people the support the need to follow it.

This path could be considered as quite solutionist [25].
Digital  public  policies  mean  to  resolve  all  the  problems,
health failure among others, by implementing technologies,
without  paying  attention  to  the  importance  of  social,
technological (also considering digital practices levels) and
human  surroundings.  Moreover,  talking  about  elderlies’
digital  reliance,  can  not  we  consider  these  solutions  as
fundamentally  paradoxical,  as  they  propose  to  solve
dependence issues by creating another form of dependence
through digital reliance?
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Abstract—Literature on Human-Robot Interaction reports that
children with cognitive impairments often have engaging interac-
tions with social robots. However, there are hardly any guidelines
on how to design an interaction to achieve particular therapeutic
outcomes. This paper reports on a study in which 20 children
with cognitive impairments interacted with a social robot, with
the aim to assess their responses and their engagement which
eventually impacts on the outcomes we can achieve. The children
were introduced to the robot and had three sessions during which
they played therapeutic games with the robot to improve their
attention skills. The overall pattern of their responses for in the
sessions are reported, showing a reduction in completion time
with each subsequent session. This is indicative of improved
attention. This response pattern might be important in future
behaviour analysis, especially as a measure for social attention
skills, eye contact, and engagement analysis during child-robot
interaction.

Keywords–Robot, Cognitive Impairments, Child-Robot Interac-
tion

I. INTRODUCTION

Robots have been actively used in recent years to help
children with cognitive and physical disabilities and other
special needs. Research suggest that children positively en-
gage with robots during child-robot interaction, e.g. [1], [2].
According to some carers and teachers, children with cognitive
impairments (hereafter referred to as ”CWCI”) are known to
have difficulties with remaining focused during human-human
interaction, which in turn has a negative impact on interactions
with peers, teachers and family members.

Conventional human-human intervention programs and
therapy were proven to be effective to improve their social
communication skills [3]. Teachers and therapists usually rely
on additional tools, such as cards or toys, for their intervention
programs or therapy sessions. Given the reliance on external
props to support the sessions, and the need for focal points to
practice social skills such as joint attention, deictic gaze and
eye contact, it likely that social robotics can play a role here.

In this study, we use the social robot LUCA (as illustrated
in Figure 1) and designed child-robot interaction modules
to help CWCI to improve their social interaction skills. We
hypothesize that their response towards the robot and the
interaction modules shall provide us with more information
and insight with which to design future child-robot interaction
studies. Section 2 discusses the experimental study of our
child-robot interaction, together with a description of each

Figure 1. Figure shows LUCA robot which was build based on OPSORO
robot platform [4].

module. Finally, section 3 shall reports the finding of the study
which elaborate the pattern of child’s response in each module
for each session of child-robot interaction.

II. CHILD-ROBOT INTERACTION EXPERIMENT

All experimental procedure has been given ethical approval
on 30th July 2018 from Research Ethics Committee, Universiti
Teknologi MARA (UiTM), Malaysia (REC reference number:
600-IRMI (5/1/6)). In this study, we collaborated with one of
the schools in Putrajaya, Malaysia. This school has 92 children
with special needs. 20 children diagnosed with cognitive
impairments fulfilled our inclusion and exclusion criteria as
described in Table I.

Consent to participate in our study was also obtained from
their parents or legal guardian prior to start the experiment.
The protocol of the experiment was clearly explained to the
teachers and therapist. A teacher or therapist would come to the
experimental room with one child at a time. They would knock
on the door, walk into the room and sit down in front of the
robot. All interactions were recorded using five video cameras
for later analyses. Once the child was seated and ready, the
teacher would flash a card at the robot and the interaction
with the robot was initiated. Each child was exposed to the
robot for 3 consecutive sessions. Each session consists of 5
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TABLE I. INCLUSION AND EXCLUSION CRITERIA FOR ALL PARTICIPANTS

Inclusion criteria Exclusion criteria
1)Age between 6 to 12 years 1)Child with mutism
2)No evidence of self injury or aggressive behaviour 2)Uncorrected hearing deficit
3)Able to speak in English or Malay 3)Uncorrected vision deficit
4)Diagnosed as having a Cognitive Impairment (level validated by attention
skills via Children Colouring Trail Test: CCTT [5])

4)Unwillingness to participate

5)Able to follow simple instructions in English or Malay

interaction modules. The 5 modules are as below:

• Module 1: Introduction to the robot
The first module aimed to introduce the robot to
the participant. The child was welcomed by LUCA
using simple English language and some low valence
non-verbal behaviour. The text to speech voice was
generated using an online synthesize [6].

• Module 2: Facial expression game
This module was designed as a facial expression game
and has been designed to help CWCI improve their
attention skills [7], [8]. The dependent variable in this
module is the time taken by the child to complete
the task. In this module, the researcher controlled
the robot and selected a range of different facial
expressions such as happy, sad, angry. The children
were invited by the robot to guess the expression, and
they were allowed a second try if their initial answer
was wrong. If their answer was still incorrect, the
correct answer was given by the robot. The children
were also expected to mimic the expression of the
robot while maintaining eye contact with the robot.

• Module 3: Song with facial expression game
In this module, a song was added to the facial expres-
sion game in order to encourage the children to play
the facial expression game and make the interaction
more engaging. Some children have some difficulties
in distinguishing certain facial expressions. The music
was chosen to match the emotions expressed by the
robot and helped the children guess the facial expres-
sion, next to enhancing their attention span.

• Module 4: Attention task
This module was developed to measure the attention
skills of the child. These are very important skills, cen-
tral to social interaction, learning and collaboration,
and robots are believed to be able to improve these
skills during Child-Robot Interaction [9], [10]. This
session expected the child to look at a certain shape
pasted on a board placed on the right (for example, an
image of rectangle) and left (for example, an image of
circle) of the robot. The child would need to perform a
“matching task” in which the robot gave an instruction
to look at at a shape (mounted to the left or right of
the robot) and fixate their gaze for 3 seconds. For
example, he/she would be required to look at the
rectangle for 3 seconds.

• Module 5: Free style interaction
Finally, module 5 was a free style interaction between
the child and the robot. The child was given the chance
to ask questions to the robot. The robot answered, with
answers being typed in on a keyboard by a member of
the research team and spoken by the robot. If children

requested the robot to move, then these actions were
performed when the robot had the capability to do so.

III. RESULTS

This section reports on the overall response to the child-
robot interaction for children diagnosed with cognitive impair-
ments. Five modules were designed for this study. In module 1,
children were only introduced to the robot. This is necessary in
order to break the ice between the child and the robot [11], [12]
and to assure the following interactions are not influenced by
the child being unfamiliar with the robot or the study setting.
Neither behaviour nor tasks in module 1 have been evaluated.
Nevertheless, the average response time from all children was
recorded to be around 60 seconds as shown in Fig. 2. In module
2, the overall response pattern showed that children took less
time to complete the tasks in session 2 and 3 as compared
to their average completion time in session 1. This pattern
suggests that their level of concentration and attention skills
has improved, considering they take less time to complete the
modules over the 3 consecutive sessions. This however needs
to be further investigated, as a reduction in completion time
might also be caused by a practice effect.

In module 3, the overall response pattern of the chil-
dren were similar to those in module 2. There was a slight
improvement between session 2 and 3, as the addition of
music in session 3 had a positive impact on task completion
time. Earlier pilots and studies also found that music was an
effective manner to draw children into the interaction [12],
[13]. In module 4, there was only a slight improvement in
the time needed to complete the tasks. Most of the children
needed less time to complete the task in session 2 and 3 as
compared to session 1, which we expected since the task were
uncomplicated. Finally, the results for module 5 were difficult
to generalize since it was an open and free style of interaction.
The pattern for the children’s response in 3 different sessions
were quite scattered. This module can be very useful to gauge
their interest in and attention towards the robot, which serves
as a measure for their focus in social interactions [14], [15].
Their overall response varies in each session. Nevertheless, we
show how unstructured interactions are still able to capture the
attention of the children, with most children engaging with the
robot. Most of the children showed their interest towards the
robot and spent an average approximately 2 minutes in all
session.

IV. CONCLUSION

We showed that children diagnosed with cognitive impair-
ments respond well to child-robot interaction. Based on our
observations, they spent an enjoyable time interacting with the
LUCA robot. The tasks set by the robot were designed to
uncomplicated and motivated the children to keep interacting

34Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-725-2

HUSO 2019 : The Fifth International Conference on Human and Social Analytics

                            44 / 98



0

300

S1 S2 S3

Session

T
im

e
 (

s
)

Module

M1

M2

M3

M4

M5

Figure 2. Figure shows the overall results of child-robot interaction time for each module in Session 1, 2 and 3.

with the robot, with no children expressing or showing disap-
pointment with the robot. The child-robot interaction modules
hold promise to help children with cognitive impairments to
improve their social interaction skills. While our initial results
are encouraging, further analysis is needed, especially with
regards to improving the children’s attention skills and transfer
to human-human interaction. Time completion task analysis
could be used as a proxy to indicate their improvements
in attention skills in modules 2, 3 and 4 for each session.
Moreover, interaction duration time could also be used as a
proxy to measure their interest in the robot in module 5. This
can be useful, especially for future behavior monitoring by a
therapist or carer. Completion times could provide important
information about the behaviour of children diagnosed with
cognitive impairments (such as eye contact patterns and level
of attention skills) in child-robot interaction.
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Abstract— We present a framework and sample case study 

linking knowledge visualization forms with visualization of 

human and social data analytics. This involves integration of 

qualitative methods to identify and connect conceptual models 

with computational social science approaches for data analytics. 

The framework addresses two challenges: explicitly linking 

conceptual knowledge visualization to data analytic tools and 

using that linkage to explore complexity in social situations. In 

social or organizational change management strategies, 

combining new data and knowledge is critical for decision 

making. When the situation is complex, data must be placed in a 

knowledge framework to build team learning and to create new 

mental models for strategic change. As situational complexity 

increases, the role of knowledge transfer in team social networks 

becomes more critical, and the ability to visualize knowledge (as 

opposed to information) becomes paramount to insight and 

effective decision making. We demonstrate a framework that is 

derived from theories in the systems thinking and complexity 

thinking domains, which is then linked to how leaders and 

managers visualize and communicate data, information, and 

knowledge. A case study based on Russia’s multi-domain 

influence in the country of Moldova is used to demonstrate 

explicit linkage between knowledge visualization forms and social 

data analytics. 

Keywords-knowledge management; complex adaptive systems; 
data visualization; conceptual modeling; leadership. 

I. INTRODUCTION 

This research explores ways to explicitly link knowledge-
driven conceptual models with data-driven techniques that 
create insight for decision making in complex systems and 
situations. Visualization of knowledge in a conceptual form is 
primarily a qualitative process completed in group facilitation 
activities. It often uses data and information visualization but 
the linking of conceptual relationships to the data analytic tools 
seldom leaves the “whiteboard." With the advent of semantic 
data analysis and learning tools, there is more opportunity to 
formally link conceptual learning with data search strategies. 
This paper presents theory linking data, information, and 
knowledge visualization forms, then presents a case study 
exploring tools for combining visualization to demonstrate the 
possibilities. 

The central thesis of this work is that as complexity 
increases, the role of knowledge transfer in social networks 
becomes more critical, and the ability to visualize knowledge 
(as opposed to information) becomes paramount to decision 
making and strategy. Complex situations are characterized by 
periods of human social learning followed by periods of stable 
execution. Visualization tools allow the mapping of large 
amounts of data to visual patterns that aid human information 
processing. Exploring data and designing visualization 

approaches requires a modeling framework as shown in Figure 
1. We follow a systems thinking framework that semantically 
links a qualitative description of the system architecture and 
measurable constructs to a specification of quantitative 
methods for computational modeling of those measures. 

 

Visualization

Conceptual
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System 
Constructs

System
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System
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Figure 1. The bridge between qualitative analysis and social analytic model 

specification. 

 
We define the qualitative aspects in Figure 1 as “System 

Metamodeling” using three fundamental abstraction 
approaches: system metamodels, system constructs, and system 
architecture models. These are determined in a participative 
and inquiry-based process. We describe quantitative aspects as 
“Executable Metamodeling” determined by a specification and 
design workflow using conceptual models, computation, and 
data visualization. It is useful to think about this as a tool 
framework. The tools support structuring the systems 
metamodel, creating the conceptual models, creating the 
executable metamodels, analyzing and visualizing the decision 
space, and managing the contained knowledge over time [2]. 

The system metamodel is described as the set of constructs 
and rules used to define semantic relationships across 
information sets, associated data sets, and methodologies or 
processes. The metamodel definition on the semantic side is an 
architectural description of the system using modeling views 
and stakeholder viewpoints. The executable metamodel is the 
dataset design and any associated computational models. This 
is further discussed in section III. 

A research effort was conducted using the framework to 
explicitly deconstruct qualitative methods into a “system meta-
model” in order to identify and specify “executable meta-
models” using computational social science approaches.  

The research domain was the study of Russian foreign and 
security policies. Here, the conventional focus on single-factor 
explanations has been challenged by the emerging cross-
domain character of Russia’s statecraft and pursuit of so-called 
“new generation warfare” in gray zone conflicts. The domain is 
currently dominated by the application of a narrow set of 
research methods, such as comparative case studies, regression 
analysis, expert surveys, and interviews that confront 
systematic problems related to limited, out of sample, and 
disconnected data.  The case study uses the metamodeling 
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framework to engage more holistic methods that encourage 
flow of knowledge across multiple domain experts and 
methods [3] [4].  

There are a growing number of actor and event coding 
schemes and software tools that offer opportunity to 
automatically extract stakeholders, sentiments, and events 
related to foreign and security policy analyses. They parse a 
growing body of English and Russian language (and other 
languages) databases and media publications on daily and even 
real-time bases. They target actors and types of events, but 
struggle with visualization of complex and multi-domain 
relationships.  

We used a combination of scenario analysis and systems 
thinking methods, such as narratives, taxonomies, and 
accompanying visual diagrams, to create the systems meta-
model. The strategies and tactics within Russia gray zone 
operational and definitional domain and the key pressure points 
are identified by scenario development, which captures 
fundamental change in the present state.  The result was a set of 
conceptual models, and we identified methods to bridge them 
to computational models via data mining to realize the 
executable meta-model. This is presented in section IV. 

The use of the framework is recommended in periods of 
program complexity. Challenges of program complexity may 
have any or all of the following three dimensions: (1) the scale 
of the project and supporting enterprise, with the variety of 
organizational disciplines, processes, and tools that might be 
used to execute the program; (2) the uncertainties created by 
newness, originality, and innovation; and (3) the external 
context the program is surrounded by, including social and 
political factors and market dynamics [5].  

The data visualization challenge is to support the 
combination of qualitative or heuristic decisions that must be 
made in conjunction with quantitative data driven decisions. 
These can be categorized as knowledge-driven versus data-
driven decisions. How the network of decision-makers 
collaboratively use data, information, and shared knowledge is 
paramount. 

Progress on visually linking qualitative knowledge with 
quantitative data is still lacking but can be enabled by machine 
learning tools that find and semantically link knowledge and 
data. In complex and uncertain situations, the flexibility of 
most data visualization tools to create the “story” that is needed 
to move forward falls short, and decision makers must explore 
data in more qualitative frameworks. The challenge is to 
situationally master the combination of tools and visualization 
forms that visualize data and information to collect, transfer 
and communicate shared knowledge. The goal of this research 
is to build linkages between qualitative and quantitative 
visualization methods to aid decision making. This is discussed 
further in section II. 

II. CONTEXT: COMPLEXITY IN SOCIAL SYSTEMS 

Although all human and social systems can be described 
generally as complex adaptive systems, they undergo periods 
of stability and disruption driven by internal and external 
drivers of change. It is important to understand the drivers of 
this situational complexity and choose appropriate analytical 
constructs to assess and implement change. Geraldi and 
Albrecht [5] provided a useful categorization of complexity 

from the complex project management domain ascribing 
complexity across three dimensions: Complexity of Fact, 
Complexity of Faith, and Complexity of Interaction.  

A. Dimensions of Complexity 

Complexity of Fact is a measure of the number of entities 
and their interdependence as an issue of interdependent 
information. Given large complexity of fact, it is difficult to 
obtain and use information rapidly enough to support decision 
making. Data modelers search for available higher-level 
abstractions or simplifications to base their data for decisions. 
In this dimension, there exists a fundamental problem of 
abstraction – one needs to visualize the whole of the project 
and represent information in patterns that are embedded in the 
whole. Visualization frameworks that maintain the holistic 
perspective while allowing access to detailed information are 
necessary. 

Complexity of Faith relates to program situational 
uncertainty, often associated with the newness of the problem 
being solved or methods used to solve it. Complexity of Faith 
implies a need for learning. In periods of high uncertainty, 
decisions rely more on shared knowledge than on availability 
of data and information. Decision makers and their 
visualization methods and tools in these periods must 
encourage facilitation, knowledge transfer, and more abstract 
conceptualization of decision alternatives. 

 Complexity of Interactions exist at interfaces between 
different systems and domains. These include people, 
disciplines, locations, external stakeholders, and social and 
political factors. In complex situations, it is important to frame 
program interactions in a larger enterprise architecture 
framework. Understanding interactions drives the need for 
facilitation and conceptualization methods and tools.  

To manage complexity, one must develop strategies and 
tools that support 1) exchange and visualization of information 
across social networks, 2) exchange and visualization of 
knowledge between decision agents, and 3) evolutionary 
planning that includes cycles of learning. The presence of all 
three of these strategies imply that project learning be data-
driven, so visualization methods that support access to both 
information and knowledge must be used. These methods are 
discussed on literature related to systems thinking and the 
complexity sciences. 

B. Modeling Complexity using Enterprise Architecture 

Sociotechnical systems analysis is a specific methodology 
that supports modeling of multiple factors across all layers of a 
complex situation, enterprise or societal construct using sets of 
tools derived from system science and system modeling. The 
methods recognize that factors arise from the interaction of 
many and diverse enterprises that can be defined by their 
entities, relationships, established processes, pursued 
strategies, and emergent phenomena. The sociotechnical 
systems analysis attempts to capture the combined conceptual, 
data, and analytical modeling artifacts necessary to completely 
describe the problem [6] [7].  

With respect to social situations, the method produces a set 
of artifacts that describe the system context and boundaries, 
system entities and relationships, primary construct variables, 
potential causal variables, and phenomena of interest. This is 
the system meta-model. The process is conducted such that 
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insight can be fed into dynamic computer models. The 
sociotechnical systems analysis produces artifacts that 
communicate the abstractions and aggregation of behaviors 
across different scales, helping to explicitly document both the 
assumed and modeled variables. At the core are entities and 
their relationships, which can be organized into associated 
databases and warehouses. The entity-relationship model can 
be created, modified, and refined over periods of short- and 
long-term study. Standardized coding of the data entities then 
makes relevant data elements accessible to researchers and 
analysts. 

The conceptual model representations produced by the 
sociotechnical systems analysis serve as a bridge between the 
qualitative aspects of the problem (system meta-model) and 
the quantitative analysis approach (executable meta-model). 
This is the purpose of the framework shown previously in 
Figure 1. In the long-term, we expect that advances in machine 
learning and semantic graphs can bring the system meta-model 
(data constructs and conceptual models) and executable meta-
model (collected data and algorithms) into the same 
visualization toolsets. The bridge between the two meta-
models is a conceptual model that uses semantic relationships 
to specify the analytical models. This process of 
deconstructing complexity is tightly linked to mindsets and 
tools from the domain of systems thinking. 

C. Modeling Complexity of Gray Zone Warfare 

Russia’s use of “Gray-Zone” warfare is an example of 
intentional complexity as used to hide or ambiguate purposeful 
actions leading to objectives that would prepare or position a 
state for possible armed conflict. Figure 2 depicts the set of 
factors used in Gray Zone conflict. 

 
All three types of complexity are exhibited in Gray Zone 

conflict. Complexity of Fact is exhibited in the almost infinite 
number of actions and related events that a nation state might 
pursue. For a data analyst, finding the right abstractions to 
represent as evidence of such conflict is a continual challenge, 
as well as ensuring those abstractions are relevant to the 
current time or predictive of continuing events. The 
relationship between different objectives - such as diplomatic 
exchanges, troop movements, and economic sanctions - must 
be considered holistically. Care must be taken against 
presenting individual constructs, such as diplomatic 
exchanges, as a single indicator of state objectives. A 
conceptual model that shows the relationship between all 
objectives is important but often ignored by data analysts and 
even policy makers. 

Likewise, Complexity of Faith and Complexity of 
Interaction are reflected in the pursuit of multiple 

simultaneous objectives in dynamic combinations. In Gray 
Zone conflict this is intended to create uncertainty in the 
adversary and the relationship between an action and the 
adversary’s response – dynamic interaction – is the intent of 
the strategy. Again, a conceptual model in important before 
data analysis is relied upon. In section IV a conceptual 
modeling tool called a “Systemigram” is used to visualize 
knowledge about Russia’s strategies in the country of 
Moldova. 

III. SYSTEMS AND COMPLEXITY THINKING IN DATA 

ANALYTICS DESIGN 

McDermott and Freeman describe three systems thinking 
characteristics and competencies that are essential to 
managing complexity. These are sensemaking, adaptive and 
computational thinking, and a design mindset. Each of these 
competencies use data-driven activities that encourage 
visualizing the relationships between project uncertainties and 
the underlying project activities [1]. 

Sensemaking is a collaborative process that involves 
collection of knowledge, visually describing or modeling a 
problem or solution in the wider context and learning by 
doing. Adaptive and computational thinking is the ability to 
situationally adjust a team’s thinking and related activities by 
employing analytics and simulation methods that make sense 
of large amounts of data (or to understand when data is 
lacking).  Evolution of strategy and planning is a process of 
iterative design. Building a design mindset moves the 
entrained thinking of the team away from continued use of 
available data, methods and tools to a participatory team 
process of understanding and selecting new data, methods and 
tools. In complex situations, one should strategically design 
and redesign data analytic measures in response to new 
insights and understanding of the situation. Computational 
thinking then relates existing data constructs (generally 
performance measures) to new constructs selected to guide 
future evaluation and prediction. The challenge in data 
visualization is to begin automating these relationships. 

Systems thinking encourages modeling or mapping the 
program and external context together in order to visualize the 
internal and external interactions that drive project execution. 
Conceptual models are developed by experts who have the 
capacity to develop objectively multiple views of a system and 
its context based on background research and discussions at 
expert meetings. Conceptual modeling as a visualization 
strategy is thus a core aspect of any data analytic activity that 
involves complexity and uncertainty. 

The foundation of sensemaking is visualization. Visual 
modeling is used to frame the program and situation within the 
enterprise system that is addressing it.  

A. System & Complexity Thinking in Data Analytics Design 

Boulton, Allen, and Bowman describe the social networks 
in a design strategy as a “learning multi-agent model” – 
networks of individual agents who act according to their 
experience and their beliefs, but ideally aligned around 
common goals. Inducing change in complex systems requires 
self-organization around new shared beliefs [8]. A core 
concern of human social analytics is discovering, measuring, 
and informing those beliefs. However, creation of new shared 

Figure 2. Multiple Objectives used in Gray Zone conflict. 
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beliefs is a knowledge transfer activity across individual 
agents. 

Snowden [9] in his work on complexity and the “Cynefin” 
framework recognized knowledge exchange in the form of a 
“learning multi-agent model.” Snowden’s work suggests that a 
data artifact may relate to a team’s knowledge, but it is the 
continual flow of new knowledge and artifacts that must be 
managed in complex situations. Knowledge exchange requires 
both content and a context. The content can only be exchanged 
if the context can be shared (language, education, experience, 
culture, etc.). Visualization tools that address both changing 
content and changing context are essential.  

Data visualization tools and strategies are part of that 
knowledge exchange but can work against it – they represent 
the situation only in the context of the tool and existing data, 
and force information exchange over knowledge transfer. 
Visualizing a future path of execution, in complexity and 
uncertainty, requires representation of information in a 
metamodel framework that tells a story. 

This gives us frameworks to evaluate two types of 
visualization, those that focus on data and information transfer 
and associated execution, and those that focus knowledge 
transfer and associated strategy development. Both have 
application in complex situations. Having a basis for and 
learning when to apply each type is the key to design of 
successful human/social analytics. In section IV we 
demonstrate how these can come together in a data analytic 
analysis. 

Knowledge visualization will often use text-based content 
in a form that emphasizes relationships or patterns. While 
information visualization is typically used to explore large 
amounts of abstract data, knowledge visualization is more 
used to aid in communication of abstract knowledge. The 
visual models provide the conceptual language for shared 
context that is required for knowledge flow. Knowledge 
visualization tools tend to support the sensemaking process, 
helping the observer to fill in additional insights based on 
patterns in the underlying information and data. 

The purpose is to properly conceptualize, structure, relate, 
and validate the relationships in the complex situations from 
factual data and information to the higher levels of abstraction 
or aggregation needed to relate meaning and knowledge. This 
is key to the abstraction of “Fact” to “Faith.” Narrative 
conceptual modeling forms are used to express emergence, 
relating to evolving situations in the domain or enterprise. In 
our research we have settled on a conceptual modeling tool 
called a “systemigram” which blends narrative and diagram. 
The next section provides an example. 

IV. CASE STUDY: INTERACTIVE CONCEPTUAL AND DATA 

ANALYTIC MODELING AND VISUALIZATION 

In the case study, we used a combination of scenario 
analysis and systems thinking methods, such as creating 
narratives, taxonomies, and accompanying visual diagrams, to 
build data analytic models that searched for evidence of 
Russian Gray Zone conflict in the country of Moldova. The 
Russian objectives, strategies and tactics are identified by 
scenario development.  This leads to a set of conceptual 

models, and we identified methods to bridge them to 
computational models via data mining. 

In order to visualize the problem space of gray zone 
warfare in Moldova, the conceptual model of the system was 
produced using the systemigram tool that describes the many 
actors, interactions, processes, resources, and feedback loops 
present in the Russia-Moldova interaction. Systemigrams are a 
qualitative model of system behavior that is useful for human 
reasoning about the dynamics of complex systems [10]. A 
systemigram serves to illustrate the relationships and flows 
that exist within a system in its specific context. Figure 3 
shows the full systemigram diagram. 

The term systemigram is derived from the phrase and 
portmanteau “systemic diagram.” Consisting of both narrative 
and diagram, systemigrams are a type of conceptual modeling 
tool closely related to concept maps – or “maps of learning.” 
These maps explore complex situations through the 
perspective of those embedded in the system or those who are 
affected by a specific challenge occurring within the system 
[10]. 

The systemigram models are developed by experts who 
have the capacity to develop objectively multiple views of a 
system based on background research and discussions at 
expert meetings. To frame such a model, a context for analysis 
was provided, then tested against the context of Russia’s 
perspective of gray zone warfare in Moldova. Central 
questions of interest are developed to derive system 
boundaries and ontology structure to support informing the 
computational model development. 

However, they are not quantitative models that are able to 
make predictions. In order to enable to the tools of inferential 
statistics and machine learning to bear on these systemigrams, 
they must be transformed into quantitative models. This 
required further addressing and defining ontological and 
semantic challenges to effectively model the semantics, and 
identifying the transformations that exist and occur between 
qualitative and quantitative approaches. In this phase, the team 
used exploration of the Global Database of Events Language 
and Tone (GDELT) events and established coding, as defined 
by the broader research on Russia-EU aggression, to find 
evidence that either confirm or deny Western perceptions of 
gray-zone operations and tactics, established by real event 
chains. This creates a model that links a series of events to sets 
of tactics, which together, form a perceived strategy. 

GDELT includes events reported in the global media 
coded with many pieces of extracted data. The primary 
information used in this project is the Date/Time, Location, 
Actors, and Cameo Event Code [11]. The Actors are the 
entities (people, government agencies, corporations) that 
engage in behaviors and the CAMEO codes are a systematic 
representation of the behaviors on a scale from 1, Make Public 
Statements, to 20, Unconventional Mass Violence. These 
codes are extracted from the news articles to enable 
researchers to study the dynamics of the global system of 
large-scale human behavior. These machine learning 
techniques will be specifically adapted to take as input the 
occurrences and frequencies of coded diplomatic events as 
related to gray zone conflict.  
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 Covariates such as Consult, Make Public Statements, 
Appeal, Express Intent, Threaten, Dis- approve, Approve, and 
Demand, along with control variables intended to proxy each 
dyadic member’s socioeconomic, demographic, and 
geopolitical characteristics (including discretizations and 
dyad-level combinations thereof), are used to predict the 
occurrences and frequency of specific outcome events. These 
are categorized categorized as: Engage in Diplomatic 
Cooperation, Engage in Material Cooperation, Yield, 
Investigate, Coerce, Assault, Fight, Reject, Exhibit Military 
Posture, Reduce Relations, and Provide Aid. By mapping the 
GDELT events to systemigram nodes, we are able to represent 
the world at any particular time in terms of the nodes of the 
systemigrams. Each systemigram node represents a predicate 
on the GDELT event records and we count how many records 
match the predicate for each node in the systemigram. An 
example is shown in Figure 4. At this point, relating the 
systemigram nodes and links to GDELT event codes is a 
manual process. However, additional research is exploring 
how to automate or partially automate this linkage. 

This yields two quantitative models from the systemigram. 

The first is a model based on the representation of a window 

of time as a multivariate state space. Each systemigram node 

is a variable and the window of time is represented as a 

number of events in each variable within that window. These 

counts are represented in Table 1. Once the system is 

represented as a multivariate time series it can be modeled 

with any appropriate time series technique. For example, this 

representation lends itself to a Kalman filter approach tracking 

changes in the true system in the presence of noisy 

observations. We then took bilateral relations data from the 

Moldova, Russia relationship as well as some surrounding 

actors and build both models. Since the Kalman filter 

approach can only generate windowed data, we will compare 

both models in terms of their ability to forecast at the 

windowed level. Comparisons will take the form of quality of 

fit assessment and visual representations of the dynamics of 

the system. In Table 1, the numbers on the top row represent 

individual system concepts that are represented by a node 1 + 

node 2 + link tuple. The numbers in column 1 are year/month 

date codes. Each data item represents an individual event in 

the GDELT database for that concept in a given year/month.  
 

 

       Figure 4. Relating systemigram nodes and links to GDELT codes. 

 

Figure 3. Systemigram Diagram of Russia's Perspective on Gray Zone Warfare in Moldova. 
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TABLE 1. EVOLUTION OF SELECTED MOLDOVA SYSTEM 
CONCEPTS OVER THE TIME BETWEEN 12/2016-5/2018 

 
Concept 5 and concept 13 displayed the most obvious 

correlation of concept to events. Both of these concepts are 
shown in the full systemigram in Figure 3 as node (Russian 
Peacekeepers) link (deployed to alleviate) node (Frozen 
Conflict). These are periods of Russian troop withdrawals 
from Moldova. In 07/2017 and 12/2017 Russian troops were 
withdrawn from Syria which was picked up as a local 
maximum (676) and minimum (9) of the GDELT queries 
associated with concept 13. Concept 3, node (Russian Foreign 
Policy) link (Strategy attempts to) node (Create stability and 
pursue multivectorism) was also found to correlate with 
signals from the other two concepts and thus provide strategic 
analysts and planners with confirmatory signals of Russian 
objectives. We also see that some events with large coverage 
and a persistent presence such as node (Western States: United 
States) link (Stokes conflict to disrupt foreign policy agenda) 
node (Russian Foreign Policy Challenges and Threats), and 
this node to link (Informs strategy and policy) to node (Russia) 
follow a long term cyclical trend rising and falling together 
without significant spikes or crashes in concepts 8 and 9. 
These events form the background environment which is 
important to shaping the understanding of polities and 
decision-makers, and quantified systemigrams can help us 
understand these entities for foresight. 

V.  CONCLUSIONS 

This paper presented a framework to bridge qualitative and 

quantitative models and associated visualization of data with 

knowledge. Few efforts have been made to translate emerging 

research in these approaches into user-friendly and interactive 

visual tools that can aid in both hypotheses’ generation, 

strategic forecasting, and scenario assessment.  To create a 

holistic approach and toolset, this research draws on theories 

and frameworks from multiple disciplines including systems 

thinking, complexity thinking, and complex project 

management. Qualitative methods promote the development 

of conceptual models to aid in structuring and understanding 

real world systems and problems, in this context, applied to 

Russia’s application and perspective of gray zone conflict in 

Moldova. However, qualitative models are difficult to directly 

measure or validate. Thus, building off the conceptual models 

developed using the systemigram tool and identifying methods 

to bridge them to computational models via data mining 

provided insight into the system to inform further research and 

development of more quantitative models.  The techniques 

presented here can be adapted to near-real-time detection of 

hot-spots and anomalies or used as a basis for post-hoc 

quantitative analysis. 
The conversion of qualitative to quantitative models 

requires the construction of detailed mappings into coding 
spaces. These mappings are useful because they enable 
database systems to calculate measurements for each concept 
in the soft system model. This approach allows segmentation 
of the data by arbitrary filters on the actors involved and time 
spans covered, thus allowing researchers to compare these 
effects on various subsets of the corpus and draw conclusions 
about how these effects differ across regions, times, and 
combinatorial pairings of country- level characteristics for 
more foresightful strategy development. 
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Month 0 1 2 3 5 6 7 8 9 13 

201612 25 6 44 13 2 50 43 2515 5437 54 

201701 49 58 37 58 6 231 115 7856 9861 182 

201702 24 57 25 18 2 317 161 6909 10616 122 

201703 44 49 35 37 1 244 173 6558 11034 176 

201704 19 20 10 31 4 177 112 5318 10403 172 

201705 28 29 11 24 

 

170 82 5900 7729 122 

201707 44 72 39 80 

 

171 202 6452 11060 676 

201708 44 63 23 53 

 

113 97 3303 6540 346 

201709 51 60 15 26 

 

221 120 3504 6625 142 

201710 18 34 6 11 1 173 82 2577 4048 34 

201711 13 34 6 26 3 165 123 3620 7635 76 

201712 25 12 22 7 2 199 106 4956 8776 8 

201801 12 16 10 10 4 183 119 3888 5548 64 

201802 15 15 20 16 

 

146 152 4850 6646 42 

201803 10 4 17 11 

 

296 186 6193 10409 50 

201804 10 8 19 8 1 193 120 4513 8186 80 
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Abstract— Many senior adults living independently are at 
some risk of severe health problems, and have adult caregivers 
who do not live with them.  There is a need for positive 
indicators of well being to be available to those caregivers.  
Technology that requires the senior adult to actively perform 
tasks, such as filling out logs or hooking up sensors, may not be 
effective, due to the burden on the individual leading to non-
compliance. What is needed is technology that is largely 
passive, installed unobtrusively in the home, that can generate 
the data needed for calculating indicators of well being. Such 
data is useful to remote caregivers as well as to medical 
professionals. One example of such a system, a prototype used 
to passively monitor and compute nocturnal trips to the 
bathroom, is presented.  Data were collected from 7 senior 
adults living alone over a four-week period.  Computational 
challenges were significant.  Effectiveness of such technology 
requires social acceptance, ease of use, data security, and 
calculation of reliable, actionable metrics.  

Keywords- Computational social science; social analytics, 
independent living. 

I.  INTRODUCTION 
Increasing life expectancy across the developed and 

developing world results in significant increases in the sheer 
number of senior adults, and in many countries, of the 
percentage of the population that are seniors.  The quality of 
life experienced by seniors is directly impacted by the 
adequacy and efficacy of the health care they receive.  There 
are tradeoffs between the common desire for seniors to 
continue to live independently, versus the need to monitor 
and manage risk factors related to health. 

Senior adults tend to value their ability to continue to live 
independently, either in their long-occupied home, or in a 
newer domicile.  Independent living is a strong contributor to 
Subject Well Being (SWB) in senior adults, and higher 
levels of SWB are associated with better health outcomes 
[1].   

Individuals who live alone – even if in a close 
community – may be at particular risk for maladies that are 
associated with general trends of decline.  Poor sleep, poor 
medication adherence, and poor nutrition are examples of 
trends that are associated with increased risk of a multitude 
of health problems that may require treatment.  The problem 
is likely worse when living conditions are more isolated. 

Many senior adults continue to live quite active lifestyles, 
especially in the earlier years of that period labeled as 
“elderly”.  These individuals may be considered low risk. 
Some develop acute conditions that require close medical 
monitoring for a period of time, while others develop chronic 
illnesses or other chronic conditions that require medical 
monitoring on a continuing basis. These individuals may be 
considered high risk.  For such individuals, whether on 
temporary or long-term basis, it is reasonable to expect that 
the devices and procedures used for medical monitoring may 
be somewhat intrusive, and may require active participation 
by the individual being monitored. 

In the present paper, a third group of senior adults is of 
primary interest.  These are perhaps well described as 
“medium risk”, in that they have no particular health issues 
that require ongoing monitoring, but are experiencing some 
general trends that are predictive of increasing probabilities 
of various health problems.  An increased risk of falling is an 
obvious concern, especially for people who live alone.  
Undetected rapid growth of certain skin features, such as 
moles or warts, is another.  This list of examples can go on 
and on; the challenge is to find ways to help monitor general 
indicators in a way that can help the individual, and care 
givers (e.g., an adult child), make good decisions about (a) 
medical interventions that may be needed, and (b) whether 
continued independent living is wise. 

One example of a general indicator of risk is gait speed.  
Imagine two senior adults walking in the park.  One may 
walk confidently, at a pace unchanged since middle age.  
The second may walk hesitantly, with a much slower pace 
and somewhat irregular gait.  This second person not only 
has a higher risk of falling, but also has a higher risk of 
cognitive decline, disability, and other maladies [2].  Thus, 
monitoring gait speed could help with a general assessment 
of a person’s level of risk. 

A second general trend, and the one of particular interest 
in the present paper, is the number of nocturnal (nighttime) 
trips to the bathroom to void the bladder.  Falls are but one 
risk during nocturnal trips to the bathroom.  Frequent 
nighttime urination, known as nocturia, is common in older 
adults.  Up to three fifths of the senior adult population void 
at least twice during the night [3]. In this context, a nocturnal 
void means the person awakes from sleep, goes to the 
bathroom and voids the bladder, and returns to bed and to 
sleep.  In addition to a potential fall, these frequent trips 
directly reduce sleep quality, which in turn is a general 
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predictor of increased risk.  Perhaps more importantly, 
nocturia can also be an indicator of other serious health 
conditions (including chronic kidney disease and congestive 
heart failure), and may indicate a general neurological 
decline in which the brain’s ability to control the kidneys at 
night (to produce more concentrated urine) is lessening.   

In Section 2 below, an example of a passive monitoring 
system focused on monitoring indicators of nocturia is 
presented.  The example system is a prototype kit of sensors 
used in an exploratory study [4], aimed at identifying key 
challenges for this type of monitoring.  Results from that 
study are summarized in Section 3. Discussion of the 
technical challenges, ease of use issues, and computational 
methods appears in Section 4.  In Section 5, the key 
attributes of a passive monitoring system that would achieve 
the goals of unobtrusively monitoring medium-risk 
individuals at home are described. 

II. EXAMPLE 
The kit used in the exploratory study featured 

Commercial Off The Shelf (COTS), prototype, and custom 
components, specifically chosen to unobtrusively measure 
indicators of nocturnal trips to the toilet.  The kit was placed 
in the homes of eight research participants for a period of 
four weeks.  The data were used to develop the 
computational algorithms necessary to automatically 
compute the number of trips to the bathroom each night, and 
to compile that data by individual in a summary form 
suitable to share with a caregiver. 

The kit consisted of the following components: 
• A COTS sleep tracker called Beddit, which is 

installed under the sheet and measures bed presence 
along with various physiological parameters used to 
infer sleep state. 

• A prototype sensor called SmartMat, which 
primarily consists of a pressure sensitive film affixed 
to the underside of a mat. We placed the mat in front 
of the toilet in the homes of the participants.  

• The Misfit Shine, a COTS activity tracker worn on 
the wrist that detects steps and sleep, among other 
things.  

• A custom built proximity detector that we dubbed 
the Ping Presence Sensor (PPS), which used 
ultrasound to detect a person sitting on, or standing 
in front of, the toilet. 

These components permitted redundant measures of sleep 
and proximity to the toilet, and single measures of steps and 
bed presence.  With ideal data, it should have been possible 
to parse for the following sequence: bed presence, sleep, bed 
departure, steps, toilet proximity, steps, bed presence, and 
sleep. The number of times this sequence occurred each 
night was the measurement of interest in the study. 

III. RESULTS 
Given that the components used in this kit were a mixture 

of COTS, prototype, and custom components, it was not 
surprising that there were numerous instances of lost or 
corrupted data.  The Beddit bed presence sensor generally 

worked well, but did not reliably sense bed presence or sleep 
state when the participant was in a position that was partially 
off the sensor.  This was a bigger problem with participants 
who slept in a queen sized bed. The SmartMat exhibited a 
data loss problem when it temporarily lost data connectivity 
– a problem not seen in preliminary pilot testing – and 
required a power cycle to resume proper data collection.  The 
PPS was dependent on a direct line of sight between the 
sensor and the person seated on (or standing in front of) the 
toilet.  There were instances of the other objects also being 
placed on the back of the toilet, partially blocking the direct 
line of sight, and hence corrupting the data from this sensor.   

A different set of challenges emerged with the Misfit 
Shine activity tracker.  The data were reliably collected and 
stored on the device, but the device did not reliably synch 
with the IPod that was paired with it.  The path to get the 
data off the device required the IPod to retrieve the data and 
then upload it to a cloud-based service.  The research 
technicians were able to manually trigger the synch operation 
during the last home visit; little data were lost.  Nevertheless. 
these data were not available for use in computing day-to-
day results as the study progressed.  Another issue was that 
the default data provided by the device was simply a 
summary of the total number of steps for a day (midnight to 
midnight). Time-stamped step data would have been better, 
for use in algorithms to help distinguish the cases of interest 
(simple trips to the toilet) from other cases in which the 
person left the bed and performed some other action (e.g., 
going to the kitchen), as well as going to the toilet.  
Rectifying this problem would have required interaction with 
the engineers for the device and access to a special device 
configuration not normally used with consumers.  
Consequently, it was not possible to use the time-stamped 
step data in our algorithms. 

Usable data sets were obtained from seven of the eight 
participants.  The kit placed in the home of the eighth 
participant repeatedly malfunctioned, and the participant had 
difficulty performing the required tasks.   A set of algorithms 
were developed to align the data from the four sources, and 
to identify patterns that fit the profile of interest.  For each of 
the seven participants, there were a few nights that had data 
amenable to straightforward parsing.  More generally, 
though, the data for a given participant on a given night 
tended to have data missing or corrupted from at least one of 
the four components of the kit.   

A general observation on the computing challenges is 
that the two COTS products provided data that were easier to 
integrate, whereas the prototype and custom components 
provided data that were more challenging.  The COTS 
product data had reliable time stamps, but required some 
post-processing to combine data from two days (midnight to 
midnight) into a single night.  The data from the prototype 
and custom components were also time-stamped, but there 
appeared to be some drift or inaccuracy in the time base, as 
there were many instances in which the time stamp of the 
toilet proximity event differed between the two components, 
and in some cases, was logged as earlier than the bed exit 
event.   
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The pervasive challenge was that the incomplete data did 
not provide a solid basis for computing reliable counts of the 
number of trips to the toilet during the night.  In some 
instances, it was possible to manually inspect the data and 
spot an anomaly that, if corrected, could result in apparently 
correct data.  Thus it is possible to include case-by-case 
anomaly corrections into the algorithms, but this required 
manual detection (and understanding) of the anomaly. 

IV. DISCUSSION 
This section contains a description of the research results 

related to technical feasibility of the technology, ease of use 
by the participants, and the computing challenges that were 
encountered during the execution of the study.  

A. Technical Feasibility 
The example described above demonstrates that it is 

technically feasible to collect certain data of interest for 
medium risk individuals in a home setting, without imposing 
undue burdens on the person to perform required tasks, such 
as starting or stopping a device, manually transferring data, 
or keeping logs.  A combination of consumer products 
(especially from the burgeoning personal fitness sector) and 
custom-designed components can yield a combined data set 
that supports calculation of the measures of interest.  

Although feasible, there are significant technical 
challenges ahead.  Power management, especially for 
devices powered by batteries, will be a challenge.  In the 
example study, the Beddit sensor was powered through an 
electrical plug, and the other three devices ran off batteries.  
The Misfit Shine required regular recharging (preferably 
daily.) The SmartMat and the PPS had batteries that were 
sufficient for the four-week study, but would have required 
replacement for a longer deployment period.   

The network connectivity of the devices was also a 
technical challenge.  The Beddit and the Misfit Shine relied 
on transferring data through a mobile device (tablet or 
phone) to a cloud-based service, and thus required an internet 
connection that could be accessed by the device.  The 
SmartMat also required its own data connection through 
WiFi, and did not automatically reconnect in certain 
conditions after interruption. 

. 

B. Ease of Use 
The two commercial products required some minimal 

interaction from the participants, but were generally typical 
of products in the commercial fitness tracking market.  
Usability concerns will be greater when using such products 
with some senior adults – those less familiar with mobile 
devices in general, and with common actions, such as pairing 
and synching.    

The other two components were generally easy to use 
and required little active cooperation from the research 
participants.  Their effectiveness, though, required the 
participant to leave them in place and to leave them 
configured as intended.  In a longer term deployment, 
laundering the SmartMat would be an issue.  Neither of these 

two components provided any direct signal to the participant 
if they had malfunctioned or were not configured correctly. 

 

C. Computing Challenges 
The computing challenges were significant.  If 

commercial products are to be used, it is desirable to get their 
data in relatively raw form (e.g., time stamped step data 
rather than daily summaries).  Summary data for the 
midnight-to-midnight day will have limitations on its 
usefulness to compute the measures of interest.  Partial 
redundancy on certain measures led to higher confidence 
when both agreed, and allowed computation of a measure of 
interest when one was absent.  Cases in which they 
disagreed, however, led to anomalies that had to be manually 
corrected.   

The algorithms themselves were relatively 
straightforward to develop for the subset of data that were 
intact.  Applying a time-stamp correction in the form of an 
offset solved some data problems, and this process could 
probably be automated.  Many of the other anomalies, 
however, required manual inspection and speculation to 
resolve.  For example, in one instance the SmartMat showed 
proximity to the toilet when the PPS did not, and the Beddit 
indicated the participant was in the bed.  The proximity 
signal persisted for many minutes.  We speculated that the 
participant’s pet had probably laid down on the mat for that 
period of time, and manually discarded it.   

In the example study, participant eligibility required that 
they live alone, normally sleep in the same bed each night, 
and normally use the same toilet during the night.  The 
computational challenges will increase significantly with 
more than one occupant, especially if they sleep in the same 
bed.  With more than one occupant, however, there may be 
less need for passive monitoring. 

V. KEY ATTRIBUTES 
This section presents a description of the key attributes of 

systems that will provide the capability to monitor medium-
risk individuals in the home, unobtrusively.  

 

A. Ease of Use for the Intended Population 
Ideally, the technology used for this type of monitoring 

should only require consent for the equipment to be installed 
in the home.  Realistically, though, it may require some user 
actions, such as replacing batteries.  Initial actions, such as 
entering network credentials, could be performed by a 
technician or another caregiver.  Day to day activities, 
including donning and doffing a device, charging and 
synching a device, or updating a device, should be as non-
intrusive as possible, and should be commensurate with the 
types of actions already familiar to the individual.   

It is important that such technology not be reliant on 
active participation and cooperation, such as entering data or 
completing logs.  It is also important that normal activities, 
such as house cleaning, be minimally impacted by the 
presence of the technology. 
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B. Data Security and Privacy Protection 
Given that the intended use of technology of interest in 

this research is to promote independent living for senior 
adults as long as they wish, and that it wise to do so, it is 
vitally important that the senior adult not feel like the 
technology is too intrusive on their privacy.  It is important 
that the data be provided, securely, to only those people 
acceptable to the senior adult.  Further, it is essential that the 
data are positively associated with the senior adult, not 
inadvertently collected from guests or other non-occupants in 
the home temporarily (e.g., service providers).  

The reliable availability of the data to the caregiver is 
also important.  If the caregiver, living elsewhere, is to use 
these data to help monitor well being of the senior adult, 
prolonged periods of unavailable data will be 
counterproductive.  Instances in which the data have become 
unavailable should be flagged for correction. 

C. Actionable Metrics 
Most importantly, the technology of interest should 

provide to the decision maker clear data on specific instances 
and general trends so that a decision can be made.  Primary 
decisions of interest are (a) whether a specific follow-up, 
such as a home visit, is needed,  (b) whether a medical 
intervention, such as a doctor’s appointment or trip to a 
clinic is needed, and (c) whether continued independent 
living is wise.  In many cases there is access to graduated 
levels of care before residency in a skilled nursing facility is 
warranted.  The graduated levels may include daily visits 
related to medication and meals, assistance with 
transportation and general community mobility, and taking 
measurements (such as blood pressure) directly.   

Development of suitable metrics will require a focused 
research program.  The example used in the present paper 
concentrated on integrating measures of sleep and activity, to 
produce a simple count of the number of trips to the 
bathroom during the night.  Such data from a single night is 
not the basis for a decision.  Data over weeks and months are 
needed to establish whether the person routinely awakens to 
void the bladder more than once per night.  Long term data is 
also needed to establish whether the frequency of the 
nighttime voids is increasing.   

In developing these metrics, it is important to develop 
positive indicators of well being, as well as indicators of 
potential concerns.  That is, it will be useful to caregivers 
outside the home if they can see results showing that the 
person being monitored exhibits such attributes as (a) gets 
plenty of uninterrupted sleep, (b) is taking their medication 
appropriately, (c) has good nutrition, (d) has a good gait, (e) 
has a healthy appearance of the face and skin, and (f) has 
plenty of social interactions.  Such measures, along with 
others that might be added, are predictive that the senior 
adult is doing well. 

D. Positive Socialization 
One can imagine two different socialization paths for 

passive monitoring technology.  There is a negative path, in 
which the technology is seen as invasive of privacy and 
denigrating to dignity. On the other hand, there is a positive 

path, in which the technology is seen as supportive, wise, 
useful as a precaution, and an enabler of independent living.   

Positive socialization will not occur in a vacuum.  
Introduction of technology that measures the activities 
described in the present paper is easily labeled as “spying” or 
other pejorative terms.  The current trends in fitness and 
activity tracking may provide a path for positive 
socialization.  These trends include presentation of feedback 
to the person on a daily basis, along with a summary of 
recent (and sometimes long-term) trends, comparing the 
person’s data with data from peers, and sharing data among a 
designated group.   

Current trends across healthcare providers and public 
health services reveal growing interest in using mobile 
devices (e.g., smartphones) and the Internet of Things (IoT) 
to help monitor at-risk individuals, groups and regions.  For 
example, monitoring for spread of infectious diseases in 
areas of concern can possibly be accomplished more 
efficiently using specialized sensors that scan populated 
areas for indicators of interest (e.g., high fever), and combine 
that data with data from other sources, to more quickly detect 
spread of serious disease [5].  The hybrid crowdsensing 
paradigm [6], applied to healthcare, may result in greater 
familiarity with using general surveillance of people in 
public places, along with specialized sensors intentionally 
carried by individuals.  This greater familiarity may help 
facilitate easier acceptance of similar technologies deployed 
in private residences.   

Indeed, there is general interest in leveraging the IoT to 
improve healthcare for senior adults, across the spectrum of 
early warning systems (enabled by artificial intelligence), 
assisted living, and mobile health [7]. IoT data obtained from 
home appliances, utilities, and smart home technologies may 
enable the types of algorithms of interest in the present paper 
to be developed and used to monitor individuals at all levels 
of risk.   

Ultimately, positive socialization will require that the 
senior adult feel more confident as they continue to live 
independently, as well as increasing the confidence of 
caregivers who monitor the metrics remotely.  If the 
technology can improve the SWB of the senior adult, 
perhaps it will also help promote better health and quality of 
life outcomes for this segment of the population. 

VI. CONCLUSIONS AND FUTURE WORK 
It is clear from the results that the goal of monitoring 

individuals at the medium-risk level, unobtrusively, is 
attainable.  The challenges, however, require deliberate 
design and engineering to ensure that the burden of making 
this technology work does not fall on the individual to be 
monitored.  Supporting technologies, such as batteries and 
wireless communications, are improving at an impressive 
pace.  They will be required for the technology of interest to 
become successful. Future research should focus on 
improving the reliability and interoperability of the key 
component technologies, making it easier to integrate 
multiple sources of information into an unambiguous 
chronology of events.  Future work is also needed on 
developing complementary sensors that could provide 
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additional, confirmatory sources of information.  One 
example, investigated in the current effort but not included 
due to lack of maturity, is technology to monitor water usage 
in the home.  Actions such as flushing the toilet may have a 
unique signature that, in principle, can be monitored by 
sensors attached to water lines in the home.   Monitoring 
electrical circuit loads can also provide information about 
activities such as laundry, cooking, and light housework. Use 
of mobile communications devices can provide information 
about community mobility and social interconnectedness.  
Still further information may come from a variety of sources 
(such as home appliances) associated with the IoT. 
Collectively, an array of such technologies can be useful in 
monitoring medium-risk individuals performing a variety of 
activities of interest.  By combining information about bed 
presence, sleep, walking (including gait speed), using the 
toilet, using water and electricity in the home, mobility 
outside the home, and communications patterns, it may be 
possible to compute indices of well-being across a wide 
spectrum of activities that are vital to the physical and mental 
health of senior adults.  

 

REFERENCES 
[1] E. Diener and M. Chan, “Happy people live longer: 

Subjective well-‐‑being contributes to health and longevity,” 

Applied Psych: Health and Well-Being, vol. 3, no. 1, pp. 1-
43, 2011, https://doi.org/10.1111/j.1758-0854.2010.01045.x.   

[2] G. Abellan Van Kan, et al. “Gait speed at usual pace as a 
predictor of adverse outcomes in community,” J Nutr Health 
Aging, vol. 13, pp. 881-889, 2009, 
https://doi.org/10.1007/s12603-009-0246-z 

[3] J. R. Bosch and J. P. Weiss,  “The prevalence and causes of 
nocturia”  J of Urology, vol. 184, no. 2, pp. 440-446, 2010. 

[4] D. Folds, J. Ray, T. Johnson, and B. Ake, “Data to healthy 
decisions (D2HD),"  GTRI IRAD Report,  2015,  Atlanta, 
GA:  Georgia Tech Research Institute.  

[5] T. Edoh, “Risk prevention of spreading emerging  infectious 
diseases using a hybrid crowdsensing paradigm,  optical 
sensors, and smartphone. Journal of Medical  
 Systems, vol. 42, no. 5, article 91, 2018, 
http://doi.org/10.1007/s10916-018-0937-2. 

[6] M. Avvenuti, S. Bellomo,  S. Cresc,  M/ La Polla, and M. 
Tesconi, “Hybrid Crowdsensing: A Novel Paradigm to 
Combine the Strengths of Opportunistic and Participatory 
Crowdsensing,” WWW 2017 Companion, April 3-7, 2017, 
Perth, Australia. ACM 978-1-4503-4914-7/17/04. 
http://dx.doi.org/10.1145/3041021.3051155. 

[7] [7] B. Farahania, F. Firouzib, V. Changc, M. Badaroglud, N. 
Constante, and K. Mankodiyae, Towards fog-driven IoT 
eHealth: Promises and challenges of IoT in medicine and 
healthcare,” Future Generation Computer Systems, vol. 78, 
part 2, pp. 659-676, 2018, 
https://doi.org/10.1016/j.future.2017.04.036. 

 
 
 
 

 

47Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-725-2

HUSO 2019 : The Fifth International Conference on Human and Social Analytics

                            57 / 98



Understanding Societal Well-Being Through the
Eyes of the News World Media

Vasiliki Voukelatou
Scuola Normale Superiore and

Institute of Information Science and
Technologies (ISTI)-CNR
56126-56127, Pisa, Italy

Email: vasiliki.voukelatou@sns.it

Luca Pappalardo
Institute of Information Science and

Technologies (ISTI)-CNR
56127, Pisa, Italy

Email: luca.pappalardo@isti.cnr.it

Fosca Giannotti
Institute of Information Science and

Technologies (ISTI)-CNR
56127, Pisa, Italy

Email: fosca.giannotti@isti.cnr.it

Abstract—Societal well-being is an important value for people’s
lives and it contributes considerably to the societal progress. It
has been traditionally captured with surveys and during the
last decades innovative approaches have been applied for its
measurement. Global Peace Index is an indicator, which measures
well-being in terms of peace and safety. This study suggests the
potential measurement of this index through a novel automatic
methodology.

Keywords–GDELT; Well-being; Global Peace Index; Big Data

I. INTRODUCTION

Defining well-being has been always considered a chal-
lenge. Therefore, researchers have expressed its nature by
focusing on the dimensions of well-being, rather than on
definition[1]. In fact, well-being encompasses a set of health,
socio-economic (such as unemployment) and political dimen-
sions (such as peace and safety) [2], [3], [4]. Therefore,
monitoring it is one of the main concerns of policy-makers.
In fact, when a new policy is applied or an unexpected event
occurs, what policy-makers focus on is eventual consequences
on humans’ well-being.

Researchers have traditionally considered Gross Domestic
Product (GDP) as a good indicator of well-being in society.
The reason for which it has been considered as a suitable
indicator for measuring well-being is that it is strongly linked
with the standard of living indicators [5]. However, GDP
has been criticized as a weak indicator of well-being and
therefore a misleading tool for public policies [6]. In fact,
Stiglitz Commission [7] in 2009 observed that there could be
used other statistical tools, complementary to GDP, for the
well-being measurement. Following this direction, researchers
have created various indexes, for the measurement of well-
being, for many purposes and for capturing a variety of its
dimensions [6]. Some important examples are the Human
Development Index (HDI), created by the United Nations
Development Programme (UNDP) [8], the Better Life Index
(BLI), created by the Organisation for Economic Co-operation
and Development (OECD) [4] and the Sustainable Well-Being
Index (Benessere Equo Sostenibile-BES), created by Italian
National Statistics Istitute (ISTAT) [9].

Traditionally, well-being and territorial socio-economic de-
velopment are measured through surveys of household income
and consumption [10]. Nevertheless, surveys are usually very
costly, making it difficult for many developing countries to
update their estimates frequently. During the last decades, with
the proliferation of technology, researchers are inclined to use
more innovative and cost-effective approaches complementing
the traditional measurement of well-being. In fact, over the
last years, researchers have frequently used Big Data sources,
which seem to offer new opportunities to study the well-being
dimensions and to circumvent the limitations carried from
traditional methodologies. For this research purpose, several
data sources have been used, with the most important ones
being Twitter (see e.g. [11], [12]), Call Detail Record data
(CDRs) (see e.g. [13], [14], GPS and transportation data (see
e.g. [15], [16], [17]), and a variety of approaches have been
applied, such as sentiment analysis, face recognition, network
analysis and others.

II. METHODOLOGY AND RESULTS

For the purposes of the current study, nowcasting well-
being is the main task to be realized. In particular, well-being
is explored in terms of safety, which is one of the well-being
dimensions, as defined by OECD [4], and in terms of peace,
which is one of the sustainable development goals, as defined
by United Nations [18]. Global Peace Index (GPI) [19],
created by the Institute for Economics and Peace, captures the
peacefulness of continents and ranks 163 independent states
and territories . GPI is traditionally measured by institutional
surveys and governmental data. Therefore, an innovative data
source is suggested, which could capture the GPI score auto-
matically, complementing the traditional methodology.

GDELT[20], yet a barely explored data source, is validated
whether it could satisfy the aforementioned needs. It is a
publicly available event database supported by Google Jigsaw.
contains data based on international English-language news,
such as AfricaNews, Agence France Presse, Associated Press,
Associated Press Online, Associated Press Worldstream, BBC
Monitoring, Christian Science Monitor, Facts on File, Foreign
Broadcast Information Service, The New York Times, United
Press International and The Washington Post etc. In particular,
Tabari system extracts the events from each article and stores
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them in an expanded version of the dyadic CAMEO format,
a conflict and mediation event taxonomy [21]. Examples of
identified events are protests, conflicts, peace appeals, terrorist
attacks, violence, etc. Additional software identifies the lo-
cation of each event, with a similar approach used to map
wikipedia [22], and the tone, using the tonal algorithm from
Shook et al. [23]). Multiple references to the same event across
one or more articles from the same newswire are collapsed
into a single event record, but are not deduplicated across
newswires. Data are updated daily and historical data, since
1979, are also provided (see Leetaru et al. [24] for more details
on GDELT).

the study presented here, the measurement of GPI is by the
creation of new variables extracted from 0 GDELT event . In
particular, official GPI variables are recreated by mapping them
with GDELT data, which provide similar information. For
instance, “Number of jailed population per 100,000 people”
official GPI variable is recreated by “Arrest, detain; legal
or extrajudicial arrests, detentions, or imprisonments” and
“Threaten with repression” GDELT event categories and is
simply called “jailed” for convenience. After a careful map-
ping, 9 new variables are extracted from the GDELT event
database, as a count of events associated with at a country
and year level, normalized to the total number of events, at a
country and year level.

order to evaluate the new variables on their relationship
with the GPI official score, correlation analysis is conducted.
Preliminary analysis is done without distinguishing between
countries and years. Results show noticeable correlations
between the created GDELT variables and the official GPI
score. particular, the simply called “conventional weapons”
variable and GPI, as well as “impact of terrorism” variable
and GPI show Pearson’s correlation coefficients r=0.41 and
r=0.35 respectively.

III. DISCUSSION AND FUTURE STEPS

The next step of the study is the creation of odel, that given
the variables created, will nowcast/predict the official GPI
score a country and year level. The model will be built with
the new variables and, potentially, with the Scale ranking data
provided by GDELT, capturing the potential impact each event
might have on the stability of a country. model is expected to
provide a GPI trend pattern similar to the one provided by the
official model. Such a result would contribute to the official
GPI yearly study, since GDELT data are updated daily, making
it possible to provide policy researchers with GPI variations
throughout the year. In addition, in case of a new instability
in a country, such a model could provide predictions for the
variations of the GPI score of the country for the upcoming
year.
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Abstract—Do studies show that physical and online students’
social networks support education? Analyzing interactions be-
tween students in schools and universities can provide a wealth
of information. Studies on students’ social networks can help us
understand their behavioral dynamics, the correlation between
their friendships and academic performance, community and
group formation, information diffusion, and so on. Educational
goals and holistic development of students with various academic
abilities and backgrounds can be achieved by incorporating
the findings attained by the studies in terms of knowledge
propagation in classroom and spread of delinquent behaviors.
Moreover, we use Social Network Analysis (SNA) to identify
isolated students, ascertain the group study culture, analyze the
spreading of various habits like smoking, drinking, and so on.
In this paper, we present a review of the research showing how
analysis of students’ social networks can help us identify how
improved educational methods can be used to make learning
more inclusive at both school and university levels and achieve
holistic development of students through expansion of their social
networks, as well as control the spread of delinquent behaviors.

Keywords–Students’ Social Networks; Education; Team Work;
Collaborative Learning; Adolescent Behavior

I. INTRODUCTION
Social networks of students, both physical and online,

have been used to understand various phenomena, such as
the correlation between the social network position of stu-
dents and their academic performance, information diffusion
in a classroom, collaborative learning and teamwork among
students and the emergence of homophily in classrooms [1].
Through the analysis of such students’ networks, there can be a
progress in the understanding of effectiveness of collaborative
learning environments to achieve pedagogical goals [2] [3] [4],
[5]. Existing research studies the relationship between net-
work dynamics and students’ academic and social behaviors.
Educators can use this research to ascertain whether enough
collaborative learning among students exists, whether there are
isolated students who are deprived of help from their peers,
and whether there is an effective information flow among the
students in a classroom [6] [7].

Identifying central students in educational social networks
helps in discovering the influential students who spread the
information across the network [8]. Using homophily and
community detection in such networks, we may also iden-
tify the tightly-knit groups of the students that support each
other [7] [9] [10]. Dynamic network models explain the
evolution of social networks and aid in understanding students’
changing behaviors as a social network’s links can lead to
the development of positive and negative behaviors among the
students [11]. These studies help in understanding the spread
of various habits such as smoking, drinking and drugs among
students [12] [13] [14].

For the analysis of learning environments, a commonly
used method to actively create social network datasets is asking
students to nominate their friends, gurus (students from whom
they seek help), and adversaries, through filling out question-
naires [15]. Also, passive data collection tools like Moodle [16]
and other collaborative learning systems [2] [3] are used, where
connections are discovered through students’ interactions on
online platforms. In both methods, various types of students’
social networks can be created, including friendship networks,
collaboration networks (where the interaction between the
students constitute the collaboration), help-seeking networks
(where the students have links with peers whom they ask for
academic help), and so on.

With these collection methods in mind, several software
programs are currently used for analyzing social networks.
UCINET [17] supports various network analysis techniques
including transformation, connectivity measurement, centrality
and subgroup identification. The R Package RSiena imple-
ments the SIENA method [18] and is popularly used to study
the relationship between the network and behavior dynamics
through stochastic actor based models. The SNAPP tool [6] is
used to view the real time social network of students based on
their online interactions, helping instructors identify the com-
munity structures, as well as students who are isolated from
others. Gephi [19] is another popular open source software
that uses 3D rendering for real-time complex networks and
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supports multi-task modeling. NetworkX [20] is an easy to use
Python package that supports a number of graph algorithms.

Having outlined the most commonly used software pro-
grams for SNA, we now present a structured review of studies
that have used such tools to analyze offline and online social
networks of students. The motivations behind the survey are:

• Educators are moving away from the traditional teach-
ing methods and are introducing innovative ways to
improve learning experience. A good understanding of
students’ social network structure can help designing
effective educational techniques for inclusive learning.

• A comprehensive review of the existing methods that
use SNA to evaluate students’ learning and behavior
can provide a thorough understanding of the state-of-
the-art in the field of networks and education.

Our key contributions through this survey include the
systematic partitioning of the work in the area of networks and
education into six key fields, highlighting certain limitations
in the existing work and suggesting areas for future research.

Section II reviews the existing work under six subsections
discussing the use of SNA to study the (A) effectiveness of
collaborative learning methods employed by educators, (B)
teamwork among student groups, (C) relationship between
individual student performance and network structure, (D)
extent of knowledge dissemination among students and de-
velopment of networks for peer support, (E) existence of ho-
mophily and communities among students and (F ) relationship
between network structure, and student habits like smoking and
drinking. Section III concludes the survey along with outlining
the limitations of existing work and various future directions.

II. ANALYSIS OF STUDENT SOCIAL NETWORKS
Social Network Analysis (SNA) can be a good tool in

studying the relationships between students forming a col-
laborative network, between groups of students, as well as
individuals themselves as part of a larger network. Analyz-
ing the network structure indicates not only the extent of
learner’s benefit from the interactions among the students, but
also shows the importance of a particular actor or group in
supporting learning in the learning environments modeled by
networks. We now discuss the six main aspects related to
education that the analysis of students’ networks highlights.

A. The Effectiveness of Collaborative Learning Environments
Early research applying SNA to the field of education

studied the interactions in a learning environment furnished by
Computer-Supported Collaborative Learning (CSCL). These
CSCL environments are learning environments that leverage
technology to facilitate learning through computer supported
interactions between students such as online discussion forums
and collaborative writing. Analyzing these students’ networks
helps in evaluating the students’ participation in learning
achieved through CSCL. For example, university CSCL log
files have been used to determine whether each student plays
an effective role in the process of learning [2]. Researchers also
created a network structure in which edges capture the number
of sent and received messages between pairs of students on the
learning platform. Through the study of betweenness centrality
and Stephenson-Zelen information measure [17], it can be
determined if the communication in the CSCL environment

is centralized only around the instructor [2]. By evaluating
whether the interactions in a CSCL environment are instructor-
centric, one can perform timely intervention to achieve the
goal of more student-student interactions. This evaluation is
achieved by measuring (1) the level of activity based on
nodes’ degree, (2) the position of students in information
exchange network through betweenness and closeness cen-
trality measures, and (3) identification of roles of university
students [5] [21]. Having fewer student-student interactions
implies a poor collaborative environment, and an intervention
helps in the emergence of certain students with high between-
ness centrality who relay information between the students
across the network [5].

Students are a part of different types of networks based
on different collaborative activities such as discussion, doubt
solving and information sharing. The usage of Basic Support
for Co-operative Work (BSCW) software [22] for CSCL shows
that doubt solving is the most decentralized activity, whereas
the network based on sharing of information has few actors
with very high centrality thus implying that information shar-
ing depends a lot on few highly active participants [3]. It is
also of interest to researchers to understand if the formation of
collaborative networks in a CSCL community depends on the
already existing friendship ties. Formation of such ties can be
studied using change propensity and degree centrality [4]. The
change propensity measures the extent to which an individual
adds more links in her ego network. Students with high cen-
trality in the network of pre-existing ties have a low change in
propensity in the CSCL network, whereas peripheral students
in the CSCL network tend to show a greater willingness to
form connections over time [4].

An important aspect to understand is whether students start
playing a major role in sharing knowledge with the progress of
a CSCL based course. The More Knowledgeable Other (MKO)
in a CSCL learning environment is the actor with highest
knowledge that everyone engages with for guidance [23].
Initially, only the instructor starts as an MKO [24]. Later, the
students start becoming more influential in sharing information
with their peers. As expected, such an emergence of peer
MKOs happens due to increase in the knowledge of the
students as the course proceeds and knowledge spreads.

Online Threaded Discussions (OTDs) are often used to
enhance peer interactions in university courses. Threads en-
able students to post their comments asynchronously on a
particular topic of discussion and respond to other students’
comments. Such discussions can be modeled through directed
networks. As expected, high achieving students tend to be
the bridges across these discussion groups [25]. Proper usage
of OTDs leads to an increase in the number of students
joining the interactions, increase in the number of connections,
and a decrease in the average of the closeness centrality
of all the students [26]. Decrease in the average closeness
centrality indicates lesser delay in information sharing in the
network. Meerkat-ED helps to dynamically view students’
interactions and identify the central students in each topic’s
discussion [27] [28].

Apart from the above discussed collaborative learning
methods, researchers have studied the effectiveness of several
other online collaborative learning environments, such as Co-
operative Open Learning (COOL) [29], Peer Assisted Learning
(PAL) [30], online blogging groups [31], and so on. The

51Copyright (c) The Government of DoD, 2019. Used by permission to IARIA.     ISBN:  978-1-61208-725-2

HUSO 2019 : The Fifth International Conference on Human and Social Analytics

                            61 / 98



use of collaborative learning methods like OTDs successfully
increases student interactions. However, it is possible that the
students show high participation only when such learning
methodologies are introduced for the first time, and may
lose interest with repeated usage. Also, the success of such
collaborative environments not only depends on characteris-
tics of the social network but also on the motivation and
academic abilities of individual students. This is shown in
one particular higher education scenario in which even after
the adoption of PALs, an individual’s academic performance
was observed to be comparatively more dependent upon the
individual’s previous performance than the characteristics of
the social network [30], highlighting that the usage of PALs
may not have been effective in benefiting students through
social interactions.

We have discussed how SNA is used to check if col-
laborative learning methods are able to achieve significant
participation of students in the process of learning. More
participation implies students ask questions, get their doubts
clarified, explain their views and understand other students’
views about the topic [32]. We now discuss how the study of
network structure helps us evaluate teamwork among students.

B. Studies on the Teamwork Among Students
Teamwork is essential among students for performing

various activities like group projects, group discussions, or
just for sport. Moreover, teams help building long-term con-
nections to possibly support life-long learning. Friendship and
communication networks of university students are mostly
formed within their teams and high levels of communication
within the teams are positively correlated with the team
effectiveness, measured by positive outcome [15]. Apart from
high levels of communication, good team results also depend
on balanced communication within a team, measured on the
basis of contribution index of each team member, where the
contribution index is an indicator of balance in the number of
sent and received emails for each individual student within
the team [33] [34]. As expected, adversarial relationships
within teams are the cause for lesser team satisfaction. One
unexpected observation indicates that more workload sharing
in a team results in lesser grades. This observation may be
explained by the intuition that many successful teams often
have a few bright and hard working students who take up
most of the workload [15].

Measures such as cohesion (ratio of the number of mutually
positive relationships to the total number of possible relation-
ships), group conflict (ratio of mutually negative relationships
to the total number of possible relationships), and degree
centrality have been used to understand students’ interactions
in networks. In particular, based on four types of relationships
– advice, leadership, social and obligation – research shows
that cohesion and centrality are the most important predicting
factors for team performance [35]. The edges in the above
constructed networks are weighted, with +1 indicating a
positive relationship and −1 indicating a negative one – it is
challenging to capture negative relationships as students may
not be willing to reveal such information. To resolve this, the
students were presented a questionnaire with only positively
stated questions, in which they were just asked to rank their
teammates. The lowest ranked student was considered to be
having a negative relationship.

The teaching behavior and course structure also impact
the evolution of groups and social network formation among
students. Based on a study on two sections of undergraduate
engineering classes, a less structured class leads to connected
groups and some students who are disconnected from oth-
ers, whereas a more structured class creates a more even
distribution of interactions [36]. Disconnected students do
not interact with their classmates even when teamwork is
required. Based on SNA’s significance in identifying connected
and disconnected groups of students, the instructors can use
these results to identify the disconnected students, in order to
encourage them to participate in teamwork and to improve the
inclusiveness in the projects.

Working in teams helps students in accomplishing course
tasks, getting doubts clarified and involving in discussions,
thus achieving deeper level of understanding that individual
students cannot achieve alone just by attending the course [37].
Teams should have students who play the role of a broker
to transfer knowledge between various groups, thus giving
the teams access to new and different ideas, information and
opinions. An SNA based methodology for forming teams
dynamically on Massive Open Online Courses (MOOCs) for
achieving tasks assigned in the courses helps in enhancing
students’ participation, thus reducing attrition from MOOCs
through active engagement of students [37].

Thus, the level and balance of communication within
team, team cohesion, presence of brokers, and absence of
disconnected students helps in determining teams’ success,
both in terms of team grades and the student engagement
achieved within the team. In the next section, we change
the granularity level to discuss the relationship between an
individuals’ academic performance and their position in the
social network.

C. Academic Performance versus Social Networks
Analyzing the correlation between students’ academic per-

formance and their position in the social network provides
interesting insights into the social aspects that make high
achieving students different from others. Researchers have
focused on studying the relationship of a student’s centrality
in the network with her academic performance. The cen-
trality in communication networks is a positive indicator of
the academic performance of engineering and management
students compared to friendship or behavioral networks, and
centrality in adversarial networks is negatively correlated with
student satisfaction [15] [38]. Advice networks created using
data obtained from graduate students in a management course
suggest that centrality in advice networks is also a strong
indicator of students’ academic performance [39]. More fine-
grained dimensions like the exchange of learning materials,
informal communication, and formal study teamwork show
that students’ centrality in the study environment in university
affects both their learning and employability [40].

A factor that has to be considered while analyzing whether
a particular network metric predicts students’ academic status
is the reciprocal effect, i.e., it is possible that a student with
good academics might participate more actively in the network,
thus obtaining high centrality values. Hence, it is important to
understand the changes in time-varying networks as analyzing
a static network may lead to misleading conclusions. The
impact of a students’ performance on the social network
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dynamics has been studied through both cross-sectional and
temporal networks [41] [42]. High-performing college students
tend to establish persistent ties from the beginning of the
course itself with other highly performing students. This often
leads to the formation of a ’rich’ or ’high academic perfor-
mance’ club due to their willingness to collaborate and learn.
Thus, academic achievements are a good predictor of the social
ties among students having similar academic performance.
Also, the students taking advanced coursework often have large
ego networks and more interactions in the network [43].

These days, Massive Open Online Courses (MOOCs) are
becoming popular and useful resources for education. Such
platforms also enable students enrolled in a course to inter-
act via collaborative discussions. Correlation and regression
analysis to study the relationships between various social
characteristics and the students’ online course performance
indicate that Eigenvector centrality is one of the most useful
predictors for academic achievement, with high-performing
students taking up central positions in the network [44]. The
studied social characteristics include degree centrality, close-
ness centrality, betweenness centrality, Eigenvector centrality,
PageRank, clustering and hubs.

Spectral clustering on network created on the basis of stu-
dent participation on university Moodle suggests that similarity
in students’ behavior is positively correlated with similarity in
grades but surprisingly, fails to support the hypothesis that
higher centrality causes better performance [16]. Analysis of
triads and transitivity in student social networks recorded at
different times in an introductory biology course, i.e., the
network created during their first exam and the network during
the second exam showed that the overall number of complete
triads indicated the build-up of more study groups in the
classroom and increase in the density of the network [45].
Apart from this, there is a significant correlation between
performance in the second exam and the students’ betweenness
and degree centralities. Existing methods can be used to
estimate the centrality rank of a student in a class without
computing the centrality value of all students [46] [47] [48].

Students are a part of both offline and online social
networks, though these networks are often overlapping. Online
communication includes communication through mobile and
messenger texting, and emails. There is a significant relation
between the closeness centrality of the online and offline
networks. The offline closeness centrality is significantly cor-
related with the students’ academic performance; however,
the correlation is not much in the case of online closeness
centrality [49]. The study of online social networks comes with
its limitations as the structure and properties of online social
networking data are different from the offline collected data,
and a rigorous analysis of the data is required while applying
the metrics proposed by sociologists and anthropologists [50].

Hence, these studies show that high-achieving students tend
to have central position in the network and establish persistent
ties with their classmates. Next, we discuss the role of social
network in knowledge dissemination and providing peer help
to students.

D. Knowledge Dissemination and Peer Support
Knowledge diffusion is the process by which knowledge

spreads over a network. Knowledge can be effectively dif-
fused in students’ networks when there is (1) good presence

of leaders, (2) optimal network density and (3) existence
of subgroups with adequate inter-subgroup connections in a
classroom [8]. Degree and betweenness centrality in networks
based on emotional, counseling and intelligence relationships
between students are used to determine the presence of leaders,
and cohesion is used to identify the extent of inter-group
diffusion in a university cohort [8]. Bridge students, i.e., the
students that constitute the connecting nodes between different
groups in a classroom should take up more active roles to
improve the diffusion between different groups. As expected,
the bridge students are found to be academically outstanding
students [8].

Giving collaboration-demanding assignments to students
can lead to the development of an information network that is
useful for them throughout their studies. It results in increasing
network density, decreasing average geodesic distance, and in-
creasing average degree centrality of students with the progress
of a university course [51]. The use of student activities requir-
ing intense collaboration also improves information diffusion
efficiency and network inclusiveness. The risk of collapse of
the collaborative network is also alleviated due to the absence
of cutpoint in the evolved network [51].

Seeking help from peers is often a good way to learn and
clarify doubts, especially in advanced courses at the university
level. Students who are central in the network constructed
on the basis of getting information from peers benefit and
learn the most due to gaining of knowledge from others [52].
An important question is who the students consult for any
help among their peers- their close friends or high-performing
students. Though the formation of project groups by university
students is highly dependant on the students’ pre-existing
friendships, among the members of a particular group most
students connect to peers who have good knowledge about that
subject for help [53]. Implementation of an online discussion
forum makes it easier for graduate students to seek help
by strengthening their social networks. Apart from fueling
students’ participation in solving problems, such a forum also
leads to the expansion of the ego networks of students [54].

The relationships between students change due to some
special events, but they are stabilized over time [55]. Similar
behavior is observed on Twitter microblogging scenario where
the rate of development of connections stabilizes as students
start exhibiting more selectivity in forming ties with other
students [56]. Application of Stochastic Actor-Based Models
(SABMs) for probabilistic analysis shows that high-achieving
students obtain more incoming connections with the passage of
time implying that high-scoring students gain more attention
from their peers, possibly due to the need to seek help in
studies.

In this section, we have discussed how the network struc-
ture plays an important role in determining the dissemination
of knowledge and making it easier to seek help, and how such
ideal networks can evolve through collaborative activities. In
the next section, we will discuss how SNA is used to study the
subcultures in a classroom and the existence of homophily.

E. Study on Subcultures and Homophily Among Students
The tendency of humans to form relationships with people

having similar traits is known as homophily [1]. There is an
existence of homophilic connections among high school stu-
dents, with denser connections among students having similar
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attributes, such as academic performance, gender, and if they
also work while studying [7]. Several other longitudinal net-
work data analysis on academic and friendship networks have
shown that students mostly form connections with the similarly
achieving and same-gender students both for friendship and
academic consultation, thus indicating a strong academic and
gender-based homophily [10].

Do students adapt to the academic performance of their
friend circle or try to seek out similarly achieving friends?
The observed similarity in academics of friends can be a
result of either selection or due to adaptation. Students tend
to reorganize their ego networks and form friendships with
students having similar academic performance rather than
changing their academic performance based on their current
set of friends, thus indicating the development of strong ho-
mophily. This observation is made through the use of Pearson
correlation measure between students’ GPA and the average of
their direct friends’ GPA [9]. Girls exhibit more selection phe-
nomenon, which can be explained by the general observation
that girls tend to form groups for study far more than boys,
thus making academic achievement a major predictor in their
friendships [57].

Students can be similar in terms of more than one at-
tribute. However, most studies evaluate different dimensions
(of similarities like gender, race, etc.) in a disjoint fashion.
For a complete understanding of the impact of homophily
on the evolution of the network or other way around, the
studies should be performed using multidimensional attributes.
A multidimensional homophily study on adolescent networks
shows that the connections between individuals having more
than one similar attribute might not evolve further [58]. This
is explained with the idea that students may usually try to
make friends with people who have different thoughts and
knowledge, thus seeking variety in their friends’ circle.

How does SNA help in identifying the sense of commu-
nity in students? Degree and closeness centrality are positive
indicators of the sense of community in a student whereas
betweenness centrality shows a negative correlation. This
conclusion is obtained from the evaluation of relationships in
evolving students’ social networks and the feeling of commu-
nity (social and learning) in those students using Classroom
Community Scale (CCS) [59] [60]. However, this study only
considers communication through online discussions.

Homophily based groups are helpful for students to feel in-
clusiveness, but at the same time, they have several drawbacks.
The poorly performing students might form groups among
them and it may lead to an inverse effect on their academic
performance, therefore institutions and teachers should focus
on the disruption of such groups and formation of more
versatile groups. Strong homophily in a classroom is also an
indicator of segregation based on racial or ethnic terms; devel-
opment of inter-group ties can help develop better inter-racial
and ethnic relations among students [61]. Research shows
that strong homophily in a classroom can be overcome by
creating more connections between separated groups based on
performance or legislation. For example, one study has shown
that minority groups can have better inter-ethnic relations by
performing better in academics. That is because by performing
well the minority students tend to get more attention and
therefore more friends and lesser adversaries from the majority
groups [61]. SNA has also been used to study the impact

of affirmative actions, such as reserving seats for underrepre-
sented community students, motivating more women to study
sciences and technologies, organizing events to bridge the gap
of two communities, etc [62]. A mathematical analysis of the
seat reservation system for backward class students in Indian
academic system showed that such affirmative actions reduce
the gap of backward and upper-class students with time [62].
This work is based on a very basic mathematical modeling
of the network and needs to be extended by considering
more real-life parameters. The survey included in the research
also showed that the opinion of upper class students changes
about backward class students once they meet more of such
students [62].

In this section, we discussed how SNA is helpful in
studying the community, groups, and subculture formation
among students based on similar attributes like race and
gender. Another important factor that influences the evolution
of ties is similar habits. In the next section, we will discuss the
impact of the behavior of friends on a person and friendship
formation based on behavioral attributes.

F. Studies on Adolescent Behavior
Friendships can influence a student’s behavior in several

ways, ranging from improving academic performance to get-
ting an antisocial behavior. Students tend to have connec-
tions with peers having similar behavior, including aggressive
behavior [63]. For the majority of adolescents, increase in
individual importance in the social network leads to increased
aggression, except for very highly central students who do
not need to resort to aggression to improve their social stand-
ing, with the social standing measured through betweenness
centrality [64]. A rise in the average aggression of friends
also leads to a rise in the aggression of an adolescent [64].
There is a significant impact of friends’ delinquent behavior
on an adolescent and this impact is beyond that of the impact
of school involvement. Study of structural characteristics of
the network and behavioral dynamics model explains such a
correlation between changing behaviors of adolescent students
and their changing network connections [11].

Students acquire several habits and behaviors through the
influence of their friends. Such relationships between network
dynamics and behavioral changes are often studied through
SABMs [69]. Students modify their smoking habits to match
their friends, thus corroborating that influence from their
network increases smoking among youth. This is observed
through the study of dynamic networks based on three mea-
sures: smoking alter, smoking ego, and smoking similarity
among students [13]. Similar methods are used to study the
impact of social networks on alcohol consumption by the
youth. Adolescents often select friends with similar drinking
behavior and start consuming alcohol if a large number of
friends already have the habit of consuming alcohol; alcohol
onset can be seen as a diffusion process in the students’
network [14] [65]. Moreover, adolescents often get attracted
to drinkers and try to be friends with them due to the teenage
culture of giving high status to drinkers as shown through the
SABMs analysis [66]. The selection of friends is also heavily
influenced by levels of marijuana use based on the study
performed in two schools [70]. However, the phenomenon of
non-users trying marijuana for the first time because of their
friends’ influence is observed only in one of the schools. Such
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TABLE I. COMMONLY USED NETWORK SCIENCE CONCEPTS TO ANALYZE STUDENTS’ NETWORKS

Network Concept Applications
Degree Centrality Find centrally positioned high performing students [39] [45], willingness of students to add more ties in CSCL environment [4]

team performance [35], development of information network [51], sense of community in students [59]
Closeness Centrality Find students with good academic performance [49], delay in information sharing in network [26], sense of community in students [59]
Betweenness Centrality Determine if the communication is centralized around the instructor in a CSCL environment [2], students who relay information across

the network [5], students who perform well in exams [45], the presence of leaders [8], increase in aggression [64]
Stephenson and Find centrally positioned high performing students in communication networks [15], determine if the communication
Zelen Centrality is centralized around the instructor in a CSCL environment [2]
Eigenvector Centrality Find centrally positioned high-performing students [44]
Cohesion Predict performance of student teams [35], find the extent of inter-group information diffusion [8]
Network Density Find if knowledge is effectively diffused in classroom [8], development of information network due to collaborative assignments [45] [51]
Strongly Connected Study the improved flow of information due to decrease in the number of components through the use of threaded discussions [26]
Components
Triads Study the formation of study groups in a classroom [45]
Bridges Find students who can play an important role in improving information diffusion in classroom, and are usually academically outstanding [8]
Geodesic Distance Study the development of information network and how information diffusion improves [8]
Stochastic Actor Study the phenomenon of influence and selection of friends in terms of smoking [13] and drinking [14] [65] [66] habits,
Based Model physical activity levels [67], academic achievements [42] and junk food consumption [68] among students
Homophily Evaluate the tendency of students with similar attributes forming friendship ties with each other [7] [10] [58],

racial and ethnic segregation in classroom [61]

analyses can help in identifying schools where youth drug
interventions are required to prevent potential marijuana use.

In understanding adolescents’ health, students gradually
adjust to obtain a Body Mass Index (BMI) and physical
activity levels similar to that of their friends, as shown by
SABMs in a study of the relationship between longitudinal
adolescent friendship networks and their physical activity [67].
The converse is also true, i.e., there is a tendency of students
to connect with students having similar BMI and physical
activity levels, based on homophily as discussed in the previous
section. Moreover, apart from a few personal attributes, an
adolescent’s junk food consumption is also largely influenced
by her friendship network [68]. Such SABM based studies can
be used to understand student behavior and intervene in case of
disorders faced by them. Based on these findings, educational
institutions may design appropriate policies and activities to
overcome these patterns, making the students aware of this
data and motivating a better decision while choosing friends.

Another research problem is the correlation between stu-
dents’ networks and the prevalence of cheating. Empirical evi-
dence suggests that formation of tightly knit groups or cliques
among students, and weak ties with the faculty is positively
correlated with the adoption of unethical behavior [71] [72].
Friendship networks can be used to design effective seating ar-
rangement strategies for exams to prevent cheating. Optimized
solutions for lattice-based student placement layouts, with less
lattice links matching with actual friendship network links can
be obtained through the use of genetic algorithms [73].

The section elaborated on the relationship between dy-
namics of network ties and adolescent behavior including
aggression, smoking, and consumption of alcohol, marijuana
and junk food. We now conclude our review and elucidate the
possible directions of research in future.

III. CONCLUSION AND FUTURE DIRECTIONS

Analysis of networks of students constructed on the ba-
sis of different types of relationships helps us understand
students’ behavior, information diffusion, and acquisition of
various habits like smoking and drinking based on network
structure. Research shows the correlation between the aca-
demic performance of the students and their position in the

network. These observations can be used to design correcting
behaviour, alternate teaching methods, group activities, and
policies that impact students. A limitation of the studies carried
out on students’ networks is that generalization drawn from
the observations on small groups of students may not always
be correct. Another issue is that self-reporting on adversarial
relationships, and habits like smoking and drinking may not
give accurate information as it is subject to students’ bias and
hesitation. There is also a need to increase the frequency of
evaluation of students’ networks using the different frame-
works. Evaluation should also be done a significant amount
of time after the introduction of new learning methodologies
to check if students’ participation remains persistent.

Currently, there is little research that studies combined
teacher-student social networks. These mixed networks may
provide more information than what only students’ or teachers’
social networks provide individually. Such combined networks
can be explored for studying the long-lasting teachers’ impact
on the students, and their influence in the formation of groups
among students. We can also determine students who are not
well-connected to the faculty and encourage them to interact
more. Also, real-life scenario based case studies need to be
conducted to evaluate teacher-student networks in terms of
prevalence of unethical practices among students like cheating.

Student segregation based on racial, ethnic or class ho-
mophily is detrimental in nature. Future research can compare
the changes in homophily in students’ networks over time at
different universities that have different amount of diversity
and that have different or no programs for encouraging inter-
mingling. This can help in identifying the best methods for
disrupting segregation in higher education.

Another network science based learning tool is CHUNK
learning methodology that takes into consideration the different
learning abilities and skills of students, and uses network-based
approach to represent content and suggest learning modules to
students [74]. Such tools can complement existing collabo-
rative learning techniques to furnish a personalized learning
experience and enable all students to participate proactively in
learning.

Analysis methods should be easy to implement in real life
scenarios, with lesser time spent by students like in filling
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questionnaires. Certain studies use rigorous questionnaires and
surveys which are time-taking to implement on a regular
basis in universities or schools. We suggest that future re-
search should focus on automatic data collection using online
platforms like Moodle and discussion forums, which have
already been utilized by some studies, along with integration
of student ties on online social networking sites. Software
should be developed to analyze networks constructed from the
data to examine student participation and identify disconnected
students so that the faculty can identify appropriate corrective
steps. We believe that teachers should be able to use the SNA
tools easily to continuously monitor the students’ social net-
works to bring awareness to possible appropriate interventions
that improve the interactions and knowledge diffusion in a
classroom. We promote social network analysis as a tool to
complement easily observable behavior, but not to replace
the observations captured through human teacher-student or
student-student interactions.
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[16] G. Obadi, P. Drázdilová, J. Martinovic, K. Slaninová, and V. Snásel,
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Abstract—Recommender systems attempt to influence one’s
behavior based on explicit and implicit information provided
by the users of the system. Users who take part in e-commerce
or watch cat videos online will be familiar with this concept.
Different algorithms exist that determine what objects or
concepts to recommend to users, but every one of them has
the similar goal of providing a good recommendation. In this
context, good means that the recommendation will be user
relevant suggesting accurate topics, and will influence the
user’s behavior. Additionally, a good recommendation system is
adaptive, consistently seeking feedback from the user. Feedback
is then used to make the next recommendation better. In
this work, we develop a recommendation methodology for
an existing personalized learning system, where both content
and teaching methodology options are presented to the user.
Our methodology provides solutions to both the user and the
network coldstart problems, where little up-front information
is available in order to make good recommendations. Using
real system data, we show how our method recommends the
most relevant learning topics and styles and incorporates user
feedback to improve future recommendations.

Index Terms—Education; Chunk Learning; Adaptive Learn-
ing

I. INTRODUCTION AND MOTIVATION

The Internet changed the world in many ways. Globally,
it transformed the way people conduct banking, commerce,
communication, and even warfare. The field of education is
no exception, yet lagging behind other fields. Educational
websites like Khan Academy [1], Chegg [2], and Cours-
era [3] allow people to personalize their educational path and
interfaces at all levels of learning. These websites provide
students a way to broaden their learning at their own pace, in
a linear fashion similar to a text book, broadcasting the same
information to everyone. Factors that once limited one’s
learning, such as the personality or the delivery method of
an instructor, can be reduced by personalizing the learning

experience using a network of knowledge, and we seek it in
this work.

One such network is CHUNK Learning [4], a website
that provides “a modular real-time and adaptive teaching-
learning method for enhanced and personalized education
which enables the student to heuristically discover and
learn based on personal background and interests” [4]. The
CHUNK acronym is from the Curated Heuristic Using
a Network of Knowledge. The CHUNK Learningsystem
allows users to explore topics via a Graphical User Interface
(GUI), and choose topics and teaching methods matching
their personal interests. Figure 1 shows the CHUNK’s user
interface as of March 2019.

Each red bubble, called a CHUNK, represents a topic,
and within each topic are various learning modules called
CHUNKlets. The content of CHUNKlets is uploaded by
instructors, and users can graphically explore connected
topics and view content as a network rather than linear
fashion. This mimics more of a map of the world view for
learning, rather than back to back linear chapters learning.

While the visualization is helpful to get a global view
of the network of knowledge, the website only provides an
initial set of topic recommendations based on keywords in
the user’s profile. In the current work, we explore to improve
this selection of topics by adding an adaptive mechanism
to generate future, more tailored recommendations, other
than users being directed on what topic to learn. We seek
to incorporate a recommendation system within CHUNK
that recommends relevant topics to each learner based on
profile information about the learner. This will better align
with the goal of CHUNK Learning system to support life
long learners whose new knowledge builds on and relates
to the previous learner’s skills and knowledge. Throughout
the paper, “user” and “learner” are used interchangeably.
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Fig. 1: CHUNK GUI. The main view that users see when
initially logging on to the system.

The structure of the paper is as follows. We begin with
establishing the needed definitions and the problem state-
ments in Section II followed by an overview of the related
work in Section III. We then introduce the methodology for
computing similarity between the users in this environment
and the methodology for recommendations in Section IV.
We present the experimental setup in Section V, followed
by the results and interpretation in Section VI. We conclude
and present further direction in Sections VII and VIII.

II. DEFINITIONS AND PROBLEM STATEMENT

The CHUNK GUI learning system presents a network
view of a variety of different courses, each of which has
a collection of public-facing 30-60 minute modules called
“CHUNKs” (shown in Figure 1). Each CHUNK represents
a different topic, much like a section in a textbook. At
a more granular level, each CHUNK is composed of a
varied number of components called “CHUNKlets”, with
each CHUNKlet presenting a different explanation on the
same topic. The goal of presenting these different views is
to personalize a learner’s experience in exploring a topic,
based on learner’s interests, learning styles and previous
knowledge. Furthermore, a CHUNKlet may belong to one or
more CHUNKs, depending on the CHUNKlet’s applicability
to topics of those CHUNKs.

The CHUNK Learning system also carries a user profile
for each learner. This is populated with data on courses the
user has explored, as well as information about the user’s
preferred learning method, existing skills, and topics of in-
terest. The data captured in the user profile is used to present
the user with a map of all the CHUNKs associated with that
registered course. The edges of the network capture natural
progressions through the topics based on prerequisites at the

topic level, thus allowing users to move around the network
with a global view of how the topics build on each other.

Once the user chooses a CHUNK to study, the user is
presented with a selection of associated CHUNKlets. These
CHUNKlets could be videos, slide shows, research papers,
code, websites, or various other methods of facilitating
information, with four purposes in mind: (1) a “Why”
CHUNKlet motivating the topic, (2) a “How” CHUNKlet
showing how subject matter experts use the topic in real
life, (3) a “Methodology” CHUNKlet as lectures or activities
teaching a skill, and finally (4) an “Assessment” CHUNK
as a set of knowledge assessments for the topic of interest
of the particular CHUNK.

The intended audience is made up primarily of two
groups–what we term as the “exploratory learners” and the
“directed learners.” Directed learners are students who are
directed to some course(s) or CHUNK(s) within the system–
perhaps by an instructor to refresh or re-mediate them on a
particular topic. Exploratory learners are students who are
interacting with the system in a more open-ended fashion–
perhaps to learn about a topic related to something they
are studying or perhaps to familiarize themselves with an
unrelated discipline. These two categories are not mutu-
ally exclusive–in fact, a desired outcome of our proposed
recommendation system is that directed learners become
exploratory learners as a result of meaningful, serendipitous
recommendations. Both, directed and exploratory learners,
have choices on how to progress through the CHUNKs
associated with a course. Yet exploratory learners may
choose a sequence of CHUNKs that are associated with
many different courses.

In this paper, we examine the user cold-start problem for
both types of users: How best to match a new user to material
that fits his or her interests and learning style; particularly
when we assume little to no knowledge of the user’s actual
preferences. We assume that the profile information provided
by the average user is incomplete, and it will be updated
as the learner progresses through the CHUNKs, making
it easier to suggest CHUNKs at that point. In particular,
we assume that the directed learners will provide the least
amount of information, since we also assume that their
motivation to provide information is the lowest.

The second aspect we research in this effort is the
network cold-start problem: With little user data on-hand,
how do we best acquire useful information over time to
identify emergent connections and apply collaborative filter
methods? Putting in another way, how does the network im-
prove its recommendations and internal connections through
implicit or explicit feedback?

III. RELATED WORK

Technology Enhanced Learning (TEL) develops and tests
technical innovations that will support and enhance learning
practices based on technology. Such an introduction to TEL
and recommender systems (RS) building on the educational
information retrieval supporting life long learning can be
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found in [5], [6]. There is a large group of TELs and
papers [7] on TEL are regularly presented at Social Informa-
tion Retrieval for Technology Enhanced Learning (SIRTEL)
and expanded on topics presented at SIRTEL such as [8],
[9] Through these means “interesting conclusions, the main
ones being that:

• There is a large number of RS that have been deployed
(or that are currently under deployment) in TEL set-
tings;

• The information retrieval goals that TEL recommenders
try to achieve are often different to the ones identified
in other systems (e.g. product recommenders);

• There is a need to identify the particularities of TEL
recommender systems, in order to elaborate on methods
for their systematic design, development and evalua-
tion” [5].

Further work have extended these topics to introduce a
”paradigm for building intelligent systems that can better
predict and anticipate the needs of users, and act more
efficiently in response to their behavior” and summarized in
several surveys [10], [11] as well as a summary of Mobile
multimedia recommendation in smart communities [12].

A survey of educational RS that appear in the literature
show various approaches to solving both of the cold-start
problems identified above [13], [14], as well as summaries
of requirements for such systems [15], [16]. These include
the application of ontologies, rulesets and content-maps to
filter, interactive tagging and sort responses to queries, with
the goal of guiding a learner through a topic in a progressive
fashion. User profiles are frequently generated in an explicit,
manual fashion, similar to the existing CHUNK method;
however, unlike the current CHUNK implementation, many
of the systems described actually expand or augment user
profile data following interactions with the system.

Typical of many examples are educational RS which use
several of the techniques outlined above in a multi-round
fashion to attack both the network and user cold-start prob-
lems. Albatayneh at al [17] incorporate semantic indexing
and negative feedback to both determine a user’s level of
knowledge and recommend content in a logical, progressive
manner. However, the use case (curating and recommending
posts on an e-learning forum) has a much higher level of
user interaction than we expect for CHUNK. This type of
context-aware RS is akin to that described in [18], which
seeks to identify users’ strengths and weaknesses using the
common Knowledge, Skills and Abilities paradigm. We see
this as a well-suited approach to a highly structured learning
environment (such as primary education), but we believe it
would need constraint relaxation to provide a good fit for
the exploratory learner model that we apply to CHUNK. Ap-
plying a more strictly ontological approach, another multi-
round RS is developed by [19], which first matches content
with user queries, then rates and selects offerings based
on an ontological mapping of topical material paired with
an adaptive knowledge of user mastery. In this case, an

ontological map provides the structure needed to overcome
the network cold-start problem, while the feedback gained
through assessments is used to develop and update user
profiles.

In the current work, we present a hybrid networked
approach to overcome the cold-start problems identified
above. We view users and content as nodes on a network,
and we combine elements of content-mapping with syntactic
sorting to determine a user’s initial location on this network.
We incorporate feedback and learning objective completion
to update the user’s location in the network of knowledge
and then provide the user with recommendations to help
guide him/her through the network.

IV. METHODOLOGY

In our modelling, we strip the CHUNK network of any
ontological structure. Therefore, when we save the data,
CHUNKs are not connected to each other via a topic
umbrella or any prerequisite relationship. This allows the
user to be unfettered in his or her path through the network.
In contrast to the existing network, we create a strongly
connected network of CHUNKs, where each CHUNK can
be reached from every other CHUNK. For visualization
and comparison purposes, we compute a similarity value
between each pair of CHUNKs and display our new network
in Figure 2. Note the logical grouping of CHUNKs into
communities based on CHUNK title. While the ontological
structure of the network is absent, a natural structure occurs
based on similarity values. The methodology for computing
this similarity value will be described in this section.

Fig. 2: CHUNK network using syntactical closeness and
arranging by modularity class.

In order to make relevant recommendations, our rec-
ommendation system relies on computing similarity values
between pairwise CHUNKlets, the user and each CHUNK,
and subsequently between the user and each CHUNKlet. To
compute the similarity value, we use the cosine distance
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between two vectors in a 1 × k-dimensional space or a
1× `-dimensional space, where k and l are the cardinalities
of the network’s CHUNK or CHUNKlet keyword sets,
respectively. The CHUNKs and/or CHUNKlets (across all
CHUNKlet types) with the highest similarity value relative
to the user are recommended first. Before providing a
methodology for computing this similarity value, we outline
system information and structure requirements:

1) Initial System Inputs. The system resides in an informa-
tion database, where each entity (CHUNK, CHUNKlet,
and user) is identified with a profile(s). This profile has
a unique identifier, a set of keywords, and, in the case
of a CHUNK-CHUNKlet, a parent-child relationship.
System administrators decide on CHUNK titles, and in-
structors upload CHUNKlets. When CHUNKlet upload
occurs, the instructor must do four things: define the
parent-child relationship between the CHUNKlet being
uploaded and the CHUNK that it is assigned, categorize
the CHUNKlet with one of the four categories “Why”,
“What, “Methodology”, or “Assessment”, assign to the
CHUNKlet content keywords, and assign to the CHUN-
Klet learning method keywords (Video, PowerPoint,
etc.).

2) User Profile Vectors. Two profile vectors will be built
for each user: one based on content keywords that will
be used for computing similarity values between the
user and each CHUNK, and one based on learning
method keywords that will be used for computing
similarity values between the user and CHUNKlet. The
first will be a 1 × k-dimensional vector, where k is
the cardinality of the network’s content keyword set,
and the second will be a 1× `-dimensional vector, `
being the cardinality of the set comprising learning
methods keywords. The system populates the user’s
vectors when the user initially creates his or her profile.
It is a binary vector, where a one represents the user’s
interest in that keyword, and a zero represents no
feedback or negative feedback in that keyword. The
manner in which the system obtains these keywords
from the user during initial profile build is left to the
current system administrators.

3) CHUNKlet Profile Vectors. CHUNKlets have two pro-
file vectors: a 1×k-dimensional content keyword vector
and a 1×`-dimensional learning method keyword vec-
tor. They are populated when the instructor uploads the
CHUNKlet into the CHUNK Learning system based on
that instructor’s input.

4) CHUNK Profile Vector. Similar to the user’s content
keyword vector, the CHUNK’s keyword vector is 1×k-
dimensional, but it is not a binary vector, rather it is the
sum of the vectors of its CHUNKlets. That is, the value
associated with each keyword position in the vector will
be based on the parent-child relationship between each
CHUNK and CHUNKlet. The keywords associated
with the CHUNKlet that the instructor tagged during

upload will aggregate within the CHUNK, and this
aggregated number will be the value for the keyword’s
position within the vector. Therefore, unlike the user’s
initial content keyword vector of ones or zeros, the
CHUNK’s keyword vector is not limited to a binary
value.

Figure 3 shows a possible data structure representation
of these vectors. The top row is the user, and the rows
beneath the user represent CHUNKs. The column titles are
the keywords.

Fig. 3: CHUNK data. Possible keyword data structure rep-
resentation.

Now that the system has its requisite information and
appropriate vector lengths, we can compute the cosine
distance between vectors and provide as recommendations
the CHUNKles with the highest cosine distance value. We
do this in a two-round process.

Recommendation Round. Using the standard linear al-
gebra cosine distance formula, we compute the distance
between the user’s keyword vector and all CHUNK keyword
vectors. CHUNKs are then ranked from highest to lowest
similarity value, and the first ranked CHUNK is recom-
mended first. The user can accept or reject the CHUNK that
is recommended, but we focus here on users that will always
accept the first recommendation. Once the user accesses the
CHUNK, another cosine distance is calculated between the
user’s learning method vector and all CHUNKlets associated
with the current CHUNK. The closest m CHUNKlets for
each CHUNKlet type are recommended in decreasing order,
where m represents the desired number of CHUNKlets
shown based on system administrators’ input.

User Feedback Round. During this round, the user
completes CHUNKlets within the current CHUNK. Implicit
feedback, such as the length of videos watched, may be
captured during this phase, but we do not focus on those
possibilities here, rather capture it in the future work section.
Our focus is on explicit feedback, which will be captured at
the completion of each CHUNKlet and CHUNK.

In the CHUNKlet case, the user will be presented with
a choice of rating the CHUNKlet as either a “like” or a
“dislike”. The user’s learning method profile vector will then
be adjusted by multiplying a scalar value to the vector entry
associated with the CHUNKlet type, expanded upon later in
this section.

In the CHUNK case, the user will be presented with the
same “dislike” or “like” question regarding the CHUNK
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as a whole, but if the user indicates positive feedback,
a second feedback question will be asked. To support an
adaptive CHUNK Learning system, this feedback round
presents the user with the top three keywords (based on
frequency) associated with the CHUNK and asks the user
for either positive or negative feedback for each of the
three keywords. The feedback collected will then impact the
keywords attached to the CHUNK.

Lastly, to make the profiles adaptive, the user’s profile
vector will then be adjusted by multiplying a scalar value to
the keyword(s) position in his or her content keyword vector.
Additionally, if the user indicates positive feedback on any
of the three keywords shown at the end of the CHUNK, and
that keyword is not already represented in the user’s keyword
vector, a ”1” value will be added to the user’s keyword vector
before the scalar is applied. This enables the user to prolong
his or her exploration in the CHUNK Learning network by
making it possible for related CHUNKs to be suggested to
the user.

We set the “like” scalar value to 1.05 and the “dis-
like” scalar value to 0.01. These values can be adjusted
depending on system administrator preference. Because of
these updates, we refer to the CHUNK Learning system as
having “dynamic profiles”, since each user’s profile adjusts
according to explicit feedback.

Upon completion of a CHUNK, that CHUNK’s similarity
value to the user profile will be assigned the value zero. This
is to prevent the user from being recommended a CHUNK
that has already been completed.

The process then repeats. It should be noted that our
methodology is applicable to both directed and exploratory
learners. For the directed learner case, users may take a
different path through the network than a purely exploratory
learner might, but they can still use and benefit from the
feedback mechanisms built into the system particularly in
respect to the learning methods presented over time.

V. EXPERIMENTAL SET UP

Using the CHUNK data available as of January 2019, we
conduct two distinct experiments in order to compare the
exploratory performance of our RS against the performance
of the current CHUNK Learning system.

The first experiment looks at network discovery using
both systems. For this simulation, three users are created
with unique profiles containing distinct sets of keywords.
As a base case, one more profile is created that did not
have any keywords. Each user starts the exploratory process
by taking the CHUNK named “Vectors”. To model our RS,
we apply the similarity methodology to the user’s profile
in order to model the shift in paths from user to user.
To differentiate the impact of user feedback, each user
provides positive feedback on the CHUNK taken at each
iteration. The user’s profile is then updated with the top three
keywords in each CHUNK profile studied, if the keywords
are not already present in the profile. To model the existing
CHUNK Learning system, because the user’s profile does

not change, feedback is not applied, and the user profile
gains no new keywords. The model runs through twenty
iterations and records the CHUNK taken as well as the
similarity value between the user and that CHUNK during
each iteration. We then visualize and analyze the simulation
output using Gephi.

The second experiment is designed to demonstrate our
system’s ability to adjust CHUNKlet type recommendations
based on user feedback. Because the current CHUNK Learn-
ing system does not apply a profile updating step, this
experiment is only applicable to our new RS. Due to the
infancy of the network, there was a lack of data when each
CHUNKlet breaks down into each of the four categories for
recommendations. It would be difficult to assess the true
performance of the feedback mechanism on sparse data.
Therefore, for this simulation we build only one user whose
initial profile shows affinity for only one learning style,
represented by its CHUNKlet type. We then simulate the
user going through fourteen CHUNKlet recommendations,
where the user’s feedback to each CHUNKlet varies. At each
recommendation, we record the CHUNKlet type as well as
the “likeability” that the user has with each CHUNKlet type.
We analyze the output data using Python.

VI. RESULTS AND ANALYSIS

We begin by analyzing the network discovery data based
on the different exploratory paths taken by a user with a
dynamic profile as compared to a user with a static profile.
Figure 4 shows the path that a user with a dynamic profile.
The width of the edges is proportional to the similarity of the
user to that CHUNKlet, represented by the red lines forming
the path the user takes.

Fig. 4: Exploratory path based on a dynamic profile.

Figure 5 shows a user’s path with a static profile. In this
case, the red lines end when the user’s similarity values
relative to the remaining CHUNKs drop to zero. Because
the user’s profile is not updated at the end of each CHUNK,
the user cannot acquire new keywords. At this point, the
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user’s next CHUNK is chosen at random, since no relevant
recommendation can be given, and the remainder of his or
her path is denoted by green lines.

Fig. 5: Exploratory path based on a static profile.

From Figure 4 and Figure 5, we see that updating a
user’s profile at the end of each CHUNK prolongs the user’s
relevant exploratory path through the network. Since our
network’s construct does not incorporate prerequisites or any
ontological structure, it is important that the user’s profile be
updated in order to provide both a logical and meaningful
progression of CHUNKs.

We next demonstrate network discovery by showing dif-
ferent paths taken by unique users. Figure 6 and Figure 7
outline paths taken by users whose initial set of keywords
showed an interest in Physics and Space, respectively. Since
no randomness was used in any steps, the different paths
taken by each user demonstrate that our recommendation
system provides unique recommendations based on user
input. The accuracy and relevancy of these recommendations
is, of course, dependent on the system’s data. However, by
noting the different CHUNKs that are recommended to each
of the users, we see that the system points users in directions
that appear appropriate and relevant.

We have graphically demonstrated that our recommenda-
tion system positively impacts network discovery based on
profile updates as well as differences in initial user profile
input. Next we present results on how the similarity value
between the user and the CHUNKs, as well as the user and
the CHUNKlet learning methods, changes over time based
on user feedback, given a dynamically updating profile.

Figure 8 shows the change in similarity values between a
user with a Nuclear and Space centered profile, and four of
the nine most similar initial CHUNKs to the user. Five of
the nine CHUNKs were removed in order to keep the chart
readable. From Figure 8, we see that the CHUNK with the
highest similarity value relative to the other CHUNKs is
chosen before the others. This is a simple observation that

Fig. 6: Path for a student interested in Physics.

Fig. 7: Path for a student interested in Space.

should not come as a surprise based on our methodology.
Once the CHUNK with the highest similarity value has been
“completed’, its similarity value decreases to zero and that
CHUNK is no longer considered for recommendation. Thus
the next CHUNK chosen has the next highest similarity, and
lower than the one of the just completed CHUNK.

Two noteworthy observations are: (1) The similarity value
between the user and a group of similar CHUNKs decreases
as that user completes each CHUNK in that group. While we
did not explore the underlying reason behind this behavior,
our hypothesis is that as the user gains keywords, he or she
is becoming more of an “expert’ and less of a “generalist’,
bringing the similarity value down as the user progresses
through the network. (2) Based on the dynamic nature of
the user’s profile, our system recommended the CHUNK
“Kepler’s Law”, which started with a similarity value of
zero, after nine iterations of CHUNK completions. This
further demonstrates that the use of a dynamically updating
profile enables the user to prolong his or her exploratory
learning experience.
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Fig. 8: Changes to CHUNK similarity values as a user
completes CHUNKs.

In addition to observing changes in CHUNK similarity
values over time, seeing the result of CHUNKlet feedback
is also important in order to demonstrate to the reader the
recommendation system’s ability to adapt to each user in
a unique way, as well as how adjusting system parameters
can influence system behavior. Figure 9 shows CHUNKlet
recommendations over the course of fourteen CHUNKlet
completions.

Fig. 9: CHUNKlet recommendations over time based on
different user feedback.

To demonstrate the adaptability of our feedback mecha-
nism, in our second experiment we repeatedly show the user
the same two CHUNKlet options- Option A and Option B.
Each option represents a different learning style. Option A
represents a CHUNKlet labeled as a video while CHUNKlet
B represents a CHUNKlet labeled as a PowerPoint. In both
cases, our user initially indicates that they prefer videos on
their user profile. However, as soon as they are shown a

video CHUNKlet, they realize they dislike videos. When
the user signals that they dislike videos, we apply the
’dislike’ penalty scalar to their user profile. To demonstrate
the effect of the penalty value, we display two lines. The
red line represents a penalty of .5 while the blue line
represents a penalty of .01. As shown in Figure 9, the user
repeatedly dislikes videos until the system randomly selects
them a CHUNKlet containing a PowerPoint. Once they see
a PowerPoint, the user signals that they do in fact prefer this
style of learning.

While not groundbreaking, the second experiment demon-
strates how the severity of the penalty correlates to how
quick the system adapts and responds to user behavior. A
’dislike’ penalty scalar of 0 immediately removes keywords
from the user profile while higher penalty values introduce
a lag. The penalty offers the system administrators another
layer of flexibility in how they choose to control the feed-
back loop.

VII. CONCLUSIONS

In this work, we describe a method for providing relevant
and personalized topic recommendations as applied to the
CHUNK Learning system. By storing topic and method
keyword counts in vectors, we are able to compute a simple
similarity value between the user of the CHUNK Learning
system and each CHUNK as well as each CHUNKlet. Those
CHUNKlets with the highest similarity values are then
recommended first, to include the CHUNKs they are part of.
Secondly, user feedback provides a method for dynamically
updating the similarity calculation in order to promote the
most relevant information to the user throughout his or
her use of the CHUNK Learning system. Through multiple
simulations, we have demonstrated that this methodology
provides unique and accurate recommendations to the user
based on his or her profile and feedback.

While our simulations show proof of concept, time and
data limitations only allowed for simple feedback behaviors
and a limited number of user profile builds. In future, one
can perform sensitivity analysis on our methodology.

VIII. FURTHER DIRECTIONS

Our team barely scraped the surface on providing a
comprehensive recommendation system for CHUNK, rather
we looked to test the possibility of an adaptive system.
Below are numerous suggestions for follow-on research:

1) Feedback Method. Our feedback mechanism only al-
lows the user to either “like” or “dislike” a CHUNK,
CHUNKlet, or keyword. However, various other feed-
back methods exist that are not necessarily binary in
nature, which may provide more relevant or accurate
recommendations than our binary response. For ex-
ample, user interactions with CHUNKlets could be
tracked using metrics such as video/module completion
to get implicit feedback on content or learning method
relevancy. Alternatively, the exercises and knowledge
checks already included as CHUNK assessments could
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tagged down to the individual question level with
supporting content keywords. If a user is struggling
with questions associated with one of these supporting
areas, those keywords could be added to his or her
profile to generate future recommendations.

2) Keyword Updates. We implement a way for the user
to explore the CHUNK network by dynamically up-
dating the user’s profile based on keyword feedback
at CHUNK completion. These keywords are chosen
based on overall count in the CHUNK. Choosing these
keywords in this manner, however, may not be the
best way of ultimately providing the user with the
most opportunities to explore the various topics in the
network. It may indeed be a limiting factor depending
on the sparsity of the data or the current similarity
of the CHUNK to the user. Instead of choosing the
top three keywords by count, the system could calcu-
late all of the possible similarity values based on all(n

3

)
combinations of keywords and then providing the

combination that supports the best exploratory option.
Many other possibilities can be devised. On the topic of
keyword collection, manual methods would soon prove
cumbersome, especially when videos are concerned.
We recommend an automatic keyword scraper instead.

3) Collaborative Filtering/Recommendations. At the time
of this work, the CHUNK Learning system was in its
infancy. Once the system has time to incorporate many
users and CHUNKlets, it will be possible to incorporate
collaborative filtering and recommendations.

4) Exploiting social tagging in the TELs much like it has
been done for the Web 2.0 recommender system [20].
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Abstract—How can the 21st century education system capi-
talize on online social networks to support formal education?
As education transitions away from the traditional brick-and-
mortar style, so does the social network that supports learners.
Traditional collegiate education lacks the use of an adaptive
system through which students can optimize learning, and
educators can promote such learning with the assistance of real-
time digital feedback. We develop the means through which the
Curated Heuristic Using a Network of Knowledge (CHUNK)
learning [6] can provide an adaptive learning framework
by designing a dynamic social network of students based
on social and academic attributes. Learners use a rating
system to determine what educational methods are effective
or ineffective in assisting their learning, and the CHUNK
Learning system exploits this data to provide other learners
more effective methods. We explore the impact that users have
on each other when they are considered to be similar based
on sharing similar interests. We learn that while different
modeling methodology can capture the strength of similarity
between users, our experiments show that strongly connected
groups have a stronger influence on each other than the weakly
connected ones.

Index Terms—Education; Chunk Learning; Adaptive Learn-
ing

I. INTRODUCTION AND MOTIVATION

Collegiate education is based on traditional lecturer-
student interactions where the educator has a preset construct
of how the course material should be conveyed to the
students, usually in the form of a lecture, for a set amount of
time, at frequent intervals, weekly or otherwise. Students are
expected to learn the course material via the lectures as well
as textbooks and other supplementary methods. Students
can pose inquiries to the educator regarding the material
to improve their understanding. As a basic educational
structure this method works, but can inhibit both those who
quickly grasp the subject matter and those who struggle,
since they are all exposed to the same information at the
same pace.

The newly introduced CHUNK Learning personalized
educational system [6] can be found at [1]. Also, references
need to be listed as [7], [8] accelerates and deepens learning
by introducing targeted short modules for the students. This
system allows students to learn in ways that are effective

for them, whether it be watching videos, reading the book,
reading through slides of the material, working example
problems, running code, or a combination of those and
other methods. Learning through these activities frees up
the lecturing time, allowing the educator to teach at a
higher level with deeper classroom discussion; whether that
be critical thinking about the learned topics, teaching at
an accelerated rate, focusing more on hands-on examples
of the learned material, etc. Similar studies and systems
looked at web-based and mobile learning CHUNKing of
knowledge [2], [13], studying languages [11], [12], math [9],
and so on.

Students at the collegiate level and above leave behind
generic education that is received during primary and sec-
ondary schooling, and begin picking and choosing topics that
interest them, and applying to where they see themselves
in their future. Naturally, social connections form between
students in similar curricula as they go through coursework
together, as well as those that live together or participate in
extracurricular activities together. These connections grow
into a social network of those participating in higher ed-
ucation. From this social network, learning styles can be
observed and extended to groups of similar students to help
them learn quicker and with greater impact. Adding this
social network to CHUNK Learning attempts to best assign
content within the learning modules to each person, based on
what the social network suggests about their interests, their
preferred learning methods, and also the learning methods
from their friends. Using this educational aid, students have
the ability to learn in a way that makes sense to them and
lets them take more away from each education opportunity.

The structure of the paper is as follows. The required
definitions and the problem statement are explained in
Section II followed by an overview of the related work
in Section III. We then introduce the methodology for the
recommender system in this environment in Section IV. We
present the experimental setup in Section V, followed by
the results and interpretation in Section VI. We conclude
and present further direction in Section VII.
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II. PROBLEM DEFINITIONS

As the amount digital information grows, teaching and
learning methods must be adapted to enhance education,
especially at the collegiate level. Many current methods of
education cater to either a lowest common denominator,
where the instructor starts at square one for each subject
to ensure no student gets left behind, or at a static level in
which no consideration is given to the skill levels of the
students.

In the first case, the advanced students academically
degrade since they are not challenged and waste valuable
education time not improving their knowledge and skills. In
the second case, the advance students are still not engaged,
and those below the level of instruction might constantly
struggle with the material, must work disproportionately
hard to achieve some level of academic success, and possibly
never gain any understanding. For both cases, the failure
to appropriately challenge, engage and enlighten students
results in sub-par education and a lack of innovation. Mean-
while, a challenging academic atmosphere can lead to just
several students graduating with a high level of academic
success. In order for the academic environment to improve,
education must adapt to all students’ levels, capitalizing on
their strengths and knowledge, and do so quickly.

CHUNK Learning is a pilot system seeking to enhance
education through targeting modules to match the user’s
learning style and knowledge [6]. The CHUNK Learn-
ing system has three main components: a learner profile,
CHUNKs, and CHUNKlets. Each of them is tagged with
keywords based on the topics to be learned, the teaching
method, applications, and so on.

The learner profile captures static information from the
learner regarding interests and preferred learning styles. The
learner enrolls in a course, and then is presented with the
courses’ modules, called CHUNKs. Each CHUNK is built
around a topic, equivalent to a section in a textbook. The
CHUNK content is broken down into smaller education
materials, called CHUNKlets. The CHUNKlets capture the
breaking down of a topic into short and intense educational
materials, allowing the learners to be engaged for a short
period of time and practice it before continuing to the next
CHUNKlet. The CHUNKlets are categorized into four types:
“Why”, “What”, “Methodology”, and “Assessment”. For
each CHUNK, the CHUNKlets within the same category are
interchangeable as they present the same topic from different
points of view, allowing for personalized education when the
most appropriate CHUNKs are suggested to the learner.

The above structure of CHUNK Learning is comple-
mented with capturing feedback from users. After the com-
pletion of a CHUNKlet of a CHUNK, each user can rate
how useful and engaging the CHUNKlet was on a scale
of one to five. Moreover, users can give thumbs up and
thumbs down to the CHUNKlet capturing the relevancy
of the learned content. These two measures streamlining
the learning process by support an up to date learning

environment, as older and less useful content be suggested
less.

In the current work, we propose a two step process for
recommending CHUNKs and CHUNKlets to each user to
support personalized education, based on its current struc-
ture. First, relevant CHUNKs and CHUNKlets are deter-
mined based on the user’s academic requirements and goals.
Second, for each relevant CHUNK, the relevant CHUNKlets
are rated based on the user’s learner profile and the social
connections they share with other user’s in the system. The
goal of this process is to maximize the chances that the user
engage with CHUNKlets that are both useful and interesting
to him/her. Currently, the recommendation of a CHUNKlet
is based on the learner profile’s keywords. For this research,
we complement the process of personalizing the chosen
CHUNKlet for each user by creating and utilizing a social
network that ranks relevant CHUNKlets for each user.

The newly proposed rating for each CHUNKlet is gen-
erated using the learner’s profile and how that information
links him/her to similar users, building on the CHUNKlet
feedback provided from previous learners in the network.
This maximizes the chances learners use methods that work
for them. The built in rating system is used to affect the
ranking the CHUNKlet receives for other related users in the
network, with the strength of that effect being determined
by the strength of the individual’s social connection with
other users. Throughout the paper, “user” and “learner” are
used interchangeably.

Our CHUNK Learning approach requires indentifying the
relevant connections between the users in order to accurately
recommend appropriate new CHUNKlets to users; that is to
say it relies on the overlaying social network that emerges
between the users of the CHUNK Learning system. This
paper seeks to determine a method to generate this social
network and apply the CHUNK Learning approach in tan-
dem by having the social network assign and modify the
score of each CHUNKlet, to be used for recommendations
to other users. The social network’s nodes are the individual
learner profiles and the edges (weighted and undirected) con-
nect nodes with similar attributes. We extract the attributes
from each student profile. Examples of such attributes are
the current degree, branch of service, and previous degrees,
and extracurricular interests.

III. RELATED WORK

A CHUNK Learning type adaptive algorithm has already
been explored by Cleven in his thesis [4], on a set of courses
at the Naval Postgraduate School. Cleven investigates how
to create an adaptive learning algorithm that links the best
suited learning modules to each user, based on user-specific
profiles and feedback. Cleven’s work focuses on connecting
users to the modules that most suit their method of learning,
with emphasis on adapting to favor modules that cater
to previous user feedback. Cleven’s work provides a base
example that we extrapolate to create a social network
between users. The same feedback mechanism that Cleven
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uses to create an interpersonal adaptive learning software
can be extended to spread feedback across connected users,
thus generating an interpersonal adaptability, rather using the
CHUNK Learning modules instead of the courses offered
at the Naval Postgraduate School. This approach presents
a different challenge, as the courses are tagged and capture
different information than the modules in CHUNK Learning.

Diffusion of Knowledge is a problem that has been
investigated over the last several decades. The basic concept
is that certain network layouts are optimally suited for fast
and efficient spreading of knowledge. Cowan and Jonard [5]
investigate how knowledge spreads throughout three basic
network configurations. The first is a regular network, and
the second is a random network. The final network layout is
the Watts-Strogatz small world network model [10]. Cowan
and Jonard show that the more closely connected two nodes
are, the higher the rate of knowledge transfer. They find
that the layout of a Watts-Strogatz network is most suited to
optimal diffusion of knowledge throughout a social network.
This concept can be extended to creating interpersonal con-
nections in educational software, facilitating faster learning
by users.

A recommender systems that builds on Social Media
websites creates a framework for user-to-user connections
that complements the content network for a wholistic ap-
proach. In the case of Facebook, these connections manifest
themselves as friend recommendations, targeted advertising,
and preferential displays on a user’s feed. Chen and Fong
analyze the algorithm that Facebook uses to create similarity
functions and trust factors between users [3]. The authors
explain that Facebook’s similarity function is generated
by taking comparison factors between multiple attributes
of user profiles, and subsequently assigning a weight to
each attribute. For example, the function put more weight
on the “interested in” attribute than the “sex” attribute.
The attribute weights are determined by the algorithm de-
velopers, based on what they believe are more important
connecting traits. Trust factors form the second layer of
connectivity generation. Facebook trust factors are formed
based on a tiered system. Each tier has a discrete trust factor
based on the relationship level between users. For instance,
family members have a much higher trust factor than users
with which one is not Facebook friends [3]. Collaborative
Filtering is the notion that a network of user preferences act
as an effective way to filter future data. In other words, the
network collaborates to determine what data is favored. The
Facebook collaborative filter is formed by the combination
of the two levels of connection: similarity functions and
trust factors, which form a system that determines what
content appears on a user’s Facebook interface. Similar
algorithms could also ahve an impact in creating educational
recommendations in an adaptive learning software.

In this paper we introduce a collaborative filtering algo-
rithm that presents CHUNK Learning users with modules
preferred by similar users. The introduction of this algo-
rithm into CHUNK Learning facilitate a higher diffusion

of knowledge throughout the network of learners. Building
on the adaptive learning techniques used by Cleven [4], we
present an initial social network framework for the CHUNK
Learning system.

IV. METHODOLOGY

We create the social network using learner profiles as the
nodes, and we use the attributes of those nodes as criteria to
create edges. If two nodes have the same attribute, they will
be connected by an edge. Attribute selection is limited to
a predefined set of options to ensure uniform responses for
a given category. This minimizes errors during data entry
and ensures rank and designator selections correspond to
the selected service. As the network grows, new categories
and/or attributes may be added.

For the purposes of this paper, we create a set list of
categories and attributes to generate a usable network, as a
subset of the CHUNK Learning system’s list of attributes.
The selected categories have either a drop down list of
attributes for single selection or a multiple choice list
for attributes which may contain multiple items, such as
extracurricular interests and classes. The categories are the
following:

1) Rank
2) Service
3) Designator/MOS
4) Masters (Current Curriculum)
5) Major (Previous Degrees)
6) Extracurricular Interests
7) Classes.
Our model focuses on the recommendation of CHUN-

Klets and assumes CHUNKs have already selected by the
user directed for the course he/she is enrolled in, since the
CHUNKlets are interchangeable within their category. For
the purposes of this research, we limit the model to 11
courses, with each course containing exactly one CHUNK
and each CHUNK containing exactly three CHUNKlets.
For this reason, the terms “course’ and “CHUNK’ are
interchangeable in our model.

For our analysis, we generate a synthetic social network
using MATLAB by creating and connecting fictional users.
This allows us to create an environment of users and their
initial ratings for each CHUNKlet. Though in reality a
user not necessarily complete all CHUNKlets relevant to a
particular CHUNK, our model assumes that a user completes
and rates all three CHUNKlets relevant to a CHUNK if that
user is enrolled in the applicable course. As we introduce
new users to the network, we connect them to existing users
based on the attributes they select. The MATLAB code also
allows us to control the similarity distribution of the users
resulting in stronger or weaker connections between the
users as similarity is adjusted from high to low.

Using the randomly generated profiles, we create a social
network by determining how strongly each user is connected
to every other user. First, we weigh how important each cat-
egory is for determining social connectivity. As an example,
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current degree may be given a weight of three and past
degree may be given a weight of one, indicating connections
made using a user’s current degree are three times more
important than connections made using a user’s past degrees.
Next, for each category, the category’s weight is used to form
weighted edges between users if the users share an attribute
in that category. Finally, these edges are added together to
form the connections in the overall social network, where
the weighted edge between each pair of users determines
how well-connected they are.

We now explore the effect of the social network on
CHUNKlet recommendations. As new users are introduced
to the network and connected to existing users, the score of
a CHUNKlet is updated for that user and may result in dif-
ferent recommendations. These suggestions for CHUNKlets
are based on the highest scored CHUNKlet in that category.
Though the method for constructing the edge weights in the
social network remains the same, we use three methods for
the edge weights to determine CHUNKlet ratings. Let x be
a new user, and y,z be existing users in the network.

1) The linear method: the CHUNKlet’s rating is propor-
tional to the social edge weights. If the weight of the
edge x,y is 5, and the weight of the edge x,z is 10,
then user z have twice the impact that user y has on
the suggestions presented to x.

2) The exponential method: the impact a user has on
CHUNKlet ratings grow exponentially with their social
weight.

3) The tier method: in this method, connections between
users are split into three tiers according to the social
weight connecting them. Highly connected individuals
fall into Tier 1, followed by Tier 2, and then Tier 3,
as their social weight decreases. All individuals in the
same tier have the same impact on CHUNKlet ratings
- i.e 6 for the top tier, 3 for the middle, and 1 for the
bottom tier.

Each method has potential benefits and drawbacks, which
is why we proposed three methods. The tiered approach
prevents highly connected users from drowning out less
connected users, but could also result in dissimilar users
having the same effect as those slightly similar, depending
on the bounds of each tier. The exponential method does
the opposite, it magnifies the effect highly similar users
have on each other. The linear method is the middle ground
between tiered and exponential. As more users interact with
the CHUNKlets the recommendations become more robust.
We present the details in Section V.

V. EXPERIMENTAL SET UP

The goal of our experiments is to determine how adding
new users to the CHUNK Learning system affects the
CHUNKlets’ ratings. In this section, we explain the details
of the experiment set up.

A. Overview

To focus our approach, we limit ourselves to one specific
CHUNKlet of one specific test learner, and observe how the
CHUNKlet score for that test learner changes as new users
join the network. To minimize the number of variables, the
number of original users, the number of new users added,
CHUNKlet ratings, and category weighting factors all are
held constant between experiments. The original users rate
for the observed CHUNKlet is 1, and the new users rate for
the observed CHUNKlet is 5. Additionally, we require all
users to enrol in just this one single course.

Between experiments, we change how similar the existing
and new users are to the test learner. This changes the
structure of the social network, which modifies the impact
the existing and new users have on the CHUNKlet score to
be recommended to the test learner. For each experiment,
we use the social network to change the CHUNKlet rating,
based on each of the three methods described in Section IV.

B. Similarity

To support the goal of our experiment to test how varying
the strength of the social network affects a CHUNKlet’s
rating, we first see how the random profile generator is
adjusted to create groups of similar or dissimilar people.
The generator uses a parameter called “Similarity’ which
helps determine the probability of different users sharing
attributes. Similarity can take a value greater than or equal to
one, and though the value does not have a linear relationship
with the probability distribution (a Similarity of 2 does
not double the likelihood of creating matching users as
compared to a Similarity of 1), higher Similarities increase
the likelihood of creating users with matching attributes.

We start the process by creating a vector for each node
category, listing attributes for that category. For instance,
the vector [“Officer’, “Civilian’, “Enlisted’] corresponds to
the category of Rank. When a new user is created, one
of these values is selected randomly for that user’s Rank.
If Similarity is set to a value of 1 for Rank, then the
probability of selecting each value is uniformly distributed,
so the user has an equal probability (i.e. 1/3) of being an
Officer, a Civilian, or Enlisted. As similarity is made higher,
the probability distribution is shifted to favor attributes in
the order listed in the vector. For instance, a Similarity of
10 results in the probability of the new user to be Officer,
Civilian, and Enlisted to be approximately 0.69,0.19, and
0.12, respectively.

The exact method for choosing a vector’s index uses
Equation 1, where Similarity variable (S) and Vector Length
(L) are parameters. The input value is a random number (r)
uniformly distributed between 0 and 1. The output value,
I(r), corresponds to the chosen index for that vector. Since
the output falls in the interval [0,L], the value is then rounded
up to the nearest integer to get the actual index selected.
Also, since the vectors do not have an index of 0, then
I(r) = 0 is replaced with I(r) = 1.
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I(r) = r ·L ·S−(1−r) (1)

Figure 1 shows the output of the Equation 1, where L = 3
and S = 10.

Fig. 1: Chosen Index I(r) vs Random Number r (L = 3,S =
10)

Figure 2 shows the probability distribution for selecting a
specific index, given L = 3and S = 10.

Fig. 2: Index Probability Distribution (L = 3,S = 10)

Notice that the probability of selecting index one is much
greater than index two or three. Also, the probability of
selecting index two is slightly higher than index three.
Regardless of the specific values of S and L, lower indices
always have a larger probability of being selected than
higher indices (except if S = 1, in which case the probability
is the same for all indices).

C. Experiment Parameters

Each experiment begins with 51 original users that all
rate the observed CHUNKlets with a rating of 1. One of

the original 51 users is the test learner, and his attributes
remain constant between experiments. Note that since we
are observing the CHUNKlet’s score for the test learner, his
ranking does not actual affect the CHUNKlet score (since
there are no loops in the social network). The other 50
original users have their similarity to the test learner varied
between experiments.

Next, 50 new users are added, one at a time, which all
rate the observed CHUNKlet with a rating of 5. The 50 new
users have their similarity to the test learner varied between
experiments. The observed CHUNKlet score is recorded for
each new user added, so a trend of CHUNKlet score versus
number of new users added can be determined.

The available categories for each user profile are Rank,
Service, Designator, Current Degree, Previous Degrees,
Extra-curricular Interests, and Enrolled Classes. The weight
for each category is assigned as 2,2,2,3,3,2, and 1, respec-
tively, and they remain constant between experiments.

The users are selected as test learner and other users (that
come in groups of Similar, Dissimilar, or Realistic people),
and are defined as follows:

• The test learner: which remains constant between exper-
iments, always chooses the first (most likely) attribute
for each category. For instance, since the Rank vector
is [“Officer’,“Civilian’,“Enlisted’], the test learner is
always an officer.

• Similar people use a Similarity value of 9000 for every
category (see Section V-B for more details); therefore,
there is a high probability each member of this group
is similar to other members of the group as well as the
test learner.

• Dissimilar people use a Similarity value of 1. This cre-
ates an equal chance of choosing any attribute for each
category, so the chance that each person in this group
is similar to the test learner is completely random.

• Realistic people attempt to better simulate the learner
population at the Naval Postgraduate School. Their
Rank category is given a Similarity of 100, which gives
each person in the group a 0.81 probability of being an
officer. Their Service category is given a similarity of
5, which gives each military person in the group a 0.42
probability of being in the Navy. All other categories
for this group have a Similarity of 1. The specific
probabilities of choosing a index depends on the vector
length for that category, Table I shows the probability
distribution for a vector length of f5 and Similarities of
5,100, and 9000.

TABLE I: INDEX PROBABILITY FOR VARIOUS SIMI-
LARITIES

Index 1 Index 2 Index 3 Index 4 Index 5
S=5 0.4723 0.1999 0.1363 0.1071 0.0844

S=100 0.7243 0.1177 0.0659 0.0525 0.0396
S=9000 0.8449 0.0661 0.0377 0.0281 0.0232

The first experiment looks at an extreme case where the
50 original people are dissimilar, and the 50 new people
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are similar. The second experiment uses 50 realistic people
as the original group, and 50 similar people are added one
at the time. Finally, the third experiment uses 50 realistic
people as the original group, and 50 dissimilar are added
one at the time. Table II, below, summarizes the experiment
groupings.

TABLE II: EXPERIMENT GROUP TYPES

Original People New People
Exp 1 Dissimilar Similar
Exp 2 Realistic Similar
Exp 3 Realistic Dissimilar

VI. RESULTS AND ANALYSIS

We run each of the experiments described in Section V
one time, and record the CHUNKlet score for each new
person added. For each experiment, the random number
generator is reset, so if nothing else changes, the people
generated are identical.

The CHUNKlet score versus number of people added is
graphed in Figures 3-5 for each experiment. Each graph con-
tains four lines. The purple line is used to mark the reference
value of 3, the score the CHUNKlet would receive if the test
user received no input from the social network. The blue,
yellow, and red lines correspond to the linear, exponential,
and tiered methods of using social weighting, respectively.
For more details on these methods, see Section IV. It should
be noted that the exponential and tiered methods are very
dependent on the equations and parameters used for those
methods. These experiments show only one way the tiered
and exponential methods could be established.

We now dedicate a subsection to each experiment estab-
lished by Table II. Each subsection presents the CHUNKlet
score versus new people added, and be followed by a brief
analysis of the results. Note that since the original people
always rate the CHUNKlet as 1, the CHUNKlet score always
starts as 1, with zero new people added. Also, since the new
people always rate the CHUNKlet as 5, the CHUNKlet score
always increases as new people are added.

A. Experiment 1: 50 Dissimilar & 50 Similar

As expected, due to the high similarity of the new group,
the CHUNKlet score quickly becomes closer to 5 than
it is to 1. Due to the high social network values in the
Similar group, the exponential method has a significantly
greater effect on the CHUNKlet score than the other two
methods. The exponential method only requires about eight
new people to return the CHUNKlet score to the baseline
of 3. The linear and tiered methods require between 15
and 20 people, which is still low considering the original
group contains 50 people. The final CHUNKlet score for
the exponential method is about 4.25, with the linear and
tiered methods having a score just under 4.

Fig. 3: Experiment 1 Results

Fig. 4: Experiment 2 Results

B. Experiment 2: 50 Realistic & 50 Similar

As opposed to the first experiment, the original group of
people in this experiment are better connected socially. Due
to this, the one ratings of the original 50 people carry more
weight, so the CHUNKlet score rises slower and reaches
a smaller final value. Still, the new people are still better
connected than the original people, so the final score is still
well above the baseline of 3. The exponential method is
still dominant due to the large values in the new group’s
social network. Of note, the tiered method has a higher final
value than the linear method, which is reversed from the
first experiment. Since the 50 new people are exactly the
same in both experiments, we believe the difference is due
to the change in social network for the 50 original people.
Therefore, for the parameters used to establish this tiered
system, the tiered method appears to carry more weight
when the group is Dissimilar than it does when the group
is Realistic.
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C. Experiment 3: 50 Realistic & 50 Dissimilar

Fig. 5: Experiment 3 Results

The final experiment has a new group which is less con-
nected than the original group. As expected, the CHUNKlet
score does not reach the baseline of 3. With no Similar
group, the values in the social network are much lower. This
appears to cause the exponential method to have a nearly
identical effect as the linear method. The tiered method now
has the highest final value. This is once again mostly likely
due to the relatively smaller effect this tiered system has
when dealing with the Realistic populations.

VII. CONCLUSIONS AND FURTHER DIRECTIONS

Current teaching methods do not customize the experience
to the individual in order to maximize educational gains. The
CHUNK Learning system brings attention to this deficiency
by assigning material to users that is both relevant to their
learning goals as well as compatible with their interests
and learning styles. Our method uses the attributes of each
CHUNK user profile to establish a social network which
helps direct people towards learning materials (CHUNKlets)
that are most compatible to their profile.

Our experiments examined how changing the similarity
between people in a social network affected CHUNKlet
scores. Additionally, three methods for utilizing the social
network to affect CHUNKlet scores were examined: linear,
exponential, and tiered. No matter which method was used,
the experiments always showed that strongly connected
groups had a greater effect on CHUNKlets scores than
weakly connected groups. This is a validation of our concept,
since people that share more of your interests have a greater
effect on your recommended learning material.

Another result of the experiments is that the methods
used to implement the social network has a variable degree
of effect depending on the strength of the connections in
the social network. For example, the exponential method
appears to have a dominant effect for highly connected social
networks, but as the network acquires dissimilar users, the

exponential method becomes nearly indistinguishable from
the linear method. However, the exact way in which the
different methods interact with different social networks is
dependent on the equations and parameters that define those
methods.

To better understand how a social network affects CHUN-
Klet scores, an extensive survey is required so that real
user data can be collected and used. Only then can the
effects of the different social network weighting techniques
be analyzed and adjusted. Additionally, user feedback is
required to determine if the recommended CHUNKlets are
actually well tailored to the individuals based on their social
connections. This user feedback can be used to adjust the
parameters of the social network, such as the available
categories and attributes as well as the weighting factor for
each category.
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Abstract—What is the potential of a 21st century learning
environment that mirrors the capabilities of personalized
Apps? In contrast to the standard linear or tree-like educa-
tional system of sequential lectures or chapters, we propose
a real-time, modular, adaptive teaching-learning environment
for enhanced and personalized education, called the Curated
Heuristic Using a Network of Knowledge (CHUNK) Learning
concept. The CHUNK Learning model breaks away from the
predictable pattern of traditional education models and pro-
vides content delivery that adapts to the capabilities, learning
styles, and approaches to problem-solving of every learner.
With CHUNK Learning, students are empowered by a student-
centered teaching-learning system whose purpose is to make
learning engaged, flexible, and respectful of the students’ time.
Much like a computer game approach, CHUNK Learning
system maintains an on-line learner profile for each user, which
guides the learner through a Network of Knowledge composed
of lesson materials joined together by prerequisite relationships
and common attributes based on competency or skill levels.
Our vision also includes a mix of different delivery methods,
to include demos, videos, interactive applications, TED talks,
webinars, programming languages (personalized to the skill of
the learner), and data manipulations, all delivered through a
combination of online and traditional experiences.

Keywords—CHUNK Learning; network of knowledge; person-
alized learning; individualized education; networks and educa-
tion.

I. INTRODUCTION

Traditional education places all students through the same
topics, at the same time, at the same pace, generally teaching
to the average student. However, such a system fails to
provide every student the appropriate opportunity to learn
and engage, leaving some learners struggling, while failing

to challenge others. A strength in student-centered learning,
as opposed to traditional education, is the opportunity for
independence and autonomy that enhances different skills,
abilities, and interests learners might have. Unlike most
established sciences, new research fields such as Network
Science (an emerging field overseeing traditional computer
science, operations research, sociology, and other fields)
hint at non-traditional methods of education that serve as
a starting point for the current effort.

The contrast between our views on the potential of 21st
century education and the current educational status quo
generates ideas which we believe can improve effectiveness
of educational programs through enhanced retention, trans-
fer ability and critical thinking linked to learner-centered
education. We introduce a vision for an adaptive teaching,
flexible learning, and technology-enhanced student-centered
education strategy for the 21st century learner that operates
in the big data environment [1]–[3]. We describe our view on
how different teaching and learning tools can be joined into a
web/network of knowledge that will individualize learning
and leave a persistent impact on the learner’s career. We
introduce our unique structure and vision for catering to the
needs, motivations, and supply of learners with a system
that:

• Offers intense, short, and focused educational modules.
• Stimulates interest and relevance of topics.
• Integrates new information with learner’s pre-existing

knowledge.
• Provides personalized and individualized education.
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• Optimizes content and methodology delivery to meet
the needs of each learner.

The structure of the paper is as follows. We present
related work in Section II followed by a short overview
vision of what the system is becoming in Section III.
We then introduce the CHUNK Learning framework in
Section IV followed by the science behind CHUNK Learn-
ing in Section V. We present the Network of Knowledge
and its components in Sections VI and VII, respectively.
Furthermore, we discuss and provide an example of how
CHUNK Learning is individualized and personalized, in
Sections VIII and IX. We conclude with further direction,
in Section X.

II. RELATED WORK

In the early 90’s, education slowly started to incorporate
digital resources and use of Internet in the classrooms. By
1999, 80 percent of the schools used these resources in
some form [4]. In the same year, studies of the Internet
surfaced and network science research started to bloom [5],
[6]. Yet, to this day, we still use the Internet and digital
resources primarily as a resource for information or to
host distance learning and Massive Open Online Courses
(MOOCs). Below, we expand on the richer use of pulling
educational information to personalize educational content
and to position the learner the way Amazon, Netflix and
social media do.

Educational content is generally organized in a hierar-
chical structure following a textbook or a collection of
books. Students enroll in a curriculum that consists of
several courses. Each course has themes organized into
chapters, and each chapter consists of several sections. In
general, the smallest level of educational material relevant
for learning is a section, whereas the smallest level a student
can choose from is at the course level. Our vision for
CHUNK Learning is to consider the data in educational
content at a more granular level, at the tier of topics, where
a section could be comprised of one or several topics,
possibly captured on transcripts by micro-credits. Moreover,
we consider that, based on design cognition, visualizing
the structured representation of concepts and the relations
between them as a map allows the learner to generate a
deeper, longer lasting learning [7]. Concept mapping allows
students to learn in a more meaningful way by elevating
their previous experiences and knowledge and relating them
to the new concepts for a more complex, longer lasting,
more effecting learning [8].

Information theory shows that learners are limited by
the amount of information one can receive, process, and
remember at the time [9]. Techniques such as “several stim-
ulus dimensions, recording, and various mnemonic devices”
along with breaking down the information supports the
learning environment. One of these techniques is to present
the information in smaller and shorter and interconnected
chunks that has been already used for both traditional [10]
and for e-learning [11]. A 2014 large scale empirical study

by Guo, Kim and Rubin found that shorter videos tend to
be more impactful for the students’ learning experience than
longer videos [12].

A step forward from traditional education is web-based
education or e-learning [13]–[16]. Particularly, e-learning
received more attention in the form of MOOCs [17], [18].
While the digitization of the lectures gives students freedom
in interacting with the content whenever they want, all the
students are still exposed to the exact same information,
presented in a single way, at a single pace.

Recent studies indicate that e-learning efficiency can be
dramatically improved if personal prerequisites, skills, and
individual learning preferences of students are taken into
account [19]–[21], often referred to as personalized learning.
“Personalized learning refers to instruction in which the pace
of learning and the instructional approach are optimized for
the needs of each learner. Learning objectives, instructional
approaches, and instructional content (and its sequencing)
may all vary based on learner needs. In addition, learning
activities are meaningful and relevant to learners, driven by
their interests, and often self-initiated.” [22].

A step further from personalized education is the adaptive
personalized approach that requires both detailed profiling
of the student’s personal learning preferences, an extraordi-
nary collection and annotation of educational material, and
updating the profile based on the annotation of educational
materials [23], [24]. The latter is necessary in order to
identify educational material best fitting the student’s profile.
Network science can provide important tools that help to
achieve these goals, as we explore in this paper.

III. ON BECOMING A SYSTEM

We envision a network science approach serving as the
foundation for real-time personalized adaptive learning. All
curated educational content contained within the content
management system is presented as a Network of Knowl-
edge, that learners can navigate based on prerequisites and
correlations of topics. Building upon this foundation, the
learning management system must contain a personalized
and individualized recommender system which matches
learners’ needs (as stored in student profiles) with educa-
tional content (stored in the repository of CHUNKs), and
presents each learner with a personalized network as part
of the Network of Knowledge comprised of all the existing
CHUNKs. Lastly, we envision an adaptive learning environ-
ment where student profile data and educational content are
continuously updated, based on observed patterns of learners
supported by artificial intelligence.

IV. CURATED HEURISTIC USING A NETWORK OF
KNOWLEDGE

The proposed CHUNK Learning is a real-time and Adap-
tive teaching-learning method for enhanced and personalized
education. It provides a Curated way of moving through
a Network of Knowledge composed of reusable learning
objects joined together by common attributes (i.e., tagged
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with competency or skill levels), rather than following the
standard linear or tree-like system of lectures or chapters.
CHUNK Learning thus enables the learner to Heuristically
discover or learn based on personal background and inter-
ests, which we believe will not only enhance the learner’s
talents, but will make them a more valuable resource. This
system is live at [25].

How do we achieve CHUNK Learning? Our learner’s in-
terests determine his/her own learning path through the Net-
work of Knowledge with individualized learning outcomes.
Each student benefits differently from the learning experi-
ence, based on his/her skills and desires. Simultaneously,
the Network of Knowledge builds on the experiences of the
students covertly guiding learners through the educational
materials, much like Amazon provides recommendations for
buyers. We achieve this by moving away from interdisci-
plinary teaching that transfers methods from one discipline
to another, opting instead for a trans-disciplinary teaching
approach that crosses the boundaries of many disciplines
using a diverse choice of teaching tools and software.

V. THE SCIENCE BEHIND CHUNK LEARNING: A
MOTIVATIONAL FRAMEWORK

In determining how best to create a platform to support
both educators and learners, CHUNK Learning focuses on
addressing how to positively affect educational engage-
ment as well as stimulate enthusiasm for self-directed life-
long learning. Research supports the need for educators
to effectively connect with learners by addressing learner
motivation. Pink and Brophy identified the importance of
providing relevance and utility of content as students are
motivated when they understand why they are being asked
to learn certain material [26], [27]. It is paramount that the
learning platform focuses on providing learners the answers
to “why should I care about this topic.” Additionally, adult
learners are more likely to engage in learning when topics
have intrinsic value and demonstrate importance within the
context of their lives [28]. Providing context for “how will I
use this knowledge in my life” ensures learners connect the
overall purpose and goals of instruction.

Personalized learning software respects the reality that all
learners are unique and, in order to maintain proper motiva-
tion, it is necessary to support their different learning styles
and timelines. Utilizing key motivational strategies to in-
clude a variety of content delivery methods and styles helps
ensure learners generate and maintain a positive attitude
towards learning [29]. Additionally, recognizing that even
the most motivated, self-directed learners may experience
challenges in the pursuit of education, it is necessary to
employ strategies that promote learners’ control over the
delivery of short and intense modules. Respecting learners’
time and empowering learning-oriented learners to engage
in self-directed study establishes an inclusive invitation to
education [28].

CHUNK presents learners materials in a variety of formats
supporting multiple pedagogies. This orientation empha-

sizes: the use of multiple mental and pedagogical repre-
sentations; the promotion of multiple alternative systems
of linkage among knowledge elements; the promotion of
schema assembly (as opposed to the retrieval of prepackaged
schemas); the centrality of “cases of application” as a vehicle
for engendering functional conceptual understanding; and
the need for participatory learning, tutorial guidance, and
adjunct support for aiding the management of complexity.
This approach is geared towards an active construction
of new knowledge and critical thinking skills, which is
especially learning-enhancing for adult learners who bring a
large array of previous experiences and knowledge to their
educational journey [30]. Similarities in prior experiences or
interests among learners can generate new paths of learning
in a network-of-knowledge based system, further deviating
from the linear path of the traditional education. We envision
an array of assessments of the CHUNK-generated learning
and experiences, relative to the traditional, linear educational
system, with the paramount goal of enhancing learning out-
comes and guiding the continuous shaping of the CHUNK
Learning environment.

VI. EDUCATIONAL MATERIAL AS A NETWORK OF
KNOWLEDGE

This research uses a network science [31] approach to
represent educational content that facilitate learning as a
map of aggregated materials. This collection of educational
materials and the curration that holds it together forms a
Network of Knowledge formally defined by Cleven as:

A Network of Knowledge is the representation of
educational material as a (multilayer) network, in
which educational content builds nodes that are
linked by common attributes in several categories,
such as content, prerequisites, instructors, level,
etc. Each category of attributes links the nodes
in one layer, which provides an ability to filter
the entire collection of material with different
perspectives. [32]

We establish the network using metadata attached to
the educational material. We envision the backbone of the
network as a keyword ontology describing relationships
between the content the learners frequently access. However,
also included would be other relationships such as content
authors, prerequisites, media types, and learning methods. A
visualization of the Network of Knowledge thus established
is depicted in Fig. 1.

VII. WHY-HOW-METHODOLOGY-ASSESSMENT

Our work establishes a baseline template that all CHUNK
Learning modules follow, displayed in Fig. 2. This format
facilitates learning as an adaptation of Simon’s “Why-What-
How” [33] format. For example, in introductory courses in
science, the common practice is to provide a motivation
for the concept-to-be-introduced, with the message that
the learner will eventually be using the learned concepts.
CHUNK Learning’s “Why-How-Methodology-Assessment”
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Fig. 1. CHUNK Network of Knowledge.

reverses this process. It is top-down teaching by anchoring
the concept-to-be-introduced to each learner’s knowledge
before introducing the methodology for the new concept. It
shows each learner how the content is used in that learner’s
specific field of study, so that it has meaning and context
to the learner, before the learner even engages with the new
content. This is accomplished by having multiple choices
for each of the category in “Why”, “How”, “Methodology”,
and “Assessment”, in order to optimize the matching of
the content to each user. Throughout the paper, “user” and
“learner” are used interchangeably.

Fig. 2. Why-How-Methodology-Assessment Format.

1) “Why”: Tantalizing the Learner. Learners open a
“Why” CHUNKlet to reveal an enticing one-of-its-kind
educational trailer. The goal of CHUNK Learning is to
make the student eager to learn, so all CHUNKs begin
with a demonstration on why learning a particular topic
is important. Much like a movie trailer attracts movie-
goers to a movie, the “Why” CHUNKlet attracts an
exploratory learner to the CHUNK Learning module,
answering the following questions:

• Why is the topic relevant?
• Why should students learn the topic?

2) “How”: Applications, Real and Relevant Learners

dive into the “How” CHUNKlet to uncover real and
relevant applications. Here, students discover the an-
swer to the often-asked question, “When will I ever use
this in real life?” We also seek to answer the following
questions:

• How is the topic applied in practice?
• How does the learner validate what he/she already

knows?
• How are the learning outcomes tested?
• How is new information, anchored to the learner’s

interests, incorporated into the module?
• How can the learner apply the acquired

skill/knowledge?
3) Methodology: A Variety of Delivery Methods In-

structors carefully curate the “Methodology” CHUN-
Klets, guiding students though a variety of personal-
ized course materials and delivery methods, including
MOOCs and Creative Commons Licensed resources,
as well as instructor-created content. For interactive
modules, we envision that instructors will follow the “I
do it, We do it, You do it” model. The ”Methodology”
CHUNKlets’ main focus should be on answering the
following questions:

• What new information and skills will the module
deliver?

• What activities will the learner be required to
perform?

• What learning outcomes will the learner acquire?
• What different methodologies could be used to

engage with this new knowledge?
4) Assessment: Competency Based Learners can jump

into the “Assessment” CHUNKlet at any point in order
to test their knowledge on any given topic. Assess-
ments are available for every CHUNK. Opportunities
for remedial learning are always present. Successful
completion results in a CHUNK competency credit.

• What is the competency-based framework, de-
signed around learning objectives, needed for each
CHUNK?

• How should remediation be tested?
• How should the post-test differ from the pre-test?

We encourage instructors to complement this basic structure
with innovative methods of incorporating information and
engaging the learners.

VIII. INDIVIDUALIZED SYSTEM

Due to their various academic and professional back-
grounds, learners have unique gaps between current knowl-
edge and required predefined course knowledge standards.
Additionally, individuals have different skills, preferred
learning modes, and motivation to learn. This challenges
educators to expand the one-size-fits-all education method to
effectively engage with learners. CHUNK Learning provides
an interactive learning system that is able to identify each
learner’s unique knowledge and skill gaps and then fills those
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Category Examples
Application topics Social networks, Cyber, Bitcoin, Biology, Economy,

Neuroscience, Internet, etc.
Programming Skills Fortran, C, C++, Python, R, JMP, Matlab

Education GED, A.A., A.S., B.A., B.S., M.A., M.S., Ph.D
Training untrained, trained, need practice, refresher

TABLE I. Sample tags used in the profile set up to support individualized
experiences

gaps, ensuring the required knowledge outcomes are met
based on the student’s uniqueness, as exemplified in Table I.

In CHUNK Learning each learner creates a “user profile”
tagged with keywords such as the examples from categories
in Table I, based on the specific user’s background. This pro-
file is used to attract CHUNKlets with matching keywords,
to present individualized learning materials. Each learner’s
profile updates as the learner explores CHUNK Learning. A
video introducing users to the profile can be found here.

Similarly, each CHUNKlet in the Network of Knowledge
is tagged with keywords, like the examples shown in Table I
and more. Once the learners register for particular CHUNKs,
the content inside the registered CHUNK gets suggested
to users based on the count of keyword matches between
the tags of the profile and the ones on the CHUNKlets
of the registered CHUNK. The count of keyword matches
is displayed above the CHUNKlet, allowing the user to
make personal decisions and possibly take a scenic route to
complete the CHUNK. The CHUNK Learning’s set of tag
and categories grows based on users’ suggestions. A video
of how learners would use this Network of Knowledge can
be found here.

In CHUNK Learning, an author builds the necessary
CHUNKs within a course to ensure all learning objectives
are met at completion of all course’s assessments. The
CHUNK Learning system provides a pre-test capability for
each CHUNK, allowing learners to validate an individual
CHUNK by demonstrating competency while bypassing the
“why,” “how,” and “methodology” CHUNKlets, and com-
pleting the “assessment” CHUNKlet. Learners then engage
with remaining CHUNKs to satisfy the required learning
objectives of the course. The result is an interactive system
that identifies and satisfies unique gaps of individual learn-
ers, respectful of the learner’s time and interests.

IX. PERSONALIZED SYSTEM

CHUNK Learning does more than provide a platform for
educators to individualize instruction for learners, it allows
users to take control of and be responsible for their learning.
The CHUNK Learning system also incorporates information
from the learner profile based on the categories and examples
of Table II.

The matching between these categories captured in the
learner profile and the CHUNKlets counts the same way
towards the score displayed above each CHUNKlet. The
difference is in the type of information it captures in
order to offer a personalized presentation of the educational
materials, as well as a personalized path through the content.

Category Examples
Occupational Specialty Educator, engineer, etc.
Professional Experience Department chair, research team lead, etc.

Interest level Depth, breadth, familiarity,
practice, gist

Goals Reinforce something learner knows,
expand knowledge, get the gist

Preferred learning modes Videos, PPT, exercises, research papers,
simulations, demos

TABLE II. Sample tags used in the profile set up to support personalized
experiences

This is supported by system delivering engaging content
tailored to users’ learning preferences, and relevant to their
specific interests and realities of their daily and future lives.

By providing a network-based system, CHUNK Learning
is able to facilitate an education environment where learners
can see the connections between the topics captured by the
CHUNKs and how they fit together, much like a digital
visualization of a map of the world. Thus, similarly to
navigating using the map, one can navigate the CHUNK
Learning network following the arrows that point from
the prerequisites of the desired content. As there might
be multiple ways to get to a destination CHUNK, this
visualization allows the learners to asses the different paths
to the desired CHUNK or CHUNKs, producing personalized
learning plans decided by students while guided by the
content creators. To see an example of this, consider a
learner who likes sports and has enrolled in Newton’s
First Law of Motion CHUNK as a refresher of a previous
exposure to the topic. Thus, the CHUNK trailer captured in
the “Why” video is presented based on American football
motivation. This is followed by an application to the science
of Olympics in the “How” CHUNKlet. Once the learner was
presented with these concise, rel and relevant educational
videos, he/she is engaged in the learning of the new content,
the “Methodology” CHUNKlet. In this case, as this is a
refresh of a topic, the user is routed to a Distance Learning
type of environment to reinforce the topic; otherwise, for a
new concept, a classic in class delivery method may be more
effective. The CHUNK concludes with the assessment.

Learners’ curiosity is ignited as they peruse a wide range
of topics, see the connections between them, and determine
areas to engage in deep study, utilizing assessments to meet
their own learning goals.

X. CONCLUSIONS AND FURTHER DIRECTIONS

In the 21st century’s fast-pace environment, surrounded
by personalized experiences that smart phones offer through
apps for shopping, movie watching and so on, education
seemingly lags behind in supporting digitally native learners.
Traditional education has many recognized shortcomings. It
typically presents the same educational content in a linear,
same-pace, same method of engagement for all students,
with a general goal of teaching to the average student.
Traditional education, therefore, produces similarly skilled
graduates with the same knowledge. Moreover, traditional
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Fig. 3. An example of a personalized CHUNK for an American football fan, reinforcing Newton’s First Law of Motion.

education generally fails to enhance the different skills,
abilities, and interests of the individual learners. Advances
in new research fields, such as Learning Sciences, Artificial
Intelligence and Network Science, provide us with hints
on how to address shortcomings of traditional education
and support our vision for a new, non-traditional system of
learning.

In this work, we capitalize on the new research fields
and theories to introduce a first step towards a personal-
ized, adaptive learning platform, called CHUNK Learning.
CHUNK Learning breaks away from the predictable pattern
of traditional education models and provides content deliv-
ery that respects the different capabilities, learning styles,
and approaches to problem-solving of every learner. Students
are empowered by a system that ensures learning is efficient,
flexible, and respectful of their time. Intense and short
educational modules, broken into smaller bits of information,
stimulate interest and applicability of topics through the use
of “Why learn this” content. It integrates new information
to learner’s pre-existing knowledge through a “How do
professionals in your field use this” demonstration that is
personalized to individual learners’ backgrounds to provide
valuable context on how learners can use that knowledge in
their fields of expertise prior to learning new topics. This
allows the anchoring of the new information, supporting
meaningful and long term use of the new acquired knowl-
edge.

Supporting our desire of a system that meets the learners

where they are, rather than a system where learners depend
on standardized instruction from faculty, CHUNK Learning
also provides personalized & individualized education. This
is based on the learner’s best learning style (both at the
instructor level and at the content level) along with adaptive
content and methodology delivery that are optimized for
each learner.

We thus provide an exploratory environment that pro-
motes curiosity and creativity, collaboration and collegiality
as we search for meaningful ways to bring together and
curate knowledge for generations to come. This vision on
the future of learning also demonstrates the art of possibility
in teaching and learning leading to new partnerships with
industry, government, and academia to support education. It
shows the educator’s commitment to providing the best in
education that speaks to each learner.
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Abstract—How can learner profiles support personalized
online learning? Our current research analyzes a personalized
adaptive system for education called CHUNK Learning. The
CHUNK Learning system builds on a network of modules,
and a learner profile, both tagged with keywords. CHUNK
Learning currently utilizes simple keyword relationships to
suggest a tailored, personalized, adaptive learning plan guid-
ing the learner through the network of modules. However,
supervised machine learning methods may be more suitable to
enable the implementation of an iterative algorithm for refined
learning plans. In this paper, we investigate the relationship
between learner profile and adaptive learning plans. Learners
first create a profile in CHUNK Learning which establishes
their baseline learning plan. Then, as learners begin to interact
with the learning environment, the CHUNK Learning system
updates the learning plan based on learner activities (learned,
viewed, tested), keyword searches, and content ratings by
increasing or reducing the strength of the connection between
the learner profile and activities. Additionally, we demonstrate
that by connecting all learners within an academic program,
we create a stronger bond between learners, which results in a
reduced path between activities. We conclude that by reducing
the path length between activities, we strengthen connections in
the CHUNK Learning environment resulting in a more concise
academic plan for learners.

Keywords—education; adaptive learning; learning systems;
network theory (graphs); adaptive algorithms.

I. INTRODUCTION AND MOTIVATION

Institutions design current educational experiences in a
manner which presents learning material to students through
a very formal and rigid structure. This structure forces all
students, regardless of personal academic backgrounds or
capabilities, through an academic pipeline where they must
complete topics in a sequential order to move forward to the
next topic. At the Naval Postgraduate School in Monterey,
California, USA, a web-based software application known
as CHUNK Learning explores potential methods to relieve
some of the rigor of this standard academic environment [1].

The Curated Heuristic Using a Network of Knowledge
for Continuum of Learning (CHUNK Learning) environment
is an educational platform that draws information from a
learner profile to recommend a tailored educational expe-
rience for them [1]. The CHUNK Learning environment

(Fig. 1) consists of courses, CHUNKs, CHUNKlets, and ac-
tivities. Courses are generally added by instructors and typi-
cally align with a course offered in the academic curriculum.
A CHUNK is a topic within a course, equivalent to a section
in a textbook. A CHUNK is divided into smaller pieces
called CHUNKlets. CHUNKlets are recommended experi-
ences to maximize learning comprehension for each learner,
within a particular CHUNK. Finally, activities are the base
level of interaction within the CHUNKlets. Activities are
the final link to videos, PowerPoint presentations, and other
media which may be accessed by the learner. Throughout
the paper, “user” and “learner” are used interchangeably.

Fig. 1. A Snapshot of the CHUNK Learning Environment.

We desire to implement a web-based program which
recommends educational experiences to learners. Our mo-
tivation in conducting this research is to analyze links
within the learner profile to develop an adaptive network
that recommends activities to the learners based on their
recent keyword searches, content ratings, and common con-
nections between them. The desired end state is to have
refined algorithms in the CHUNK Learning environment
to provide recommendations similar to methods currently
used in industry. For example, if someone conducts a search
engine inquiry regarding a potential product purchase, then
commercial services like Amazon will take that information
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and return not only suggestions for that product, but also
additional items which are closely related to the original
search [2]. This method has been proven to generate ad-
ditional revenue in sales, and in our research we would
apply the same concept to translate commercial potential
into increased academic potential.

To develop the relationship between learners and activi-
ties, CHUNK Learning analyzes learner profiles and links
activities with the learner based on a simplistic count of
keyword matches. Profile information includes information
such as military branch of service, course enrollments, prior
education, and experience. To conduct our research, we
develop a network model linking learners to activities using
adaptive keyword weighting based on CHUNK Learning
use (viewed, tested, liked) data. As the CHUNK Learning
environment does not currently contain this network model,
we compare the network relationships for the initial static
profile and an adaptive profile to determine overall impacts
on the learner’s educational experience.

We organize the remainder of this paper as follows.
Section II provides an overview of related work. We then
establish the definition of our network model and introduce
the methodology for comparing and contrasting the existing
CHUNK Learning structure to a novel one in Section III.
In Section IV, we present the experimental setup, followed
by the results and interpretation in Section V. Finally, we
conclude and present recommendations for future research
in Section VI.

II. RELATED WORK

Existing recent approaches to a personalized adaptive
learning methodology include research using web-based
services [3]–[6], personalized learning models [7]–[9], the
creation of e-learning environments combined with web-
based services [10]–[12] and the creation of user interfaces
based on user behavior episode identification [13]–[16].
While all methodologies have benefits and limitations, we
narrow our focus towards the creation of a user interface
based on episode identification, analysis of user feedback,
and the creation of an adaptive learner profile.

Prior CHUNK Learning research at the Naval Postgrad-
uate School by MAJ Jan-Daniel Cleven (German Army)
introduces a multi-layer network model relating classes to
learners through interests [17]. The nodes represent classes
and learners in the Operations Research curriculum and the
edges represent keyword relationships between the classes
and learners. This model incorporates learner feedback by
weighting the connection between the nodes. Course syllabi
are filtered by metadata tagging to extract the top ten relevant
keywords for each course offered, assigned to the nodes.
The system uses weighted feedback to provide recommen-
dations for the learner’s future coursework. This feedback
diminishes the presence of unfavorable courses and brings
preferred courses to the top of the recommended list. We
are particularly interested in the feedback component of this

research and its inclusion in our experiment as a feedback
methodology.

Previous research on adaptive user interfaces is of par-
ticular interest to our area of study. The approach taken by
Jiming Liu, Chi Kuen Wong, and Ka Keung [16] is a design
that reacts to different situations and requirements, then
records user’s behavior. Their approach is based on Episodes
Identification and Association (EIA), which recognizes the
learner’s patterns by tracing the learner’s action sequences.
The episodes can be thought of as a record of learner
behavior used to predict the best educational experience.
One of the limitations of this approach is the possibility of
losing data due to limitations in the types of recorded events.
For example, a user could initiate typing in a search bar,
but then select an auto-generated recommendation without
recording that search in the action sequence. The goal of
their interface is to help learners according to adaptive
learning plans. The authors recognized the need to develop
learner profiles to enable personalized interactions. Their
approach discovers rules that can best describe and predict
learner’s behavior by finding frequently occurring episodes
in the learner’s action sequences. They distinguish two types
of interface events: text input events and mouse click events.
We believe that focusing on both text input events and
mouse click events to update an adaptive keyword list will
be valuable to improving our network model of an adaptive
educational environment.

Another existing approach to personalized learning pub-
lished by KK Thyagharajan and Ratnamanjar Nayak [5]
involves implementing a web-service to ensure the residual
validity of learning content. The authors use dynamic meth-
ods based on the learner’s needs and preferences to fulfill
learning objectives. Systems such as Intelligent Tutoring
Systems (ITS) [13] and Adaptive Hypermedia (AH) [11] are
also possible solutions to personalize the learning experience
for the student. Such systems may tailor the educational
offerings to the learner’s objectives, prior knowledge, learn-
ing style, experience, and many other characteristics. The
downfall is that these existing systems remain criticized
for believing that the embedding of expert knowledge is
sufficient for efficient learning to occur. Although beneficial,
our model does not include this approach. We do, however,
recommend it for consideration in future research.

In our study, we focus on an adaptive network science
methodology to propose an improved learner experience in
the CHUNK Learning environment. The aim is to improve
the educational experience recommendations to the learner
through a dynamic profile. The adaptive network studies the
effect of a learner feedback loop as well as learner profile
updates based on his/her behavior in the CHUNK Learning
environment, similar to the study completed by Liu, Wong
and Keung [16]. Additionally, we focus on connecting
learners based on academic curricula to determine effects
to the individual learner in the educational environment.
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III. NETWORK MODEL & METHODOLOGY

In this research, we develop a network model for an
adaptive, personalized educational environment for CHUNK
Learning tailored to enhance each student’s educational ex-
perience. Our network model includes two elements: nodes
and edges. The nodes are learner profiles and activities,
while the edges are tuples consisting of keywords from a
learner’s profile that link him/her to an activity.

Our methodology focuses on comparing and contrasting
the existing structure of user-to-activity connections based
on static keywords within CHUNK Learning, to a more
dynamic structure that updates a keyword list within a
learner profile based on his/her CHUNK Learning use. In
the existing structure, the learner’s profile has a static and
adaptive component. The static profile consists of keywords
derived from initial data input when each learner establishes
his/her initial profile. The keyword tuples in the static
profile do not change, unless the learner manually edits the
profile. In contrast, the learner’s adaptive profile consists of
a profile where the keyword tuples dynamically update by
capturing data from learner’s use of the CHUNK Learning
environment. We focus on one adaptive category, activities,
which are one level below a CHUNKlet in the CHUNK
Learning network, to determine the effectiveness of the
keyword relationships. This dynamic network process can
be iterated multiple times to further refine the keyword
relationships.

The baseline methodology uses the existing structure
of the CHUNK Learning curriculum. That is, the nodes
in the network are learners and activities. The edges in
this network connect learners to activities through keyword
matches found in the learner’s initial profile. Based on a
weighted sum of keywords, the learning system presents
the learner with activities that match keywords from their
profile. In order to model this network, we develop a
small sample of five learner profiles generated with pseudo-
random keywords from the available keywords list. We then
use this information to generate a network model for the
initial static network.

We then modify the simulated learner profiles in such a
way as to replicate the effects that an adaptive, personalized
education environment may have on a learner. We apply
this adaptive concept to generate our second network model,
taking into account the new adaptive profile data. The nodes
still represent the learners and the activities, and the edges
are still the keywords linking the learners to an activity,
but now the methodology focuses on an adaptive profile
approach. The combination of the initial static profile with
randomly updated keyword relationships generates the new
adaptive network. Using this method, we expect that edges
between activities and learners will evolve based on the
learners perceived quality of the available activities. Some
activities may become disconnected as lower valued edges
diminish, while other activities may gain relevance as they
accumulate stronger connections.

In addition to an adaptive learner profile based on key-
word updates, we update the adaptive network to include
additional edges that connect learners with similar academic
curricula in order to analyze the effectiveness of con-
necting learners sharing similar characteristics within their
profiles. These relationships form a completely connected
sub-network between learners with similar academic back-
grounds. This sub-network shows learners with similar aca-
demic curricula having a shared relationship with activities
which are prevalent in their academic field. These improved
relationships reduce the distance between the learner and
content that is relevant to their peers, and additionally, they
can be used to pre-compile future learner profiles as new
learners begin using the CHUNK Learning system.

Lastly, we analyze the effects that a feedback loop could
have on the personalized learning environment. Utilizing the
adaptive network model that we create, we use an average
learner rating to determine whether or not an activity should
be available within the learner environment. We expect our
simulation to show the effects of feedback, such as learner
activity rating, on the learner’s experiences within CHUNK
Learning.

Our methodology of comparing and contrasting the ef-
fects of two different learning experiences should offer us
valuable information on the type of educational environment
that is more beneficial to a user.

IV. EXPERIMENTAL SET UP

In order to set up our experiment, we first analyze existing
CHUNK Learning data to find data that links learners to
activities through keywords. The initial set of keyword
relationships from the current database resulted in more
than 4200 potential relationships for sources and targets. In
order to see the effects on the individual learner, we pare
down this available data to create five virtual learner profiles.
The decision to create only five learner profiles provides us
with a potential advantage. Five is a small number, but still
significant in our case, allowing us to visually see changes
that we would expect to happen given a larger pool of
profiles. We use the sources and targets to generate and
investigate a directed network in both R-project [18] and
Gephi [19].

We model the five virtual learners with a list of keywords
and activities for both the static and adaptive networks.
The learners are the same for each network. Only the list
of keywords change in the adaptive version. In our static
network model, each learner begins with between three to
five randomly selected activities each with between one
to five keywords for a total of seven to ten total entries.
Multiple keywords matching to the same activity provides
an integer value for weighted edges.

In order to set up our adaptive profile network simulation,
we set some parameters. First, we limit a learner’s keyword
list to their top eight keywords. Our goal is to strengthen
learner connections to activities without creating a network
overpopulated with activities due to a long list of keywords.
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Also, a long list of keywords could potentially provide too
many recommendations to a learner, therefore lessening the
benefit of a personalized learning environment. Although the
number of keywords is adjustable, we maintain the keyword
list to a maximum of eight for our simulation. Another
defining parameter is that a learner’s established connection
to activities is through a minimum of two keywords. The
purpose of this parameter is to, once again, strengthen the
link between learners and activities. In the static version of
the network, these parameters do not exist. There are some
edges of weight one, linking a learner to activities by one
keyword such as “video”. However, the keyword “video”,
provides no information as to the content most relevant
to the learner. Therefore, in order to improve the learner
experience, we implement the minimum of two keywords
to link a learner to an activity. We update the learner
keywords at random to simulate word searches related to
their academic activities. We update all learners similarly,
each gaining one new keyword. If the learner’s keyword list
exceeds eight, the simulation removes a keyword from the
list at random until the learner profile reaches the number
eight. We do not provide a ranking for keywords in our
simulation.

We run this experiment in both Gephi and R in order to
provide multiple visualizations. As no network visualization
is the same, we analyze different things about our two
networks by looking at them from different perspectives. We
believe that analysis from multiple viewpoints is valuable to
this experiment.

After running our initial experiment, we continue working
with the adaptive network. The first experiment we conduct
connects learners based on their academic curriculum in
the adaptive network. Of our five learners, we select two
different academic curricula. We assign two learners to
the “math” curriculum and two learners to the “operations
research” curriculum. We then assign one learner to two cur-
ricula as a ”double major,” in both “math” and “operations
research”. The experiment connecting learners allows us to
analyze a path to an activity that does not exist without the
learner-to-learner connection. In addition to path length, the
learner connection allows us to analyze the impact of certain
learners on the centrality of the overall network.

The last evaluation conducted for this experiment is a
feedback simulation. Although we do not create a feedback
loop, we want to see possible effects of learner ratings on
activities. Therefore, we set a minimum average activity
rating within the system. For an activity to be available to
a learner, the minimum rating is three. However, sensitivity
can be modified to change the weight of feedback at any
time. We randomly assign activity ratings to each activity.
If an activity has an average rating of less than three, it
does not populate the network simulation. We use the results
of this simulation to analyze the impacts and effectiveness
of a feedback loop in an adaptive, personalized learning
environment.

After completing the simulations of our network exper-

iment, we compare and contrast the initial static profile
model against the adaptive profile model, without learner
connections. Each simulation provides us unique and differ-
ent information regarding edge weights, number of nodes,
number of edges, average out degree, path length, and
centralities. We then use this information to analyze our
network.

V. RESULTS AND ANALYSIS

After completing our experiment by running simulations
of our static and adaptive networks in R and Gephi, we
review and analyze our results. Our results focus on struc-
tural elements, specifically path lengths, path diameters, and
network centralities, as well as how suitable a node is for
spreading information.

A. Graph Composition

The following figures and tables include the results from
the incremental changes in our CHUNK Learning environ-
ment simulations. Fig. 2 and Table I demonstrate the results
from the baseline, static network which models the existing
methods of the CHUNK Learning system.

Fig. 2. Initial Static Network without Connected Learners

TABLE I. STATIC NETWORK RESULTS.

Number of Vertices 19
Number of Edges 59
Average Path Length 3.321
Diameter Length 6

In Fig. 3, learners are connected to activities through a list
of keywords and to each other. This model is our baseline,
which we use to compare to the adaptive network model
simulations. As can be seen in Table II, connecting the
learners reduces the average path length between learners
and activities immediately.

Fig. 4 is our adaptive profile network simulation. This
network shows what would happen if each of our five
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Fig. 3. Initial Static Network with Connected Learners

TABLE II. STATIC NETWORK RESULTS - CONNECTED LEARNERS.

Number of Vertices 19
Number of Edges 71
Average Path Length 2.397
Diameter Length 4

simulated Learners had their keyword lists updated with
one new keyword, their keyword lists restricted to eight
keywords, and a minimum of two keywords required to
link a learner to an activity. Through this change in the
simulation, the updated keyword list generated new edges,
linking learners to new activities with the addition of one
new keyword (Table III). As expected, these new connec-
tions increased the total number of nodes in the network.
The number of learners did not change, but new activities
populated based on their updated keyword lists. We found
it valuable to determine if the average out-degree of a
learner changed when comparing the static profile to the
adaptive profile network. The average out-degree increased
by two in the adaptive model. We expected this result as
we added the requirement for a minimum of two keywords
to connect a learner to an activity. These results tell us
that the small changes made have enhanced the educational
experience for the learner. The more edges linking a learner
to an activity strengthens the learner’s experience in this
educational environment.

TABLE III. ADAPTIVE NETWORK RESULTS.

Number of Vertices 24
Number of Edges 67
Average Path Length 4.06
Diameter Length 8

Fig. 5 depicts the simulation which connects learners to
each other through academic disciplines such as ”Mathemat-
ics” and ”Operations Research.” This simulation increased
the number of edges in the overall network, and we analyze
this a bit further by focusing on path lengths. Fig. 6 and

Fig. 4. Adaptive Network without Connected Learners.

Fig. 7 present the results of this analysis and next we discuss
the conclusions drawn from our analysis in more detail.

Fig. 5. Adaptive Network with Connected Learners.

TABLE IV. ADAPTIVE NETWORK RESULTS - CONNECTED LEARNERS.

Number of Vertices 24
Number of Edges 79
Average Path Length 2.452
Diameter Length 4

Fig. 6 again shows us the adaptive network without
connected learners. This time we highlight the path a user
would have to take to arrive at a non-recommended activity.
In order for Learner 6 to get to the highlighted course not
recommended to him/her, he/she would have a path of length
three to get to that course. After reviewing these results, we
predict that this path would shorten if we connected learners.

Fig. 7 depicts an alternate view of the adaptive profile
network with connected learners. We connect the learners
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Fig. 6. Adaptive Network Path Showing Disconnected Learners.

through academic disciplines such as mathematics and op-
erations research. What we find is that the minimum path
Learner 6 requires to get to the same highlighted course
as in Fig. 6, shortens due to the inter-learner connectivity.
Therefore, we find it valuable to the educational environment
to connect learners with similar qualities. This connection
makes activities available to the learner even though they
may not have in their profile keywords related to such
activities.

Fig. 7. Adaptive Network Path Showing Connected Learners.

This concept is similar to what Amazon.com users see
when shopping on Amazon’s App or website. After a user
purchases item “W”, Amazon connects users who brought
item “W” then shows additional items through a section
called “Customers who bought item “W” also bought “Y”,
“X”, and “Z”.” The adaptive concept offers predictive op-
tions given past user behavior. In the CHUNK Learning
environment, students may see Learners who completed

activity “A” also completed activity “B”.
The final incremental change we make to our CHUNK

Learning environment network simulation includes analyz-
ing the effects of feedback. We perform this analysis through
a simulated activity rating. We randomly assign average
ratings to each activity. If the rating is less than three,
the activity becomes no longer available in the learner’s
educational environment.

Fig. 8. Path Connecting Learners to Activities Meeting Minimal Ratings.

Fig. 8 is an example of the network with the same path
length as found in Fig. 7. As shown in Fig. 8, however,
activities with average learner feedback of less than three
are no longer present. Since the path from Learner 2 to
“Derivatives–Crash Course” meets the required minimum
rating value, the connection holds. We find this simulation
valuable as feedback provides the CHUNK Learning envi-
ronment with the ability to continually monitor and update
its content to provide the best educational environment for
individual learners, concluding that a feedback loop, in the
form of average activity rating, enhances a learner’s educa-
tional experience in the CHUNK Learning environment.

In Fig. 8, three activities fail to meet the rating threshold.
As a result, the adaptive simulation disconnects the activity
from the network but does not delete the activity from the
CHUNK Learning environment. Activities may continue to
hold educational value after review and remain within the
system. Disconnecting activities from the network inside the
CHUNK Learning environment may signal the activity needs
maintenance due to a faulty hyperlink, or the delivery of the
material fails to resonate with learners. In other words, the
activity may be “boring” or the instructor “uninteresting”
and the activity should be revamped. Moreover, merely
deleting the activity would prevent the analysis of trends for
poorly rated content and inhibit overall CHUNK Learning
environment improvement and growth.

This concept is similar to Amazon’s product review.
In the CHUNK Learning environment, learners provide
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direct feedback for each activity. Amazon rarely offers its
shoppers poorly rated products. In turn, CHUNK Learning
users would only see exceptional-to-average rated learning
activities.

Fig. 9. Normalized Closeness Centrality Network with Unconnected
Learner.

B. Network Centralities

Lastly, after running all of our simulations, we find it
valuable to analyze centralities on our network. The close-
ness centrality and eigenvector centrality help measure the
effectiveness of node information dissemination. By examin-
ing centralities, different node characteristics come into play.
These node characteristics are essential when determining
how to improve the CHUNK Learning experience.

The network simulations shown in Fig. 9 and Fig. 10
depict the closeness centrality of the adaptive graph without
and with learner connections, respectively. While differences
exist, the differences yield no significant results which can
drastically improve the CHUNK Learning environment.

Fig. 11 depicts the eigenvector centrality of the adaptive
network, while Fig. 12 shows the eigenvector centrality of
the adaptive network with connected Learners. As expected,
Fig. 12 is more densely connected. Our findings indicate
that the learner connected adaptive network has advantages
over the unconnected network.

Significant to the eigenvector centralities is the shuffle of
Learner eigenvalues rankings once learners were connected
within the network. The learners’ eigenvalues are ranked in
Table V.

TABLE V. LEARNER EIGENVALUES.

Unconnected Learner Eigenvalues Connected Learner Eigenvalues
Learner 1 1.0000 Learner 2 1.0000
Learner 2 0.7540 Learner 1 0.8370
Learner 4 0.4003 Learner 4 0.6612
Learner 6 0.2206 Learner 5 0.6347
Learner 5 0.1831 Learner 6 0.6249

Fig. 10. Normalized Closeness Centrality Network with Connected
Learners.

Fig. 11. Scaled Eigenvector Centrality Network with Unconnected
Learner.

Fig. 12. Scaled Eigenvector Centrality Network with connected Learners.
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Eigenvector centrality measures the impact that neighbor-
ing nodes have on one another. There are three significant
results when comparing unconnected learners to connected
learners using eigenvector centralities. First, all but one
of the eigenvalues increase, meaning connecting learners
results in a significant impact from the weight of the neigh-
boring learner and activity. Second, the re-ranking of eigen-
values showing a learner’s individual network connections
is imperative during analysis. Learners who connect to other
active Learners connect to more information. Moreover,
and lastly, by design Learner 2 is a “double major” in
Mathematics and Operations Research. Between Learner 2’s
connected activities and it’s neighbors connected activities,
Learner 2 is only a maximum of three moves away from
any Mathematical or Operational Research activity in the
simulated CHUNK Learning environment. This “double
major” concept could be applied to a variety of adaptive
network characteristics such as learner personal interest,
undergraduate degree information, or favorite instructional
video.

VI. CONCLUSIONS AND FUTURE DIRECTIONS

After reviewing and analyzing the results of the network
simulations, we believe more work can be done to enhance
the personalized educational experience in the CHUNK
Learning environment. Limitations to our experiment were
scaling and iterating. We based our analysis on a small
sample of randomly simulated learners. To further improve
results and provide additional justification for a personalized
learning environment, experiments should focus on a much
larger scale with real data. Iterating the process over time
would also show the effects on learning in the educational
environment. Knowing these limitations led to a list of
recommendations for future work.

First, feedback is essential to an adaptive, personalized
learning environment. A learner rating from one to five could
provide a measurable weight to the adaptive list of keywords
in a learner’s profile. Although a learner may search a
particular keyword or use a specific activity, it is possible
they may not have an interest in that topic. Therefore, the
feedback loop would be a valuable tool to keep the keyword
list weighted and updated based on learner ratings.

In addition to a learner activity rating, another area for
future work would be to implement statistics in the form
of a dashboard within a learner profile. This dashboard will
allow the learner to see the derivation of recommendations
for certain activities as well as the progress they are making
on completing their academic goals.

While we found that connecting learners can be valuable
by providing a shortened path to an activity, in the future,
it would be useful to analyze the possibility of learner’s
sharing keywords through their connections. This sharing
of information can provide a direct path from a learner to
activities through a shared keyword or keywords.

While there is still much work to be done, the results
of small scale simulations in an adaptive, personalized edu-

cational environment provide valuable insight. An adaptive
network within the CHUNK Learning environment would
enhance the learner’s educational experience by recommend-
ing activities most relevant and exciting to the user.
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