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ICAS 2015

Forward

The Eleventh International Conference on Autonomic and Autonomous Systems (ICAS
2015), held between May 24-29, 2015 in Rome, Italy, was a multi-track event covering related
topics on theory and practice on systems automation, autonomous systems and autonomic
computing.

The main tracks referred to the general concepts of systems automation, and
methodologies and techniques for designing, implementing and deploying autonomous
systems. The next tracks developed around design and deployment of context-aware networks,
services and applications, and the design and management of self-behavioral networks and
services. We also considered monitoring, control, and management of autonomous self-aware
and context-aware systems and topics dedicated to specific autonomous entities, namely,
satellite systems, nomadic code systems, mobile networks, and robots. It has been recognized
that modeling (in all forms this activity is known) is the fundamental for autonomous
subsystems, as both managed and management entities must communicate and understand
each other. Small-scale and large-scale virtualization and model-driven architecture, as well as
management challenges in such architectures are considered. Autonomic features and
autonomy requires a fundamental theory behind and solid control mechanisms. These topics
gave credit to specific advanced practical and theoretical aspects that allow subsystem to
expose complex behavior. We aimed to expose specific advancements on theory and tool in
supporting advanced autonomous systems. Domain case studies (policy, mobility, survivability,
privacy, etc.) and specific technology (wireless, wireline, optical, e-commerce, banking, etc.)
case studies were targeted. A special track on mobile environments was indented to cover
examples and aspects from mobile systems, networks, codes, and robotics.

Pervasive services and mobile computing are emerging as the next computing paradigm
in which infrastructure and services are seamlessly available anywhere, anytime, and in any
format. This move to a mobile and pervasive environment raises new opportunities and
demands on the underlying systems. In particular, they need to be adaptive, self-adaptive, and
context-aware.

Adaptive and self-management context-aware systems are difficult to create, they must
be able to understand context information and dynamically change their behavior at runtime
according to the context. Context information can include the user location, his preferences, his
activities, the environmental conditions and the availability of computing and communication
resources. Dynamic reconfiguration of the context-aware systems can generate inconsistencies
as well as integrity problems, and combinatorial explosion of possible variants of these systems
with a high degree of variability can introduce great complexity.

Traditionally, user interface design is a knowledge-intensive task complying with specific
domains, yet being user friendly. Besides operational requirements, design recommendations
refer to standards of the application domain or corporate guidelines.
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Commonly, there is a set of general user interface guidelines; the challenge is due to a
need for cross-team expertise. Required knowledge differs from one application domain to
another, and the core knowledge is subject to constant changes and to individual perception
and skills.

Passive approaches allow designers to initiate the search for information in a
knowledge-database to make accessible the design information for designers during the design
process. Active approaches, e.g., constraints and critics, have been also developed and tested.
These mechanisms deliver information (critics) or restrict the design space (constraints)
actively, according to the rules and guidelines. Active and passive approaches are usually
combined to capture a useful user interface design.

The conference had the following tracks:

 Theory and practice of autonomous systems

 Self-adaptability and self-management of context-aware systems

 Autonomic computing

 System automation

 Cloud computing and virtualization

 Algorithms and theory for control and computation

Similar to the previous edition, this event attracted excellent contributions and active
participation from all over the world. We were very pleased to receive top quality
contributions.

We take here the opportunity to warmly thank all the members of the ICAS 2015 technical
program committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to ICAS 2015.
We truly believe that, thanks to all these efforts, the final conference program consisted of top
quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the ICAS 2015 organizing
committee for their help in handling the logistics and for their work that made this professional
meeting a success.

We hope ICAS 2015 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the area of
autonomic and autonomous systems. We also hope that Rome, Italy provided a pleasant
environment during the conference and everyone saved some time to enjoy the historic beauty
of the city.

ICAS 2015 Chairs

ICAS Advisory Chairs

Michael Bauer, The University of Western Ontario - London, Canada
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Radu Calinescu, University of York, UK
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Alex Galis, University College London, UK
Antonio Liotta, Eindhoven University of Technology, The Netherlands
Jacques Malenfant, Université Pierre et Marie Curie, France
Mark Perry, University of New England in Armidale, Australia
Wendy Powley, Queen's University - Kingston, Canada
Nikola Serbedzija, Fraunhofer FOKUS, Germany
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Support Vector Machine Learning in Multi-Robot Teams

Nicol Naidoo, Glen Bright

Mechatronics and Robotics Research Group
Department of Mechanical Engineering

University of KwaZulu-Natal
Durban, South Africa

Email: nic.naidoo@gmail.com, brightg@ukzn.ac.za

Abstract—In recent years, there has been a great research interest
in cooperative mobile robotics. An advancement in industrial
technology has seen the need for distributed applications in
robotic systems where teams of robots are required to solve
tasks intelligently and efficiently. Heterogeneity in robot teams
adds complexity to a cooperative system since each member in
the team varies in capability which determines its task abilities.
The objective of this research paper is to introduce the use of
a machine learning system to facilitate cooperation in multi–
robot teams. Tests were performed and simulated for mobile robot
cooperation in a material handling application during bottleneck
conditions.

Keywords–Multi–robot systems; cooperation; bottleneck; sup-
port vector machine; learning.

I. INTRODUCTION

Cooperation of Multi–Robot Systems (MRS) have drawn
increasing attention in the past two decades since these systems
have the ability to perform complex tasks more efficiently
compared to single–robot systems [1] [2]. An implementation
of a cooperative robot team in a manufacturing environment
can, for example, solve the issue of bottlenecks in a production
line, whereas the limitations of an individual robot can lead to
a lot of problems in terms of time wastage, loss of revenue,
poor quality products and dissatisfied customers.

Despite the advantages of MRS, there are still many chal-
lenges that exist such as task allocation, collision avoidance,
communication, coordinating actions and team reasoning [3].
These challenges together with changing environments and
robot heterogeneity, make it impossible for the MRS to predict
all of the likely scenarios and thereby act on them. An effective
solution to this problem is the incorporation of a learning
component to the intelligence of a MRS.

Behaviour-Based Systems (BBS) [4] [5] are learning mod-
els that are designed using a bottom–up approach where
survival behaviours, such as obstacle avoidance, constitute the
low–level robot control and exploration and path planning
make up the high–level control component; behaviours are
introduced to the model until the desired robot–environment
interaction is achieved. Behaviour selection is a key challenge
in BBS since it determines which behaviours(s) control the
robot at any given time; Reinforcement Learning (RL) has
successfully contributed in this regard and has become an area
of great interest in the research community [3].

Some other areas of learning mechanisms applied to MRS
are artificial neural networks [6] and genetic algorithms
[7] [8]. The focus of this paper is to discuss the use of

the Support Vector Machine (SVM) learning algorithm in
MRS. SVM learning is a supervised, classification or inductive
learning scheme where the computing system learns from the
database of past experiences to predict future outcomes; it has
been successfully implemented in many applications, such as
bioinformatics, and text and image recognition.

This paper aims to broaden its use in MRS applications
where cooperation among robot team members is a key re-
quirement. The remainder of the paper is structured as follows:
Section II discusses the background and theory of SVMs, in
particular, linear and non–linear classifiers, and some popular
SVM libraries that can be used in applications; Section III
discusses the design, implementation, and test results of the
SVM learning system in a material handling application;
Section IV concludes the paper and introduces further work
to the research.

II. SVM BACKGROUND

SVM learning is related to statistical theory [9] and was
first introduced as a classification method in 1992 [10]. It is
widely used in bioinformatics due to its accuracy and ability
to work with high–dimensional space data. The standard SVM
is a binary linear classifier (commonly referred to as the linear
SVM) which predicts whether an input belongs to one of two
possible classes; this is accomplished by first building a model
from a set of training examples, each consisting of input data
that are mapped to the corresponding class label. SVM non–
linear classifiers can be created by using non–linear kernel
functions, further discussed in Section II-B.

A. SVM linear classifiers
In order to gain an intuition on what support vectors

actually are and how they are used to create learning models
a few preliminary mathematical terms will now be introduced.
Given some training data set, D, with n points:

D = {(xi,yi),xi ∈ Rm,yi ∈ {−1, 1}}ni=1 (1)

The boldface x term is a vector with training example inputs xi;
each xi has an m–dimensional size of m features. The classifier
term, yi, is either -1 or 1 and indicates the class to which each
point xi belongs.

In Figure 1 (a), the training examples are classified into
positive and negative classes. The hyperplane, H, is the deci-
sion boundary that divides the regions between positive and
negative classes. The decision boundary is said to be linear
since the examples are linearly separable and a classifier with

1Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-405-3
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Figure 1. (a) Hyperplanes and margins. (b) Margin classifiers

a linear decision boundary is called a linear classifier. H1 and
H2 are lines that intersect the support vectors, these are the
training examples that are closest to the decision boundary and
they determine the margin (d1 and d2) at which the two classes
are separated from the hyperplane (or decision boundary). The
SVM algorithm is also termed as the large margin classifier
since its goal is to maximise the margin d for a set of classified
training examples.

Figure 1 (b) is an extension to (a) and shows the training
examples on a two dimensional feature space with features
x(1) and x(2). A linear classifier is based on a linear function
of the form:

f(x) = wTx+ b (2)

where w is commonly known as the weight vector and b is the
bias. The product between w and x is known in linear algebra
as the dot product and is defined as wTx =

∑
i wixi. The

equation for the hyperplane is:

H : wTx+ b = 0 (3)

where the purpose of the bias can be seen as moving the plane
away from the origin, i.e., if b=0 the hyperplane would go
through the origin. Equations (4) and (5) are related to planes
H1 and H2:

H1 : wTx+ b = 1 (4)

H2 : wTx+ b = −1 (5)

and are equated to 1 and -1 respectively due to the definition
of the classifier term, yi in (1). Using geometry and referring
to Figure 1 (b), the margin between H and H1 is 1/‖w‖, where
‖w‖ is the length of the vector w and is given by

√
wTw;

hence the margin between H1 and H2 is 2/‖w‖. In order to
maximise the margin, ‖w‖ must be minimised subject to the
following constraints which are added to prevent data points
falling into the margin:

wTxi + b ≥ 1, {for yi = 1} (6)

wTxi + b ≤ −1, {for yi = −1} (7)

Equations (6) and (7) can be combined to form:

yi(w
Txi + b) ≥ 1, {for 1 ≤ i ≤ n} (8)

Minimising ‖w‖ subject to (8) is a constrained optimisation
problem and solving it requires using the method of Lagrange

multipliers. A method that can be used to obtain a dual
formulation, expressed in terms of αi variables [11]:

maximise α:
n∑

i=1

αi − 1
2

n∑
i=1

n∑
j=1

yiyjαiαjx
T
i xj (9)

subject to:
n∑

i=1

yiαi = 0, αi ≥ 0 (10)

The dual formulation also defines the weight vector in terms
of the training examples:

w =

n∑
i=1

yiαixi (11)

B. SVM non–linear classifiers
In most SVM classification problems, the data set is not

linearly separable. Literature [10] solves this challenge by
mapping the original finite dimensional space into a higher
dimensional space making the separation much easier in that
space, as illustrated in Figure 2.

Figure 2. Non-linear classification mapping

The mapping is achieved by the use of Kernel functions
and the dot product property in the linear SVM algorithm.
The xT

i xj terms in (9) are replaced by the kernel function, K:

K(xi,xj) = ϕ(xi)
Tϕ(xj) (12)

which can represent (among others) a polynomial, gaussian,
or hyperbolic function [12]. The linear classifier is also known
as the linear kernel.

C. Multi–class SVM
SVMs are inherently binary classifiers however, there are

many applications where multiple classifications are required.
The common method of solving the M-class problem is to
divide it into multiple binary classification problems [13]:

• One-vs-All: This method constructs N binary SVM
classifiers, where N represents the number of classes.
Every i-th SVM is trained to differentiate the training
examples of the i-th class from the examples of the
other classes. At the classification phase, samples are
classified in accordance to the highest output function
among all the SVMs.

• One-vs-One: This strategy constructs one SVM for
every pair of classes, hence for an M-class problem of
N classes, N(N-1)/2 SVMs are trained. A maximum-
wins voting concept is used where each SVM classifier
assigns the sample to one of the two classes and
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the number of votes for the assigned class increases
by one; in the end, the class with the most votes
determines the classification of the sample.

Another approach to the M-class problem, which avoids the
use of multiple binary classification problems, involves the
application of a single optimisation model [14].

D. SVM software libraries
Over the past two decades there has been a wide interest

in SVM algorithms which has led to the development of many
solvers for SVM optimisation problems. Two popular open
source solvers are LIBSVM [15] and SVMlight [16]. These
solvers form excellent tools for researchers since they eliminate
the vast quantity of time that could be spent on the complex
software development of SVM optimisation algorithms and
thus allow the scientist to focus on the primary components of
the research. The LIBSVM library was used in this research.

III. MULTI-ROBOT COOPERATION APPLICATION

The multi–robot cooperation research was tasked for ad-
vanced manufacturing environment applications where dissim-
ilar (or heterogeneous) mobile robots are used in discrete
processes. The idea of cooperation between robots when
there is a need can prevent bottlenecks, improve material
flow and thus contribute to the upkeep of a good supply
chain management system. The objective of the research is
to aid any member in a team of heterogeneous robots in task
decision making. Each robot in the system must be capable
of moving autonomously in the known environment while
avoiding obstacles and maintaining a teamwork approach in
the resolution of common goals. An essential component of
the design is the machine learning algorithm which is used to
predict suitable goal destinations for each mobile robot, given
a set of input parameters.

Figure 3. Mobile robot hardware used for the research

The three mobile robots (Figure 3) used in the research
were the Performance PeopleBot, the Segway RMP200, and
the Segway RMP400. The platforms were chosen on the basis
of their availability; they are mainly used for research purposes
and not suited for manufacturing environment applications,
which is acceptable for the research since the objective is to

establish the concept of a cooperating team of heterogeneous
mobile robots, irrespective of their abilities and functionality.

A. Material handling application description
The objectives of this research were tested in a material

handling application, as illustrated by the Supervisory Control
and Data Acquisition (SCADA) screenshot shown in Figure 4.
The application shows a resource buffer (“R”), a storage buffer
(“S”), 6 process buffers (“B1”–“B6”), 3 machines (“M1”–
“M3”), and a conveyor; it was designed in this manner
to demonstrate the cooperative ability of the system during
bottleneck and fault conditions. The application was set up
for the PeopleBot to transport material from “R” to “B1”, the
RMP200 move material from “B4” to “B5”, and the RMP400
to finally move the end product from “B6” to “S”.

Figure 4. Material handling application for the research

The numbers within the blocks shown in Figure 4 represent
the quantity of material in the buffer and the buffer levels
are illustrated as a percentage of their total capacity, thus the
bottlenecks in the process can be seen at a glance during
production. The calculations for the quantity of material, buffer
capacities, and machine process rates are all done in the
simulation program which is located in the SCADA component
of the system, the details of which are beyond the scope of
this paper.

During the implementation and debug phase of this re-
search, bottleneck conditions were intentionally created by
altering: 1) the material handling capacities of the robots, 2) the
machine efficiencies, and 3) the buffer capacities.

B. Design overview
Figure 5 shows the design overview of the Mechatronic

system. The scope of the design consists of an integration of
the following components:

• Robot hardware
• Middleware
• Agent program
• SCADA

The robot hardware comprises of the mechanical robot
(PeopleBot, RMP200, RMP400), the sensors (LRF, sonars),
and the actuators (drives, motors). The middleware layer is
necessary since it is responsible for interpreting the high level
(agent program) commands and presents them to the sensors
and actuators through the use of low level software driver
modules.
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Figure 5. Design overview of the Mechatronic system

The agent program is the robot’s decision making compo-
nent in the system design as it determines which task (primary
or secondary) is required by the robot at a specific point in
time. In addition to the localisation and cognition modules, the
agent program contains the machine learning module which
was incorporated in the system design due to the following
benefits:

• Robot heterogeneity and task taxonomy: due to the
different capabilities of each robot together with the
variations in tasks, the system is required to identify
whether or not a particular robot can perform a
secondary task when required. An integrated learning
system will ensure that each robot goes through an
engineering teaching process so that the robot “agent”
can identify itself as a helping agent when the need
(bottleneck) arises.

• Manufacturing environment reconfiguration: changes
in the environment, caused by the manufacturing of
different products or the implementation of new ma-
chinery, will have a minimal impact on the cooperative
function of each robot since the learning module
ensures that robot agents are re-taught accordingly. A
further advantage is the saving of money and resources
that would have been required to reconfigure the
robots to adapt to the new environment.

The agent program also comprises a communication interface
which sends, receives and processes data packets to/from the
plant SCADA system. The SCADA is a vital component in
the manufacturing plant automation system since it makes
process information available to operators and engineers for
the purpose of monitoring and control.

C. SVM implementation
The LIBSVM library was used in the agent program for

the train and prediction algorithms, and the polynomial kernel
was chosen as the non–linear SVM kernel function. There are
two phases to the SVM algorithm:

• the learning phase, where agents are taught by the
system on the best goal location to follow. The teach-
ing process can take place in an offline (simulation)
environment, or online through the Graphical User
Interface (GUI) interface of the SCADA system.
The objective of the learning phase is to build a
knowledge database of SVM features with training
examples. Figure 6 is an extract of the “train.txt” file
that contains the training examples. The SVM features
in the file (labeled 1 to 8) are the buffers in the
manufacturing application and the training examples
(the values positioned to the right of the colons) are
the number of materials in each buffer. The (output)
goal location for the robot is the first number in each
line of the file.

Figure 6. Train.txt file extract with SVM features and training examples

• the train–prediction phase uses the data collated in the
learning phase (i.e., the data contained in the train.txt
file) to generate training models for each agent; the
goal output for each agent is then accomplished by
using the current data values (obtained from the data
packet) as inputs to the prediction algorithm. The
current data values represent the immediate status of
the manufacturing process; they are stored as a string
of data in the “test.txt” file which is used as an input
to the SVM prediction algorithm. Figure 7 illustrates
the entire process of training, building the model, and
predicting the goal output for each robot in the system.

Figure 7. Process of the SVM train–predict phase

D. Simulation results and discussion
This section produces the results of the tests performed

during the simulation of the system. Bottlenecks were created
by varying the load carrying capacities of the robots, however,
there were other options by which this could have been done,
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namely: 1) vary the machine or conveyor efficiencies, and
2) change the buffer capacities.

During the SVM teach phase of the tests, the PeopleBot
was taught to help the RMP200 at the bottleneck. Figure 4
showed a screenshot of the material handling application,
where the PeopleBot’s primary task is to move materials from
the resource buffer (“R” or “B0”) to “B1”, the RMP200 has
the single task of transporting material from “B4” to “B5”,
and the RMP400 also has a single task of moving the final
product from “B6” to the storage buffer (“S” or “B7”).

A bottleneck was created at “B4” by reducing the load
carrying capacity of the RMP200 from 20 materials to 5
materials. The capacity of the PeopleBot remained the same
(at 20 materials), this ensured that the material build up rate
at B4 was greater than the buffer process rate, resulting in a
bottleneck.

Four types of simulation tests were performed:
• normal operation: the load carrying capacities of the

robots were configured to prevent bottleneck condi-
tions.

• bottleneck condition: the load carrying capacities of
the robots were configured to promote bottleneck
conditions.

• cooperation at the bottleneck: a robot agent was al-
lowed to help another agent at the bottleneck.

• cooperation during a robot fault: a robot agent was
allowed to take over the tasks of the faulty robot so
that the possibility of the occurrence of a bottleneck
is reduced.

A discussion of all four types of tests is beyond the scope of
this paper, hence only the bottleneck condition and cooperation
at the bottleneck cases will be discussed.

Figure 8. Material distribution graph: bottleneck condition

The material distribution graph for the bottleneck condition
simulation test is given in Figure 8. The graph has three axes:
the x–axis represents the buffer locations, ranging from 0
(buffer B0) to 7 (buffer B7); the y–axis represents the time
(in seconds) of the simulation; the z–axis gives the number
of materials, in a percentage, at each buffer location. The
percentage is calculated by the following equation:

Bsize =
Bnum

Bcap
∗ 100 (13)

where Bnum is the number of materials in the buffer and Bcap

is a constant which represents the number of materials that the
buffer can contain, i.e., the buffer capacity.

The visual trend in the graph shows a decrease in material
count at the resource buffer (which was initialised with 100
materials) and an increase in material count at the storage
buffer, towards the end of the simulation. Table I gives more
detail to the bottleneck condition simulation and lists the
values of some test parameters such as the total simulation
(or production) time and the total operation time of each robot
agent.

TABLE I. SIMULATION RESULTS FOR THE BOTTLENECK CONDITION

Test parameter Value
Total simulation time 1763 sec
Agent 1 load capacity 20 materials
Agent 2 load capacity 5 materials
Agent 3 load capacity 100 materials
Agent 1 operation time 349 sec (19.8%)
Agent 2 operation time 1520 sec (86.2%)
Agent 3 operation time 93 sec (5.3%)
Buffer 2 @100% 282 sec (16.0%)
Buffer 3 @100% 594 sec (33.7%)
Buffer 4 @100% 936 sec (53.1%)

Agents 1, 2 and 3 are the PeopleBot, RMP200 and RMP400
respectively. The values within brackets in the table are the
percentages of the total simulation time. The large simulation
time for the bottleneck condition is due to the bottleneck at
buffer 4, where the RMP200 cannot transport the required
amount of material to keep up with the incoming rate at
the buffer. The bottleneck problem caused a cascaded effect
(depicted in Figure 8) to fill up buffer 3 and buffer 2. The
purpose of the bottleneck condition simulation was two–fold:
1) to emphasise the impact of the bottleneck on the production
system, and 2) to set the stage for an implementation of the
cooperative learning system in mitigating the bottleneck.

The cooperation at the bottleneck simulation was per-
formed by allowing the SVM–trained PeopleBot agent to
assist the RMP200 agent at the bottleneck (buffer 4), hence
the PeopleBot executes its primary task of transporting ma-
terial from B0 to B1 as well as “cooperates” by effecting
its secondary task of moving material from B4 to B5. The
material distribution graph in Figure 9 reflect the results of
the cooperative learning system.

Figure 9. Material distribution graph: robot cooperation at bottleneck
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An analysis of the SVM output results in the subplot of
Figure 10 gives an interesting perspective on the periods at
which the algorithm determines the assistance of the PeopleBot
at the bottleneck. The SVM outputs for the PeopleBot agent
are either “1” or “2”, representing the primary or secondary
task respectively. During the teach phase, the PeopleBot agent
was taught to assist at B4 when the size of B0 is low and
when the sizes of B4 and/or B3 are high. The effect of the
teaching exercise is clearly shown in Figure 10 since the SVM
predictions are “2” during conditions where the test parameters
of the SVM features (i.e., the buffer sizes) are approximately
the same as the SVM training examples.

Figure 10. PeopleBot SVM outputs: cooperation at bottleneck

TABLE II. SIMULATION RESULTS FOR THE COOPERATION AT THE
BOTTLENECK CONDITION

Test parameter Value
Total simulation time 809 sec
Agent 1 load capacity 20 materials
Agent 2 load capacity 5 materials
Agent 3 load capacity 100 materials
Agent 1 operation time 600 sec (74.2%)
Agent 1 primary task 62.5%
Agent 1 secondary task 37.5%
Agent 2 operation time 678 sec (83.8%)
Agent 3 operation time 91 sec (11.3%)
Buffer 3 @100% 42 sec (5.2%)
Buffer 4 @100% 138 sec (17.1%)

Table II lists the total simulation time of 809 seconds—
a 54% reduction in comparison to the previous simulation
case. The table also reflects the task distribution percentage
for agent 1: the SVM algorithm determined the secondary goal
for the PeopleBot 3 times out of a total of 8 iterations in the
simulation, i.e., the PeopleBot spent 37.5% of its operation
time on the secondary task and 67.5% on its primary task. The
simulation also resulted in an elimination of buffer 2 from the
bottleneck cascade and showed reduced buffer–full times of
buffer 3 and buffer 4 to 5.2% and 17.1%, respectively.

IV. CONCLUSION

The main objective of the research was the demonstration
of a cooperative robot system using a machine learning ap-
proach. This objective was achieved by the successful per-
formance of the SVM algorithm, where the bottlenecks were
alleviated by the cooperating agent, significantly improving the
manufacturing production times. The SVM learning algorithm
essentially predicts and determines the goal tasks of each robot
agent in the network by using a database of training examples.

The research discussed in this paper broadens the use of
SVM algorithms (and potentially other supervised learning
algorithms) in the area of multi–robot systems and manufactur-
ing applications. The attraction of a learning based system is
the semi–elimination of hard coded programmed solutions for
specific scenarios; the learning system can adapt to dynamic
environments and plant reconfiguration conditions.

Further work to this research will see the implementation
of a reinforced learning system where the agents dynamically
learn the “positive” and “negative” examples from the environ-
ment without going through a training exercise facilitated by
the robot operator. Another desired modification to the system
is the use of an automated selection of a training database in
a suite of databases, this is useful when an agent has to solve
a variety of problems, requiring the employment of multiple
sets of training data.
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Abstract— Effective management of projects is becoming 

increasingly important for any type of organisation to remain 

competitive in today’s dynamic business environment due to 

pressure of globalisation. Planning a project with proper 

considerations of all necessary factors and managing a project 

to ensure its successful implementation are facing a lot 

challenges. Initial stage in planning a project is costly, time 

consuming and usually with poor accuracy on cost and effort 

predictions. On the other hand, detailed information for 

previous projects may be buried in piles of archived 

documents, which make it increasingly difficult to learn 

from the previous experiences. Project portfolio has been 

brought into this field aiming to improve the information 

sharing and management among different projects. However, 

the amount of information that could be shared is still limited 

to generic information.  In this paper, we design and 

implement a novel software system iPAS, which automatically 

generate a project plan with effort estimation of time and cost 

based on data collected from previous completed projects in 

standardised industries. To maximise the data sharing and 

management among different projects, a method of using 

product-based planning from PRINCE2 methodology is 

proposed.  iPAS has been trialed with cases in two 

organisations, which clearly shows the business benefits of 

autonomic project management. It reduced effort to plan new 

projects and manage project portfolio and decreased 

estimation bias thereby reducing operational risk. It also 

automatically benchmarked performance against company 

best practices.  

Keywords-autonomatic project management; product-based 

planning; best practice; PRINCE2. 

I.  INTRODUCTION  

In recent years, many engineering companies have spent 
a great deal of time bidding for Whole Life Cycle (WLC) 
projects from clients [1].  Most of the project planning and 
associated cost are developed almost from scratch, even 
when elements of projects are similar to those bid for in the 
past. Since the bidding proposal must be built around a 
sound and well-thought-out estimated project plan, which 
addresses the cost, time spent and quality to generate the 
final product to be responsive to clients’ delivery 
requirements, it will take considerable time and therefore 
incurs resource costs, which could be a big cost saving. 

Frequently, the best practice of assessing through life 
support resources in the engineering services sector is to 
benchmark against a similar and previous project [3] by 
using historical data.  Best practice is defined as the most 
efficient (least amount of effort) and effective (best results) 

way of accomplishing a task or a deliverable, based on 
repeatable procedures that have proven themselves over time 
for large numbers of people [2]. Benchmarking is considered 
as a technique to provide a systematic approach to improving 
business production efficiency and profitability through 
comparing and analysing the values from varying resources. 
Thus, benchmarking and utilising best project practice are 
the key issues for enterprises to persist in contract 
competition and project planning. 

Currently, most best project practices are made explicit in 
terms of persistent data from operational processes or 
activities, but underlying influencing factors remain implicit. 
The risk of such practice is the cost estimation will not take 
into account other factors, such as different environment, 
technology advances and different customer profiles [3].   

On the other hand, main stream project management 
methods nowadays are process or activity based. Therefore, 
the granularity of information is collected merely at the 
activity level. Project portfolios which assist the decision 
makers on corporate strategy and project management 
practices are also mainly represented based on process.  
Project information sharing happens only at the activity 
level, or at the project level, in this case. At activity level, 
information is not easily sharable due to the fact that new 
technologies, process re-engineering and different personnel 
preferences may all affect the practices of conducting project 
activities. The vast amount of information in between which 
contains the best practices of working on certain products 
(deliverables) is not even collected.  There is an emerging 
requirement from industries to have a tool to use good 
practices or lessons learned from previous projects to guide 
the new projects.   

This paper introduces a web based adaptive project 
information sharing and management system - iPAS 
(Intelligent Project Automation Systems).  iPAS is 
developed by following modern software engineering 
methodologies, PRINCE2 [4] principles and the practical 
experience of project managers.  iPAS consists of  four main 
project management functions: project planning, progress 
monitoring, project reports and human resource allocation.  It 
was designed for managing engineering projects, but its 
principles could also be applied to other project disciplines. 

The rest of the paper is organized as follows. Section 2 
introduces the state of the art of current project management 
systems. Section 3 presents the overview of the iPAS system 
and related PRINCE2 techniques, followed by introducing 
the major functions of iPAS in Section 4. Section 5 provides 
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evaluation results of the system. The final section concludes 
the whole paper.  

II. PROJECT MANAGEMENT SYSTEMS IN THE MARKET 

A number of commercial tools have been created for 
project information sharing and project management. These 
commercial applications have been adopted by industry at a 
remarkable rate. For example, Microsoft Project [16] is able 
to develop project plans with Gantt charts [17], assigning 
resources to tasks and tracking progress; MindManager [5] 
can easily convert brainstorm maps into process diagrams, 
create standard templates so every project has continuity and 
can easily be exported to the Microsoft Office suite; 
@TASK [6] has features such as interactive Gantt charts, 
calendar views and project group lists that are designed to 
minimise downtime and make data management easy; ASTA 
Power Project [7] is a standalone software to do the time 
planning, project progress monitoring and resource 
management;  Instant Business Network (IBN) Project 
Management [8] provides a cost-effective and flexible 
approach to repeating success and re-using a unified system 
to consolidate corporate information into a single web portal.  

However, the most widely used project management 
features of these applications are fairly conventional. For 
instance, the classical feature of graphical plan and critical 
path analysis, display the Gantt chart view by default 
encourages users to focus on task or activity scheduling too 
early, rather than identifying objectives and deliverables. 
Moreover, plans generated by these applications are based on 
activities, which make it difficult to perform the benchmark 
because different project users may have different 
approaches to deliver the same product. The detailed 
information collected at the activity level can be useful for 
future project planning only when the same work practices 
are followed. In addition, due to no shared central database 
to store historical data, these project management 
applications cannot do benchmarking from previous projects 
and use the historical data to produce an automated project 
plan. 

III. IPAS SYSTEM 

As mentioned previously, many engineering companies 
spent considerable time bidding for projects by developing 
project plans from scratch. It also means that bids are not 
always consistent and sometimes contain inaccuracies, which 
can be costly if the project is won and the cost profile is 
proved to be wrong. Furthermore, on contract award it is 
difficult to substantiate existing data on project success to 
improve customer confidence. 

Although benchmarking has been brought into project 
management, the risk is the effort estimation will not take 
into account other factors, such a different environment, 
technology advances and different user profiles. Companies, 
such as Dytecna [1] have previously been financially 
penalised by poor benchmarking techniques. Dytecna is an 
engineering company providing engineering service 
solutions for governments and commercial customers, both 
in the United Kingdom and overseas.  Its core business 
activities include Systems Engineering, Whole Life Support, 

Manufacturing, and Asset Management/Health Monitoring 
Systems. A research project was proposed  by Dytecna a 
couple of years ago to employ benchmarking techniques to 
improve current information sharing and management of the 
whole life cycle of projects based on the best practices from 
historical data, and find a method to analyse the completed 
and existing projects to convert Activity Based project 
information into Product Based information. The outcome of 
the project is an adaptive project information sharing and 
management system – iPAS which is based upon the 
principles of the best practices and the methodologies from 
PRINCE2 to manage the whole lifecycle of project. 

A. iPAS Overview  

The philosophy behind the design of iPAS is to facilitate 
system learning from previous projects in light of 
benchmarking criteria and present to the project manager a 
manageable amount of easily-derived information organised 
to give insight, information, or alerts about project status. 

To achieve this goal, iPAS is designed to intelligently 
assist with the through life management of projects based on 
best practice and experience from previous project profiles. 
The system is expected to automatically deliver project plans 
to match customer requirements and provides a mechanism 
for continuous monitoring of project execution via 
benchmarking and generation of project reports. 

In order to fully utilise this service, an additional 
consultancy service package is provided to help customers to 
break down their products into sub-products or work 
packages in accordance with PRINCE2 project management 
principles such as Product Based Structure and Product Flow 
Diagram. This data is stored in a central database for analysis 
and benchmarking enabling project managers to control their 
projects with greater precision. Thus, iPAS system consists 
of two main parts: a web based project management tool 
which allows users to access it anytime and anywhere, and a 
consultancy service (shown in Figure 1).   
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Figure 1.  iPAS Overview. 

When a company receives Invitation To Tender (ITT) to 
submit a project bidding, the user requirement document will 
be used as an input of the consultancy service part of the 
system. With the help from project management domain 
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experts, the project will be broken into sub-products by using 
Product Breakdown Structure (PBS) [4] and Product Flow 
Diagram (PFD) [4] techniques, relevant project data such as 
work packages and identified Key Performance Indicators 
(KPIs) will be produced as an output of the consultancy 
service part. 

These raw project data then will be stored into iPAS 
software too. This tool will automatically analyse and 
provide forecasts for newly entered ITT data, by 
benchmarking it with historical project data.  The tool is able 
to produce accurate plans through analysis of entered criteria 
against benchmarked data, which helps project managers to 
decide the project plan.  If the bidding is successful and 
when the new project starts, the tool will also monitor the 
project plan by measuring identified key performance 
indicators (e.g., time, cost and quality) in produced work 
packages during the project life cycle. The project 
management team will receive alerts if any project activity 
goes wrong or beyond the controls during the project 
progress. Immediate action can be taken, such as allocate 
extra resources when needed or amend the risk profile, or 
even cancel the project, to ensure the project status is 
healthy.  A final report can then be generated to summarise 
the project.  Benchmarked data will be updated in a central 
database at the end of the project to improve the analysis 
provided to subsequent projects or biddings. 

B. Product Based Planning Technique 

Project planning is about effort estimation including 
time, cost and resources, which is based on expert judgment 
and analogy using historical data from completed projects.  
Consistency in historical data gathering is the key to reliable 
estimates [9][10]. Especially data for status report in 
business project management system should be collected 
during and after project, but in rare cases automatic data 
capture may be available [11]. 

iPAS uses product breakdown structure to delineate the 
project scope and define a list of deliverable products to be 
constructed during the project.  The products must be 
identified before the activities are defined since the object of 
the project is to produce deliverables. As mentioned in last 
section, in accordance with PRINCE2 project management 
principles, users need to break down projects into work 
package sized products (includes intermediate documentary 
products and final end-products) before fully utilising iPAS. 
Therefore, it is expected that products (or work packages) are 
identified through PBS and PFD before using iPAS tool.  

Compared to activity-based planning or process-based 
planning, a significant advantage of product based planning 
is to do with reporting. It can more precisely control the 
scope of the project and focus only on what is really needed 
to meet the business case. Products are either finished or not, 
activities can be 95% finished for a long time even though 
work is taking place [12]. One tends to forget things that 
have to be done to complete a project. This method captures 
them all, reducing the chance that any will be overlooked. 
Another significant advantage of it is that it will be much 
easier to benchmark with same or similar products because 
different project users may have different processes or 

approaches to delivering the same product, but the properties 
(e.g., quality, cost and time) used to measure the completed 
product should be the same. 

Here is an example of project plan to integrate current IT 
operations into a “Web Based Information Management 
System (WBIMS)” in Dytecna Ltd. In PRINCE2, the top 
level of products is known as “project products”. For 
WBIMS project, these are subdivided into three main 
categories, as shown in Figure 2 represented with diamond 
shape.  

Management products are those products associated with 
the planning and control of the project. They include Project 
Initiation Documents (PID), project plan, checkpoint reports 
and so on. Quality products are separated from Management 
products, they are associated with the definition and control 
of quality, quality plan, product descriptions, quality review 
reports, and project issues report. Specialist products are 
those things that the project has been setup to create. It can 
be broken down into other three sub categories [4]:  

 Analysis Products. 

 Development Products and  

 Implementation Products  
 
Each category respectively includes a few products 

underneath. For example, Website is a deliverable of 
Development Products Group during the system design and 
development stage, while the Tested system and 
Implemented system (signed off acceptance system) are the 
deliverables of the Implementation Products Group in the 
implementation stage.    

WBIMS
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Check Point 

Report
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Project Plan

Work Package 
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Develop

ment 

Products
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Hardware 
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Tested System
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Results

Test Plans

Test Results

 
Figure 2.  Product Breakdown Structure. 

At the bottom level, the individual product is represented 
by a rectangle shape. A project product is broken down 
further into one or several activities.  The estimate of each 
activity is derived based on human judgment from the 
product estimate and the relative complexity of each activity.  
Again, the total estimated effort for the activities of a product 
should be equal to the product estimated effort.   
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Once the PBS is completed, a complete list of the 
products in that project will be generated. It is time to 
consider the work of creating a PFD. The principle is that the 
products in the relation to each other will be looked at and 
considered how one product is transformed into another. 
Each product may be consisting of one or more activities. 
Thus, the activities implied in the delivery of each of the 
products and those required to create or change the planned 
products need to be identified to give a fuller picture of the 
plan’s workload. Figure 3 is an illustration of adding the 
activities and dependencies based on the PBS of WBIMS. 
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Figure 3.  Project Flow Diagram. 

Furthermore, the basic configuration of the system 
requires the entry of top level information about the project 
such as project category, project timeline, work package 
description, tolerance level, customer, etc. 

C. Product-Based Project Portfolio 

A product-based project portfolio (PBPP), as shown in 
Table I,  was proposed in this research to contain more 
detailed information of each product apart from time, cost, 
resource and dependencies, such as quality criteria, 
constrains and activities underneath.    

TABLE I.  PROJECT PORTFOLIOS  

 Product based project portfolio 

1 Product name and description 

2 Duration of completion 

3 Man power 

4 Cost including labour & material 

5 Dependences & pre-requisites 

6 Activities undertaken of each product include details of rework 

7 Quality assessment criteria  

8 Special technical requirements 

9 Constrains & inheritable risks 

 
The PBPP is a top level methodology to use the product-

based approach for portfolio collection, project planning and 
project delivery.  It details processes starting from product 
breakdown until the resource arrangements during the 
planning stage. The input of PBPP is from information 
collected from all completed projects and the output is to the 
new projects.  The data repository of PBPP contains both 
project and simple product data. When a project manager 
plans a new project, the first step is to break the project into 
simple products by using PBS and PFD, then PBPP will be 

looked at and the portfolio of previous projects and simple 
products can be accessed to see whether those products have 
been done before. As long as the simple products are found 
as the same or similar, the benchmarking principle can be 
employed to choose a suitable product. The activities 
associated with the chosen product will be regarded as the 
most suitable practices to deliver the product in the new 
project plan.  

Sometimes project managers need to estimate the time 
and cost according to their experience when there is no 
information found from the system.  Actual information 
collected during the project delivery can be stored into the 
PBPP system again to cross check the accuracy of the 
previous planning to improve the calculation method for 
future references. 

The PBPP has the obvious advantages to allow maximum 
information and best practice sharing among projects at the 
product level.  It overcomes the limitation of traditional 
activity based methods when sharing information at the 
activity level. 

D. Product Portfolio Benchmarking - Automomous Process 

After breaking the final product into sub-products, the 
next step is to benchmark the sub-products to find the best 
practice among the historic data for project planning. The 
Quartile approach [14] was applied here to enhance the 
benchmark process. It shows the spread of the most popular 
representatives for non-numerical data. This concept refers to 
the subset of all data values in each of those parts. 

TABLE II.  QUARTILE LEVELS 

User Requirement 

Time (Prior) Cost 

Quartile Criteria Quartile Criteria 

Maximum 1 Maximum 1 

Upper Quartile 0.75 Upper Quartile 0.75 

Medium 0.5 Medium 0.5 

Lower Quartile 0.25 Lower Quartile 0.25 

Minimum 0 Minimum 0 

 
In terms of the user requirements, the WBIMS project 

delivery time is crucial to the customer, for this reason, the 
project completion date was fixed; thus, the project time 
chosen as the higher Build Priority of the project when using 
iPAS software. In other words, the project completion Time 
is prior to Cost during the benchmarking process, the Criteria 
Expectation of project completion Time was set as Upper 
Quartile and project completion Cost was set as Maximum 
(see Table Π) when configuring the project settings in iPAS 
(Figure 4), which means all the sub-products in WBIMS 
project will be benchmarked by following steps: 

1) the top 25% products of all products in data 
repository that have a fairly good completion time will be 
selected firstly,  

2) these selected products will be put into the second 
round selection to meet the lower prior criteria - the selected 
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product must have the lowest cost among those completed 
products, 

3) the product that meets both criteria on Time and 
Cost will be regarded as the best practice, the completion 
Time and spent Cost as well as all activities that came with 
this product will be used for generating a new project plan. 

 

 
Figure 4.  Project Flow Diagram. 

The formula below for locating the position of the 
observation at a given percentile, y, with n data points sorted 

in ascending order is:  
 Case 1: If L is a whole number, then the value will be 

found halfway between positions L and L+1.  
Case 2: If L is a decimal, round up to the nearest whole 

number. (for example, L = 1.2 becomes 1). 
Through the formula above and Weighted Mean [15] 

formula, benchmarked values (Time and Cost) of products 
can be worked out. Together with the portfolio details such 
as activities, dependencies and constrains obtained from an 
identified product from data repository, all these information 
will be used and stored to create a new product portfolio in 
WBIMS project. As long as all simple products in the 
WBIMS project are found as the same or similar to the 
previous completed products, the benchmarking principle 
can be employed to choose suitable products. The activities 
associated with the chosen product will be regarded as the 
most suitable practices to deliver the product in the new 
project plan. Actual information collected during this project 
delivery were stored into the portfolio system to cross check 
the accuracy of the previous planning to improve the 
calculation method for future references.   

E. System Implementation 

The iPAS system was developed using the latest 
ASP.NET technology and deployed in Microsoft Windows 
Server 2008 and MS SQL Server 2008R2 under the 
Windows environment; it takes advantage of many features 
of the .NET framework 4.0, such as the SQL data source 
API, integrated AJAX support, Web Services, and a security 
model that protects data even in Internet applications. 

IV. OVERVIEW OF IPAS FUNCTIONS  

As a web-based project management system, iPAS is 
able to intelligently support project managers in project 
planning, optimising business performance and project cost. 
The other main facilities provided by the system are: reverse 
planning, resource allocation, project monitoring and project 
reporting. Each of the facilities will be introduced next. 

A. Project Planning  

iPAS enables project managers to plan a project by 
following pre-defined products (or work packages).  It is also 
the key step of the product-based planning technique in 
PRINCE2, which has emerged based upon the idea of 
considering the products that will result from the project 
rather than how to execute the work [5]. Apart from creating 
a project plan without applying historical data, users can 
create a new project plan benchmarking from previous 
practices and applying desired criteria. In terms of the chosen 
category of the new project previously matched historical 
projects will be listed; the users are able to choose the most 
desirable project(s) from the list to clone. As long as the 
products together with their associated activities are selected 
from the desirable project(s) and submitted for assembling; 
the portfolios (e.g., product name, activity name, 
dependencies and feedback) will be copied cross to the new 
project.  The effort (time and cost) of each activity will be 
calculated based on the customised benchmarking criteria 
and benchmarking algorithms.  As a result, a new project 
Gantt chart (shown in Figure 5) will be generated according 
to the time effort.   

 

 

Figure 5.  A Project Gantt Plan. 

Of course, such automatically derived plan allows 
manual overrides by privileged users for special 
considerations such as adding new products, removing 
unnecessary products or editing the statistics of the effort 
before the project starts. iPAS also enables users to amend 
the project ending date or start date after the project plan has 
been generated, the project plan and Gantt chart will 
automatically adjust to fit the new duration.   

B. Human Resource Management and Profiling 

The iPAS provides a basic management of staff resource 
allocation and activity assignment.  It has an embedded 
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feature to allow the project manager to authenticate staff’s 
work absences and record the period absent, such as 
sickness, public holidays and off-site training for all project 
team members. With the help of this feature, the project 
manager is able to assign available skilled staff into project 
products (or work packages) and activities (shown in Figure 
6).  The data of staff allocation together with other project 
portfolios stored in the database could be used for generating 
live project resource allocation reports and other analytical 
reports. 

 

  

Figure 6.  A Product with Activities. 

C. Project Monitoring and Alert Mechanism 

iPAS provides a mechanism to automatically monitor 
and analyse product effort values and work completion status 
during the project progress according to project baseline.  
This mechanism depends on the regularly entering the actual 
effort spent by each person or team assigned to the specific 
activity as soon as that specific activity is completed.  The 
responsible person is also required to enter real effort to 
complete a task and to comment on environmental factors 
affecting the delivery result.  When the completion box of an 
activity is ticked, the activity is considered completed.  Since 
activities are associated to products, actual effort can be 
summarised at product level and even at project level.  

Senior members of the project such as project managers 
are able to check the progress status of all current running 
projects immediately through a project tolerance Grid chart 
(shown in Figure 6).  This chart provides a project alerting 
mechanism. There are two levels of alerting mechanism in 
iPAS: one is at project level and one is at product level.  
During the project progress, if the position of a project is 
inside the tolerance level frame but may be over time, over 
budget or both; the bubble colour will be shown as amber 
and means the project is still under control but needs to be 
carefully monitored.  The project manager is expected to 
analyse the problem or look for extra resources.  If the 
position of a project is outside the tolerance level frame, the 
bubble colour will be shown as red meaning it is beyond the 
project tolerance level.  This situation requires an exception 
plan to be launched in accordance with PRINCE2 processes.  
The project bubble colour will be shown as green if the 
project is on time and on budget. From this Grid view, user 

(dependent on privileges) is also able to click through the 
link of the product and find more details in a product view.  
For each product, there is also a status traffic light indicator 
designed for the project manager to understand what is due, 
what is completed and what is overdue (shown in Figure 7).   

 

 

Figure 7.  Project Tolerance Grid. 

D. Project Report 

iPAS is able to generate different kinds of reports with 
charts according to customer requirements.   These reports 
demonstrate project performance, cost analysis, trend 
analysis, resource allocation and real-time project status, etc.  
All these reports can be exported into various formats such 
as PDF, Microsoft Excel and Word. 

E. Summary  

Getting everyone consistently using the product based 
planning method and sharing project information across 
entire project team and organisation is not easy. iPAS has 
been developed to bridge the gap between PRINCE2 main 
principles and its application, providing the user with 
automated planning, monitoring, reports and human resource 
allocation. iPAS allows configurable access levels based on 
roles and rights granted that allow users to access the various 
management levels and features of the solution based on 
their individual needs. This approach ensures that each user 
need only see the functionality and information necessary to 
perform their responsibilities, thereby making the application 
easier to use for all stakeholders. iPAS also provides a 
complete project central database, storing all project data in 
one location for easy access, saving time and resources. It 
has built in deliverables' reviews and authorisations are 
granted online for multi-level granularity cooperation, and 
progress is updated in real time to reduce the need for costly 
meetings and expensive time wasting. Accessed across 
network or intranet, all project staff can share real time 
project information, best practices and learn from previous 
experiences with projects; all these enable more accurate 
future estimating and planning.  

In addition, iPAS was designed generically, thus it can be 
widely used for different industry such as manufacture, 
education, medicine, construction and rail industries, etc. 
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The report formats can also be customised according to the 
requirements from specific users.  

V. EVALUATIONS  

Compared with the existing project management 
applications on the market, iPAS integrates project planning 
activities with product based planning and automated effort 
estimation in light of user’s criteria.  This is a more 
sophisticated project plan method, which is designed to 
efficiently support plan creation and adjustment online based 
on the practices from historical data.  With this method, 
iPAS offers a better guidance to project managers even 
program managers, because it can help in shaping the plan 
and a breakdown of global project effort estimates into 
product and activity efforts, tracking project progress with 
alert mechanisms, ensuring that the project will meet its 
goals in terms of PRINCE2 main principles.  iPAS also takes 
advantage of this fact by gathering statistics, which provides 
assistance during project management. In general, iPAS is 
specifically designed for managing projects following a well-
defined principle, which is typical in engineering projects 
(e.g., software, electrical, mechanical and construction).  
iPAS has been tested and validated mainly by a few case 
studies in manufacturing industry domain and scientific 
research domain. Major benefits were observed right from a 
case by six project managers and four domain experts from 
Dytecna, where a four years project was set under control 
and transformed into a success by researching the goals 
which established at the creation of the product based project 
plan. The iPAS has also been used in two research projects in 
UK’s National Physical Laboratory (NPL), which followed 
the PRINCE principle in the organisation. It has successfully 
assisted the program officer to plan the projects with 
available resources and monitor the progress from start to 
end. During case studies, The iPAS was applied to help 
project managers to share the project knowledge for 
generating project plan and controlling project progresses via 
product based benchmarking.  

Although it is difficult to quantitatively assess exactly 
how much time and cost were saved for project planning and 
management in the case study, users who have used the iPAS 
system summarise the following major advantages against 
the traditional project management method: 

 It allows the company to continuously improve both 
bidding, planning and project management as well as 
reduce risk 

 It is a novel approach to store and share information 
among different projects  

 It is an innovative method to integrate PRINCE2 and 
benchmarking principles 

 It reduces project starting up and initiation time, 
reduces management costs by limiting the number of 
project meetings conducted 

 It wins more work for a customer by providing 
accurate rather than estimated information on costs 
and duration at tender stage. Thus, a company has 
more confidence in the accuracy at ITT (Invitation to 

Tender) responses, customers have more confidence 
in bids made and associated cost profiles   

 Company is able to justify through life costs and 
plan resources to serve contracts, thus to improve 
company success and profitability 

 Company has continuous improvement in data 
accuracy providing early identification of the 
program that is moving toward an adverse situation 

 It’s adaptable to any other sectors such as 
construction, rail industries, health services or 
government, etc. 

TABLE III.  CULTURE CHANGES BEFORE AND AFTER USING IPAS  

Stages Pre iPAS Post iPAS 

Bidding Ad hoc and configuration 
No historical data, 

estimation based on 

expert judgment 
No follow up, no lessons 

learned 

Historical data are 
available to improve 

estimation 

Resonation and 
improvements of the 

process 

Planning Activity based planning 
Last minute identification 

of the activities 

Product based planning, 
activities can be 

referred from best 

practice  

Monitoring Difficult to follow the 
evolution of a activity or 

to assess the quality of 

the completed work 

Easily to monitor the 
progress of the project 

by watching the 

delivery quality of 

products and practices 

underneath 

Control Hard to know the failure 
reasons from project team 

level and response 

immediately 

Failure point can be 
easily spot out and then 

take necessary action 

quickly 

 

Table Ш shows the culture changes observed using 

iPAS software in NPL and Dytecna. Before introducing 

iPAS tool, the project plans were generated based on experts 

experience probably, in most cases, the lessons learned from 

previous projects are easily forgotten, and project activities 

were planned without a clear idea because there is no precise 

intention on what is going to be delivered. By recording what 

was done and how much effort was spent, project team 

members could now easily monitor and control the project 

progress, accurately assess what they were doing from an 

objective perspective, as well as learn the lessons from the 

past. 

VI. CONCLUSION AND FURTHER WORK  

iPAS is a web-based project planning and management 
tool adapted to the product based planning techniques of 
PRINCE2, which can be applied to standardised industries 
such as Construction, Logistic Support, Electronic and 
Mechanical Systems Engineering. It guides the project 
manager by recycling historical data and best practices to 
estimate project resources and to cascade this into 
manageable products.  iPAS provides focus on project 
objectives, by structuring a plan based on products, by 
facilitating accurate monitoring of these products throughout 
the project.  These features assist the project team to 
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maintain programmed activities and to meet contract 
commitments, whilst reducing the management overhead.  It 
can be deduced from the above sections that iPAS already is 
capable of providing considerable added value in many areas 
of project management.  However, it has become clear to the 
development team that there are several ways in which iPAS 
could be further enhanced.  

A possible extension could be to link iPAS database with 
an organisation’s host database.  As iPAS collects more and 
more business practice data from a variety of organisations, 
there is a need to establish an appropriate knowledge base 
centre.  An external benchmarking comparison service also 
could be provided in order to coordinate with the unique 
company database system and bring in external knowledge, 
which will enable the customer to manage the business more 
efficiently. The future work can also be focused on 
enhancing human resource management, enhancing the user 
interface, perfecting the navigation and strengthening the 
statistical robustness of the system, etc. 
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Abstract — A method for parameter adjustment for automated
visual control of bottled liquids is presented, aiming at
reducing the execution time of bottling when liquid colors are
similar and not easily visible. Edge profile detection is applied
to find the transition points where a line fitting algorithm
connects them in a line. The obtained short execution time and
very good accuracy enable inspection of bottles in a moving
condition. The proposed algorithm is tested with blurred
images of beer and mineral water bottles, according to real
production conditions. The represented method could be
applied in any related cases in which the liquid level is not
easily visible and the execution time is a crucial component.

Keywords - visual inspection; image processing; line fitting;
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I. INTRODUCTION

There are many automated systems for automated visual
inspection of the liquid level in the bottling industry
[1][2][3][4][5]. The specifics of this production demand
liquid level control in the moving condition of the conveyer
belt. In the case of sparkle liquids and beer bottled
production, one problem is fixing the fill level of foamed
surfaces in moving condition, all within a short execution
time, even when the bottle and liquid colors are very similar.
Thus, the optimization of the decisive algorithm parameters
in terms of quick-operation and high accuracy is imperative.
In addition, the problem has to be solved with a simple and
inexpensive technology equipment, aiming at reducing the
production costs.

In this research, a method is proposed for liquid level
inspection in moving condition, when the bottle and liquid
colors are very similar and the transition between them is not
easily visible. Edge profile detection is applied to find the
transition points where a line fitting algorithm connects them
in a line. The algorithm’s parameters are adjusted to
minimize execution time, based on the analysis of the
influence of the significant image parameters over the
execution time. The benefits of the obtained short execution
time and very good accuracy enable inspection of bottles in
moving condition, thus, eliminating the need of additional
technological appliances applying a single smart camera.

The experiments are implemented using a Smart Camera
NI 1742. Triggered infrared lighting is used to eliminate the
variations in environmental lighting. To simulate the blur
noise added to the images because of the conveyer belt

movement, the calculated blur for typical conveyer belt
velocities in number of pixels is added to each image.
Further tests with cameras having different image resolution,
by different light intensities, are foreseen.

Section I-A describes the state-of-the-art. In Section II,
the overall proposed method for liquid level detection is
defined. Section III-A describes the image parameters that
influence the execution time/accuracy. Line fitting algorithm
is represented in Section III-B. In Section IV, the developed
algorithm for parameter adjustment is explained, after the
analysis of the execution time. The experiments and the
obtained results for images, resembling the moving conveyer
belt conditions for many examples are represented and
discussed in Section V.

A. State-of-the-Art

Machine vision is implemented nowadays in the modern
automated production systems for real-time control of
different product parameters [1][3][6]. In automated bottle
filling production, most of the checks are concentrated on the
presence/absence, position or quality of different bottle parts,
such as cap, label or defects. Liquid fill level control is
relatively rarely accomplished, especially when the bottle
and liquid colors are very similar. For example, the Q Check
verification system [4] inspects flat and sipper caps on
beverage bottles for cap presence and height, dust cap
presence and fill level. Because the check is in moving
condition, the liquid surface is often falsly recognized and
the bottle is incorrectly automatically rejected. Mettler
Toledo system [5] demonstrates a Full Bottle Inspection
system (FBI) with simple part setup, very intuitive train tools
with training in less than one minute, rejection off the line of
all defective bottles. It checks the liquid level in movement,
but without discussion and recommendations about achieved
accuracy when fixing the fill level of foamed surfaces.
DATALOGIC [6] is a system using a complex multiple
cameras/mirrors structure for cap and label detection and
defective rejection. It represents no fill level control, thereby
the rest of the bottle components are checked with fixed
parameter values with no discussion about the execution
time. In some systems [2], this control is completed in a stop
conveyor belt condition, adding to the production line a
technological appliance. In this case, the technological cycle
time increases together with raising the cost of the system.
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In conclusion, we did not succeed to find in the existing
similar systems any analysis of the influence of the
significant image parameters over the execution time for
foamed liquid level determination, while maintaining
accuracy. As result of the implemented time analysis, a
method for parameter adjustment is proposed. The proposed
method is verified with many blurred images, aiming to
simulate the real production conditions. The experiments are
implemented using only simple machine vision components
with no need of adding to the production line some special
technological appliances. The main advantage of the
presented approach is the non-intuitive, but based on the
image parameter analysis method for training the vision
system for fast real-time execution. It could be applied in any
related case where the liquid level is not easily visible and
the execution time is a crucial component.

II. METHOD FOR LIQUID LEVEL LINE DETECTION

The proposed method is based on analyzing the edge
strength profiles along different parallel, preliminary fixed
lines in a search direction. The algorithm finds the first pixel
along each edge strength profile having more than a
minimum chosen difference between the intensity values of
the edge and the surrounding pixels. The method of least
squares is used to determine the best fit line to the data set,
formed by detected pixels along all lines. The influence of
four parameters – edge strength, kernel size, projection
width and interline gap over the execution time and level
line accuracy are analyzed and a method for their
adjustment is proposed. The method and its algorithm are
tested on 30 samples of brown bottles of beer and 30
samples of white bottles of mineral water. Infrared triggered
lighting is used for image acquisition of moving bottles.

III. DEFINITION OF PARAMETERS AND LINE FITTING

ALGORITHM

Four parameters – edge strength, kernel size, projection
width and interline gap have the strongest influence over the
execution time and accuracy when determining the liquid
level line. They are used to detect the liquid level edge
points.

A. Definition of Used Parameters

Edge strength – This is the edge contrast. It determines
the variation in the grayscale values between the background
and the edge. Figure 1 shows the Grayscale profile in a
search direction. The edge strength can vary for the changes
in lighting conditions. That is reason to use infrared
triggered lighting on the acquisition moment to eliminate
these changes. The edge length characterizes the slope of
the edge. Edges with gradual transitions between the
background and the edge have a longer edge length.

Kernel size - A kernel is usually a 3x3, 5x5, 7x7, etc.
structure that represents a pixel and its relationship to the
pixel neighbors [7]. The chosen size of the kernel should be
based on the expected sharpness, or slope of the searched
edge.

Search Direction

Gray Level
Intensities

Edge Strength

Edge Length

Figure 1. Greyscale profile

Projection width – Determines the amount of pixels
perpendicular to the search direction [7], that are averaged at
each pixel along the search line to calculate the edge profile
strength. The projection width has to be increased when the
image is noisy or blured because of the movements of the
aquisiting object.

Interline gap – Defines the distance between two
neighboring search lines in pixels.

B. Line Fitting

The algorithm finds the first pixel along each edge
strength profile having less than a minimum chosen
difference/threshold between the intensity values of the edge
and the surrounding pixels. All such pixels are considered to
be Liquid Level Pixels (LLP) or border pixels. The method
of least squares is used to determine the best fit line to the
LLPs data set, formed by the detected pixels along all lines.
When n LLPs with coordinates [xi, yi] are found, the
approximating straight line will have the equation

0 1
( )Y f x Xα α= = + . (1)

Then,
0

α and
1

α values are searched, so that a minimum

Mean Square Distance (MSD), according to Figure 2, will be
obtained.

0 1

2

1
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,

n
MSD di

i
α α

= ∑
=
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Figure 2. Line fitting
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The line with the best quality is the line that shows the
lowest MSD [8]. The quality of the line is further improved
by successively removing the furthest pixels from the current
line until a preliminary minimum score is obtained.

The result of the line fitting algorithm is a line that is fit
to the best set of the LLPs after ignoring the outlying pixels.

IV. PARAMETER ADJUSTMENT

The inspection of the liquid level in motion condition
sets requirements of short execution times. The phase of
detection of the liquid level, together with the phase of
image acquisition, are the most time consuming steps in the
algorithm.

A. Execution Time Analysis

As the parameter values are decisive for accuracy of
liquid line determination, it is important to analyze the
influence of the four above mentioned parameters over the
execution time. On the base of analyses, optimum
proportion parameter values and execution time have to be
found. The two graphics in Figures 3 and 4 show that the
execution time needed for liquid level detection, including
edge detection and line fitting, increases linear with
increasing the kernel size and the projection width values.
However, the increase in the projection width essentially
influences the execution time.

Figure 3. Influence of the Kernel size variations over the Execution time

Figure 4. Influence of the Projection width variations over the Execution
time

Figure 5. Influence of the Interline gap variations over the Execution time

Figure 5 shows that the increase in the interline gap reduces
more rapidly the execution time.

B. Proposed Method for Parameter Adjustment

Taking into account that the bottles are inspected in
moving condition, obviously some froth is generated,
especially in the case of beer production. That means that
the intensity along the edge line changes gradually and
finding the liquid level edge points requires an increase in
the kernel size. Also, it is well known [8] that if the image is
noisy, an increase in the projection width is necessary. So,
considering these circumstances and aiming at high
accuracy, it is reasonable to begin searching the edge
profiles with high values of kernel size and projection width
and low interline gap value. To reduce the execution time,
the following parameter adjustment method is proposed:

1. Choose high values of kernel size and projection
width, choose low values of interline gap to obtain
right edge points and right line fitting.
Straight edge minimum threshold is chosen based
on empirical approach.

2. Reduce the kernel size till line fitting is still correct.
3. Reduce the projection width till line fitting is still

correct. Stop reducing when line fitting errors
appear.

4. Increase interline gap till line fitting is still straight.
5. If no straight edges are found, reduce the straight

edge minimum threshold until the step finds a
straight edge again.
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V. EXPERIMENTS AND RESULTS

The experiments are implemented using a Smart Camera
NI 1742 with triggered infrared lighting and software Vision
Builder AI 2011. To simulate the blur noise [9] added to the
images because of the conveyer belt moving, the calculated
blur in number of pixels is added to each image. For a typical
conveyer belt velocity of 25m/min 417 mm/sec and image
resolution of 300 dpi 118,11 dp(cm) 11,81 dp(mm), the
calculated conveyer belt velocity measured in Pixel per
second is Vp = 417x11,8 = 4920 Pix/sec. Then, the resulting
Motion Blur = Vp * Exposure time = 4920 x 1/125 40 Pix
Motion Blur. In our case, a short value of Exposure time =
1/500 is chosen which corresponds to 9 Pix Motion Blur.
This value is added to the test images to simulate the motion
of the bottles [10][11]. Figures 6, 7 and 8 represent the
subsequent steps for parameter adjustment and show the
change in Edge Strength Profile moving through the steps of
the proposed algorithm for parameter adjustment. Finally,
the obtained parameter values with line fitting still correct for
all of the 60 exemplars are found as: edge strenght 5, kernel
size 5, projection width 5 and interline gap 21 pixels.
Execution time for 60 exemplars is 60.424 msec.

Figure 8 shows the final line fitting with a distinct Edge
Strength Profile and an appropriate Minimum Edge
Strength/threshold (MES). Figure 10 represents the finally
obtained line fitting for some of the tested bottled mineral
water samples. Table I. represents the execution time and
accuracy for 20, 40 and 60 bottles when moving through the
steps of the proposed algorithm.

The accuracy is calculated as [(number of all exemplars -
number of exemplars with bad line fitting)/ number of all
exemplars].100 [%]. Figure 9 shows the influence of the
parameter value reduction over the execution time and over
the accuracy according to the data in Table I. The first rising
line in the graphic represents cases 1, 2, 3, the second rising

(a) (b)

Figure 6. Edge Strength Profile for search line 8: (a) edge strenght 7, kernel
size 23, projection width 23 and interline gap 9 pixels; (b) edge strenght 7,

kernel size 9, projection width 23 and interline gap 9 pixels

(a) (b)

Figure 7. Edge Strength Profile for search line 8: (a) edge strenght 7, kernel
size 9, projection width 9 and interline gap 9 pixels; (b) edge strenght 7,

kernel size 5, projection width 5 and interline gap 9 pixels

Figure 8. Edge Strength Profile for search line 8: edge strenght 5, kernel size
5, projection width 5 and interline gap 21 pixel

line represents cases 4, 5, 6, etc. It is visible that the
reduction of parameter projection width influences stronger
the reduction of execution time (rising lines 3,4, cases 7 to
12) then reduction of kernel size (cases 4, 5, 6). The
strongest is the influence of inceasing the interline gap (cases
16, 17, 18).

Figure 9. Execution time and accuracy for 20, 40 and 60 tested exemplars
according to the cases 1 to 18 in Table I.

18Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-405-3

ICAS 2015 : The Eleventh International Conference on Autonomic and Autonomous Systems

                           30 / 151



Figure 10. Line fitting for bottled mineral water - edge strenght 32, kernel
size 9, projection width 9 and interline gap 77 pixels

TABLE I. EXECUTION TIME AND ACCURACY

Line fitting parameters Case Test Samples Time[ms] Accuracy[%]

1 20 bottles 97.642 100.00

2 40 bottles 196.462 100.00

3 60 bottles 297.709 100.00

4 20 bottles 84.176 100.00

5 40 bottles 168.692 100.00

6 60 bottles 250.847 100.00

7 20 bottles 46.216 100.00

8 40 bottles 90.418 97.50

9 60 bottles 137.102 96.00

10 20 bottles 32.941 95.00

11 40 bottles 64.988 97.50

12 60 bottles 96.494 95.00

13 20 bottles 24.434 95.00

14 40 bottles 48.811 92.50

15 60 bottles 72.461 93.30

16 20 bottles 20.431 85.00

17 40 bottles 41.047 87.50

18 60 bottles 60.424 88.30

MES=5; Gap = 21

Kernel Size = 5;

Projection Width = 5

MES=7; Gap = 9

Kernel Size = 23;

Projection Width = 23

MES=7; Gap = 9

Kernel Size = 9;

Projection Width = 23

MES=7; Gap = 9

Kernel Size = 9;

Projection Width = 9

MES=7; Gap = 9

Kernel Size = 5;

Projection Width = 5

MES=7; Gap = 15

Kernel Size = 5;

Projection Width = 5

The optimum execution time reduction is obtained and the
parameter value adjustment stops when accuracy falls
between 88.5% and 88.3%, because further parameter
adjustments will reduce the obtained accuracy.

VI. CONCLUSION

The obtained results show that the proposed method for
liquid level inspection with parameter adjustment is suitable
even when the bottle and liquid colors are very similar and

the transition between them is not properly visible. It was
tested with blurred images to simulate the conveyer belt
movement in real production. The experiments are
implemented using only simple machine vision components
with no need of adding to the production line some special
technological appliances. The main advantage of the
represented approach is non-intuitive, but based on the image
parameter analysis method for training the vision system for
fast real-time execution. The represented method could be
applied in any related task where the execution time is a
crucial component. In order to generalize this method,
further tests with cameras having different image resolution,
by different light intensities, are possible. Although having in
mind that the most up-to-date automated visual systems use
triggered infrared lighting, we expect these variations will
not impact significantly the proposed methodology.
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Abstract— Recently, intelligent safety systems, such as 

autonomous collision avoidance for automobiles have 

attracted considerable attention. In this paper, we propose an 

algorithm that can estimate time to contact by using blurred 

images that are captured by a monocular camera rather than 

distance information. We conducted experiments in order to 

confirm the validity of the algorithm.  
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I.  INTRODUCTION  

Recently, intelligent safety systems, such as autonomous 
collision avoidance for automobiles have attracted 
considerable attention. Automobiles are typically equipped 
with distance sensors or stereo cameras to detect obstacles in 
their path [1][2].  

In conventional works, there are three major methods for 
measuring distance between the automobile and the obstacle 
[3]. Table I shows the features of the three major methods. 

 
TABLE I. FEATURES OF THE MAIN METHODS TO MEASURE 

AUTOMOBILE-OBSTACLE DISTANCE 
 Bad weather environment Dark conditions Cost 

Stereo camera Not-applicable Not-applicable Middle 

Laser radar Not-applicable Applicable Low 

Millimeter-wave radar Applicable Applicable High 

 
In general, in order to measure distances in dark 

conditions, the cost to realize the system becomes high 
because a combination of the multiple methods is required in 
this case.  

On the other hand, in the context of ecological 
psychology [4][5], it has been demonstrated that time to 
contact can also be estimated by simply using monocular 
visual information rather than distance information. In 
ecological psychology, time to contact is called tau-margin, 
and it can be calculated based on the apparent size of an 
approaching object and its temporal change [6]. 

 In our previous studies, we proposed methods to 
estimate tau-margin using the images of a monocular camera 
[7]. However, in dark conditions, such as those at night, it 
was very difficult to estimate tau-margin because of blurred 
images.  

To address this issue, in this paper, we propose an 
algorithm that can estimate the tau-margin at night despite 
blurred images acquired from monocular camera.   

We conducted experiments in order to confirm the 
validity of the algorithm. 

 
 

The rest of the paper is organized as follows. Section II 
introduces the tau-margin. Section III describes our 
proposed algorithm tau-margin using blurred images. 
Section IV verifies the proposed algorithm. Section V 
concludes this paper. 

II. TAU-MARGIN 

Figure 1 shows an object approaching a camera. 

 
Figure 1. Appearance of the object. 

        The apparent size W can be expressed by (1). The 

temporal change  �̇� is given by (2), where �̇�  is the 

approaching speed. 

Equation (3) is obtained from (1) and (2). Equation (3) 

implies that the time to contact – 𝐷 �̇�⁄  is obtained from 

𝑊 �̇�⁄ . In ecological psychology, 𝑊 �̇�⁄  is called tau-

margin (τ). 

𝑊 =
𝑑

𝐷
𝑆    (1) 



�̇� = −
𝑑𝑆

𝐷2
�̇�   (2) 

 

−
𝐷

�̇�
=

𝑊

�̇�
(= 𝜏)      (3) 

 
In our previous study [7], we estimated tau-margin based 

on the movement of each pixel. Figure 2 shows the 
movement of pixels and Figure 3 shows the coordinate 
system. 

    
Figure 2. Movement of pixels. 
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Figure 3. Coordinate system. 

The center of the expanding image is called the 
vanishing point. In Figure 3, the origin of the polar 
coordinate system is the vanishing point. In the polar 
coordinate system, the expansion of an image is expressed 
by (4) and (7). The position of the vanishing point moves 
when the car turns. The movement of the vanishing point is 
expressed in the X-Y coordinate system in Figure 3. Thus, 
the movement of each pixel is given by (5) and (6), and (8) 
and (9), where ∆𝑡 is the time interval. 

  𝑃(𝑡 + ∆𝑡) = 𝑃(𝑡) {1 +
∆𝑡

𝜏(𝑡)
}                                          (4) 

 

𝑥(𝑡 + ∆𝑡) = {𝑥(𝑡) − 𝑎} {1 +
∆𝑡

𝜏(𝑡)
} + 𝑎  (5) 

 

𝑦(𝑡 + ∆𝑡) = {𝑦(𝑡) − 𝑏} {1 +
∆𝑡

𝜏(𝑡)
} + 𝑏     (6) 

 

𝑃(𝑡 − ∆𝑡) = 𝑃(𝑡) {1 +
∆𝑡

𝜏(𝑡−∆𝑡)
}

−1
                      (7) 

 

𝑥(𝑡 − ∆𝑡) = {𝑥(𝑡) − 𝑎} {1 +
∆𝑡

𝜏(𝑡−∆𝑡)
}

−1
+ 𝑎         (8) 

 

 𝑦(𝑡 − ∆𝑡) = {𝑦(𝑡) − 𝑏} {1 +
∆𝑡

𝜏(𝑡−∆𝑡)
}

−1
+ 𝑏                   (9) 

III. PROPOSED ALGORITHM 

Figure 4 shows the setting of camera, and Figures 5-7 

show the algorithm. 

 

     
Figure 4. Setting of camera and its blurred image. 

 

Figure 5. Estimated vanishing point. 

 

Figure 6. Reduce a locus of light. 

 

Figure 7. Acquisition of tau-margin. 

In this study, we propose an algorithm that can estimate 

tau-margin using blurred images. Figure 4 shows an 

example of a blurred image captured in dark conditions. We 

assume that static point light sources are on the same plane 

perpendicular to the direction of camera’s movement, and 

the trajectory of the point light source on the captured 

image is a straight line, as shown in Figure 4. We process 

the entire image without having to distinguish a point light 

sources. These trajectories include information on the 

movement of the moving camera. The inside edge of the 

trajectory is the initial position of the light and the other 

side is its final position. 

We estimate the vanishing point (𝑎, 𝑏) using (8) and (9). 

First, we shrink the trajectory by substituting �̂�, �̂�, and �̂� in 

(8) and (9), where �̂�, �̂�, and �̂� are estimated values. Through 

trajectory shrinking, the trajectory moves to the estimated 

vanishing point (�̂�, �̂�), as shown in Figures 5-7. As shown 

in Figure 5, when there is an erroneous position between the 

actual vanishing point and the estimated vanishing point, 

the shrunk trajectory does not lie on the original trajectory. 

On the other hand, as shown in Figure 6, the estimated 

vanishing point and the actual vanishing point are the same. 

The shrunk trajectory moves to the original trajectory 

towards the actual vanishing point. By conforming the 

shrunk trajectory to the original trajectory, we can obtain 

the estimated values of �̂� , �̂�, and �̂�.  

To estimate �̂� , �̂�, and �̂�, we employ the method of least 

squares. Figure 8 shows changes in the trajectory due to the 

position of the vanishing point.  
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  (a) Vanishing point has error                  (b) Vanishing point has no error 

Figure 8. Changes in the trajectory due to the position of the vanishing 

point  

  
  (a) Tau is too small                    (b) Tau is too large 

Figure 9. Changes in the trajectory due to the value of tau  

 

When there is an erroneous position between the actual 

vanishing point and the estimated vanishing point, the 

trajectory shrinks, as shown in Figure 8 (a). On the other 

hand, when there is no error, the trajectory shrinks, as 

shown in Figure 8 (b). 

By minimizing the area of the rectangle composed of 

the original trajectory and the shrunk trajectory, we obtain 

estimated position of the vanishing point (�̂� , �̂�). 

In the same way, as shown Figure 9, by minimizing 

the area of the overlaps and the intermittent between the 

original trajectory and the shrunk trajectory, we obtain the 

estimated time to contact  �̂�. Figure 10 the flowchart of the 

theory and Table II defines the parameters used in the 

flowchart. In Figure 10, we employ the coordinate system 

in Figure 11.  

 
TABLE II. PARAMETERS  

B(𝑖, 𝑗) Binary image 

S(𝑖, 𝑗) Shrink image 

𝑆𝑎(𝑖, 𝑗) Accumulation of shrink image 

(𝑖𝑏, 𝑗𝑎) Position of vanishing point 

M Height of image 

N Width of image 

R Shrink rate 

𝑅𝑚𝑎𝑥 Upper limit of shrink rate 

∆𝑅 Step size of 𝑅𝑚𝑎𝑥 

∆𝑡 Shutter speed 

𝑒𝑠𝑡 _𝑅 estimate value of R 

𝑒𝑠𝑡 _𝑖𝑏 estimate value of 𝑖𝑏 

𝑒𝑠𝑡 _𝑗𝑎 estimate value of 𝑗𝑎 

𝑒𝑠𝑡 _𝜏 estimate value of time to contact τ 

𝑚𝑖𝑛 _𝑆𝑎 minimum value of sum of pixels of 𝑆𝑎(𝑖, 𝑗) 

𝑚𝑖𝑛 _𝑑𝑖𝑠 minimum value of sum of pixels of the overlaps 

and the intermittent between  B(𝑖, 𝑗) and S(𝑖, 𝑗) 

 

 
Figure 10. Flowchart of the theory 
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Figure 11. Coordinate system for captured image 

 

IV. EXPERIMENT 

We conducted an experiment to verify the basic 

capability of the proposed method. Table III shows the 

setting of the experiment. Processing was conducted offline. 

Processing time per image was approximately 90 seconds. 

TABLE III.     SPECS OF THE PC AND EXPERIMENT SETTING 

OS Windows 7 Enterprise 

CPU Intel(R) Core(TM) i3 1.33GHz 

Memory 4GB 

Application for 

calculation 

MATLAB R2013a 

Image size  150×300 [pixel] 

Shutter speed of the 

camera 

0.5 [sec] 

 

The camera moved to the point light source by a 

constant speed, as shown in Figure 4. Figure 12 depicts the 

captured images. Figure 13 shows the estimated time to 

contact (�̂�). From Figure 13, we can confirm that the time to 

contact is successfully estimated. 

    
(a) Still image                                 (b) Blurred image 

Figure 12. Five point light sources. 

 
Figure 13. Experiment result. 

 

 

V. CONCLUSION AND FUTURE WORK 

      In this paper, we focused on the framework of ecological 
psychology and we proposed a simple algorithm to estimate 
the time to contact using blurred images. In this algorithm, 
expansion of obstacles on captured images is estimated from 
the trajectories of point light sources on the blurred images, 
and the time to contact to the obstacles is obtained. Thus, the 
proposed algorithm is applicable to dark conditions.   
     To demonstrate the effectiveness of the proposed 
algorithm, an experiment in a simple dark condition was 
conducted and we confirmed that time to contact could be 
estimated.  

In the future, we plan to apply the proposed approach to 
various types of real environment and verify its usability in 
that environment.  
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Abstract—In the field of software development, many 
implementation methods appear one after another. It is 
necessary for them to be flexibly introduced into software. 
Model driven development is regarded as one of the most 
flexible development methods. It expects to generate source 
code from the models. However, the models and the source 
code generated from them will become out of sync if the code is 
changed. In order to solve this problem, round-trip 
engineering (RTE) has been proposed. RTE has a feature that 
keeps the models synchronized with the source code. There are 
some tools providing us with the RTE, but almost all of them 
are applicable only for static diagrams. This research adapts 
the RTE directly to activity diagrams as one of dynamic 
diagrams, and proposes a method to realize the RTE for 
activity diagrams and source code. A success transformation 
rate of the models and source code has been confirmed. As a 
result, it could be verified that the round-trip engineering 
between activity diagrams and source code is successful. 

Keywords-model; round-trip engineering; activity diagram; 
model driven development; UML. 

I.  INTRODUCTION 
Model driven architecture (MDA) [1][2] draws attention 

as a technique that can flexibly deal with changes of business 
logics or implementation technologies in the field of system 
development. Its core data are models that serve as design 
diagrams of software. It includes a transformation to various 
kinds of models and an automatic source code generation 
from the models [3][4][5].  

Development standardization is advanced as model 
driven architecture by Object Management Group (OMG). 
However, the models and the source code generated from 
them will become out of sync if the code is changed. In order 
to solve this problem, round-trip engineering (RTE) [6][7] 
[8][9] has been proposed. RTE has a feature that keeps the 
models synchronized with the source code. Therefore, it is 
possible to keep them consistent. There are some tools 
providing the RTE, but almost all of them are applicable 
only for static diagrams such as class diagrams, component 
diagrams. Therefore, it is necessary to adapt the RTE to 
dynamic diagrams. 

This research adapts the RTE to activity diagrams as one 
of the dynamic diagrams, and proposes a method to realize 
the RTE for activity diagrams and source code [10][11]. 

Activity diagrams are defined in Unified Modeling Language 
(UML), and describe flows of activities. They can also 
express processes hierarchically and are used widely from 
upper to lower processes of software development. Figure 1 
shows a basic concept of the proposed method. In 
transforming activity diagrams to source code, the proposed 
method analyzes XML metadata interchange (XMI) [12] of 
the activity entities. XML is a markup language that defines 
a set of rules for encoding documents in a format which is 
both human-readable and machine-readable. XMI is a 
standard for exchanging metadata information. Conversely, 
in transforming source code to activity diagrams, the 
proposed method analyzes the abstract syntax tree (AST) 
[13] of the source code. In mutual transformation of them, an 
intermediate representation is used. It has hierarchical 
structure, and corresponds to both activity diagrams and 
source code. For this reason, you can easily transform 
between XMI and AST. Describing conditional branches and 
loop statements, activity diagrams use the same elements. 
They cannot be transformed to source code as they are. 
Therefore, a method for analyzing them and mutual 
transforming is developed for distinguishing the conditional 
branches and loop statements. A success transformation rate 
of the models and source code has been confirmed. As a 
result, it could be verified that the validity of the proposed 
method. 

 
The contents of this paper are shown below: Section II 

describes related work. Section III explains the proposed 
method of this research. Section IV shows the results of 

Figure 1.  Schematic diagram of the proposed method. 
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application experiments in order to confirm the validity of 
the proposed method. Finally, Section V describes 
conclusion and future work. 

II. RELATED WORK 
This study uses related work called AST and RTE. 

A. Abstract Syntax Tree 
AST that belongs to Eclipse AST implementation is a 

directed tree showing the syntactic analysis results of source 
code. It is also used in order to create byte code from the 
source code as internal expression of a compiler or an 
interpreter. AST provides us with ASTParser class which 
changes source code into AST. There are many kinds of 
nodes defined by AST. An AST node can be searched by 
using ASTVisitor class corresponding to one of design 
patterns [14]. The visitor design pattern is a way of 
separating an algorithm from an object structure on which it 
operates. A practical result of this separation is the ability to 
add new operations to existing object structures without 
modifying those structures. An example of AST is shown in 
Figure 2. Detailed analysis can be carried out by changing 
AST levels. 

B. Round-Trip Engineering 
RTE refines intermediate results by editing requirement 

definitions, design plans, and source code alternately. 
Generally, if either models or code is changed, the RTE 
automatically reflects the change on the other side. RTE has 
a feature that keeps the models synchronized with the source 
code. The outline of RTE is shown in Figure 3.  

 

Some tools, like UML Lab [15] and Fujaba [16][17], are 
proposed to maintain consistency of models and source code. 
In these tools, a template for generating source code is 
described by a template description language. Automatic 
generation of source code can be carried out from models by 
using the template. It enables to refactor source code and 
static diagrams, such as class diagrams and component 
diagrams, synchronously. It also does code generation and 
reverse engineering in real time. However, it does not deal 
with dynamic diagrams like activity diagrams which can 
describe the behavior of a system. Although Fujaba 
considers activity diagrams, the tool does not address them in 
a direct way. On the other hand, our approach deals directly 
with the activity diagrams. 

III. PROPOSED METHOD 
This section proposes a transformation method from 

activity diagrams to source code and from source code to 
activity diagrams. Activity diagrams mainly describe the 
behaviors of a system using nodes and edges. A content of 
action is described in a node. The flow of a series of actions 
is expressed by connecting nodes by edges. An activity 
diagram is described for each method in class diagrams in 
the proposed method. 

A. Transformation from Activity Diagram to Source Code 
A concrete transformation flow from activity diagrams to 

source code is as follows: 
1) XMI Analysis of Activity Diagram: An activity 

diagram is expressed in XMI form as an UML file. It begins 
with a start node and ends with a final node, following some 
nodes or groups through edges. Nodes have information on 
actions or controls of the activity diagram. Edges have 
information on control flows as some attributes and 
subelements. Group is a tag that has nodes and edges of a 
subactivity as subelements. Each tag is given an id for 
discriminating from other tags. Table I shows nodes used by 
an activity diagram.  

2) Transformation from XMI to Intermediate 
Representation: Node and edge tags have a transition 
starting id and targeting id respectively. Using these ids, you 
can extract the flow of actions of an activity diagram as a 
sequence of ids. It can be transformed to an intermediate 
representation  by  replacing  ids  with  corresponding nodes 

TABLE I.  NODES USED BY AN ACTIVITY DIAGRAM. 

Tag Node 

Node tag 

ActivityInitialNode 
ActivityFinalNode 

CallBehaviorAction 
CallOperationAction 

DecisionNode 
LoopNode 
MergeNode 

OpaqueAction 
Group tag StructuredActivityNode 
Edge tag ControlFlow 

Figure 2.  An example of AST. 

Figure 3.  Outline of RTE. 
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extracted from XMI analysis. The intermediate 
representation is a sequence of nodes as the flow of actions. 
The reason for introducing the intermediate representation is 
because it makes it easy to transform both XMI and source 
code into one another. Figure 4 shows a metamodel of 
intermediate representation, and Figure 5 shows the image 
of this transformation. 

3) Transformation from Intermediate Representation to 
AST: Analyzing  the flow of  the  actions of an intermediate 

 

 

 

representation,  you  can  transform  it  into AST.  The inter 
mediate representation is analyzed in order from the 
beginning. According to corresponding nodes, it is 
necessary to extract information, such as a branch and loop, 
from the representation structure. For example, a branch has 
a structure embraced by Decision node and Merge node, but 
a loop has a structure embraced by Decision nodes. In order 
to distinguish such structures, a stack which stores ids of 
Decision nodes is created. If a Decision node comes out, the 
id is pushed to the stack at once. It is a branch if a Merge 
node comes out before a Decision node comes out next. If a 
Decision node comes out and its id is the same id pop from 
the stack, then it is a loop. Otherwise, a new Decision node 
comes out and its id is stacked. Figure 6 shows this 
transformation. 

4) Transformation from AST to Source Code: Target 
source skeleton code is transformed from class diagrams by 
using Acceleo templates for classes. Acceleo [18] is the 
Eclisp Foundation’s open-source code generator which 
provides us with templates for skeleton code. Transformed 
activity diagrams and classes of a target source skeleton 
code are expressed by AST. A method whose name is 
identical with that of an activity diagram can be searched by 
using ASTVisitor class. The method code transformed from 
AST of the activity diagram is added to the method body to 
which corresponds in the target source skeleton code for 
every activity diagram. 

B.  Transformation from Source Code to Activity Diagram 
A concrete flow of transforming from source code to 

activity diagrams is as follows: 
1) AST Analysis of Source Code: ASTParser class 

transforms source code into AST, and ASTVisitor class 
searches AST nodes to deal with. These are defined as AST 
library. The structure of source code is analyzed by using 
these classes. 

2) Transformation from AST to Intermediate 
Representation: Required information is extracted by 
analyzing AST. Whenever an AST node is searched, the 
information on the AST node is saved in detail. Required 
AST nodes are DeclarationStatement node (like variables, 
call of methods), IfStatement node, WhileStatement node, 
ForStatement, and so on. The flow of the processing is 
almost the same as that of the transformation from XMI of 
an activity diagram to intermediate representation. Figure 7 
shows this transformation. 

3) Transformation from Intermediate Representation to 
XMI: A sequence of ids could be extracted from nodes, 
groups, and edges in the transformation from activity 
diagrams to source code. If this transformation is carried on 
in reverse, nodes, groups, and edges are generated by 
analyzing the flow of actions. Specifically, nodes or groups 
are generated for each action of the intermediate 
representation. They are transformed to XML according to Figure 6.  From  intermediate representation to AST. 

Figure 5.  From XMI to intermediate representation. 

Figure 4.  Metamodel of intermediate representaion. 
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the kind of actions. Simultaneously, edges which connect 
between nodes or groups are generated. A transition starting 
id and targeting id are generable from the sequence of 
intermediate representation. Generating Decision or Merge 
nodes expressing branches or loops, a stack which is similar 
to that of the transformation from activity diagrams to 
intermediate representation is used. 

4) Adding XMI to Activity Diagram: Generated nodes, 
groups, and edges are added to XMI file of an activity 
diagram. In case of adding, you refer to the activity diagram 
in the package where the source code is allocated. If the 
diagram already exists, adding is performed after deleting 
the contents of the existing file. Otherwise, adding is 
performed after generating a new diagram.  
 

 

IV. APPLICATION EXPERIMENTS 
The proposed method is applied to a hunter game [19] to 

confirm the effectiveness of the proposed method. We have 
both activity diagrams and source code of the hunter game. 
The number of AST nodes of original hunter game is 4971. 
Mutual transformations of the activity diagrams and the 
source code are carried out by the proposed method. As a 
result, Figure 8 describes comparison results of the number 
of AST nodes. Tables II and III show the comparison of the 
number of XMI and AST nodes respectively. 

The transformation rate is computed by comparing the 
number of XMI nodes of activity diagrams. The objects to 
compare are handwritten activity diagrams and the activity 
diagrams automatically generated from the source code. 

TABLE II.  COMPARISON OF THE NUMBER OF XMI NODES. 

XMI node Automatic Original Difference 
group   47    47 0 
guard   155   159 -4 
edge 1137 1142 -5 
node 1367 1369 -2 

TABLE III.  COMPARISON OF THE NUMBER OF AST NODES. 

AST node Automatic Original 
SwitchCase 0 4 

SwitchStatement 0 1 
CatchClause 0 8 
TryStatement 0 8 

VariableDeclaration 69 77 
Block 364 315 

 
 Figure 7.  From AST to intermediate representation. 

 

Figure 8.  Comparison results of AST nodes. 
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The transformation rate is 99.6% (= generated XMI 
nodes * 100 / original XMI nodes). XMI nodes which are not 
transformed are shown in Table II. There are three kinds of 
nodes: guard, edge, and node. A switch statement cannot be 
described in an activity diagram, but the same processing can 
be described by using if statements. Guard nodes decreases 
in the same number of switch statements in generated 
activity diagrams. The number of edges is also decreasing in 
connection with it. 

After adding change to source code, an activity diagram 
is generated from the changed source code. It is verified 
whether the generated activity diagram reflects the added 
change. For example, original source code and activity 
diagram of bubble sorting are shown in Figure 9. The source 
code is changed as presented in Figure 10. The activity 
diagram in Figure10 reflects the added change as intended. 
 

 
 
 
 

 
 
 
 
 
 
 
 

A reverse transformation is investigated by generating 
activity diagrams from handwritten source code and 
transforming from these activity diagrams to source code. 
The objects to compare are handwritten source code and the 
automatic generated source code. The transformation rate is 
99.8%. Except for switch statements and the positions of 
block, they are almost similar. It is verified that the generated 
source code is functionally equivalent to the handwritten 
source code. The transformation rates for forward and 
reverse transformation are not 100% because there is no 
standard expression to describe switch and try-catch 
statements in an activity diagram. They are not transformed 
by the proposed method as shown in Table III. 

Figure 10.  Modified source code and activity diagram. 

Figure 9.  Original source code and activity diagram. 
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V. CONCLUSION 
This paper has pointed out a problem in model driven 

development and proposed a method of applying round-trip 
engineering to activity diagrams in order to solve the 
problem. The effectiveness of the proposed method is 
verified by the application experiments for the source code 
of a hunter game. Consequently, it has confirmed that the 
round-trip engineering between activity diagrams and source 
code is successful. The characteristics of the activity 
diagrams accepted by this approach are as follows: They 
consist of actions of the same granularity, not so many 
multilayered group nodes. 

Since activity diagrams cannot yet deal with switch and 
try-catch statements, defining of these description methods 
and increasing convertible elements are important as future 
work. 
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Abstract — The increasing complexity of business processes
requires improved methods for composition of web services. In
order to fulfill this, it is difficult for administrators to keep up
with the growing demand and the enormous amount of
customizations required by the users. A possible solution that
will help in this situation is to develop methods and
technologies that support autonomous compositions of web
services. Such compositions should adapt dynamically to
changes in the requirements or the environment. This paper
describes a platform which implements such solution, based on
Quality of Service (QoS). The platform prototype, which is
presented here, is able to monitor web service QoS and
determine whether the service composition fulfils the overall
quality required by the end users.

Keywords - Quality of Service; Web services; SOA; Dynamic
web services composition

I. INTRODUCTION

Service Oriented Architectures (SOA) play an important
role in enabling integration of business with IT [25]. Services
are a key concept in SOA and they represent reusable entities
that should minimize the development effort and provide
means for information exchange for both service consumers
and providers. On the other hand, the complexity of business
problems is increasing and to solve them, users could
employ a number of services into a composition to execute a
business process. However, as business gets more and more
flexible today, consumers require additional functionality
and customizations towards the services they use. In other
words, a static composition is not capable to fulfill all user
requirements in a long term perspective. This makes service
providers search for ways to deal with the increasing number
of service demand while at the same time providing
personalized Service Level Agreement (SLA) management
[26].

A solution to this problem is to provide compositions that
are autonomic and are capable to adapt to changes in user
requirements or the environment. Such compositions can
adapt according to some measurable rules. Let us consider
that, for a composition, one should choose a service out of a
set of services that share similar functionality. To solve that,
it is possible to choose a service that offers the best Quality
of Service (QoS). Moreover, it would be better if the
composition is not static but changes dynamically according
to changes in the QoS of services (based on changes in
workload, number of requests, etc.) or in user requirements.

For example, if more users send requests to a service, its
response time may raise to an undesirable level, and then
another service should be found and integrated into the
composition. The goal is to make this with minimal human
intervention and implement the change dynamically and
transparently for the user.

This paper presents a platform for building autonomous
web service compositions based on QoS. The platform
provides means for gathering data for evaluation of service
QoS characteristics (like performance, availability,
reliability, cost, etc.). Such means include:

• An extended service registry, which is used as a
repository for collection of service QoS data and
enables easy web-services search and selection

• A model to calculate service QoS, according to the
data in the registry

• An algorithm to find and select the services that will
best meet the agreed SLA of the composition

• Automatically and transparently integrate selected
web services into a working composition

A key aspect of the proposed platform is that service
compositions are determined and updated dynamically at
runtime. This frees administrators and developers from
implementing any QoS related changes.

The rest of this paper is organized as follows: Section 2
makes an overview of the related work; Section 3 presents
the model that we use for evaluating the quality of web
service compositions and determining the best composition;
Section 4 introduces the design and implementation of our
platform for autonomous web service composition. Section 5
presents a simple case-study to illustrate usage of the
platform and validate it, and finally, Section 6 concludes the
paper and states directions for further research.

II. RELATED WORK

Quality attributes are very important in terms of design
and reasoning about of software systems. They are regarded
as key concerns in software architecture design [3] and
selection of relevant web services [9]. Many researchers
have also managed to solve the problem with formal
definition and management of software quality in general.
For example, there exist a lot of theoretical models for
evaluation of reliability [6][24], performance [2][7],
complexity, etc. However, such models tend to be relevant
only at theoretical level as they are either quite general and
have some unrealistic assumptions that make them
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inapplicable in practice or too complex to be applied in a
broad range of domain areas.

The work that relates to ours may be split into two main
directions: first one is related to models for calculation of
software QoS and second one – to methods for dynamic and
autonomous web service composition. Many research efforts
combine the two directions and use the overall QoS of a
service composition to determine whether it should change
or not [11][13]. There are a lot of models available that
consider the quality characteristics and based on them
provide the best service composition.

Liu et al. [22] proposed of QoS model that is open and
extensible. They provide an implementation of a QoS
registry that stores the web services QoS data and allows
consumers to search against it. A key point here is that such
data is obtained through user feedback, i.e., consumers that
use the services rate them and provide their feedback to the
QoS registry.

Ran [18] proposed a model for web service discovery
based on QoS. They argue that current web service registries
limit service discovery to functional requirements only and
non-functional properties should be paid more and more
attention. They extend the current web services registration
and discovery model by introducing a new role – Web
Service QoS Certifier. The concept of a certifier is also
covered in [12]. The certifier is responsible to certify/verify
the claimed non-functional properties of the web service
providers.

The DYSCO platform [15] provides a complex solution
for dealing with dynamic web service composition. The
platform allows automatic generation of executable business
processes and SLA for each web service. It also provides
mechanisms for monitoring the used web services and
updating the business process when SLA deviations are
discovered.

AgFlow [10] is a middleware platform that allows
quality-driven dynamic web services composition. The
platform provides a multidimensional QoS model that is
responsible for capturing the non-functional properties of the
web services. This work introduces two approaches for
selecting web services – local optimization and global
planning. An adaptive execution engine is responsible for the
runtime adaptation of the web services composition. It
replans the execution any time when any of the services is
unavailable or the quality properties exceed predefined
thresholds.

The web service composition algorithm proposed by Lu
et al. [19] is based on seven QoS properties – running cost,
runtime, success ratio, usability, trustworthiness, degree of
security and degree of semantic correlation. A limitation of
the algorithm is that only semantic (immeasurable) QoS
properties are considered. In addition, it is not clear how the
QoS properties are assessed. In contrast, Yu et al. [20] rely
on measurable QoS properties and especially on latency,
execution cost, availability and accuracy. The advantage of
the proposed solution is that it is applicable to data intensive
web service compositions. It combines the tabu search and
the genetic programming techniques. The last one is applied

also in the web service composition approach presented in
[1].

An approach for self-healing web service composition is
introduced by Aziz et al. [14]. It repairs the web service
composition when some of its components violate the QoS
constraints. The headers of the SOAP messages are extended
in order to provide information about QoS properties. The
approach includes three main phases: monitoring, diagnosis
and repairing. When QoS degradation is detected during
diagnosis phase, a repairing procedure is started. As a result
the failed web service is replaced with another one obtained
from the UDDI registry. A possible drawback of the
approach is that it relies on SOAP as communication
protocol and is not clear how it could be applied when the
composition includes REST web services.

The web service composition system presented by
Brahmi and Gammoudi [23] is based on cooperative agents.
The agents are organized as a social network and cooperate
to find the optimal composition with respect of QoS. The
approach proposed by Xia and Yang [21] is focused on QoS
optimization and redundancy removal. An advantage of the
approach is that it removes most of the redundant web
services minimizing total execution cost of the composition.
Unfortunately, the QoS optimization is based only on two
QoS properties – response time and throughput.

Birgit and Marchand-Maillet [5] solved the web service
composition problem partially by providing an algorithm for
QoS-aware selection. The algorithm uses a rank aggregation
instead of direct measures of QoS values. Its core includes so
called abstract voter that sorts the web services according to
a particular QoS property, named QoS factor. In [8], the web
service composition problem is formalized as problem of
traversing a Petri Net. The estimation of composition’s
quality is performed through utility function that aggregates
the functional, QoS and transactional properties of the web
services.

Currently, there is no universal approach for autonomous
management of dynamic web service composition based on
QoS. In this work, we propose a platform that deals runtime
with QoS monitoring, adaptation and discovery of web
services, in order to determine the best possible composition.
Another advantage of the approach presented here is that it is
compatible with the Business Process Execution Language
(BPEL) standard and is capable of implementing an
executable composition.

III. A MODEL FOR AUTONOMOUS WEB SERVICE

COMPOSITION

In this section, we present the model we use for
autonomous web service composition. It includes analyzing
the quality data for each eligible web service and
determining the best composition that matches a predefined
set of quality requirements. The presented model is based on
[16] and [17], but adds the following additional features to
achieve the goal:

• Introduces the concept of a web service category as
an abstract entity that may refer to multiple web
services, providing the same functionality and
interface.
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• Uses weight (i.e., priorities) of quality attributes to
determine the weight of actual user requirements.

• Analyzes all service compositions that may be
integrated in order to find the one that best matches
the user defined business process.

Moreover, the model introduces the concept of a web
service category. Each category is defined by common
functionality and an interface and may be associated with
multiple web services. Therefore, the presented model
requires that users define their business processes by
specifying the web service categories rather than the concrete
web service implementation. In other words, each business
process is considered as a composition of multiple web
service categories. Concrete web services are assigned after
the model is applied and the best composition is known.

Currently, to our best knowledge, there is no unified
standard for managing web service categories. For the
purpose of this research, we have used a central service
registry for discovering web service categories and
associated web service implementations for each of them.

The first step in our model is determining the set of web
service categories that build our business process. In this
case, we are not interested in the sequence of the particular
web service invocations but need to know the set of different
web service categories like

� � = {� � � � , � � � � , … , � � � � } (1)

WSCn refers a single web service category that is used in
the business process definition.

Additionally, we need to know the specific web service
implementations associated with each category

� � � � = {� � � � , � � � � , … , � � � � } (2)

In this case, WSC denotes a single service category and
WS denotes a particular web service implementation. A
single web service category WSC may include multiple web
service implementations WS.

We also need the set of quality requirements R and their
associated weights C.

R = {� � , � � , … , � � } (3)
C = {� � , � � , … , � � } (4)

Requirements and weights are set by the business process
designer. They should reflect the end user needs.
Requirements represent the quality characteristics under
consideration like performance, availability, throughput, etc.

Weights are measured by relative values ranging between
0 and 1. Naturally, the sum of all weights should be equal to
1. l represents the number of quality attributes under
consideration (performance, availability, etc.). Note that the
requirements and the weights are paired. For each
requirement � � , there is an associated weight � � .

Then, for each web service, the relevant quality data
should be presented in a matrix. Each row represents an

execution of the web service and each column represents a
quality attribute {� � , � � , … , � � }.

� � � � � = �

� � � � � � ⋯ � � �
� � � � � � ⋯ � � �
⋮ ⋮ ⋱ ⋮
� � � � � � ⋯ � � �

� , � = 1 ÷ � , � = 1 ÷ � (5)

In this matrix, k specifies the number of web service
calls. Each row in this matrix represents the different quality
characteristics for the related call like response time,
throughput, available or not, etc. The data in this matrix is
dynamic. It changes as new web service calls are invoked
and quality data is updated. Note that we may not need to
analyze the entire set of web service calls but only a subset
of them. For example, in many cases it may be more
practical to analyze only the last number of calls. This
number may be updated dynamically based on the platform
that uses the presented model.

The next step in this approach is to calculate the quality
attribute values and normalize them so that they could be
easily compared. For this purpose we need the average,
minimum and maximum values for each quality
characteristic from the � � � � �

matrix. This means that we need

separately process each column in the matrix. The average
value is the sum of all x values for a quality characteristic
divided by their number. The min and max values represent
the lowest and highest values respectively. Therefore, for
each column z (� = 1 ÷ � ), we calculate the normalized
value for the quality characteristics.

� � � � � � � � � � � � � � � �
=

� � � � � � � � �

|� � � � � � � � � � � |
, � = 1 ÷ � (6)

Once we have the normalized quality characteristics
values, we should sum them in order to get a numeric
representation of the web service quality.

� � � � � =
∑ � � � � � � � � � � � � � � � �

.�
� � � � �

�
(7)

RWS represents the normalized quality value of the j-th
web service from category i. It is important to consider the
weight/priority of each quality attribute. Therefore, the value
representing the overall quality for a single web service
would be the sum of the normalized quality values for each
quality characteristic multiplied by the relevant weight
factor.

By now, we should have a numeric representation of the
quality of each web service. Next we analyze all
combinations of web services in the composition to find the
best one. For each possible composition we calculate the
related quality by summing the quality values for each
service that builds it.

� � � = ∑ � � � � �
(8)

Once the quality value for each web service composition
QBP is calculated, we analyze them and select the one that
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has achieved the highest score. As a result, a single web
service composition is selected. This is the one that best
meets the user requirements according to the model.

This model allows us to find the best web service
composition based on a predefined set of quality
requirements and their associated weights. It could easily be
applied to any number of web services and extended to
support various types of quality attributes. This model is
applied in the implementation of our autonomous service
composition platform. The technical implementation of the
platform is presented in Section 4.

IV. QOS BASED PLATFORM FOR AUTONOMOUS SERVICE

COMPOSITION

In this section, we present the design and implementation
of our platform. It is based on the model described in the
previous section and follows the architecture presented on
Figure 1. The model for determining the best service
composition is implemented in the BPEL Extension
component. The current platform allows runtime updates to
the deployed service compositions with no human
supervision.

Our platform also provides an extended web service
registry that allows consumers to search for the services they
need and also inquire information for their QoS
characteristics. Finally, all these data are processed by a
BPEL extension tool which is part of our previous work and
it allows dynamic binding of the selected web services in the
defined composition [4]. The platform consists of the
following components:

1. BPEL Extension – extension deployed on business
process server allowing to perform the runtime
composition of web services and adjust to the
quality requirements of each user.

2. Extended Service Registry – a standard service
registry with a DB extension for persisting quality
attributes data for the web services. Access to this
data is exposed as part of the registry interface
allowing service consumers to use it for their
composition analysis.

3. Web Service Interceptor – tool that is able to
intercept any web service call and collect the
needed quality attributes data. This data is then
stored in the extended service registry and made
available of other service consumers.

In the next subsections, we provide a detailed description
for each of the platform components.

A. BPEL Extension

Our BPEL extension allows updating a BPEL process at
runtime. It is developed according to the BPEL extension
specification and can be deployed and plugged in any BPEL
compliant server. In this work, the WSO2 BPS server is
used to test the extension.

B. Extended Service Registry

The extended service registry provides the standard
UDDI (Universal Description, Discovery and Integration)
interface. Already existing Apache jUDDI v.3.0.4 registry is
used for this purpose. All web services that the platform can
work with are registered there.

As stated in the name of the component it provides
extended functionality. We have deployed a database that
stores the quality characteristics for each web service
invocation. This data is stored in raw format so that it can be
used with various models. To make this data accessible we
have developed Apache jUDDI-like services
(https://juddi.apache.org/), so that consumers could obtain
the quality data they need for building their service
composition. Those web services are exposed as SOAP
services.

In order to make the extension as loosely coupled to the
UDDI registry we have implemented it as a separate tool
that end users could integrate with. Figure 2 represents our
design approach.

This approach allows service consumers to use the
UDDI registry in a standard way and only those who are
interested in the QoS data could trigger the relevant queries
against the extension. In addition, our extension is aware of
the service categories.

A key point here is that we try to avoid the concept of
using a web service QoS certifier. We would not let service
providers publish any QoS data for their web services.
Rather, we would expect every provider that is interested in
providing such data to install the so-called web service
interceptors that we provide. They will store the relevantFigure 1. Architecture of the platform for dynamic web service

composition

Figure 2. Extended service registry design approach
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data in the extended registry. This way the interceptors
(presented in the next section) act like a certified web
service QoS data provider.

C. Web Service Interceptor

The web service interceptor is a module, responsible for
gathering quality related data for each web service
invocation. This module is deployed on each server that
hosts the implemented web services. Because there are
multiple technologies for implementing and exposing web
services we have limited ourselves to using the Apache Axis
2 framework. It provides mechanisms for extensibility and
we could easily integrate our custom logic. What's more the
Apache framework design includes mechanisms for
developing custom handlers for the supported web services.

We take advantage of this functionality and we have
developed custom handlers that intercept the web service
invocations. There are two types of handlers – message flow
handlers and error flow handlers. The message flow
handlers process the standard web service invocation while
the error flow ones are activated when the web service fails.
Figure 3 shows how the interceptors fit into the process of a
web service invocation.

For each web service invocation we get the following
data – SOAP message size, processing time and
identification data like operation correlation ID, IP
addresses, etc. This data is then stored in our database and
exposed for calculation of quality data.

One of the major design goals for web services
interceptor module is modularity. Therefore, it is
implemented in an easy to configure and customize way. The
interceptor module itself is packaged as a “.mar” (module
archive) file. This file is deployed on the servlet container by
creating a folder named “modules” in the
“webapps/axis2/WEB-INF” directory.

V. EXPERIMENTS

In order to show the benefit of the Autonomous Service
Composition Platform, this section presents experiments

that show how it performs in selection of the best (by QoS)
web service. The current implementation is still a prototype
and additional validation will be made when it matures. The
experiment focuses on two quality characteristics –
performance and availability. We have set the weight for
each for the quality characteristics to 0.7 for performance
and 0.3 for availability. For the purpose of this experiment,
we have defined three web service categories, each
representing a mathematical operation – Multiply, Power
and Add. For each category we have developed a set of three
web services with the same functionality and interface but
simulating different quality characteristics – standard, slow
and randomly available.

To make the experiment we created a business process
that uses the three web service categories. Each of them is
called one after another. In this case, we are not interested in
the final result of the calculation but we pay close attention
to the quality characteristics of the executed business
process. Figure 4 represents the business process we use in
our experiments.

From a model perspective, our composition can be
presented in this way

� � = {� � � � � � � � � � , � � � � � � � , � � � � � } (9)

After a series of service invocations we collected data
regarding the quality characteristics of each web service.
Table 1 presents the obtained average values.

TABLE I. AGGREGATED QOS DATA FOR EXPERIMENTAL SERVICES

Category Web service Avg.
performance

Avg.
availability

Multiply

Multiply Slow 0.493 1

Multiply Available 0.243 0.64

Multiply Standard 0.239 1

Power

Power Slow 0.539 1

Power Available 0.231 0.65

Power Standard 0.225 1

Add

Add Slow 0.543 1

Add Available 0.253 0.67

Add Standard 0.246 1

In this case, there are 27 possible compositions that
could be built. However, each composition will have
different value for the entire quality and the platform should
select the one that has the highest score. Figure 4 presents a
graphics of the calculated values for the quality of

Figure 3. Intercepting web services invocation

Figure 4. Experimental business process
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compositions for the possible combinations. To run this
simulation we have set the weights for performance and
availability to 0.5 and 0.5. The composition on the top of the
graphics has highest score compared to the rest. This is the
composition {Multiply Standard, Power Standard, Add
Standard}.

Figure 5. Scores for the Quality of Analyzed Compositions

When the experiment started our platform analyzed the
defined business process and the associated quality goals.
Based on the defined web service categories the relevant
service implementations were discovered and the final
composition was set. Table 2 presents the web services that
were selected as a result of our experiment QoS data for
selected services after experiment.

TABLE II. QOS DATA FOR SELECTED SERVICES AFTER EXPERIMENT

Category Web service Avg.
performance

Avg.
availability

Multiply Multiply
Standard

0.239 1

Power Power Standard 0.225 1

Add Add Standard 0.246 1

Total Quality 0.71 1

The total time for the execution of the business process
is 0.71 seconds and the availability remains 100%. This is
the best possible composition that fits the predefined quality
requirements and the associated weights for each of them.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a platform for
autonomous web service compositions. This platform is able
to monitor the web services execution and gather data for
evaluation of service quality characteristics. This data is

available through web service registry extension. The paper
also proposes a model for analysis of the quality data and
determining the best service composition. A key aspect of
this model is the introduction of web service category as an
abstract way of defining a set of services providing the same
functionality and interface.

In addition, our platform is based on open source
software and is designed for easy extendibility and
modifiability. In the long term such an approach could save
a lot of administrative work and increase the level of
customer satisfaction. The platform provides means for
autonomously adapting the running business processes
based on predefined user goals in terms of SLA. However,
we can state the following directions for future research, in
order for the platform to provide a fully functional end-to-
end solution:

1. Extending the scope of the web service
interceptor – currently, we support Apache Axis2
based web services but we plan to develop
interceptors for other web service frameworks that
can be extended.

2. Extending the number of quality attributes –
currently, we have focused our research on
performance, availability and throughput. We
consider extending the number of supported quality
attributes within the interceptors and the extended
web service registry.

3. Improving the model for selecting best web
service composition – a weak point for our model
is the selection of the best web service
composition. It is expected that all possible
compositions are analyzed and then the best one is
selected. As a point of improvement, we consider
optimizing the selection algorithm to work in a
more efficient way.

4. Perform detailed validation of the platform –
The presented platform is still a prototype. As the
platform gets more mature, additional validation
and experiments should be performed.
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Abstract—Automated Guided Vehicle (AGV) systems have to fulfil
safety requirements and work reliably in order to be cost-effective
and gain industry acceptance. Consumers want flexible AGV
systems which require autonomous and distributed components
to work, but this autonomy is often perceived as a disadvantage
and a safety hazard. This work presents ongoing attempts and
challenges to the distribution of knowledge and autonomy within
AGV fleets while still ensuring safety and efficiency. Acceptance
is gained by the integration of expert knowledge and a smoothly
adjustable level of AGV autonomy which allows for a balance
between centralized control and vehicle autonomy. Results are
shown using a 3D physics simulation of a small production site.

Keywords–AGV; Robotic; Industry; Safety; Planning; Au-
tonomous; Navigation.

I. INTRODUCTION

Automated guided vehicles (AGV) are driverless mobile
platforms primarily used for transportation processes as well
as for flexible system solutions on assembly lines. Applications
for AGV systems span from automated harbours where con-
tainers are moved around to pallet transport in warehouses.
Hospitals use AGVs to automate processes, such as laundry
and preparation of medication and to transport food and other
goods between stations. The workspaces of humans and AGVs
are normally separate but accessible to one another.

Prevention of collisions and deadlocks is imperative, and
regular tasks, such as recharging or vehicle cleaning, must be
managed. Reliability and safety are important issues, therefore
simple and straight forward approaches are preferable. Thus,
AGV systems are mainly designed off-line, with manually
designed tracks, sometimes only for one specific vehicle type
to make on-board planning obsolete. This is done to simplify
centralised coordination and to enable an efficient overall
control process.

Most AGV systems are individually designed for a certain
application, which generates a market for highly specialized
companies. Kiva Systems [1], with its AGVs for warehouse

Figure 1. DS-Automotion’s AGVs in action on an automotive assem-
bly line, in a hospital and a paper factory.

automation, is one of the most well-known companies. DS-
Automotion [2], the project’s partner, produces AGV systems
with similar technology, but in contrast to Kiva Systems,
upgrades a variety of vehicle types, ranging from small self-
made platforms for the automotive or health-care industries to
standard transportation products, such as forklifts. In addition,
logistic solutions are provided for health-care, paper, and
automotive industries, as well as for intra-logistic applications.
Figure 1 shows some of these AGVs.

In the last few years, customers have been increasingly
requesting flexible and customisable solutions. They want
systems to operate in environments with humans and they do
not want to reconstruct their (often leased) buildings in order
to accommodate an AGV system.

Normally, AGVs are not autonomous agents. This means
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that all vehicles of a fleet are guided by a centralised system
which supervises the overall transport process. The agent’s
autonomy is limited to safety actions to ensure a safe overall
process. A more flexible solution would lead to more data
to process and higher computational costs. This additional
data would not be manageable in real-time by a centralised
system, as the bandwidth and the computational costs would
be too high. As a result, control must be distributed and agents
have to gain more autonomy in making decisions. However,
autonomous agents are not well accepted in industrial applica-
tions and therefore a balance has to be struck among demands,
flexibility and control. This paper targets exactly this problem
by proposing a hybrid system which is able to scale the level
of autonomy for each vehicle on demand and integrate expert
knowledge into the system.

Section II describes a typical AGV system and the state
of the art in mobile robotics. Our approach is presented in
Section III and the challenges to face in Section IV. Results
are shown in Section V, followed by a conclusion.

II. STATE OF THE ART

The structure of a classical AGV system is depicted in
Figure 2 and works in the following way: The AGV control
system (ACS) is driven by requests from the Production Plan-
ning and Control (PPC) module which disassembles general
processes into internal processes. General processes are exter-
nally triggered processes such as customer requests, in contrast
to internal processes, which describe the processes needed
to fulfil externally triggered processes. Operation orders for
AGVs are therefore part of internal processes and must be
coordinated. The ACS assigns operation orders to the vehicles,
specifies the track the vehicles have to follow and controls their
speed in order to avoid collisions and deadlocks.

A. Industry
The automation industry prefers straightforward and non-

complex solutions. For example, magnetic or RFID markers
under the real, physical predefined track are commonly used
for localization as well as for path-planning. The agent’s on-
board tracking control has to simply follow the bread crumbs
of marker beacons. Such a control typically takes advantage
of a flat system output [3], which in this case is the robot pose
performing the tracking control. The benefit of such bread
crumb localization is the low computational costs needed for
localization and for trajectory planning. This type of navigation
is sufficient for many industrial applications. Expensive safety-
certified sensors and controllers are required, if there are
humans in the same workspace. In this case, safety controllers
must be used to override the motor controller commands in
order to prevent accidents. SICK [4] produces certified laser
range scanners which are able to dynamically adapt the safety
areas to the vehicle’s velocity. Obstacles detected within a
safety area cause an emergency halt. An emergency halt means
that an agent has to move itself into a safe state and cannot
just stop moving, e.g.,, the system has to prevent agents from
stopping in front of an emergency exit. Laser range sensors are
thus mounted on AGVs in order to detect obstacles. However,
the lasers are not necessarily used for navigation because of
the additional complexity required. This forces every AGV to
stay on the predefined tracks, therefore leaving a track in the
case of an obstacle is not possible. An obstacle on the track

Production Planning and Control

(ACS)

AGV 1AGV
Control System

(PPC)

routing

tracks

tracks

internal processes

operation
oders

tracking
control

AGV n

tracking
control

Figure 2. Modules of a classical AGV-system. A single server routes
all AGVs along offline defined tracks; no path planning is involved.

will cause the AGV to slow down and eventually to stop. Even
if localization techniques are able to deal with deviation from
predefined tracks, they are usually avoided in order to keep
systems simple.

DS-Automotion controls its AGV fleet by dividing the
tracks into segments of arcs and lines. The control system
distributes to each robot the next course segments to follow.
This enables the ACS to prevent collisions by exclusively
assigning only one segment at a time per agent. Due to the
complexity of this problem, the time frame is limited and
heuristics need to be used in order to reduce computational
complexity. The goal of the approach proposed here is to
decouple routing and local planning. The AGV should be
able to recognize specific scenarios and should deal with them
locally by adapting its trajectory planning strategy accordingly.

B. Research
The IEEE Robotics & Automation Magazine, Special Is-

sues March 2014, recently summarised the state of the art and
research done on perception and navigation for autonomous ve-
hicles with articles on dynamic environments [5], risk analysis
[6], self-localization and mapping in in- and outdoor environ-
ments [7], object recognition as well as path-planning [8] and
motion-planning [9]. All of these research topics have to be
combined to create an autonomous vehicle fleet. Projects, such
as the DARPA [10] challenges have successfully demonstrated
this, but the commercial market still lacks reliable autonomous
agents.

Since 2014, Robot Operating System (ROS) has offered a
software package dealing with AGVs [11]. The code collection
includes drivers and simulations for an Ackermann type robot
intended for logistics transport. The framework enables users
to define tracks using waypoints, and the simulated AGV is
able to follow these tracks. The ROS navigation stacks [12] are
used to control and localise the vehicle. A logistic framework
to coordinate multiple AGVs is missing, and the system is not
able to deal with expert knowledge. However, we believe that
this expert knowledge is vital for the commercial market and
for industrial acceptance.
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Similar set-ups to AGV systems can be found in RoboCup
[13]. Competitions like RoboCup’s Small Size League (SSL)
soccer is designed to improve multi-agent cooperation through
friendly competition.

The environment has similarities to an AGV system.
Agents are controlled by a centralised server, and all objects on
the playing field are tracked by a standardised vision system.
The league has shown that it is possible to detect specific
scenarios and to react quickly by adapting plays [14]. A play
denotes a sequence of actions or behaviours according to a
playbook, e.g., follow track and slow down. The playbook
describes recognizable scenarios with according plays, e.g., a
scenario (with an automated fork lift) in front of an elevator
door ⇒ play: verify that the fork is folded before entering
the lift; follow track precisely with low speed. Plays can also
provide predefined plans with roles for multiple agents which
can be adapted to scenarios to prevent deadlocks or collisions,
for example in the following scenario: the passing of two
agents ⇒ play: select leader; leader selects side for passing;
follower acknowledges side; passing. Similar techniques are
also used in RoboCup’s Middle Size League (MSL), which
has no centralised command system.

In the approach proposed here we are presenting an idea for
how to integrate expert knowledge into the system to support
play selection. This is done by augmenting track segments as
well as areas around segments in order to simplify scenario
recognition and to enable reproducible behaviour.

III. APPROACH

AGV systems currently deployed in industrial applications
use manually offline designed tracks for path planning. These
tracks are defined by a list of segments and distributed by the
ACS to the AGVs, as shown in Figure 2. An AGVs task is
to follow these segments. This system has only two planning
levels:

• the overall routing on the centralised server and
• the on-board tracking control on the AGV.

Obstacles on the track always trigger an emergency halt.
We would like to present an approach which enables an AGV
system to additionally:

• autonomously avoid obstacles on the track,
• solve situations without the ACS interfering, e.g., a

multi-robot situation or pick and place actions,
• use optimised trajectories to be time-, energy- and/or

resource-optimal (e.g., floor abrasion), and
• be easier to maintain and less expensive during system

design and set-up.

This can only be realized if AGVs are able to:

• localise themselves, (even when leaving the predefined
track),

• communicate with each other, and
• execute and adapt their behaviour (role play), to solve

local issues without centralised intervention.

We propose that the ACS distribute segments to the AGVs,
similar to before, but encapsulated with additional attributes.
For demonstration purposes we will group areas into free
or critical. A free area signals that an AGV is allowed to

segments

critical segments

static track

free area

critical area

obstacle

dynamically

robot

Proposed Approach:

planned trajectory

collosion

safe

avoidance

passage

trajectory

(intercom)

optimized

Figure 3. This figure depicts the limitations of the a classical AGV
system and the advantages to be gained by the new approach
proposed.

leave the track; a critical area indicates particular precaution.
The additional segment attributes are used to indicate to the
system what to expect or which behaviour (role play) should
be selected to manage the track segment. A typical attribute
would be that no stops are allowed. This is important when
passing a fire door: the agent would have to verify whether
there is enough space free after the critical section before
entering said section and would select an appropriate motion
control algorithm. In our approach, agents are able to select
one of two motion control algorithm.

• A Model Predictive Control (MPC), implemented sim-
ilarly but in a more advanced way than the Dynamic
Window Approach (DWA) [15] to follow tracks, which
allows the system to diverge from the track and to
avoid obstacles.

• A tracking controller based on a flat system output [3],
which tries to follow tracks precisely. In the presence
of an obstacle, the control slows the vehicle down,
eventually stopping it.

Figure 3 shows the limitations of the old approach and the
advantages of the new approach: The system currently used
has centralised path planning based on predefined line and arc
segments (blue). An AGV has to follow the static tracks (green)
routed by the control system. In the face of an obstacle, the
AGV slows down and eventually stops on the track.
In contrast to the system currently used, the system proposed
here uses predefined areas in which a vehicle is allowed to
move freely. Obstacles can be circumnavigated and two or
more vehicles are able to directly communicate in order to
plan trajectories for safely passing each other. Trajectories
are locally planned and can be time-, resource- or energy-
optimised.

A. First Iteration – Behaviour Controller, Role Play and
Playbook

The aforementioned concepts play/role play and playbook
describe strategies for facing specific scenarios. A play or
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role play describes the parameter selection, and an interaction
procedure for one or more robots for a certain length of time.
The playbook holds multiple such predefined role plays for
selection. The behaviour controller implemented is in charge
of recognising scenarios and selecting appropriate plays. In the
first iteration, simple role plays are implemented with the goal
of getting a system up and running as it was before. AGVs
use the predefined tracks as a basis for local path planning, but
they may change their local path when an obstacle is blocking
it or when indicated to by predefined segments. Agents are
able to select between two tracking control types for different
motion behaviours: MPC or low level tracking control. The
controller parameters are selected on-demand depending on
the role play executed. This enables the vehicle to behave
differently in different areas, while also giving the operator
the capability of restricting the system, when necessary.

B. Second Iteration – Robot-Robot interaction

The second stage will enable vehicles to plan their own
paths, if permitted within the current area. Using the aforemen-
tioned playbooks with role plays for specific scenarios enables
the control system to detect such scenarios and to initiate role
plays with one or more agents involved, e.g., the passing of two
vehicles in a hallway or passing a door. If such a scenario is
recognised, the vehicles involved are allowed to communicate
with each other to adapt the known role play. This allocates
the control competences to the agents, thus making the system
more flexible.

C. System Components

The overall architecture of the system proposed is shown
in Figure 2 and in more detail in Figure 4. A PPC module co-
ordinates the overall process and interfaces the company’s ac-
counting system, e.g., an Enterprise Resource Planning (ERP)
system. The ACS gives transportation orders to the vehicles
(job planner) and plans optimal routes for each vehicle (route
planner). Each AGV implements a Behaviour Controller (BC)
as a state machine, which makes binary decisions for them and
selects role plays. The BC module controls the AGV while
autonomously solving situations based on the aforementioned
playbook and communicates success or failure to the ACS. It
triggers local navigation modules if a new plan needs to be
computed.

IV. CHALLENGES

In our approach, we introduce two fundamental changes
to the AGV system currently used by DS-Automotion. Each
vehicle has a navigation module with a path-planner and a
motion controller (aka a trajectory-generator), as well as a
behaviour controller (BC) to trigger role plays.

A. Navigation

Two navigation layers in the AGV are used in the system
proposed, namely path planning and motion control, which are
often denoted as global and local planning, respectively. This
may cause confusion because the centralised ACS also has
a planning module which computes the overall AGV routing
tables for the fleet.

AGV 2

AGV 1

Self-Localization

Sensors

Motor Controller

Navigation

Path-
Planner

Generator

Behavior Controller

Behavior Controller

AGV n

Behavior Controller

ACS

Job Planner

Route-

Trajectory-

Planner

Figure 4. AGV system overview: The ACS gets orders from the PPC
(see Figure 2) and distributes them to the AGVs. The ACS also
supervises AGV route planning in order to optimise the execution
time of all of the orders given to the system.

1) AGV routing tables: In order to take full advantage of
the vehicles’ capabilities, the ACS has to be adapted. The route
planning has to cope with variances in execution time, as the
execution time of a role play can vary due to local navigation.
The ACS has to learn and adapt parameters such as execution
time and success rates of role plays in order to create optimal
routing tables.

2) Path Planning: The local path-planning receives routes
to follow from the ACS and delivers segments to follow to
the motion control. A challenge at this layer arises if a vehicle
leaves the predefined tracks. The path-planner has to compute
a suitable path by using known maps of the environment or to
communicate an issue to the ACS. It is also the task of this
planner to find paths to objects for pickup.

3) Motion Control: Virtually exact tracking control can
be achieved by using, a flat output system model and track
segments as splines as input , but the system proposed should
be able to diverge from the track if needed. An MPC [9]
generates a possible trajectory based on the current system
state and weights each one based on a cost function which can
include the obstacles detected. This control executes the first
control sequence of the winning trajectory only until the next
control iteration. Continuous updates are needed for safe and
smooth motion control. It is commonly known that the most
computationally intensive procedures in this cost function are
collision detection and the evaluation of motion costs, but the
latest research has demonstrated that the introduction of proper
heuristics effects a huge performance gain [16], [17]. In our
approach, we allow the system to switch between an exact
tracking control and the MPC.

B. Behaviour Controller
Playbooks as used in RoboCup soccer scenarios must be

developed to simplify plans, especially when multiple agents
are involved. The selection of a lead agent during a multi-agent
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role play must be managed [18]. However, more important
for the acceptance of the system are the integration of expert
knowledge and reproducible behaviours.

C. Self-Localization
Another challenge occurs due to the inaccuracy of self-

localization when using laser-based localization methods, such
as Adaptive Monte Carlo Localization (AMCL) [19], which is
implemented in the ROS or in the Mobile Robot Programming
Toolkit (MRPT) [20]. The system has to deal with inaccuracies,
and eventually has to adapt its behaviour to gain a better
localization confidence when needed. For example, a pick
and place procedure where one vehicle places a payload and
another vehicle picks it up fails upon inaccurate localization.

D. Mapping
In order to be cost-effective, AGV systems with customised

vehicles are usually deployed for a long period of time. During
this long period of use, changes to the environment can be
expected and must be dealt with. A common map layer which
represents daily changes to the environment can be updated
and distributed to the vehicles. Creating a sound map of
multiple measurements is a difficult challenge and it is not
yet clear whether this task should be performed by each agent
individually or by a centralized unit, especially if loop closing
is necessary.

E. Industrial Acceptance
Industry demands flexible and easily maintainable solu-

tions. This is only manageable with a distributed system,
but that inherently increases the system’s complexity. It will
be a challenge to find the right balance and in this study,
suitable role plays with expert knowledge in order to create
an acceptable system for industry.

V. RESULTS

We are currently at the first iteration level, as proposed in
Section III with a simple working set-up.

A. Set-Up
We interfaced the ACS used by DS-Automotion to intercept

operation orders and computed routing tables. The ACS has
multiple safety features to ensure a safe process. For example,
all vehicles are monitored to verify that vehicles are on the
track following the assigned route. A simulated environment
was created using GazeboSim [22], a freely available 3D
simulation package including a physics engine. We simulated a
production site within our lab with multiple vehicles. Figure 5
shows two related snapshots. The MRPT-library is used for
localization and ShmFw [23] for communication and visual-
ization of data. ShmFw is a fast dynamic framework based on
the boost inter-process library [24], which uses shared memory
elements for inter-process communication. ROS libraries are
only used to interface the simulator by using customized
ROS nodes to exchange data between ROS messages and
ShmFw variables. The decision to avoid ROS in the functional
code is due to the current system used by the project partner,
who uses their own middleware. Another reason to exclude
ROS was down and upward compatibility. Compared to the
product cycles of AGVs, the release cycles of ROS are very
short, and usually a company has to support products for many

predefined tracks
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S12

S9
S8

S7
S6

S3
S2

S4

S11

vehiles with laser
range scanner

estimated pose

Figure 5. Top: Simulated production site with tracks, stations S1 −
S12 and two simulated vehicles with a SICK laser range scanner
and rays in blue. Bottom: MRPT particle filter self-localization with
an estimated robot pose on a previously-generated map using a Rao-
Blackwellised particle filter SLAM, also implemented in MPRT.

years. However, there is an industrial version called ROS-
Industrial [25], which might be of interest for future projects.

B. Autonomy
At the current level we are able to start vehicles at arbitrary

locations. The system uses a local path planner to find a path
to the next known track to receive orders. The aforementioned
complex initialisation procedure is still needed because of
safety issues. All segments delivered to vehicles are augmented
with additional parameters to trigger different behaviours, such
as switching between the multiple implemented motion control
methods with various settings. The operator is now able to
predefine areas to control vehicle behaviour in advance. For
example, vehicles in open areas use an MPC or DWA to
cope with blocked tracks. In areas such as turns between
S3−S4, shown in Figure 5, which are close to the stairways,
the operator is able to predefine a motion control to follow
the track as precisely as possible. Figure 6 shows cases with
unblocked and blocked paths, as well as different tracking
controls implemented. The behaviour shown in Figure 6c
allows the vehicle to select trajectories to avoid collisions with
obstacles next to the path, but an obstacle on the path would
cause the vehicle stop. This behaviour was designed to increase
the acceptance of the system and was favoured by the industrial
project partner.

C. Path-planning
The waypoints shown in Figure 6a and 6c are based on the

static predefined segments and placed at a constant distance
to represent the path, in contrast to Figure 6b. In this case
the AGV computed its own track by taking the previously
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(d) Simulated environment related to Figure 6c. The obstacle
next to the path would cause a collision.

Figure 6. Operation orders executed with different behaviours.

recorded map and the start and goal position into account.
The trigger for doing so is based on the expert knowledge
encoded in the track segments delivered by the ACS. The
route is not as smooth as the one delivered by the ACS,
but in this case the DWA implemented takes care of this
problem and avoids obstacles by using a cost function to
weight possible trajectories within a certain time window, as
shown in Figure 6b. In this way the ACS does not have to
take care of replanning until the AGV signals otherwise. The
current system is now able to perform at the same level of
efficiency as before but is also able to cope with obstacles.

VI. CONCLUSION

This work presents a recently-begun research project with
the goal of transferring research knowledge from the field of
mobile robotics to the industrial application of AGV systems.
We proposed an approach for decentralisation of the control
system in order to achieve a flexible solution. The approach

entails enhancing agents with an on-board self-localization
and navigation module as well as a behaviour controller
for carrying out autonomous actions. The centralised control
system has to deal now with autonomous agents, shifting the
task from control of them to coordination of them. Expert
knowledge augments, on the one hand, the map to allow or
confine autonomous actions in specific areas, and on the other
hand, the route delivered to the AGV to prepare the agent
for scenarios. We believe that only a balanced system tuned
by the human operator on site will be accepted in industrial
applications, and reproducible behaviour, as well as human
ability to influence autonomous behaviour are vital to this
acceptance.
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[3] M. Liess, J. Lévine, P. Martin, and P. Rouchon, “Flatness and
defect of non-linear systems: introductory theory and examples,”
International Journal of Control, vol. 61, no. 6, 1995, pp. 1327–
1361.

[4] Detection and Ranging Solutions, SICK AG, Erwin-Sick-Str.
1, 79183 Waldkirch, Germany, December 2011, 8014402/2011-
12-20. [Online]. Available: http://www.sick.com

[5] G. Antonelli, F. Arrichiello, F. Caccavale, and A. Marino,
“Decentralized centroid and formation control for multi-robot
systems,” in Robotics and Automation (ICRA), 2013 IEEE
International Conference on, May 2013, pp. 3511–3516.

[6] C. Laugier et al., “Probabilistic Analysis of Dynamic Scenes
and Collision Risks Assessment to Improve Driving Safety,”
Intelligent Transportation Systems Magazine, IEEE, vol. 3,
no. 4, Winter 2011, pp. 4–19.

[7] C.-C. Wang, C. Thorpe, and S. Thrun, “Online simultaneous
localization and mapping with detection and tracking of moving
objects: theory and results from a ground vehicle in crowded
urban areas,” in Robotics and Automation, 2003. Proceedings.
ICRA ’03. IEEE International Conference on, vol. 1, Sept 2003,
pp. 842–849.

[8] S. M. LaValle, Planning Algorithms. Cambridge,
U.K.: Cambridge University Press, 2006, available at
http://planning.cs.uiuc.edu/.

[9] T. Howard, M. Pivtoraiko, R. Knepper, and A. Kelly, “Model-
Predictive Motion Planning: Several Key Developments for
Autonomous Mobile Robots,” Robotics Automation Magazine,
IEEE, vol. 21, no. 1, March 2014, pp. 64–73.

[10] S. Thrun et al., “Stanley: The robot that won the DARPA Grand
Challenge,” Journal of Field Robotics, vol. 23, no. 9, 2006, pp.
661–692.

[11] “ROS: The agvs package,” 2015, URL: http://wiki.ros.org/agvs
[accessed: 2015-04-04].

[12] E. Marder-Eppstein, E. Berger, T. Foote, B. Gerkey, and
K. Konolige, “The Office Marathon: Robust navigation in an in-
door office environment,” in Robotics and Automation (ICRA),
2010 IEEE International Conference on, May 2010, pp. 300–
307.

[13] H. Kitano, M. Asada, I. Noda, and H. Matsubara, “RoboCup:
robot world cup,” Robotics Automation Magazine, IEEE, vol. 5,
no. 3, Sep 1998, pp. 30–36.

[14] J. Bruce, M. Bowling, B. Browning, and M. Veloso, “Multi-
robot team response to a multi-robot opponent team,” in
Robotics and Automation, 2003. Proceedings. ICRA ’03. IEEE
International Conference on, vol. 2, Sept 2003, pp. 2281–2286.

[15] D. Fox, W. Burgard, and S. Thrun, “The dynamic window ap-
proach to collision avoidance,” Robotics Automation Magazine,
IEEE, vol. 4, no. 1, Mar 1997, pp. 23–33.

[16] R. Knepper and A. Kelly, “High Performance State Lattice
Planning Using Heuristic Look-Up Tables,” in Intelligent Robots
and Systems, 2006 IEEE/RSJ International Conference on, Oct
2006, pp. 3375–3380.

[17] M. Suchi, M. Bader, and M. Vincze, “Meta-Heuristic search
strategies for Local Path-Planning to find collision free trajecto-
ries,” in Proceedings of the Austrian Robotics Workshop (ARW-
14), May 2014, pp. 36–41.

[18] N. Basilico, N. Gatti, and F. Amigoni, “Leader-follower Strate-
gies for Robotic Patrolling in Environments with Arbitrary

Topologies,” ser. AAMAS ’09. Richland, SC: International
Foundation for Autonomous Agents and Multiagent Systems,
2009, pp. 57–64.

[19] S. Thrun, W. Burgard, and D. Fox, Probabilistic Robotics
(Intelligent Robotics and Autonomous Agents). The MIT Press,
2005.

[20] “Mobile Robot Programming Toolkit (MRPT),” 2015, URL:
http://www.mrpt.org [accessed: 2015-04-04].

[21] “RISC Software GmbH,” 2015, URL: http://www.risc-software.
at [accessed: 2015-04-04].

[22] N. Koenig and A. Howard, “Design and use paradigms for
Gazebo, an open-source multi-robot simulator,” in Intelligent
Robots and Systems, 2004. (IROS 2004). Proceedings. 2004
IEEE/RSJ International Conference on, vol. 3, Sept 2004, pp.
2149–2154.

[23] “ShmFw,” 2015, URL: https://github.com/ShmFw/shmfw [ac-
cessed: 2015-04-04].

[24] “Boost.Interprocess,” 2015, URL: http://www.boost.org/doc/
libs/1 55 0/doc/html/interprocess.html [accessed: 2015-04-04].

[25] “ROS-Industrial,” 2015, URL: http://http://rosindustrial.org [ac-
cessed: 2015-04-04].

43Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-405-3

ICAS 2015 : The Eleventh International Conference on Autonomic and Autonomous Systems

                           55 / 151



    

Model-Driven Architecture for Self-Adaptive Context-Aware Message Routing in 

Pervasive Environments 

Nachoua Guizani  

SFR Santé Lyon-Est, ERIC Lab  

Université Lyon 1, Université Lyon 2 

Lyon-Bron, France  

e-mail: nachoua.guizani@gmail.com  

Jocelyne Fayn  

SFR Santé Lyon-Est : eTechSanté 

INSERM US7, Université Lyon1 

Lyon, France  

e-mail: jocelyne.fayn@inserm.fr

 

 
Abstract—Ensuring suitable message transmission Quality of 

Service (QoS) still remains among one of the most crucial 

requirements, especially in case of emergency. A message 

routing policy application should face the challenge of dynamic 

source and target context changes, such as resources 

availability and environmental conditions, and adapt its 

behavior and decisions accordingly. In this paper, we propose 

a context-aware model and a functional architecture aimed to 

steer an intelligent, personalized and adaptive message routing 

policy. Our objective is to enhance at the operational level 

message transmission QoS in terms of delivering the right 

message to the right recipient with the right delay 

requirements, by taking into account message, sender and 

recipient ecosystems. In the proposed architecture, we 

highlight how a message routing policy can reason about 

context information and adapt autonomously its behavior in 

response to unpredictable events and context changes in 

pervasive environments. This architecture is based on ambient 

intelligence and complies with different scenarios. The 

relevance of our approach is demonstrated by a use-case in the 

eHealth domain.  

Keywords-context aware systems; adaptive system; 

ecosystem; message routing policy; Ambient Intelligence. 

I.  INTRODUCTION  

Various applications in the computing field perform 
multiple tasks, which may require a reliable coordination and 
communication between different actors. These tasks 
produce a workflow chain embedding a large number of 
messages which have to be properly routed and timely 
handled, especially in emergency scenarios. Several 
emergency real-life situations are subject to quite high failure 
rates because of poor communication infrastructures and 
uncontrolled and non-adaptive message routing policies. 
Messages are usually blindly transmitted to remote recipients 
without prior knowledge of their contextual environment 
availability, reliability and capability. In addition, in some 
cases the relevance of the recipients should be checked with 
respect to the urgency and to the message context in order to 
efficiently and rightly forward it. Several context changes 
can occur at run-time caused by mobility of users and 
devices especially in pervasive environments. To overcome 
these difficulties, we need to set up reliable and adaptable 
message routing policies ensuring an intelligent message 
exchange. This policy has to deal proactively with 
unpredictable events, such as recipient unavailability and 

exceeding the message treatment deadline, to continuously 
take into account context changes (e.g., climate, localization, 
etc.) and to adapt the message delivery accordingly.  

The concepts of context-aware [1] and adaptive systems 
[2] are among the most exciting topics in ubiquitous 
computing [3] today. To achieve high levels of awareness 
and adaptivity in message exchanges among two different 
environments, the challenge is threefold: model source and 
target contextual information, identify the constraints called 
adaptation situations to which routing policy applications are 
sensitive [4], and adapt routing policy behaviors according to 
context changes. 

In this paper, we propose, as a first step, a context-aware 
routing policy model showing the different objects involved 
in the message routing processes, as well as the relationships 
between them. Moreover, we propose a functional 
architecture of a distributed, context-aware system dealing 
with message routing policy management in pervasive 
environments. This architecture is based on AmI ambient 
intelligence [5] technologies. 

Our main objective is to ensure, at operational level, 
message transmission Quality of Service (QoS). We define 
QoS as the ability of delivering a given message to the right 
recipient while satisfying delay and context constraints 
(availability, experience, trust, etc.). Indeed, we focus on 
making the routing policy: (1) Personalized: in the way that 
it routes the message to the most relevant destination 
according to context analysis and, for each message, 
determines the required delay for reception, reading and 
reply; (2) Context-aware: routing policy application is 
sensitive to context; (3) Adaptive: means that it is able to 
adapt its behavior in real-time according to context changes; 
(4) Intelligent: in the sense that we take advantage from AI 
technologies to integrate some intelligence in the routing 
policy decisions. To summarize, we aim to empower systems 
to autonomously deliver the right message to the right 
individual with the right delay requirements, by taking into 
consideration message, expeditor and recipient contexts. 

The paper is further structured as follows. The next 
Section discusses related work. In Section 3, we present an 
UML model describing a context-aware message routing 
policy. In Section 4, we propose a context-aware architecture 
ensuring intelligent routing policy management. Section 5 
shows a case study in the eHealth domain illustrating the 
message routing policy behaviors in an emergency scenario.  
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II. RELATED WORK 

Several recent research papers spotlight workflow 
exceptions handling and routing policy management. [6] 
proposes a proactive detective control model to prevent 
possible shutdown and violations in workflow applications, 
and highlights the capacity of Service Level Agreement to 
ensure/provide QoS avoiding cloud services composition 
failure and improving the dynamicity of workflow 
execution. [7] takes advantage of context-aware systems to 
solve wireless local area network routing problems. 
However, in this paper the authors restrict the context to 
device energy-oriented context. The same yields for [8], 
which proposes an adaptive QoS and energy-aware routing 
approach for Wireless Sensor Networks (WSNs) based on 
an improved ant colony algorithm. Several other papers also 
demonstrate that efficient workflow management under 
unpredictable events effectively contributes to QoS 
improvement at different levels and in different fields. A 
typical example in the eHealth domain can be found in 
[9]which proposes a framework for modeling context-aware 
workflow driven resource allocation based on Petri Nets. 

Several works have also addressed the context-aware 
computing paradigm, which becomes an important research 
issue especially with the emergence of ubiquitous computing 
[3]. According to [1], context-aware systems are a category 
of systems that adapt their behavior at run-time according to 
their users’ needs, by proactively anticipating the users’ 
needs without explicit user intervention. To deal with 
decoupling applications from context information layers, 
several middleware have been proposed in the computing 
literature. CAMidO [10] is a Context-Aware Middleware 
based on Ontology. The particularity of this middleware was 
to provide a metamodel for context description. The author’s 
idea was to monitor significant context changes and 
consequently, to dynamically adapt the applications to react 
to these changes. Both, collection and adaptation are carried 
out based on an ontology representation. Context-Aware 
Middleware based on a context-awareness Meta-Model [4] is 
another middleware and run-time model for dynamic context 
management based on a model-driven architecture. The 
paper shows how applications can dynamically adapt their 
behavior at run-time according to context changes. [11] 
proposes Unified Context-Aware Application Model, a 
generalized context-aware architecture for heterogeneous 
smart environments. The context representation is ontology-
based and deals with the 6 types of questions: Who, What, 
Where, When, Why and How. 

 Obviously, context-aware approaches have also been 
adopted in autonomic computing and self-adaptive systems 
design [2]. Self-adaptive systems aim at ensuring dynamic 
behavioral adaptation with respect to context changes. 
Adaptation in the computing literature can operate on four 
elements: service, interface, content, and software 
components. [12] proposes a dynamic adaptive service 
dealing with both highly dynamic changes in pervasive 
environment and limited resources. Three major steps shall 
be followed when designing self-adaptive systems: 
adaptation modeling, analysis and validation. [13] proposes a  

context Petri Net model for improving the correctness of the 
configuration of self-adaptive systems aimed at verifying 
reachability and liveness as key priorities. [14] combines 
Aspect-Oriented Models and run-time models to design an 
adaptation model for correct system configuration processing 
at run-time. The adaptation model includes a set of 
adaptation rules, which have been introduced to change the 
system behavior during execution.  

Unfortunately, the issue of performing intelligent, 
adaptive and personalized routing policies has not been 
adequately treated by the presented research works. 
Furthermore, the multidimensional aspect of workflow 
management has not been taken into account. In the 
architecture we are proposing in this paper, we have taken 
these issues into consideration and we will build on AmI [5] 
to ensure a reliable message routing policy aware of the 
message, sender and receiver contexts.  

III. CONTEXT-AWARE ROUTING POLICY MODEL 

In this Section, we present our proposed context-aware 
message routing policy model (see Figure 1), as well as the 
terminology that we use in this paper. The model points out 
several concepts involved in message routing processes and 
the relationship between them. 

As shown in Figure 1, a message routing process 
involves several entities: source actor also called message 
sender, target actor named receiver, and the message itself. 
Each entity is surrounded by its own environment and 
situations under which the message routing policy may 
change its behavior. A routing policy should provide 
different techniques and rules necessary to ensure data 
transportation from their source point to a target point. We 
distinguish two types of parameters required for message 
routing. 
      1) Preprocessing parameters: they should be known 
before message routing, such as the nature of the required 
destination, the message routing means (PC, phone, etc.) and 
type (SMS, mail, etc), etc. 
      2) Processing parameters: they are determined to control 
the routing process, such as the required delay for message 
reception, reading and reply.  

The model reflects the multidimensional aspect of the 
message exchange problem. It highlights the three 
ecosystems to which the routing policy is sensitive: the 
source, target and message ecosystems. An ecosystem is a set 
of complex and scalable information systems that are related 
to entities in a given environment. The routing decision 
making should be driven by ecosystem data. As defined by 
[15], an entity is a person, place, or object that is considered 
relevant to the interaction between a user and an 
application, including the user and applications themselves”. 
In our case, we consider the entity as a physical or a logical 
element represented by a person, place or object which is 
involved in the message routing process. More generally, an 
entity in the message routing process can play several roles 
(sender, receiver, the concerned parties, author, etc.) in the 
triggering of an event (order, request, etc.), which generates a 
message transmission. Each message has its own ecosystem. 
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Figure 1. Context-aware message routing policy model

We distinguish different types of messages. Their content 
could be a piece of information or an alarm. They can be 
intentionally sent on request of a person, or automatically 
invoked or triggered by a device in case of a new event or of 
some failure. An ecosystem is composed of a set of entities. 
An entity can be related to another. It can be related to a wide 
variety of type of contexts (geographic, climatic, medical, 
social, etc.) through an automatic entity context binding, 
knowing that a context can have an impact on another 
context. An entity context binding is like a bridge built at 
run-time during a context collection process. This binding 
allows answering to the following question: For a given 
scenario, which relevant context information do we need to 
collect? The choice of the context to take into account in a 
message routing scenario will depend on various factors, 
such as the content and subject of the message, and the role 
of the actors in message sending. For instance, in a medical 
emergency scenario, a bridge needs to be created at run-time 
between the environmental contexts (hostility, weather, 
access) of the target and the source, since there is a high 
probability of persons transfer. Each context corresponds to a 
multitude of attributes, also called contextual information or 
observations in context-aware systems. An attribute can be 
interpreted from a set of basic attributes or not. For instance, 
climatic conditions depend on different parameters: 
temperature, snow, etc. In addition, we distinguish two 
classes of attributes that we call background and real-time 
attributes. Background attributes are the relatively static 
observations which practically don’t change their values 
during message transmission (e.g., the job of the message 
sender). Conversely, real-time attributes (e.g., sender 
geographic localization) are dynamic observations which can 
take new values at run-time and thus might trigger changes 

in the routing policy behavior. Background and real-time 
attributes can be interpreted or not. The context aware 
adaptive routing policy constitutes the core of the proposed 
model. It clearly shows the dependency, as well as the 
sensitivity of the routing policy applications to context 
information stemming from source, target and message 
ecosystems.  

IV. MODEL-DRIVEN ARCHITECTURE FOR CONTEXT-

AWARE ROUTING POLICY MANAGEMENT 

In this Section, we present our functional architecture 
(see Figure 2), which aims to be as generic as possible and to 
comply with different scenarios, with the objective to allow 
the steering of an intelligent, adaptable and flexible message 
routing policy. The architecture we propose is composed of 
five components we describe hereafter and it is mainly based 
on Service Oriented Architecture. 

A. Message reporter 

This module represents the source or the origin of the 
message. It is responsible for message reporting and 
publishing to the context-aware intelligent routing policy 
manager (RPM). It is usually a device (smartphone, PDA, 
PC, phone, etc.), controlled by a person or a software 
application. 

B. Ecosystem supervisor  

The main role of this module is to supervise and to listen 
continuously to the ecosystems. It compares real-time and 
background context attributes, detects changes and notifies 
the RPM. Notifying the RPM is triggered when observations 
differ from more than a given threshold from their previous 
values. It is like a contract carried out between the RPM and 
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Figure 2. Functional architecture for context-aware routing policy management

the ecosystem supervisor to identify the situations under 
which the RPM requires behaviors adaptation. 

C. Message status supervisor 

This module supervises the status of the message. It 
shall detect deadlines exceeding of message reception, 
reading and reply, and notify the ecosystem supervisor and 
the RPM, which shall adapt its decision, if necessary. The 
message status supervisor activates its own timing system 
each time it receives from the message disseminator a 
notification indicating a message sending and the required 
delay for reading, reception and reply. To this aim, we can 
adopt a Timed Petri Net (TPN). Indeed, TPN is a convenient 
method to analyze and model the dynamics of self-adaptive 
systems [13]. Its main advantage comes from its 
expressiveness of timing constraints, such as durations of 
performances and deadlines. Several recent works [16] [17] 
highlighted some of the key features of TPN, such as safety, 
liveness and reachability. In our case, the message chain 
history can be designed as a TPN model where place 
consists of the message state (waiting for reception/ for 
read/ for reply) and token represents the message itself. The 
admissible duration of a message stay in a given place 
corresponds to required delay already determined by the 
routing policy manager (see Section E). We can take 
advantage from TPN at two levels: on one hand, it avoids 
message deadlocks, thus enabling the possibility of message 
redirection; on the other hand, TPN participates in the 
determination of the destination’s trust level, which is 
considered among the most important criteria to take into 
account when identifying relevant destinations.  

D. Message disseminator  

 It receives the message from the RPM and dispatches it 

to the destinations endpoint devices. It reports also the 
communication message status to the RPM and notifies the 
message status supervisor once the message is sent. 

E. Routing policy manager (RPM) 

The RPM constitutes the core of the architecture. It 
interacts with all the rest of the modules. The RPM is mainly 
based on ambient intelligence technology, which will allow 
to reason about the context in order to enhance the quality of 
message transmission. The module will proceed at 
operational level and include real-time decisional processes 
that will react to context, as well as to unpredictable events, 
such as destination unavailability, localization change, etc.  
The RPM has several roles where each one is played by a 
service component in the RPM structure. The basic 
responsibilities are as follows:  

 Receive messages coming from the message 
reporter. 

 Report the message status to the message reporter. 

 Collect contextual information from the source, 
message and target ecosystems. 

 Analyze data to make them acceptable and 
exploitable for interpretation. 

 Infer routing parameters: For each scenario, the 
RPM determines the requirements and the 
appropriate parameters essential to route the message 
to the relevant destination.  

 Assign the demand to the appropriate destination.  

 Dispatch the message to the message disseminator. 

 Cancel message routing by asking the message 
disseminator for stopping dissemination in order to 
redirect the message to another destination, if 
necessary. 
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 Save/recover contextual data in/from the cache 
memory. 

 Delete messages from the memory in case of request 
from the message reporter or disseminator (e.g., 
because of obsolete or undeliverable messages).  

The routing policy manager must face two major 
challenges: (1) to well understand the context information; 
(2) to dynamically adapt its behavior at run-time according 
to the context. In our design, the routing policy adaptation 
will operate at three levels, each of which constitutes an 
RPM service that we describe hereafter. 

1) Routing and escalation decision: At run-time, an 
escalation (escalate, descalate) and/or a routing decision 
((re)send, redirect, cancel) may be triggered/modified, 
depending on the ecosystem supervisor, message status and 
message disseminator results notifications.  

For instance, the service can change/modify the message 
itinerary because of changes in the destination context (e.g., 
geographic localization) or for exceeding the required 
message reply delay detected by the message status 
supervisor, or because of connection problems identified by 
the message disseminator. In case of message redirection, the 
routing and escalation service calls the routing parameters 
inference service to determine new requirements, viz a new 
typical destination profile. 

2) Routing parameters inference: The mission of this 
service is to reason about context information belonging to 
the message and source ecosystems in order to determine 
the message routing parameters, already defined in the 
previous Section. The routing parameters inference service 
determines, for each scenario, a destination profile type, as 
well as the required delays for message reception, reading 
and reply. 

For that purpose, classical rule based techniques can be 
used to infer routing parameters in function of the context 
information. Such an approach however, although 
appropriate for static applications, is rather difficult to set up 
for dynamic applications. Also, building the rules set 
requires to predict all possible context configurations, which 
is not so evident. 

For solving the routing parameters inference problem, we 
have two dimensions to take into account: (1) Time and (2) 
uncertainty. 

a) Time: In some scenarios, at run-time, the message 
can follow multiple routing policies. The routing parameters 
and the observations at time t may depend on routing 
parameters and observations at previous time t-1. 

b) Uncertainty: To reason about context information, 
the routing parameters inference service must be able to deal 
with uncertainty. Indeed, according to the sources they 
come from (e.g., noisy sensors), context information can be 
uncertain, incomplete or imprecise. 

Hence, we have to find the appropriate tool that is able to 
model the routing policy dynamicity in function of time and 
uncertainty. The objective is to make the routing policy 
intelligently adaptive according to observations evolving 
over the time. 

Dynamic Bayesian Networks (DBNs) [18] may be 
suitable for that. A key feature of a DBN is to unify the 

representation of temporal dimensions and of uncertainty. A 
DBN is a Bayesian Network which relates variables to each 
other over adjacent time steps called time slices. These 
temporal connections incorporate conditional probabilities 
between variables based on the Markovian condition that the 
state of the system at time t depends only on its immediate 
past, i.e., its state at time t-1. Based on the stochastic 
formalism, DBNs allow to infer the probability of unknown 
states, given some known observations and the initial 
probability distributions. Initial probabilities may be 
computed on the basis of experimental data with machine 
learning technics. Probabilistic inference is defined as the 
process of deriving logical conclusions from known, or 
assumed to be true, premises. The problem of inference in 
DBN consists in finding P (X

t-1
|Y

t-1
), where Y

t-1 
represents a 

set of t consecutive observations, and X
t-1 

is the set of the 
corresponding hidden variables. Forward-backward and 
junction tree algorithms are some examples of inference 
algorithms that may be used in DBNs.  

In our case, we can imagine using a DBN to infer the 
probability of the message routing parameters as hidden 
variables, based on observations coming from the source 
and message ecosystems. For instance, a DBN might be used 
to estimate the probability level of the requested destination 
staff type (medical, rescue, assistance, etc.) and use it as a 
routing parameter, given the source ecosystem observations 
(message expeditor trust level high/medium/low), the 
message subject importance level (high/medium/low), and 
the message ecosystem observations (informative/alarm 
message type, emergency level high/medium/low, etc.).  
3) Destination determination: This service addresses the 
following question: for a given scenario, to which relevant 
destination the message must be sent? Using a set of 
preconfigured recipients, the destination determination 
service shall search for the nearest destination that is closest 
to the typical destination profile which has already been 
determined by the routing parameters inference service. 
This process needs beforehand an in-depth analysis of the 
target ecosystem context. To select the relevant destination, 
several methods can be adopted such as multi-criteria utility 
function or K-Nearest Neighbor algorithm (K-NN) [19]. 

V. USE CASE: MESSAGE ROUTING ADAPTATION IN 

HEALTHCARE APPLICATION 

In this Section, we illustrate the need for implementing 
dynamic message routing policy management applications 
with a scenario stemming from the healthcare domain. 
Obviously, healthcare applications are both mission-critical 
and real-time since they require in-time responses especially 
in emergency cases. The following scenario shows how the 
RPM will adapt its behaviors according to context changes 
belonging to the source ecosystem. 

Scenario: Patient A has a history of cardiac disease. He 
visits a high mountains area for skiing, taking his intelligent 
cardiac device with him. While skiing, he felt a chest pain. 
His care device reports an alarm message to the RPM. In 
this case, the care device operates as a message reporter. 
The latter sends the message to the RPM which confirms the 
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message reception. The RPM collects as a first step 
interpreted and/or non-interpreted, background and/or real-
time contextual data from the source ecosystem (e.g., 
interpreted real-time attribute: environment type: hostile; 
interpreted background attribute: history cardiac problem: 
yes) and from the message ecosystem (e.g., interpreted real-
time attribute: message importance level). The RPM unifies 
the collected observations and calculates the initial 
probability distribution necessary for the DBN. The latter 
infers a typical profile satisfying such criteria, e.g., staff 
type: medical, the required resources materials (viz an 
helicopter because of hostile patient A environment) and the 
delays for message reception, reading and reply. In a 
preconfigured destination list, the RPM searches a profile 
that is nearest to the typical profile and associates the 
message to patient A's admitting physician (physician B). 
The message disseminator sends the message to physician’s 
B PDA. Physician B confirms message reception within the 
specified delay; however he exceeds the delay required for 
replying. In between, the patient' chest pain has become 
more acute. The ecosystem and message status supervisors 
notify the RPM of these changes. New observations are 
notified to the RMP which adapts its decisions by escalating 
the message priority and redirecting it to an emergency 
department as a new destination, which thus takes care of 
the patient. Let us note that a history of the exceeded 
deadlines and negative responses may decrease physician 
B's trust level which is considered an important criteria to 
take into account when choosing the relevant destination. 
Indeed, some specific context situations and reasons for 
which a physician may reject a healthcare request shall also 
be taken into account. For example, physician B can be 
unavailable because of commitment in another task, of 
vacations, etc. 

VI. CONCLUSION 

In this paper, we present a model and an architecture that 
emphasize the multidimensionality of the message routing 
problematic. Our objective is to ensure QoS of message 
transmission in terms of delivering the message to the right 
destination with respect to the required delays for message 
reception, reading and reply, and taking into account 
message, source and target context changes. Meanwhile, we 
believe that developing an intelligent adaptive routing policy 
in pervasive environments may save lives and money, 
especially in emergency scenarios. Within the proposed 
architecture, we also highlighted three adaptive services for 
which we propose appropriate methods to make them 
sensitive to context changes and to exceeded message 
deadlines. One of the major assets of our data and model 
driven architecture approach is to embed artificial 
intelligence methods at different levels: to infer routing 
parameters, to choose the right destination, and to select 
relevant context data thus avoiding the need for big data 
exchange. 
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Abstract—This paper proposes a new approach to develop auto-
nomic systems or transform traditional systems into autonomic
ones. This approach is based on defining the autonomic module of
the system as a combinatorial optimization problem. After that, a
wide range of different techniques can be used to implement the
autonomic module of the system. This study addresses two major
problems: autonomic system specification and autonomic system
evaluation. The former helps the developer to understand the
system goals, constraints and scope, the latter, helps the developer
quantitatively evaluate the efficiency of different techniques of
implementing the autonomic module of the system. A case study
demonstrates the viability and effectiveness of the proposed
approach.

Keywords–Autonomic systems; combinatorial optimization based
approach for autonomic systems; QoS-aware service selection;
combinatorial optimization problems; performance evaluation.

I. INTRODUCTION

The concept of self-adaptation is presented in many re-
search areas like: biology, chemistry, logistics, etc.. Self-
adaptivity in computer-based systems is relatively newer. Some
of the first references to self-adaptive computer systems are
from the late 1990s. The term self-adaptation covers multiple
aspects of how a system reacts: Self-Awareness, Context-
Awareness, Self-Configuring, Self-Optimizing, Self-Healing
and Self-Protecting. There are two approaches for creating
self-adaptive systems: centralized and decentralized. In the
centralized one, the analysis and planning are concentrated
in one single entity. Furthermore, this form of self-adaptation
has the advantage of cohesiveness and low communication
overhead if compared with a decentralized mechanism [1].
An Autonomic System (AS) is an example of centralized
self-adaptive system. On the other hand, decentralized self-
adaptation, distributes the analysis, planning, or the feedback
mechanism among different parts of the self-adaptive system.
Autonomic computing (AC) is the computing paradigm be-
hind an AS. The general idea is to mimic the autonomous
nervous system of humans, which concentrate itself on higher-
level objectives, instead of more specific and detailed aspects.
For example, a person can concentrate on writing a letter
instead of actively controlling the heartbeat, blood pressure,
level of insulin on the blood and so on.

AC constitutes an important computing paradigm to au-
tomate complex systems management and reduce the need
of human intervention. It can be applied to modern and
widely used commercial solutions. One of the most used Cloud
Computing services provider, the Amazon Elastic Computing
Cloud (EC2), provides some tools for self-managing the users
systems, by means of increasing or decreasing the number of
Virtual Machines (VMs), according to the users demand and

previous defined policies. Companies like: Netflix and the Jet
Propulsion Laboratory/NASA uses EC2 solution [2].

In [3] Affonso et al. proposed a reference architecture
for self-adaptive software. They present an adapted control
loop based on Monitor, Analyze, Plan and Execute, based
on Knowledge (MAPE-K) and define the modules that must
be implemented in order to achieve this reference model.
However, they are focusing on how to solve a problem (how
to implement an autonomic control loop) and not on how to
define the problem that must be solved by this autonomic
control loop. The authors in [4] proposed a benchmarking
framework for distributed autonomic systems. They also do not
focus on how to define the problem that the autonomic control
loop must solve. In other cases, frameworks were proposed
to help the development of autonomic systems. Although,
these frameworks are useful, they usually focus on some
specific paradigm or architecture, i.e., Service-Oriented Ar-
chitecture (SOA), sensor networks or cloud computing [5][6].
Other related works focused on creating detailed and domain-
specific performance models of systems, using queuing net-
work models or Petri nets that can be used by an AM to
implement aspects like self-configuring and self-optimization.
These models are mostly domain-specific, complex to create
and validate, and cannot be easily adapted in cases of changes
in the system [7][8]. Further, it is important to point out that
some related works give qualitative and general information
about the performance of different techniques to implement an
AM, like Artificial Neural Networks (ANN), linear feedback
control, performance model based adaptive control, decision
tree and so on [9][10]. Finally, most of the related works
deal with one or two aspects of AC, like self-healing and/or
self-configuring [5][7]. In this paper, we focus on developing
an approach to define the problem that must be solved by
an autonomic system. Firstly, we present the steps required
to define the problem that an autonomic system must solve.
Secondly, we present a simple case study to demonstrate the
viability of the proposed approach. Finally, we provide some
ideas to future works that can improve the proposed approach
and other possible applications.

We chose the domain of QoS-aware Service Selection
(QSS) to develop our case study. This domain is suitable for
AC because its environment is highly dynamic and must be
able to deal with changes in workload, QoS preferences, fault
tolerance and so on. We transformed a traditional QSS system
into a self-configuring and self-optimizing one to demonstrate
the viability of CObAPAS.

This paper is organized as follows: in Section II the
concepts related to AC and QoS-aware service selection are
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presented. Section III contains the approach to develop AS.
Section IV presents a case study to validate the proposed
approach. Finally, in Section V are presented the conclusions
and future work.

II. AUTONOMIC COMPUTING AND QOS-AWARE SERVICE
SELECTION

A. Autonomic computing
The automation of computational resources management

is not a new problem for computer scientists. For decades,
software components have evolved to deal with the growing
complexity of performing the control of systems, sharing
resources and execution of operational management [11]. Au-
tonomic computing is a computational paradigm based on
biological systems that aim to deal with the management of
complex systems, offering the possibility of self-management
minimizing the need for human intervention [12]. Autonomic
computing is based on four principal attributes, namely [11]:

• Self-configuring: dynamically configure itself, a sys-
tem can adapt (with minimal intervention) to the
deployment of new components or changes in the
system.

• Self-healing: detect problematic operations and then
initiate corrective actions without disrupting system
applications.

• Self-optimizing: efficiently maximize resource alloca-
tion and usage to meet end users’ needs with minimal
intervention. It addresses the complexity of managing
system performance.

• Self-protection: detect hostile or intrusive behavior
as it occurs and take autonomous actions to make
itself less vulnerable to unauthorized access and use,
viruses, denial-of-services attack, and general failures.

Autonomic systems are composed of two parts: Autonomic
Element(s) (AE) and Autonomic Manager (AM). An AE
can be divided into: hardware (computers, printers, routers,
etc.) and software (web service, application container, virtual
machine, etc.). The communication between AM and AEs
occurs using Sensors and Effectors. Sensors collect data about
the AEs. On the other hand, Effectors have the function of
performing the operations sent by the AM to the AEs. The AM
implements a control loop based on four activities: Monitor,
Analyze, Plan and Execute, based on Knowledge (MAPE-K).

Monitor: monitors and collects the relevant details of
interest from the managed element. Analyze: analyzes infor-
mation provided by the monitor activity to determine if it is
necessary to take some action. If some action is required,
it is passed to the plan activity. Plan: creates a plan (or a
sequence of actions) by structuring actions to achieve system
goals. Execute: performs the actual actions, hence changing
the behavior of the managed element. The Knowledge Base
contains information about the system, that must be monitored,
the different available plans and so on [13].

B. QoS-aware service selection
Quality of Service (QoS) is a set of non-functional prop-

erties of Web services. Some of well known QoS attributes
are: cost, response time, availability, security, and so on. QoS-
aware web services composition (QWSC) is defined as an

integration of different services aiming to attend complex
business needs. For example, instead of manually accessing
a service for buying an airplane ticket, and after that another
service to reserve a hotel room, the user can access a composed
service that performs both tasks. QWSC is divided into two
parts: creation of the composition flow and QoS-aware service
selection. In the former, the developer of the composed web
service can use some business process modeling language, like
Web Services Business Process and Execution Language (WS-
BPEL). Using WS-BPEL the developer will define the order of
execution of the services, the exchange of data between them
and if some services will execute in sequential or parallel order
[14]. Figure 1 shows the division between these activities.

Figure 1. Different aspects of QoS-aware Web Services Composition.

QoS-aware service selection is based on QoS attributes
of services. It means that based on the QoS attributes the
algorithm or other technique of service selection will decide
which service will be included on the composite service. There
are a wide range of different techniques to store and retrieve
information about QoS attributes of services. They can be
stored and retrieved in a relational database application [15] or
using some semantic parallel approach [16]. QoS-aware ser-
vice selection is a combinatorial optimization problem and is
NP-Hard, thereby, many related works spent efforts developing
and testing algorithms to solve it.

III. DEVELOPMENT OF AUTONOMIC SYSTEMS BASED ON
COMBINATORIAL OPTIMIZATION PROBLEMS

A. Motivation
This section will show our proposed approach to develop

new autonomic systems or transform traditional systems into
autonomic ones. The main idea of this approach is to provide
a clear and easy form that can be used in a wide range
of systems. The proposed approach is named CObAPAS:
Combinatorial Optimization based Approach for Autonomic
Systems. We define the problem that the AM must solve
as a combinatorial optimization problem. CObAPAS has the
following advantages:

• It is independent of architecture and/or technologies:
it can be used from a simple web server to complex
cloud environments.

• It can be used to create new autonomic systems or
transform traditional systems into autonomic ones.

• It provides a formal and clear definition of the problem
that must be solved.

• It allows to evaluate different solutions proposed for
the stated problem quantitavely.

• It can address one or more aspects of AC, it can
be constrained or unconstrained and it allows even
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multiple constraints and/or multiple objectives to be
minimized or maximized.

The required steps of CObAPAS are: system definition,
search-space definition, objective function definition and
developing solutions, test scenarios and evaluation. They
will be shown in the next subsections. In Section IV, we present
a case study to help illustrate our approach.

B. System definition
First, we must decide which system we aim to create

or modify. For example, we can develop a web server from
scratch or transform a traditional web server into an autonomic
web server. The system could be composed of one single
entity, i.e., a web server or can be composed of two or more
entities, i.e., a system composed of a web server and a database
application. In fact, a system could be very simple or composed
of many entities that interacts with each other in different
manners. Once we have defined the system, we can continue
with the next steps.

C. Search-space definition
After choosing the system, it is necessary to define the

search-space of our problem. The search-space is the set of
attributes that should be modified to optimize the objective
function that will be created on the next step. The search-
space size is the number of all possible combinations of all
defined attributes. For example, if we have ten attributes and
each one can assume two values, the search-space size will be
210. It varies according to the system, and the only restriction
is that they all must be discrete. Since we are dealing with
combinatorial (or discrete) optimization problems, all attributes
must be discrete. We have to define which attributes we want
to consider in our system; in a system composed of a web
server and a database application for example, there are some
parameters that can be dynamically modified in execution time.
Therefore, we can define that some of these parameters are
our search-space and include them into our problem definition.
Examples of such parameters are shows in Table I.

TABLE I. LIST OF PARAMETERS.

Web Server (IIS 5.0) Database Server (SQL Server 7.0)
HTTP Keep Alive Cursor Threshold

Connection Timeout Locks
MemCacheSize Priority Boost

MaxPoolThreads Max Server Memory

D. Objective function definition
Now, we must decide which aspect(s) of AC we want to

focus on, and other characteristics, such as if the problem
will be single-objective or multi-objective, if it will be con-
strainted or unconstrainted and if the objective function must
be minimized or maximized. Once we are dealing with the
problem definition, there are no technological or architectural
restrictions.

In [17], the authors present a wide range of combina-
torial optimization problems, how to define them and some
algorithms to solve them. In fact, this study did not focus
on solutions for AS, but in the aspect of the problem for-
malization. In our point of view, any aspect of AC can be
defined as an optimization problem. For example, suppose that

it is required to develop a QoS-aware service selector (QSS)
with Self-Healing capabilities. If some service is unavailable
at execution time, the QSS should select an equal or similar
service and execute it, instead of that one which is unavailable.
We want that in all occurrences of unavailability, the QSS
select other service as fast as possible. So, it can be defined
as the minimization of average recovery time (time to select a
new service and execute it) of the QSS.

Doing so, we can develop two or more solutions for the
problem and quantitatively compare them. Therefore, after we
have defined some test cases, instead of qualitative and generic
affirmations, we can quantitatively compare the proposed solu-
tions. In fact, this approach can be used to define the problem
according to the AS developer’s needs.

E. Developing the solution(s), creating test scenarios and
evaluating the solutions

After we have defined the problem, we need to develop
solutions for it. It is possible to use from simple static policies
to heuristic algorithms or even complex and detailed queuing
network models. Since the problem is formally defined, if
we have two or more solutions, they can be quantitatively
compared.

In order to achive an effective and a properly evaluation
of the proposed solutions, it is mandatory to define some
experiments which reflect possible real scenarios that the AS
will face with. The authors in [18] explains in many details
how to define a set of experiments, workloads, how to use
statistical tools and so on.

After all these steps, the AS system is formally defined,
with its solutions quantitatively compared. If more solutions
arise, they can also be compared with the old ones. If some-
thing change after some period (for example, a new constraint
must be added to the objective function), the objective function
must be updated and the solutions must be re-evaluated.

IV. SELF-CONFIGURING AND SELF-OPTIMIZING
QOS-AWARE SERVICE SELECTOR: A CASE STUDY

A. Motivation
Developing large-scale distributed systems presents the

challenge of providing a way for software to adapt to changes
in a computational environment. In response, the system must
be able to handle all changes in the workload, failures, changes
in QoS preferences, and so forth [19]. Furthermore, the need
of developing systems that are capable of self-adapting is
becoming greater [20].

The context of QoS-aware service selection is highly
dynamic and susceptive to changes. For that reason, it is
recommend that the system responsible for the service se-
lection should be autonomic, instead of manually controlled
by humans [21][22]. For example, if a service provider is
overloaded, the average response time of its services can be
unsatisfactory, so it should not be selected until its average
response time returns to an acceptable level.

B. Problem definition
This case study will be as simple as possible, with the

objective of showing how following the steps mentioned in
Section III can lead to a well-defined combinatorial optimiza-
tion problem, which helps to change a traditional system into
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an autonomic one. The selected system is a QoS-aware web
service selector, proposed by the authors in [15]. Five different
algorithms were implemented and a performance evaluation
was made. The QoS attributes considered were: availability,
cost, response time, reputation and confidentiality.

Considering that each Web Service has its own QoS
attributes, it is necessary to use aggregate functions for com-
puting the QoS of the composition plan as a whole [15]. For
example, Table II, described in [15], shows an example of
aggregation of these attributes:

TABLE II. QUALITY OF SERVICE ATTRIBUTES.

Availability
∏i=n

i=1
availability(WSi)

Cost
∑i=n

i=1
cost(WSi)

Response Time
∑i=n

i=1
responseTime(WSi)

Reputation
∑i=n

i=1
reputation(WSi) ∗ 1/n

Confidentiality
∑i=n

i=1
confidentiality(WSi) ∗ 1/n

The Web Services composition plan could be described as
a sequence of tasks (abstract Web Services) with an initial
and a final task. For any abstract WS, it could have some
candidate services (concrete Web Services) with same or
similar functionality but different QoS attributes. Thus, there
are various composition plans for each execution path of
composite service. For example, if there is one execution path,
with 10 abstract WS and 15 (concrete Web Services) per
abstract Web Service, then the number of composition plans
should be about 1510 [15]. Table II presents the aggregate
functions of QoS attributes considered in this paper. However,
it is also necessary a form to assess the QoS of the composition
as a whole, taking into account the QoS attributes defined. The
function to be maximized in the experiments is shown in (1),
considering A (Availability), C (Cost), RT (Response Time),
R (Reputation) and Con (Confidentiality).

F (x) = A+ C +RT +R+ Con (1)

Given that the QoS attributes were normalized in a form
that 0 is the worst result and 1 is the best result possible, simply
add up all the attributes of QoS, regardless if they have to be
either minimized or maximized. The Equation 2 and Equation
3, presented in [23], represents respectively, the equation used
for attributes that must be minimized and the equation used
for the attributes that must be maximized. Then, for each QoS
attribute, the aggregated QoS is calculated using the formulas
presented in Table II. Thereafter, the composition aggregated
QoS is computed using the formula shown in (2). Finally, this
number is normalized between 0 and 1 and called Normalized
Composition Aggregated QoS (NCAQ).

By doing that, we already accomplished step one and
defined the system. The step two is to define the search-space.
In this case study, only one attribute will be considered: static
policy of the system. Static policies can be any fixed rule or
algorithm that is used to implement the AM of the system.
For example, a static policy can define that an autonomic web
server must decline any request if its capacity is above 90%.
The static policies are two algorithms developed in [15] and
they will be explained in the subsection named Implemented
algorithms.

In step three, we must define the objective function. In
order to define that function,we must consider which aspect(s)
of the AC in the system we want to focus on. In our case study,
we chose self-configuring and self-optimizing. After that, we
must define if the objective function will be single-objective or
multi-objective. If we choose multi-objective, it is necessary to
guarantee that two or more objectives are in conflict, otherwise
the global solution would be a single point in the search
space. For instance, those functions can be something such
as minimize the average response time and maximize the
average QoS obtained. In our case study, we defined that the
function would be single-objective and we must minimize
the average response time of the attended requests. Finally,
we must define if the objective function would be constrained
or unconstrained, we chose unconstrained. So, the defined
objective function is shown in (2):

Minimize

∑i=n
i=1 ResponseT ime(Ri)

n
(2)

where n is the number of requests and ResponseT ime(Ri)
is the response time of request Ri.

A wide range of different techniques can be used: ANN,
heuristic algorithms, static policies, adaptive performance
models and so on. Since in this paper we do not focus on
the solutions, we chose static policies.

Step four is divided into three phases: developing the
solution(s), creating test scenarios and evaluating the solutions.
The solutions used in this experiments are described in sub-
section Implemented algorithms. The test scenario is described
in the subsection Experiment design and the evaluation of the
solutions is described in subsection Result analysis.

C. Implemented algorithms
Exhaustive Search (ES): This algorithm, also known as

“brute force”, analyses all points in the search space. In the
case of the QWSC problem, it compares the QoS obtained by
all possible combinations of composite plans and returns the
best one (with higher QoS). So, the obviously advantage of
this algorithm is that the global optima are always guaranteed.
The disadvantage is related to their computational complexity,
because it is exponential. For instance, suppose a composite
flow has ten abstract WS and one hundred concrete Web
Services per abstract Web Service, the number of points in the
search space will be 10010, which will probably take hundreds
of years to be calculated. Because of that, this algorithm could
be used only in small search-space sizes, because of the soft
real-time characteristic of the QWSC problem.

Greedy Heuristic (GH): This algorithm was an original
idea proposed by the authors in [14]. For each abstract WS in
the composite flow, the algorithm evaluates all concrete Web
Services available for that abstract WS and selects the one with
higher aggregate QoS. Due to all QoS attributes are normalized
between 0 and 1 (and the highest is always the best one), it
is necessary to calculate the sum of all QoS attributes of all
concrete Web Services. The one with higher aggregate QoS is
selected to its respective abstract WS. Suppose j is the current
WS to be evaluated, k is the number of QoS attributes and q
is the current QoS attribute, (3) represents the algorithm:
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GH(WSj) =

i=k∑
i=1

qi (3)

The advantage of this algorithm is that it is very fast
because it is directly related to the number of total concrete
Web Services, i.e., suppose a composite flow with four abstract
Web Services and one hundred concrete Web Services per
abstract Web Service, the number of total concrete Web Ser-
vices will be four hundred. So, the algorithm should calculate
the aggregate QoS function of four hundred concrete Web
Services; instead of calculating 1004 composite plans like the
ES algorithm does. The disadvantage of this algorithm is that
it could not benefit from a larger deadline, because it is a
deterministic algorithm.

D. Experiment design
The main goal of this study is to evaluate different policies

to solve (2). Thus, the test environment is composed of three
machines: one representing a client, another a service provider
and a third one executes a MySQL server with the data about
the QoS attributes of the Web services. In the considered
environment, the three machines are in the same network and
are linked by a gigabit network switch. The machines used are
heterogeneous and their configuration is presented in Table III.

The experiments were conducted varying three factors in
order to verify the performance of the policies and different
number of abstract Web Services and concrete Web Services
per abstract Web Service. The parameterization of these factors
can be observed in Table IV. All experiments were executed
ten times and the average response time was colected and
presented in Figure 2.

TABLE III. ENVIRONMENT CONFIGURATION.

Machine CPU Clock Cache RAM
Service provider Intel R© CoreTM2 Quad 2.66 GHz 3 MB 8 GB
MySQL server Intel R© CoreTMi3 3.10 GHz 3 MB 4 GB

Client Intel R© CoreTM2 Quad 2.4 GHz 4 MB 4 GB

TABLE IV. LIST OF EXPERIMENTS.

Exp. number abstract WS concrete WS Algorithm
1 2 100 ES
2 2 200 ES
3 3 100 ES
4 3 200 ES
5 2 100 GH
6 2 200 GH
7 3 100 GH
8 3 200 GH

E. Result analysis
The objective of these experiments was to discover which

policy is most effective in optimizing the defined objective
function. For this purpose, eight experiments were conducted,
varying the number of abstract Web services and the number
of concrete Web services for each abstract Web service.

In all experiments, the GH policy was more effective, since
the average response time was considerably lower. In some
cases, the average response time of the ES policy was more
than two times the GH average response time. The lines inside

the columns represents the calculated confidence interval (CI)
(it was defined a 95% degree of confidence) and it is related
to the variability of the results. In all experiments, the CI was
lower in the GH policy. Considering that, GH is not just faster
but also more stable than ES.

Figure 2. Average response times of ES (blue) and GH (red) in milliseconds.

V. CONCLUSIONS AND FUTURE WORK

This paper presented CObAPAS, a new approach to de-
velop new autonomic systems or transform traditional systems
into autonomic ones. It was discussed the importance of
autonomic computing and the motivation for developing an
approach that helps the problem formalization of an AS and
has not architectural and/or technological limitations.

Compared to related works, our paper focuses on the
problem formalization instead of proposing solutions for spe-
cific autonomic systems. Our approach can fit into the AS
developer’s needs since all attributes in the defined search-
space are discrete.

A simple study case was presented, to validate our ap-
proach. In fact, we believe that many different AS can be
created using CObAPAS. The experiments showed that it
is possible to quantitatively compare different solutions for
the AM, after the objective function was defined. CObAPAS
provides two major benefits: guidelines for developing an AS
and a way to quantitatively measure the quality of different
solutions for the defined problem.

In future works, we plan to develop more sophisticated
case studies to validate our approach, with multiple aspects
of AC and/or multiple constraints. One example of case study
is an autonomic Virtual Machines (VMs) manager. We will
use the Famav tool, presented in [24]. Famav is a command
line tool for managing VMs. Compared to Virsh (another
command line tool) Famav presents a lower performance, but
its ease and practicality minimizes this difference. We also
plan to create another two approaches to develop new AS or
transforming traditional systems into autonomic ones: one for
AS systems based on continuous optimization problems and
one for systems based on both continuous and combinatorial
optimization problems. These new approaches also need some
case studies to be validated and to show some applications in
real-world problems.
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Abstract—Stream Processing Engines are designed to deal with
real-time computing of massive data streams generated on social
networks, news feeding, satellite images, sensor devices, among
other sources. For example, in the context of the Internet of
Things and Smart Cities, a high volume of data it is expected
to be distributed geographically. In this context, the re-use of
processed stream enables resource optimization by avoiding re-
computation, enabling to provide aggregation and global data
visualization. We propose a self-organized architecture to share
data streams, which enables resource localization over a scalable,
fault-tolerant Distributed Hash Table structure. The Stream
Processing Engines are organized into a structured peer-to-peer
network and they exploit a Publish/Subscribe system to publish
and locate preprocessed streams, possibly in other geographic
regions. In order to deal with communication latency problems in
the peer-to-peer network, we propose a latency-aware algorithm
that estimates distance between the nodes in the system.

Keywords–Stream Processing; Peer-to-Peer networks; Large
Scale Computing; Publish/Subscribe.

I. INTRODUCTION

Large scale streams can be generated in domains like
meteorology, finance transactions, remote sensing, software
logs, wireless sensor network, social interactions, telecommu-
nications, just to mention a few. In order to process the amount
of data generated in these scenarios, the capacity of many
machines is required.

In the domain of the Internet of Things (IoT) or Smart
City platforms, Wireless Sensor Networks (WSN) are used
to monitor gas leaks, parking availability, traffic congestion,
pollution levels, the infrastructure’s health, and garbage levels
[1]. These platforms enable integrating and visualizing data in
order to make informed management decisions. The technolog-
ical improvements and lower costs of these pieces of hardware
provide an idea that in the future all the sensor information will
be unmanageable in a centralized infrastructure. Moreover, in
the domain of social networks and online interactions, there
is a continuous stream of events that is used for computing
trending topics or word counting. Such an analysis could
also be applied to all interactions occurring on the Internet.
Clickstream analysis and software logs are two examples of
Internet-scale data generated continuously. Considering that
massive data processing can be spread across geographically
distributed machines, processing could be aggregated using a
global large-scale infrastructure in real-time [2].

Stream Processing Engines (SPEs) are designed to deal
with real-time processing of high volume data streams. SPEs
have evolved from centralized solutions [3], to be able to
distribute queries among several nodes [4][5][6], to finally

distribute operators (or processing elements) that solve a query
across different nodes [7][8]. The latter type is especially
interesting since there are cases where a single machine cannot
cope with the processing of one operator.

SPEs use a graph-oriented paradigm, where vertices repre-
sent operators, also called Processing Elements (PEs), and the
edges represent flows of data. An application defines the PEs
and their interaction through a graph. The PEs can filter, map,
unite, aggregate data, or carry out more complex processing.
SPEs can cope with thousands of events per second, how-
ever, processing large geographically distributed data requires
movement of data across the network, increasing the traffic
and compromising the real-time results.

Processing large scale streams requires close to real-time
global responses and a highly scalable infrastructure. The
volume of data changes over time and the lost of a small
amount of data is not critical to the results. However, SPEs do
not provide tools that facilitate sharing and reuse of processed
stream between clusters that perform the same task. In this
work, we propose a model to share streams of geographically
distributed data in a scalable manner.

The contribution of this work is a model that organizes
SPEs into a Distributed Hash Table (DHT) structure in order
to maintain scalable localization of resources. The system uses
a Publish/Subscribe system to find and share streams and
avoid reprocessing the events. This is a scalable, fault-tolerant
and self-organized infrastructure, which maintains low latency
using locality aware techniques. The model enables users to
estimate latency before deciding whether to use the processed
stream found in the system. This is a Quality of Service (QoS)
measure, in order to cope with real-time restrictions.

The remainder of this article is organized as follows:
Section II presents our system model giving details about
each component and Section III details the processing steps.
We discuss related work in Section IV and finally, present
concluding remarks in Section V.

II. SYSTEM MODEL

In traditional stream processing systems, each application
is independent and works isolated from other applications
producing data re-processing, which wastes resources. We
propose a system model to process massive data streams in
a distributed and collaborative manner. Our goal is to provide
an infrastructure capable of dealing with the overwhelming
amount of data available from diverse sources. Participants
may share the pre-processed data streams, in order to avoid
reprocessing of same data by other participants. We claim that
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this solution can be helpful for building complex applications,
which exploits the output data streams of smaller applications.
Small applications could provide their results as an input to
more complex applications, enabling a more efficient use of
processing. This scenario is presented in Figure 1. In the figure,
application 2 (App 2) is a complex application, which can be
built on top of the data pre-processed and shared by application
1 (App 1) and 3 (App 3).

Figure 1. Stream processing and pre-processed data sharing

The most important challenges of implementing a large-
scale SPEs infrastructure are: (1) scalability, the system must
be able to process a large amount of data over several
geographically distributed SPEs; (2) low latency, due to the
real-time nature of SPEs, latency must be minimal despite
the SPEs location; (3) fault tolerance, the system must be
capable of dealing with failures and changing conditions of
the communication network (latency, partitions, etc.).

We consider a scenario where multiple SPEs, geographi-
cally distributed around the world, collaborate by publishing
their processed streams within the community. In our system,
SPEs are organized into a DHT structure in order to maintain
a scalable localization of resources. The system uses the Pub-
lish/Subscribe paradigm to publish and share data streams with
remote SPEs. Data streams are identified by a description file,
which provides detailed i stream treatment nformation. Pub-
lish/Subscribe has become a popular communication paradigm
that provides a loosely coupled form of interaction among
many publishing data sources and many subscribing data
sinks. In Publish/Subscribe paradigm, messages are published
into channels or topics asynchronously, without knowing the
subscribers. On the other hand, the subscribers state their
interest in one or more topics, and receive messages without
knowing the publishers. This decoupling of publishers and
subscribers enables greater scalability and a dynamic network
topology.

A. Layered view
We propose an architecture composed of SPEs organized

over a DHT-based P2P network where peers or SPEs share
their resources in order to reduce data re-processing. From
now onwards, we consider a peer as an instance of a SPE.
The proposed architecture is composed of 4 layers: the overlay

Figure 2. Distributed SPE (DSPE) architecture

network, a stream sharing system, the stream processing engine
and a latency aware tool. The first component provides efficient
data localization. The second is responsible of publishing the
available pre-processed streams. The third is able to process
streams, and finally, the fourth component is in charge of
estimating the latency of the data movement when sharing the
streams. Figure 2 presents the proposed architecture, which is
detailed below.

B. Overlay Network

The DHT network is implemented using Pastry [9]; how-
ever, any other DHT, such as Chord [10], can be used in
its place. Pastry is a well-known KBR (key-based routing),
which provides scalable and efficient data localization. Pastry
routing can efficiently locate data in a logarithmic number of
routing hops logN , where N is the number of peers in the
network. DHT-based overlays like Pastry can manage millions
of participants without compromising performance, providing
the substrate to build large scale systems.

Every peer in Pastry [9] is assigned a unique node ID in
a space of 128-bit identifiers generated using a cryptographic
hash SHA-1. The neighbors of a peer in Pastry are stored in
the leafset that contains the L numerically closest peers, L/2
clockwise and L/2 counterclockwise. Pastry routing algorithm
is a prefix-based algorithm that routes a message to the
numerically closest peer of a given key k, we call this peer
the responsible for k. The Pastry routing table stores on the
nth row the IP address of peers whose nodeIDs share the first
n digits with the nodeID of the present peer. The algorithm
forwards the messages to a peer chosen from its routing table
that shares at least one more digit with the key k than the
current peer. If no such peer can be found and the current
peer does not know any other peer that is numerically closer
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to k, then the current peer is responsible for k and the routing
ends.

Pastry has the advantage over other DHTs of including a
neighbor list, which maintains contacts to peers close in terms
of a metric, for example latency. In our case this improves
routing and performance.

C. Sharing Streams
Stream sharing is achieved by exploiting a Pub-

lish/Subscribe mechanism specially suited for DHT networks,
called Scribe. Scribe [11] is a topic-based system built on top
of Pastry [9] that creates a multicast tree, which contains all the
peers subscribed to a given topic. The multicast tree is essential
to notify subscribers about updates on the given topic.

Each topic is referenced to by an identifier and the Pastry
node with the closest identifier to the topic becomes its
responsible peer. A multicast tree is built for each topic, rooted
at the corresponding responsible peer. In Scribe when a new
node subscribes to a subject, its subscription is routed by Pastry
to the corresponding responsible peer. The nodes in the path
towards the responsible peer update the tree structure in order
to include the new subscriber in a distributed manner. When an
event is published for a subject or topic, a message is routed
through Pastry to the peer responsible for that subject. The
responsible peer is addressed by the subject’s identifier.

DSPEs can publish their streams identifying them using the
stream data source. Then any operator or subset of operators
related to that data source will be published at the same peer.
Subscribers can join the group by performing the subscribe
operation using the data source of their interest.

When an event arrives at the responsible peer for a given
topic, a matching process among the description files of the
streams is performed in order to find streams that match the
query. Then, the references to the candidates’ streams are
returned.

D. Stream Processing
Stream processing has generated the attention of scientific

community in the last years, arising as a promissory solution
to process the huge amount of data generated nowadays. Many
SPEs have been developed, systems like S4 [7], Storm of
Twitter [8], TimeStream [12], StreamCloud [13], SEEP [14],
D-Stream [15], MillWheel [16], Kinesis [17] among others,
are systems proposed to process massive data in real-time. In
this work, we focus on the Apache solution, called Simple
Scalable Streaming System (S4).

S4 [7] is a general-purpose, distributed, scalable, event-
driven, modular platform that allows programmers to easily
implement applications for real-time processing of continuous
unbounded streams of data. SPEs like S4 have a graph-oriented
programming model where nodes represent operators, also
called processing elements (PE), and the edges represent data
flows. A query defines the PEs and their interaction. PEs can
filter, map, unite, aggregate data, or carry out more complex
processing. PEs are the basic computational unit in S4. They
consume events on the basis of keys and may generate results
as events. PEs are executed on Processing Nodes (PN), which
are machines in a cluster. A special type of PEs called adapters
associate tuples with keys.

S4 can be deployed on commodity hardware achieving
low latencies in communication. S4 uses a push model where
events are pushed to the next PE as fast as possible. In case
a PE becomes overloaded, S4 uses load shedding and, in
case of failure, S4 provides state recovery via uncoordinated
checkpointing, using a coordinated communication system to
detect node failures and notify nodes.

E. Low Latency
In P2P systems, participants are distributed all over the

world, experiencing different communication latencies. Neigh-
bors on a DHT can have greater communication latency
compared to farther located peers on the DHT.

Due to the online nature of stream processing it is essential
to reach low latency responses. For this reason, is important to
provide information about pre-processed data latency in order
to make the decision of exploiting such information or re-
processing it locally.

Applications have to meet different QoS requirements,
furthermore the access to remote pre-processed streams experi-
ence different latencies. Applications must be able to evaluate
the performance of using pre-processed data as an input
stream. To cope with this requirement, our model provides
a QoS module that estimates latency based on the Vivaldi
algorithm [18].

Vivaldi [18] is an algorithm to estimate distance between
peers in a fully distributed manner. It is based on the principle
of spring relaxation to find minimal energy configurations
in the system measuring latencies. Vivaldi presents a fully
distributed lightweight algorithm that assigns synthetic coor-
dinates to nodes in such a way that the distance between the
coordinates of two nodes accurately predicts the communica-
tion latency between the nodes.

Vivaldi does not require a fixed network infrastructure
or especial nodes to compute distances. Instead, any node
can compute good quality coordinates by collecting latency
information from only a reduced number of nodes. To col-
lect information, Vivaldi piggybacks data on communication
messages enabling traffic reduction while keeping other nodes
informed on latencies experienced. The use of communication
messages to spread information enables Vivaldi to scale to a
large number of nodes.

Vivaldi can be applied on P2P systems in a straightforward
manner. Dabek et al. have applied Vivaldi over a Chord
[10] infrastructure to reach a low latency service over a P2P
network [19]. Steiner and Bliersack have analyzed Vivaldi’s
performance [20], reinforcing Vivaldi authors’ claims about the
accuracy and the ability to scale of the algorithm. However,
they also conclude that Vivaldi is not suitable for selecting
close-by peers (within the same ISP). Round-trip time is
composed of three elements: propagation delay, transmission
delay, and queuing delay. On close-by peers RTT is small
and become masked by the other components inducing noise
to the estimation process degrading the estimation accuracy.
This is not the case of our work since our scenario considers
worldwide distributed SPEs.

QoS module estimates latency for the candidate streams
provided by Scribe. Once latency is estimated, the stream
processing layer can decide whether to exploit the remote pre-
processed data or to start the reprocessing of data locally.
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III. PROCESSING MODEL

Given a DSPE requiring processing a distributed data
stream, the processing model follows 4 steps:

1) Stream Publication
DSPEs process data streams generating an output re-
sult. This output is a stream that can be shared as pre-
processed data to be exploited by other applications.
The sharing process relies on publishing data about
the output streams in order to allow another SPE to
know if this is the data it needs.
The data about the stream to be shared is:

• Data source
• Description of the processing
• IP address of the SPE.

The identifier of the stream is defined by the data
source or input stream the application receives.
The Publish/Subscribe mechanism sends the stream
data to a responsible peer which stores all the
streams related to that same identifier or topic, us-
ing SHA(identifier). Additional information or
metadata could be published in order to facilitate
the matching process and also to determine QoS
characteristics based on the DSPE localization or
bandwidth.
Figure 3 presents an example of the publica-
tion of a pre-processed stream which identifier is
the string twitter (data source). Scribe com-
putes the SHA(twitter) and routes the data
of the stream, description and IP address to the
peer closest to the result of that computation.
The peer uses Scribe.publish(identifier,
IP, description) in order to publish the
stream.
The responsible peer R multicasts a message with this
data to all the subscribers of the data source, to new
subscribers and in case of updates.

2) Resource Discovery
DSPEs can locate SPEs that process the data of a
specific stream subscribing the topic built for the data
source. When the peer is subscribed to the data source
it can receive new data about SPEs that are working
on this data. Scribe.join(identifier) sub-
scribes the peer to the correspondent multicast tree.
Each time a new stream is published, subscribed SPEs
are notified of the updates in the topic. The node can
decide locally if it is interested in one SPE output.
Figure 3 shows peer P joining the group of the data
source, called twitter, using Scribe.

3) Data Sharing and Processing
Data processing involves processing data either lo-
cally or exploiting pre-processed data from a remote
DSPE.
A SPE that process a stream that is required
by several others, builds a Scribe multicast
tree with the subscribers that need this output
stream (Scribe.create(IP,data_source)).
This same node is the root of the multicast tree and
the requesters use the IP address of the peer in order
to subscribe to the stream. In this way, the source
node does not send the stream directly to all the
subscribers, but it uses the multicast tree to balance

the load.
Figure 3 shows this step where the peer P joins the
multicast tree of the stream generated by DSPE.

4) Latency Estimation
Once one stream is selected, the peer estimates the
latency that the peer will experience during the re-
trieval of the stream from that remote DSPE. Latency
is critical for online processing, however applications
have different QoS requirements which should be
considered. If it does not achieve the expected latency
compared to the direct use of the data source, then
the remote pre-processed data is discarded and the
peer P should leave the DSPE group.

Figure 3. Distributed sharing-based model for stream processing

In Figure 3, the distributed stream sharing process is
presented. The first step consists in checking the published
streams. Secondly, the matching process between the query
and the available streams are performed in order to select the
candidate streams. Third, candidate streams are returned to the
querying DSPE. Then, latency estimation takes place in order
to discard or take preprocessed streams. Finally, the selected
candidate stream is retrieved from the remote DSPE.

IV. RELATED WORK

Recently, several platforms have built on top of SPEs to
provide more functionality, differing from sharing stream of
data among clusters of nodes. One of them is Trident [21],
which is a high level abstraction on top of Storm that simplifies
the process of building topologies using a micro-batching
processing model. Spark Streaming [22] is a framework that
similarly to Trident, that uses microbatch processing. Spark
receives data from different sources and includes stateful
operators to the SPE. Kafka [23] is a publish/subscribe system
that provides log functionality to SPEs, which is designed for
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real-time activity. The tuple Kafka-Storm or Kafka-Spark has
been proposed in order to guarantee fault tolerance. Below, we
discuss related work comparing their main characteristics with
our model.

Synergy [24] is a middleware for distributed stream pro-
cessing systems that uses an overlay mesh network for com-
munication. The distributed processing systems can use the
whole architecture and different processing elements can be
found at different nodes. They proposed the use of a DHT
structure to store and share stream, for this goal we use a
Publish/Subscribe system, which allows easy localization of
stream about the same topic. For QoS, Synergy uses a process
called impact projection in order to find a candidate set for
processing. We build our system using Vivaldi [18] in order
to maintain locality-aware stream processing.

SBON [25] is a layer between a stream processing system
and the physical network that manages operator placement
for stream processing. SBON uses space coordinate distance
between two nodes to represent the overhead of query place-
ment and the cost of routing data between them. In this case,
the participants in the distributed systems can place operators
of its own application to other nodes in the system. This is
a different scenario than the one targeted in our work. We
consider that different applications are communicated through
a DHT and share their streams through a Publish/Subscribe
system. Applications may belong to different owners and the
sharing process does not use more resources in processing.

SensWeb [26] is an infrastructure for geocentric exploration
of sensor data stream, which allows sharing data streams across
multiple applications. We follow this same goal, however we
aim at sharing processed streams produced as output of SPEs.
SensorWeb is focused on map visualization, which is achieved
through a coordinator and an indexing engine. Our work is
focused on distributed scalable infrastructure achieved with a
DHT and Publish/Subscribe middleware.

GATES [27] is a system that uses a grid middleware for
processing distributed data stream. GATES system uses Open
Grid Services Architecture (OGSA) to provide self-resource
discovering. Our work does not maintain grid boundaries, and
follows a P2P architecture to achieve the same.

In the grid category, we also found StreamGlobe [28],
a system that classifies peer as super-peers and thin-peers
to be able to manage and optimize large networks. Users
register subscriptions and data stream at these interfaces. The
StreamGlobe scheme uses a hierarchical architecture and uses
the same framework as GATES to achieve resource discovery.

Branson et al. propose CLASP [29], a middleware that
enables autonomous stream analysis systems to interoperate,
providing them with opportunities for data access. In CLASP,
applications that seek to cooperate, build virtual organizations
that formalize permissible interoperation, called common in-
terest policies (CIP). CIP specifies resources to share and each
virtual organization defines a manager, a planner and coordi-
nator process that support collaboration functions. CLASP can
complement our work, since it defines a collaboration protocol
and a system association. However, CLASP does not cover the
distributed infrastructure, or the efficient resource discovery.

V. CONCLUDING REMARKS

In this paper, we identified the need of a distributed
infrastructure to cope with the huge amount of data stream

generated by diverse streaming data sources. We propose
a distributed architecture, able to manage the data stream
processing in a scalable way. Our architecture relies on a DHT
network in which the SPEs communicate and coordinate their
actions in order to cooperate to process data. Cooperation
is done by sharing pre-processed data streams based on a
Publish/Subscribe mechanism.

It is well known that DHT infrastructures have to deal with
changing network conditions, affecting their communication
latency. We tackle this problem by providing information
about access latency to the pre-processed data resources. Such
information allows the remote processing engine to decide
whether to exploit the remote data stream or reprocess it
locally.

We have generated a prototype of the architecture proposed
in this article in the context of a Fondef IDEA grant, project
code CA12i10314. Our future work is mainly focused on
applying this architecture on data stream processing in the
context of disaster scenarios.
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Abstract—This paper presents a general meta-optimization ap-
proach for improving self-optimization in autonomic systems.
This approach can improve optimization performance and lower
costs by reducing human effort needed to tune optimization
algorithms. We apply our meta-optimization approach to Self-
Architecting Software Systems (SASSY). A genetic algorithm is
used to meta-optimize both the architecture search module and
the service selection search module in SASSY. Four different
heuristic search algorithms (hill-climbing, beam search, evolution-
ary programming, and simulated annealing) are made available
to be meta-optimized in both the architecture search module
and the service selection search module. This meta-optimization
process generated twelve new heuristic search algorithm pairs for
solving SASSY optimization problems. In a large set of simulation
experiments, two of the generated heuristic search algorithm pairs
provided superior performance to the control (which was the
previously best heuristic search algorithm pair known in SASSY).

Keywords–Intelligent systems; Autonomous agents; Evolution-
ary computation; Genetic algorithms

I. INTRODUCTION

Autonomic computing is a discipline that studies the design
of methods and techniques that enable information systems
to manage themselves. The self-management capabilities can
be broken down into four self-* properties: self-configuration,
self-optimization, self-healing, and self-protection [1]. A driv-
ing force in the adaptation of autonomic computing is the de-
sire to reduce the Total Cost of Ownership (TCO); autonomic
computing achieves this goal by reducing maintenance costs, in
particular the level of effort required by system administrators.

Achieving each of the self-* properties presents special
challenges. In this work, we focus on the challenges pre-
sented by run-time self-optimization in the face of changes
in the environment. Autonomic systems that perform self-
optimization require some computational method to discover
a configuration or a sequence of actions that will optimize the
system. A number of techniques including linear programming,
heuristic search, and machine learning have been employed
to conduct self-optimization in autonomic systems [2][3][4].
Most self-optimizing autonomic systems share the following
three considerations:

1) multiple optimization problems will be encountered
over the life of the autonomic system,

2) encountered optimization problems must be solved in
near real-time, and

3) the performance of the optimization algorithm is

impacted by parameters that control the behavior of
the algorithm.

For many autonomic systems, it is reasonable to expect
that hundreds to thousands of optimization problems will be
encountered over the system’s lifetime. Self-optimization is
often invoked in support of self-healing; restoring functionality
to a system requires expeditious decision-making on the part
of the optimizing algorithm.

Optimization conducted through heuristic search algo-
rithms can have widely varying performance. The performance
of a heuristic search algorithm largely depends upon the type of
algorithm and its attendant parameter settings. The topology of
the system’s objective function over the system’s configuration
space interacts heavily with the selection of the heuristic search
algorithm and attendant parameters. These interactions can be
difficult to predict, and require human system administrators
with significant knowledge, experience, and time to set them
correctly. This additional effort can substantially reduce the
original cost savings provided by the autonomic system.

To reduce costs and improve the performance of self-
optimizing systems, we propose a meta-optimization technique
for autonomic systems. Meta-optimization is particularly well-
suited to self-optimizing autonomic systems for two reasons:

• A meta-optimized optimization algorithm is likely to
yield improved results each time the algorithm is
invoked. The cumulative positive impact of making
better decisions over the system’s lifetime can be
substantial.

• Optimizations can be solved in a matter of seconds,
therefore it is computationally feasible to execute
the optimization algorithm thousands of times either
offline or between self-optimization events.

Huebscher and McCann [5] propose classifying systems
based on their degree of autonomicity. The authors suggest
five levels of autonomicity:

1) Support–At this lowest level of autonomicity, a sys-
tem focuses on only a subset self-* properties and/or
focuses only on a subset of components.

2) Core–A system with core autonomicity enables self-*
properties on all components but provides no method
for modifying system goals online.

3) Autonomous–An autonomous system enables self-*
properties on all components but does not possess
awareness of the autonomic manager’s performance.
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4) Autonomic–An autonomic system enables self-*
properties on all components, is aware of the au-
tonomic manager’s performance, and can adapt the
behavior of the autonomic manager to improve per-
formance.

5) Closed-Loop–A system with closed-loop autonomic-
ity enables self-* properties on all components, is
aware of the autonomic manager’s performance, and
grows the capabilities of the autonomic manager
through intelligent reasoning.

Applying meta-optimization can contribute to the transforma-
tion of autonomous systems into autonomic systems.

This paper makes the following three contributions:

1) a framework for conducting meta-optimization on
self-optimizing systems,

2) a demonstration of the framework on an application
using SASSY, and

3) an experimental evaluation of the resulting meta-
optimized heuristic search algorithms.

The organization of this paper is as follows. Section II
provides a brief overview of the SASSY project that motivated
the need for the development of the ideas presented in this
paper. Section III formalizes the meta-optimization problem.
The following section presents the meta-optimization frame-
work. Section V presents and discusses the results of our ex-
perimental evaluation. The following section discusses related
work and Section VII presents some concluding remarks.

II. OVERVIEW OF SASSY

In previous work, we presented an autonomic framework
for managing Service Oriented Architecture (SOA) applica-
tions called SASSY [6][7]. SASSY optimizes the performance
of systems by modifying architectural patterns and changing
service provider (SP) selections.

In SASSY, a user defines data flows among activities for
a new SOA application via a graphical interface [6]. The user
can specify multiple Quality of Service (QoS) requirements
associated with the framework. These QoS requirements are
termed service sequence scenarios (SSS) and they couple a
desired QoS goal with a path through the data flows. The
degree of satisfaction of the QoS goals is reflected in a global
utility function, Ug , which serves as the objective function in
SASSY’s self-optimization processes. A detailed description of
how data flows and SSSs are defined in the SASSY framework
can be found in [3] and [6]. It is worth noting that the global
utility functions are typically concave with multiple optima.

SASSY generates a base software architecture from the
user’s requirements that consists of a coordinator and a basic
software component for each activity defined in the data flow.
The coordinator is linked to each basic software component
and SSS performance models are automatically produced using
expression trees and the set of rules described in [6].

This base architecture can be modified through the substi-
tution of a basic component with a composite component. A
composite component uses multiple SPs and is created from
an architectural pattern template. For example, a composite
component might be constructed from a load balancing archi-
tectural pattern template; the composite component might use
two different SPs and distribute the offered load according to
the SPs’ advertised capacities [8].

To make the architecture executable, the coordinator must
bind a set of SPs to the basic components in the architecture.
Different SPs may offer the same service with varying levels
of performance and cost. For a given architecture, SASSY
searches for a combination of SPs that maximizes Ug .

The coordinator is able to substitute patterns and com-
ponents to the architecture at run-time [9]. This enables the
system to re-architect at run-time when new services become
available or a service currently bound to the architecture fails.

TABLE I. SSSes USED IN EXPERIMENTAL EVALUATION.

QoS Metric Weight Number of Activities

Security Option 1 0.08 16

Security Option 1 0.03 9

Security Option 2 0.11 11

Security Option 2 0.07 9

Throughput 0.11 11

Throughput 0.06 16

Throughput 0.02 11

Availability 0.12 16

Availability 0.08 11

Availability 0.04 16

Availability 0.04 11

Execution Time 0.18 11

Execution Time 0.03 16

Execution Time 0.03 11

Our previous work considers small- to medium-sized data
flows in SASSY with up to 30 activities [3][6]. Here, we
consider the much larger SOA application shown in Figure 1
that has 65 activities. A summary of the SSSes defined for this
application can be found in Table I. For each SSS, the table
shows its QoS metric, the weight of that metric in the compu-
tation of the global utility Ug , and the number of software
components of that SSS. The heuristic search optimization
algorithms considered in our previous work were tuned on an
application with 30 activities. In this paper we apply a meta-
optimization process to determine if more suitable heuristic
search algorithms can be found for this larger application.

III. EXAMINING META-OPTIMIZATION

All self-optimizing systems have methods for judging the
efficacy of a given configuration or sequence of actions. For
the purposes of expediency in discussion, we assume that all
self-optimizing systems can be gauged with a global utility
function.

Formally, self-optimization can be specified as:

Find a system state S∗ such that

S∗ = argmaxS Ug(S,K). (1)

where Ug() is a global utility function representing the useful-
ness of being at system state S when the operating environment
is at state K.

To achieve optimization, self-optimizing autonomic sys-
tems either employ approximate optimization algorithms or
make restrictions in the number of system states that may
be considered. Equation (2) shows the optimization process,
B, producing an approximately optimized state, S∗

a with
optimization algorithm, H.

S∗
a = B(H,K). (2)
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Figure 1. SOA application with 65 activities.

Often, these approximate optimization algorithms are non-
deterministic due to stochastic operations (e.g., mutations in
evolutionary algorithms). Thus, to measure the performance
of an optimization algorithm H, its expected global utility UH

over multiple executions of B should be considered:

UH = E [Ug(S
∗
a)] = E [Ug(B(H,K))]. (3)

The meta-optimization problem can be formally specified
as follows:

Find an approximate optimization algorithm H∗ such that

H∗ = argmaxH E [Ug(B(H,K))] (4)

tH ≤ tL (5)

where tH is the execution time for H and tL is a time limit.

A. Meta-Optimization in SASSY

There are two NP-hard optimization problems that need to
be solved in near real-time for SASSY [6]:

1) an architecture optimization problem and
2) a service selection optimization problem.

The two optimization problems are in fact nested: before
an individual architecture can be evaluated, an approximately
optimal service selection must first be found.

Formally, the SASSY optimization problem can be ex-
pressed as:

Find an architecture A∗ and a corresponding SP allocation
Z∗ such that

(A∗, Z∗) = argmax(A,Z) Ug(A, Z,K). (6)

where Ug(A, Z) is the global utility of architecture A and
service selection Z, with the state of all SPs in the environment
denoted by K. This optimization problem may be modified by
adding a cost constraint. In the cost-constrained case, there is

a cost associated with each SP for providing a certain QoS
level [6].

The optimization process, B, used by SASSY’s centralized
autonomic controller requires two algorithms: HA for the
architecture search and HZ for the service selection search.
Equation (7) shows that the optimization process requires one
more input, Ac, the current architecture. This provides a useful
starting position for the algorithm HA, since the Ac is often
close to an architecture A∗

a.

(A∗
a, Z

∗
a) = B(HA,HZ ,Ac,K) (7)

The performance of the algorithm pair, UHA,HZ
, is ex-

pressed below:

UHA,HZ
= E [Ug(A

∗
a, Z

∗
a)]

= E [Ug(B(HA,HZ ,Ac,K))].
(8)

Equation (9) describes the meta-optimization problem in
SASSY:

Find a pair of approximate optimization algorithms (H∗
A
,H∗

Z)
such that

(H∗
A,H

∗
Z) = argmax(HA,HZ) E [Ug(B(HA,HZ ,

Ac,K))]
(9)

t(HA,HZ) ≤ tL (10)

SASSY can employ a number of heuristic search methods
as approximate optimization algorithms in solving the archi-
tectural pattern problem and the SP selection problem. Hill-
climbing, beam search, simulated annealing, and evolutionary
programming have been implemented and tested in the SASSY
autonomic controller with varying degrees of effectiveness [3].
Each of these heuristic search algorithms requires multiple
parameter settings that can have potentially large impacts on
the optimization process performance.
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IV. META-OPTIMIZATION FRAMEWORK

Meta-Optimization in SASSY is currently an offline ac-
tivity that requires some minimal supervision from a human
administrator.

As demonstrated in (4) and (9), certain inputs are required
in the meta-optimization process. In the general case, we
require the operating environment state, K, to conduct a meta-
optimization. For SASSY meta-optimizations, we additionally
require the system’s current architecture, Ac.

To ensure acquisition of appropriate meta-optimization
inputs, we propose the following three-step meta-optimization
process:

1) capture candidate sample problem set,
2) select finalist problems from candidate problem set,

and
3) apply meta-optimization procedure to finalist prob-

lems.

A candidate sample problem set is a pool of observed or
generated optimization problems. A candidate sample problem
set may be large, and it may not be computationally feasible
to conduct effective meta-optimization on each problem in
this set. When the candidate problem set is large, a method
is required for selecting a promising subset (i.e., the finalists)
of the candidate problems. A meta-optimization procedure can
then be pursued on the small set of finalist problems.

A. Generating Candidate Problems in SASSY

To capture a candidate sample problem set in SASSY, we
execute the SASSY system in a simulated service environment.
The simulation generates SP failures, SP degradations, and
SP repairs. If an SP failure or SP degradation reduces Ug

below some threshold, the autonomic controller will initiate
an optimization process to find a new architecture, A, and
SP selection, Z. When the performance monitor detects SP
repair events, the autonomic controller will also initiate an
optimization process to determine if a better A and Z can be
achieved. The candidate problem set is produced by collecting
randomly sampled problems encountered in the simulation—
the purpose is to avoid oversampling small portions of the
problem space.

In the SASSY application depicted in Figure 1, we ran-
domly generated between three and ten SPs for each of
the 65 activities, yielding an overall total of 404 SPs. We
conducted a relatively long initial optimization search to find
a near-optimal starting architecture, Ai, and a near-optimal
SP selection, Zi. We instantiated a SASSY system using
the beam search/evolutionary programming BS-EP heuristic
search algorithm pair from [3]. Starting the SASSY system
with Ai and Zi, we simulated SP failures, SP degradation, and
SP repair events over time. We conducted 26 such simulations
and captured 1% of the encountered optimization problems by
the SASSY autonomic controller. This process generated 1,041
candidate sample problems.

B. Selecting Finalist Problems in SASSY

Our previous work [3] demonstrated that sometimes a small
fraction of SASSY optimization problems are particularly
challenging. The choice of heuristic search algorithms on these
challenge problems can have an outsized impact on the SASSY
system’s overall performance. Identifying challenge problems
with machine learning techniques has proven difficult [3]. To

improve the odds of including one or more challenge problems
in the finalist subset, we prioritize diversity when choosing
finalists from candidates.

To develop a diverse finalist subset, we examine two
summary statistics:

1) ∆ Ug is the difference in Ug from the last opti-
mization search. This measures the severity of the
optimization problem.

2) f∆(K) is the fraction of SPs that have changed state
due to failure, degradation, or repair since the last
optimization search. This measures the degree of
change in the environment.

Figure 2 shows a scatter plot of the 1,041 candidate problems
using these summary statistics.
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Figure 2. The candidate problem set plotted using summary statistics. The
twelve finalist problems are labeled A-L and marked with red x’s.

To pick a diverse group of finalist problems, we select
problems distributed across the full range, including some
outliers. Challenge problems may be uncommon, so it is not
necessary that each finalist problem represent a cluster of
candidate problems. The twelve finalist problems were selected
by assessing Figure 2 and are labeled A through L.

C. Applying Meta-Optimization Procedure

Figure 3 describes the meta-optimization procedure we
applied to the SASSY autonomic controller. Exactly one
finalist sample problem is assigned to an instance of the
meta-optimizer. The arrows departing from Box 1 show how
the information captured in the finalist sample problem is
distributed.

• The current architecture, Ac, is sent to the Meta-
Optimizer.

• The performance of the SPs in the environment is sent
to the SSS Performance Modeler.

• A list of the available SPs in the environment is
provided to the Service Selection Search Module.

The Meta-Optimizer (Box 2) generates a pair of heuristic
search algorithms that are then provided to the Architecture
Search Module (Box 3) and the Service Selection Search
Module (Box 4). Additionally, the Meta-Optimizer directs the
Architecture Search Module to commence an optimization
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Figure 3. The meta-optimization procedure applied to SASSY.

search. The optimization search will be repeated n times before
the Meta-Optimizer changes the heuristic search algorithms in
the search modules (Boxes 3 and 4). The score for the heuristic
search pair is the average predicted Ug of the returned A and
Z.

The heart of the architecture/SP selection optimization is
the interaction among boxes 3, 4, 5, and 6. When the ar-
chitecture optimization search begins, the Architecture Search
Module (Box 3) requests the Service Selection Search Module
(Box 4) to find an optimal Zi for a given Ai. As it conducts
the SP selection search, the Service Selection Search Module
requests performance predictions for a given Ai and Zj .

1) Genetic Algorithm for the Meta-Optimizer: We used a
genetic algorithm as our meta-optimization algorithm for the
following four reasons.

1) The genotype representation provides an elegant
mechanism for representing complex objects.

2) The crossover and mutation operators can be applied
to the genotype representation in a simple and uni-
form way.

3) Genetic algorithms are robust in the face of noisy
evaluations.

4) The crossover operator can blend two different heur-
istic pair algorithms to explore the heuristic parameter
space between them.

The heuristic search algorithms and their attendant parame-
ters are encoded into binary strings. The format of these binary
strings are defined in Table II and Table III. The genotype of
the heuristic search algorithm pair is formed by concatenating
these two binary strings. For a more detailed discussion of the
heuristic search algorithm parameters, see [3].

The service selection search budget parameter, NZ , in
Table III refers to the number of SP selections to be evaluated
for each architecture evaluation. Thus, the total number of
model evaluations, NM can be computed as follows:

NM = NA ×NZ (11)

where NA is the architecture search budget parameter.

In this work, the window for completing an architecture
optimization search was set to be 7.5 seconds. On systems with
two 2.4 GHz quad-core hyper-threading Intel Xeon processors
this translated to NM = 47, 600. Using this information, NA

was then derived from NZ .

In most genetic algorithms, the size of the parent popula-
tion and offspring population are equal (in this work we use
a population size of 15). With each generation, the parent
solutions are discarded, and the offspring become the next
generation of parents.

Each new offspring is generated by probabilistically se-
lecting two parents. We use the linear ranking method for
parent selection [10][11]. In linear ranking, the population is
first sorted in descending order according to fitness, UHA,HZ

.
The probability of selecting member i is:

P (i) =
1 + S

M
−

2S(i− 1)

M(M − 1)
(12)

where S is a pressure selection variable that may take on
values in the range of [0, 1]. When S is zero, all members
of the population have an equal chance of being selected; as
S increases, the probability increases of selecting the fittest
members of the population. Here, we use S = 1, which should
speed the final convergence on concave maxima—this is a
desirable feature given limitations on time and resources for
our meta-optimization.

The offspring is produced from the two parents through the
uniform crossover operator with the crossover probability set to
0.08. The genetic algorithm transcribes the binary string from
the first parent selected to the offspring. With each transcribed
bit, there is an 8% chance that the genetic algorithm will swap
the parents for the source of the transcription [10].

Once the crossover operation is complete for a new off-
spring, the bit-flip mutation operator is invoked. To avoid
entrapment in hamming cliffs, the binary strings are converted
into Gray code [12] before the bit-flip mutation operator is
applied. The bit-flip mutation operator examines each bit of the
genotype binary string and flips a given bit with a probability
of 0.02.
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TABLE II. COMPOSITION OF ARCHITECTURE SEARCH BINARY STRING.

Parameter Algorithm Type Min Max Step # bits

search algorithm all enum N/A N/A N/A 2

hill-climbing mode hill-climbing enum N/A N/A N/A 1

beam search mode beam search enum N/A N/A N/A 2

neighborhood filtering hill-climbing & beam search boolean N/A N/A N/A 1

# of SSSes in filter hill-climbing & beam search integer 1 13 1 4

# of components in filter hill-climbing & beam search integer 1 64 1 6

beam width beam search integer 2 5 1 2

parent population size evolutionary programming integer 1 20 1 5

brood size evolutionary programming floating point 1.0 8.5 0.5 4

overlapping population evolutionary programming boolean N/A N/A N/A 1

initial step size evolutionary programming floating point 1.0 4.5 0.5 3

adaptive step factor evolutionary programming floating point 1.0 4.5 0.5 3

initial probability simulated annealing floating point 0.1 0.7 0.04 4

final probability simulated annealing floating point 0.00001 0.00016 0.00001 4

TABLE III. COMPOSITION OF SERVICE SELECTION SEARCH BINARY STRING.

Parameter Algorithm Type Min Max Step # bits

search budget, NZ all integer 100 2500 25 7

search algorithm all enum N/A N/A N/A 2

hill-climbing mode hill-climbing enum N/A N/A N/A 1

beam search mode beam search enum N/A N/A N/A 2

neighborhood filtering hill-climbing & beam search boolean N/A N/A N/A 1

# of SSSes in filter hill-climbing & beam search integer 1 13 1 4

# of components in filter hill-climbing & beam search integer 1 64 1 6

beam width beam search integer 2 5 1 2

parent population size evolutionary programming integer 1 20 1 5

brood size evolutionary programming floating point 1.0 8.5 0.5 4

overlapping population evolutionary programming boolean N/A N/A N/A 1

initial step size evolutionary programming floating point 1.0 4.5 0.5 3

adaptive step factor evolutionary programming floating point 1.0 4.5 0.5 3

initial probability simulated annealing floating point 0.1 0.7 0.04 4

final probability simulated annealing floating point 0.00001 0.00016 0.00001 4

After the bit-flip mutation is complete, the genetic algo-
rithm checks to make sure that the parameters of produced
heuristic search algorithms are within acceptable boundaries.
The crossover operation and bit-flip mutation are repeated as
necessary to produce a valid offspring.

Each produced offspring is a pair of heuristic search
algorithms for solving nested SASSY optimization problems.
Each offspring is then asked to search the assigned finalist
sample problem. This search is repeated n times, and the score
of the heuristic pair, UHA,HZ

, is computed as follows:

UHA,HZ
=

1

n

n∑

i=1

Ug(Ai, Zi) (13)

where Ai and Zi are respectively the best architecture and
service selection found in optimization search instance i. In
the work presented here, n has been set to 50.

The results for a given offspring are stored in a hash table.
If another individual is encountered matching that offspring
later in the meta-optimization search, the evaluation of the
heuristic pair can be skipped, and UHA,HZ

can be recovered
from the hash table.

The genetic algorithm continues producing new generations
until the heuristic pair evaluation limit is reached (set to
1,000 evaluations in this work). This meta-optimization genetic
algorithm was applied to each of the twelve finalist sample
problems. The resulting heuristic pairs are shown in Table IV
and Table V.

From the results in Tables IV and V, evolutionary pro-
gramming is clearly the dominant heuristic search algorithm

for the service selection search. At the architecture search level,
a variety of local search algorithms were found to be optimal
on their respective problems. A common feature across all
12 meta-optimization runs are the large values for NZ . Only
problem L generated a heuristic pair with NZ set to less than
2,000.
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Figure 4. Heuristic pair performance on problem D with 95% CI error bars.

Figures 4 and 5 plot the progress of the meta-optimization
search on the finalist sample problems D and F respectively.
Due to differences in the environment, the scale of the plots’
y-axis differ substantially.
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TABLE IV. RESULTING HEURISTIC PAIRS FOR FINALIST PROBLEMS A THROUGH F.

Parameter problem A problem B problem C problem D problem E problem F

arch. search budget, NA 19 19 19 19 19 20

arch. search alg. beam search hill-climbing hill-climbing beam search hill-climbing beam search

arch. search mode exceeds LL greedy opportunistic no LL req. greedy no LL req.

arch. # of filter SSSes 2 6 12 4 3 4

arch. # of filter comp. 2 24 4 5 1 1

arch. beam width 4 N/A N/A 4 N/A 5

arch. ini. prob. N/A N/A N/A N/A N/A N/A

arch. final prob. N/A N/A N/A N/A N/A N/A

serv. sel. search budget, NZ 2,475 2,475 2,475 2,475 2,475 2,275

serv. sel. search alg. evol. prog. evol. prog. evo. prog. evol. prog. evol. prog. evol. prog.

serv. sel. par. pop. size 2 1 1 4 1 4

serv. sel. off. pop. size 5 7 2 8 6 4

serv. sel. overlap pop. true true true true false true

serv. sel. ini. step size 4.5 2.5 3.0 4.5 2.5 4.5

serv. sel. adapt. step fact. 1.0 1.5 1.5 3.5 1.5 1.5

TABLE V. RESULTING HEURISTIC PAIRS FOR FINALIST PROBLEMS G THROUGH L.

Parameter problem G problem H problem I problem J problem K problem L

arch. search budget, NA 22 20 19 21 23 32

arch. search alg. hill-climbing sim. annealing hill-climbing hill-climbing hill-climbing hill-climbing

arch. search mode opportunistic N/A opportunistic greedy opportunistic opportunistic

arch. # of filter SSSes 11 N/A unused 3 12 11

arch. # of filter comp. 3 N/A unused 1 2 2

arch. beam width N/A N/A N/A N/A N/A N/A

arch. ini. prob. N/A 0.26 N/A N/A N/A N/A

arch. final prob. N/A 0.0008 N/A N/A N/A N/A

serv. sel. search budget, NZ 2,100 2,375 2,500 2,250 2,050 1,475

serv. sel. search alg. evol. prog. evol. prog. evo. prog. evol. prog. evol. prog. evol. prog.

serv. sel. par. pop. size 1 3 3 2 3 3

serv. sel. off. pop. size 4 18 22 6 12 15

serv. sel. overlap pop. true true true true true true

serv. sel. ini. step size 4.5 2.5 3.5 1.0 4.0 3.0

serv. sel. adapt. step fact. 1.0 1.0 2.0 1.0 1.5 1.0
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Figure 5. Heuristic pair performance on problem F with 95% CI error bars.

Each of the finalist sample problems has a different y-
scale. To gauge the overall convergence of the meta-optimiza-
tion genetic algorithm, we normalize the search performance
against the best Ug found during the entire meta-optimization
search. A plot of the normalized convergence can be found in
Figure 6.
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Figure 6. Normalized heuristic pair performance across all problems with
95% CI error bars.

V. EXPERIMENTAL EVALUATION

After the meta-optimization genetic algorithm produced
optimized heuristic algorithm pairs for each of the twelve
finalist problems, we tested these twelve heuristic pairs in
simulation (see Tables IV and V). This simulation software
was originally developed for the experimental evaluation in [3].
As a control, we also tested the beam search/evolutionary
programming BS-EP heuristic search algorithm pair from [3]
(see Table VI).
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TABLE VI. CONTROL HEURISTIC PAIR PARAMETER SETTINGS.

Parameter control

arch. search budget, NA 63

arch. search alg. beam search

arch. search mode no LL req.

arch. # of filter SSSes 5

arch. # of filter comp. 2

arch. beam width 2

arch. ini. prob. N/A

arch. final prob. N/A

serv. sel. search budget, NZ 756

serv. sel. search alg. evol. prog.

serv. sel. par. pop. size 3

serv. sel. off. pop. size 19

serv. sel. overlap pop. true

serv. sel. ini. step size 3.5

serv. sel. adapt. step fact. 4.5

A. Simulation Parameters

Each simulation commences with the SOA application in
a near-optimal architecture that was found in a lengthy, offline
heuristic search. The simulation time is divided into discrete
intervals called controller intervals of duration ǫ time units.

The following actions take place at the end of each con-
troller interval:

• SPs that are active and up will be scheduled to go
down tfail time units after they become operational.
The time tfail is drawn from an exponential distribu-
tion with an average equal to the SP’s Mean Time
To Failure (MTTF). This exponentially distributed
number is rounded up to the closest multiple of ǫ.
Thus, at the end of each controller interval, if any SP
is scheduled to go down at that time, the SP is flagged
as down, and the software system’s Ug is computed
and recorded.

• For each SP that failed at the end of a controller
interval, an exponentially distributed number trecover
with average equal to the SP’s Mean Time To Repair
(MTTR) is selected. The value of trecover is rounded
up to the closest multiple of ǫ. Thus, at the end of a
controller interval, if any SP is scheduled to recover,
the SP is flagged as operational again. The autonomic
controller conducts a re-architecting search to see if
the new SP can be used to attain a higher Ug .

• Compute the Ug . If it falls below a certain set thresh-
old, initiate rearchitecting.

Separate Mersenne Twister random number streams were
used for the generation of simulation events and for heuristic
search calculations. The duration of each simulation was 500
ǫ. We conducted 100 simulations for the control heuristic pair
and for each of the twelve heuristic algorithm pairs generated
by the meta-optimization process.

B. Experimental Results

Each autonomic controller encountered approximately 400
re-architecting events over the course of a single simulation
run. Figure 7 shows the distribution of average global utilities
in each set of 100 experiments produced by the twelve heuristic
pairs and the control. The boxes in this figure show the three
population quartiles, while the whiskers show the maximum
and minimum.
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Figure 7. Box plot showing the quartiles of the simulation runs.

The average Ug maintained over the 100 simulations with
95% confidence intervals is presented in Table VII. A visual
test of the confidence intervals shows that the heuristic pair
generated for problem L performed better than each of the
other heuristic pairs except for that generated for problem K.
Next, we assess the statistical significance of the results.

TABLE VII. 95% CONFIDENCE INTERVALS FOR AVERAGE GLOBAL
UTILITY.

Heuristic Pair lower bound mean upper bound

control 0.8520 0.8527 0.8535

problem A 0.8501 0.8511 0.8522

problem B 0.8403 0.8413 0.8423

problem C 0.8459 0.8473 0.8488

problem D 0.8509 0.8519 0.8529

problem E 0.8436 0.8461 0.8485

problem F 0.8487 0.8499 0.8511

problem G 0.8496 0.8507 0.8518

problem H 0.8376 0.8390 0.8404

problem I 0.8376 0.8389 0.8402

problem J 0.8403 0.8431 0.8459

problem K 0.8533 0.8541 0.8550

problem L 0.8537 0.8544 0.8552

We applied the Tukey-Kramer procedure to the twelve
heuristic pairs and to the control heuristic pair with α = 0.05
and determined the following:

• The heuristic pair generated by the meta-opti-
mization for problem L (opportunistic hill-climb-
ing/evolutionary programming) was superior to nine
of the twelve heuristic pairs generated for the other
problems. Results comparing its performance to those
generated for problems A, D, K, and the control were
inconclusive.

• The heuristic pair generated for problem K was supe-
rior to eight of the twelve heuristic pairs generated for
the other problems. Results comparing to A, D, G, L,
and the control were inconclusive.

• The control pair was superior to half of the generated
heuristic pairs; the results comparing to A, D, F, G,
K, and L were inconclusive.

To obtain more conclusive results, we reduced the variance
caused by the inferior performance of certain heuristic pairs
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by repeating the test with the top performing heuristic pairs,
thereby increasing the granularity of the Tukey-Kramer proce-
dure. When considering just the heuristic pairs generated for
problems A, D, K, L, and the control, we found the following:

• The heuristic pair generated for problem L was supe-
rior to those generated for problems A and D.

• The heuristic pair generated for problem K was supe-
rior to that generated for problem D.

We further reduced the variance to permit comparisons
among the top three heuristic pairs: for problem K, for problem
L, and the control. We found the following:

• The heuristic pair generated by the meta-optimization
for problem L was superior to the control.

• The heuristic pair generated by the meta-optimization
for problem K was also superior to the control.

VI. RELATED WORK

Early work in meta-optimization of heuristic search al-
gorithms was performed by Grefenstette [13]. In this work,
genetic algorithms (GAs) were used to optimize other GAs.
The motivation for this work was similar to ours: a reduction
in the human effort required to select appropriate parame-
ters controlling the GA’s behavior. Similar to Grefenstette,
Keane [14] focuses on meta-optimization of GAs used in
multi-peak engineering problems. The GAs are meta-optimized
by both GAs and simulated annealing. A more sophisticated
approach that focuses on improving GA performance on mixed
integer optimization is presented by Bäck in [15]. In this
work, the meta-optimization algorithm is a hybrid of evolution
strategies and a GA.

In [16], Meissner et al. develop a particle swarm optimiza-
tion (PSO) meta-optimization technique using a super-particle
swarm that manages the parameters of sub-particle swarms
with a focus on optimizing neural networks. In his dissertation
thesis [17], Pedersen presented a meta-optimization that he
applied to PSO and Differential Evolution. His meta-optimizer
found simpler algorithms were often more effective.

In [18], Stephenson et al. employ an evolutionary algorithm
for meta-optimizing compiler heuristics. Similar to our work
here, reducing human effort in tuning heuristics was a primary
motivation for this work.

A literature review of software architecture optimization
that provides a useful roadmap for comparing features and
categorizing work in this field can be found in [19].

In [20], Calinescu et al. present QoSMOS, a system for on-
line performance management of SOA systems. Like SASSY,
this system employs utility functions to combine multiple QoS
objectives and optimizes the selection of SPs. Unlike SASSY
QoSMOS considers the SPs to be white boxes, and it can adjust
the configuration parameters and ersource allocations for those
white box SPs. Also, QosMOS does not employ architectural
patterns for improving QoS. Finally, QoSMOS uses exhaustive
search, a technique that cannot be used in near real-time at the
scale presented in our paper.

Cardellini et al. devise a framework, MOSES, for op-
timizing SOA systems in [4]. Similar to SASSY, MOSES
uses SP selection and architectural patterns for improving
the QoS of a SOA service or application. MOSES adapts
the optimization problem such that it can be solved through
linear programming (LP) techniques. LP techniques operate

well on convex objective functions but are substantially less
effective on concave objective functions with multiple optima.
The optimization techniques presented in our paper are more
effective on concave global utility functions with multiple
optima.

Other researchers have investigated using multi-objective
optimization techniques to reduce effort and increase the
quality of software architecture designs. When the optimiza-
tion search completes, these systems present human decision
makers with a set of Pareto optimal architecture candidates.
PerOpteryx, introduced by Koziolek et al. in [21], employs
architectural tactics in a multi-objective evolutionary algorithm
to expedite the multi-objective search process; later work
extends this approach in [22]. Martens et al. present a similar
system in [23] that starts quickly by using LP on a simplified
version of the problem to prepare a starting population for a
multi-objective evolutionary algorithm.

VII. CONCLUSION

The meta-optimization was successful. Some of the re-
sulting heuristic pairs exceeded even the performance of the
control, which had previously been shown to be optimal on a
different SASSY application [3], and which performed well in
comparison to many of the meta-optimized heuristic pairs in
these experiments.

Of the twelve heuristic pairs generated by the meta-
optimization, the heuristic pairs produced for problems K
and L possessed the largest architecture search budgets (23
and 32 respectively), while the control heuristic pair had an
architecture search budget of 63. These settings are likely
due to the more challenging nature of problems K and L as
compared to A through J. Both the K and L heuristic pairs
use opportunistic hill-climbing for the architecture search algo-
rithm; this leverages the architecture search budget by ensuring
the search can visit a number of architecture neighborhoods.

For this SASSY application, having an effective archi-
tecture search is key to succeeding on the more challenging
optimization problems. Those heuristic pairs produced for less
challenging problems de-emphasized the architecture search in
favor of the service selection search. This provides marginal
benefits when solving the easiest problems, but is a significant
liability on more challenging problems and can lead to lower
global utility values over time.

The relatively wide range in the performance of meta-
optimized heuristic pairs highlights the importance of running
the meta-optimization on a diverse set of problems, including
outliers (both problems K and L were outliers). When per-
forming future meta-optimizations in SASSY, we will consider
using a larger set of finalist sample problems to ensure the
presence of challenging problems.

Using meta-optimized heuristic pairs on SASSY provides
cumulative global utility benefits over time. Furthermore, the
generation of the meta-optimized heuristic pairs was auto-
mated and required minimal human administration. The meta-
optimization process lowered costs by reducing the human
effort required to find effective heuristic pairs. Thus, we have
achieved better performance at reduced cost.

In future work, the meta-optimization process could be
fully automated. This would allow online SASSY meta-
controllers in [3] to use the meta-optimization framework
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presented here. A logical question when considering meta-
optimization is: ”What or who will manage the meta-optimi-
zation process?” Like the autonomic controller it manages, the
meta-controller contains a number of tunable parameters. Has
the introduction of the meta-optimization process moved the
management overhead to a new component?

Although setting up a meta-optimization process requires
some initial effort from human administrators, there is an argu-
ment that this effort will be minimal compared to managing the
autonomic controller itself. The autonomic controller is closer
to the dynamic environment of the managed system than the
meta-optimization process. This dynamism can cause problems
for an autonomic controller.

However, the immediate environment of the meta-optimi-
zation process is more static. The meta-optimization’s envi-
ronment changes only when large changes are made to the
autonomic controller (e.g., the introduction of new heuristic
search algorithms or a significant evolution of the managed
SOA application). Even when such large changes occur, a
properly constructed and tested meta-optimization process
should be able to weather the change with minimal human
intervention. Thus, the meta-optimization process represents a
significant step towards developing fully autonomic systems.

Finally, we believe the overall meta-optimization approach
presented here could be adopted in other self-adaptive, self-
optimizing autonomic systems.
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Abstract—Next-generation green datacenters were designed
for optimized Power Usage Effectiveness (PUE), which is the
ratio of the total power consumption of the datacenter over
the computing consumption. Continuous improvement of these
datacenters target the reduction of PUE in accordance with
the servers’ load, to approach the minimal target, i.e., PUE =
1. Datacenters must ensure in the same time a very high level
of availability of resources and good management of failures,
thanks to redundant equipments, while optimizing power
consumption and cooling costs and reducing the environmental
footprint. A datacenter consists of computing, power distribution
and cooling parts. The cooling part represents the main cost
that significantly increases the power bill and consequently the
PUE. A datacenter can be cooled using heterogeneous cooling
systems for redundancy in the case of failure. These systems
have a variable consumption depending on the load and on
external parameters, e.g., weather and external temperature.
This paper presents an efficient cooling manager, which aims to
minimize the PUE while satisfying the Service Level Agreement
(SLA), by reducing the power consumption of the datacenter
and opting for the most efficient cooling system according to
climate conditions and by limiting temperature variations and
cooling mode transitions. Our system uses an overview of all
datacenter parts to provide an optimal decision that complies
with regulations when using natural resources, e.g., groundwater.

Keywords—Power Usage Effectiveness (PUE); cooling systems;
green datacenter; autonomic computing; service level agreement
(SLA)

I. INTRODUCTION

The datacenter market is growing at a rate of 15% per year
globally [1]. Green computing, which aims to reduce energy
consumption and the related greenhouse effect, remains a
priority for datacenter managers due to the increase in the price
per kWh, e.g, France’s electricity bill is expected to increase by
50% in 2020 [2]. As servers become smaller without necessary
consuming less energy, datacenters which have more and more
servers generate more heat, and the cooling power needed
will grow. The concentration of computing power per m2 has
grown very quickly over the last 10 years from 15 to 30 kW
per rack, which results in significant heat dissipation and thus
a higher cost for cooling.

Knowing that the electricity bill is the main operational
charge in a datacenter, the new challenge of datacenters is the
mastery of electrical distribution, the choice of the best cooling
technologies, e.g., air-cooled or water-air, and its optimization
for better performance. The intelligence in a datacenter relies
on sensor networks that provide real-time measurements and

Figure 1. Hybrid cooling consumption.

robust industrial automation control, to find the best operating
point.

The objective of datacenters is to ensure near 100% facilities
availability, through redundant components which keeps the
systems up even in case of the failure of an active element
or during maintenance. Hence, the importance of optimizing
the very complex cooling system as a whole, by analyzing a
large number of parameters (ambient temperature, humidity,
weather forecast, servers load, etc.) and having an overview
of all datacenter equipments for a more efficient management
of cooling. This will impact the overall consumption in the
datacenter and the cost of operation, and thus improves the
PUE and reduce costs.

There are many efficient cooling systems [3] [4] [5] [6]. Free
cooling [3] is an economic method that uses low external air
temperature and less power to cool water instead of mechanical
refrigeration. Hybrid cooling [4] incorporates two cooling
modes, free and electrical cooling, with an internal system that
switches between these modes depending on the outside air
temperature. Figure 1 shows the variation of the consumption
of an hybrid cooling system with the external temperature [7].

Another cooling system that uses groundwater [5] and
rivers’ [6] water is a very economical cooling system. The
system works by pumping cool water through a heat exchanger
and then re-injecting the heated water back into the source,
resulting in no net loss of groundwater. It uses the cold water
in an open loop to cool the internal circuit water.

In this paper, we propose an autonomic solution that ef-
ficiently manages and optimizes the choice of the cooling
system in a high available green datacenter while satisfying the
SLA. Our algorithm can manage many heterogeneous cooling
systems with different cooling capacities to minimize the cool-
ing power consumption and can use multiple cooling systems
simultaneously for better efficiency. To improve our solution,
we correlated the datacenter internal measurements with other
indicators such as external temperatures and weather forecast.
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We used a global vision on all datacenter layers, FaaS (Fa-
cilities as a Service)-IaaS (Infrastructure as a Service)-PaaS
(Platform as a service)-SaaS (Software as a Service), to avoid
conflicted decisions and process in a better and faster way.
We validate our algorithm on a real architecture and real
measurements from the green datacenter of Eolas1 [8] that can
host more than 13,000 servers. We then demonstrate that this
solution can be scaled to include other cooling systems and
can be adapted on more complicated environments. The rest
of this paper is organized as follows. In Section II, we present
the state of the art on cooling system optimization algorithms.
In Section III, we describe our algorithm for optimizing the
management of cooling systems. In Section IV, we present
the architecture of a redundant green datacenter on which
our work is based. Finally, in Section V, we summarize the
conclusions and future perspectives of this work.

II. RELATED WORK

In order to reduce the power consumption of cooling
systems, several solutions are proposed. Some solutions are
based on varying water or air temperature in the servers’ room
to reduce the cooling power. This solution can be coupled
with servers consolidation to reduce the dissipation of heat.
Other global approaches aims to reduce the consumption of the
cooling infrastructure by switching between free and electrical
cooling according to external temperatures.

Shaoming et al. [9] discuss the impact of server consolida-
tion and the variation of the cold aisle temperature in a servers
room, on the cooling consumption of the datacenter. They fo-
cus on optimization of cooling consumption and maintenance
costs. Increasing the temperature by 1◦C can reduce energy
cooling consumption by 2 to 5%, however high temperature
reduce the reliability of electronic components, and increases
the cost of hardware maintenance of CPU and Memory. In
the same way, the consolidation that consists on cycles of
start/stop servers, decrease the cooling costs but in the same
time decreases the hard-disks lifetime.

While the previous paper focuses on increasing inlet tem-
perature and servers consolidation in servers room, Jungsoo
et al. [3] use servers consolidation and exploit time-varying
servers workload and external climate conditions in order to
reduce the power consumption of the entire datacenter. This
system is based on the maximum usage of the free-cooling
and preventing frequent cooling transition.

Ratnesh and al. [10] propose a framework for dynamic ther-
mal management based on asymmetric workload placement
that can promote uniform temperature distribution that reduces
local hot spots, quickly responds to thermal emergencies,
reduces energy consumption costs, reduces initial cooling
system capital costs and improves equipment reliability. This
framework is not related to cooling systems capacity.

1Eolas (www.eolas.fr) is a French company based in Grenoble, part of the
international Consulting and System Integration (CSI) company Business &
Decision

III. IMPLEMENTATION

The basic automatons implemented in most of the cooling
systems are very reliable and can manage efficiently the avail-
ability of cooling in case of failure. However, they are limited
to the predefined priority established by the Data Center
Manager (DCM) and each automaton can manage a limited
number of cooling systems and works independently from
other datacenter layers. In our implementation, we used the
requested cooling capacity and the external weather conditions
to improve the global efficiency of the cooling system and
reduce the datacenter consumption. Using weather forecast,
we can limit the transition between cooling systems when
the external temperature is constant or when the temperature
decrease while using free-cooling. In hybrid cooling, we can
predict the cooling system that will be used (free-cooling,
mixed or chiller cooling) depending on the temperature fore-
casts before starting the system. In addition, the usage of the
groundwater cooling is highly regulated: the water flow and
the yearly water volume is limited by the law. Our algorithm
proposes a better way to manage the groundwater cooling
system based on external temperature and servers load history
throughout the year. Knowing that it is possible to start several
cooling system simultaneously, it is important to reduce the
number of active cooling systems to reduce the consumption.

In order to prevent damage to cooling system by repetitive
start/stop cycles, we defined a minimal period between two
transitions, based on the systems data manual.

To minimize the electricity cost and then reduce the PUE,
we setup the cooling power requirement of the datacenter
model which estimate the impact of servers consumption on
the cooling power needed, as presented in (1):∑

CP (kW ) = 0.9 ∗
∑

SC(kW ) (1)

where CP is the cooling power needed in kW and SC the
total electrical consumption of servers in kW . Almost, all the
power consumed by the server is transformed to heat.
For the optimization problem, we used a linear optimization
program, where the goal is to minimize the cooling electrical
power consumption linear function while respecting opera-
tion constraints. Linear programming is a technique for the
optimization of a linear objective function, subject to linear
equality and linear inequality constraints.

Equation (2) represents the cost in C to produce one kW of
cooling. Pelec and kC respectively denote the power consumed
by a cooling system to produce 1kW of cooling and kWh
Billing rate which comes to 6 cents/kWh in France.

C = Pelec ∗ kC (2)

The global optimization program can be presented as fol-
lows:

Min

n∑
i=0

ai.Ci (3)
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Subject to :


n∑

i=0

ai >= CP i ∈ 0, n∑
Cmi ∈ {possible cooling modes}

(4)
Equation (3) represents the objective function of the lin-

ear optimization program where ai represent the amount of
cooling produced by the cooling system i in kW and Ci the
cost in C of 1kW of cooling using the cooling system i.
n represents the maximum number of cooling systems that
can be started simultaneously. We look to minimize the total
consumption of started cooling systems and limit the number
of started systems. While minimizing the cooling systems
consumption, we minimize the datacenter consumption and
then reduce the PUE. Equation (4) represents the constraints
of the optimization problem. We need to satisfy the SLA by
delivering as match cooling power as needed, so the total
cooling power generated must be ideally equal to the needed
cooling power. Cmi is the cooling mode of the cooling
system i. The possible cooling modes list is limited by many
parameters as the external temperature or a high temperature
of the groundwater.

Weather forecasts are used to estimate at each future period
the best cooling system to be used and then limit cooling mode
transitions with temperature variations.

IV. EVALUATION

In this section, we present the Eolas datacenter cooling ar-
chitecture used to evaluate our algorithm. The green datacenter
of Eolas is Tier 4, and therefore, designed to host mission
critical computer systems, with fully redundant subsystems.
Figure 2 shows that 3 principal cooling systems are used
for maximum redundancy. All cooling equipment is inde-
pendently dual-powered, including chillers, ventilation and
air-conditioning systems. Those systems are heterogeneous:
groundwater cooling (with two independent pumps), hybrid
cooling and chiller cooling. Eolas uses an ultimate cooling
source: city water. When all cooling systems fall down or in
case of power failure, the city water (having a temperature
of 12 - 14 ◦C) can be used to cool up to 3000 servers. This
ultimate cooling source is very expensive and increase the
WUE (Water Usage Effectiveness) of the datacenter.

Stopping the cooling system can be dramatic for this data-
center, i.e., every minute, the room temperature increases by
1◦C, knowing that the hot aisle is fixed at 35◦C, thus the room
temperature may reach 60◦C in just 25 minutes.

Actually, the transition between cooling modes is done
manually in this datacenter. Using our algorithm, the transition
is full automatic and based on several external sensors for more
efficiency.

Figure 3 shows the automatic cooling mode transition
between groundwater and Free cooling systems, using our
optimisation algorithm, without weather forecasts in a day
of May. When the temperature is too low, the Free cooling
system is very efficient, i.e., his Energy Efficiency Rating
(EER) is two high. When the temperature increases, the EER
start decreasing and the groundwater system became more

Heat Exchanger

Automaton 1 Automaton 2

InRows

City Water 
(Ultimate relief)

GroundWater 
Pump 1

GroundWater 
Pump 2

Chiller Cooling 
System

Hybrid Cooling 
System

Figure 2. The global cooling architecture.
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Figure 3. Cooling modes transitions in May in normal mode.

efficient. In this example, the system switches to groundwater
cooling mode when the external temperature reaches 5◦C. This
transition is useless since the duration before returning to the
Free cooling mode is too short. Using weather forecasts, the
datacenter will be cooled using free cooling all the day, with
no cooling systems transition.

First results for a small example illustrate the potential
for a coordinated control strategy to achieve better energy
management than traditional industrial automatons that control
the cooling systems separately. We can save up to 38% of
cooling power using our algorithm.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed an autonomic optimization
system for heterogeneous cooling systems in a Tier 4 green
datacenter. Our algorithm, connects to existing automatons
and all datacenter sensors and uses external conditions
and weather forecast to choose the best cooling systems
combination to reduce the overall power consumption in
the datacenter and limiting cooling mode transitions. We
experimented this work using real data, collected from
the Eolas green datacenter at Grenoble, France. As future
enhancements of our solution, we intend to integrate a
predictive model of the datacenter activity to predict the
future cooling power needs and minimize the transition
between cooling systems accordingly, in order to reduce
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systems failure.
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Abstract—Multi-Agent Systems (MAS) are adopted and tested 
with many complex and critical industrial applications, which 
are required to be adaptive, scalable, context-aware, and 
include real-time constraints. Industrial Control Networks 
(ICN) are examples of these applications. An ICN is considered 
a system that contains a variety of interconnected industrial 
equipments, such as physical control processes, control 
systems, computers, and communication networks. It is built to 
supervise and control industrial processes. This paper presents 
a development case study on building a multi-layered agent-
based ICN in which agents cooperate to provide an effective 
supervision and control of a set of control processes, basically 
controlled by a set of legacy control systems with limited 
computing capabilities. The proposed ICN is designed to add 
an intelligent layer on top of legacy control systems to 
compensate their limited capabilities using a cost-effective 
agent-based approach, and also to provide global 
synchronization and safety plans. It is tested and evaluated 
within a simulation environment. The main conclusion of this 
research is that agents and MAS can provide an effective, 
flexible, and cost-effective solution to handle the emerged 
limitations of legacy control systems if they are properly 
integrated with these systems. 

Keywords-agent-based applications; industrial control 
networks; real-time monitoring; supervisory control; agents 
cooperation. 

I.  INTRODUCTION 
       ICN is a general term that encompasses several types 
of control systems used in industrial production, and often 
found in the industrial sectors and critical infrastructures, it 
includes: Programmable Logic Controller (PLC), Distributed 
Control System (DCS), and Supervisory Control and Data 
Acquisition (SCADA). They are used in industrial 
production for controlling equipment or a machine [23]. 
Nowadays, ICN have experienced the most radical changes 
since the European industrial revolution. These changes 
include globalization, decentralization, distribution, 
openness, and increasing application of Information 
Technologies (IT). Furthermore, their implementations have 
migrated from custom hardware and software to standard 
hardware and software platforms. This evolution of 
industrial systems has led to reduced development, 
operational, and maintenance costs as well as providing 
executive management with real-time information that can 
be used to support planning, supervision, and decision 

making. On the other hand, this transformation resulted in 
the need to adopt new software approaches and styles to 
handle the challenges of these systems, which are mainly 
related to quality attributes [1].  
       Conventional software engineering approaches and 
tools, such as reported in [24], have proven to have limited 
capabilities to deal simultaneously with many quality 
attributes. According to Serugendo et al. [2], the complexity 
of the near future and even present applications can be 
characterized as a combination of aspects such as the great 
number of components taking part in the applications, the 
knowledge and control have to be distributed, the presence of 
non-linear processes in the system, the fact that the system is 
more and more often open, its environment dynamic and the 
interactions unpredictable.  
         One of the new software engineering architectural 
styles is the agent-based approach. MAS are one of the most 
representatives among artificial systems dealing with 
complexity and distribution [3][4]. They are seen as a major 
trend in R&D, mainly related to artificial intelligence and 
distributed computing techniques, and they have attracted 
attention in many application domains where difficult and 
inherently distributed problems have to be tackled [5]. A 
multi-agent system consists of a set of interacting 
autonomous agents in a common environment in order to 
solve a common, coherent task. MAS are often relying on 
the delegation of goals and tasks among autonomous 
software agents, which can interact and collaborate with each 
others to achieve common goals [2].  

  The main research problem addressed here is the 
integration of agent technology and legacy systems. In the 
context of industrial computing, a legacy system can be 
described as an obsolete computer system that may still be in 
use because its data cannot be changed to newer 
or standard formats, or its application programs cannot be 
upgraded. Consider an old small factory contains a control 
process for producing something (i.e., chemical process) and 
as a result of the new market demands, new requirements 
imposed on the factory owner. The owner will find himself 
compelled to update his factory to handle the new market 
demands, which can be related to the product quality or 
produced quantity. The main challenge that will face the 
owner is the total update cost. If the owner asked the control 
system vendor to provide an update to the old legacy system 
he will be surprised by the high estimated cost for the 
required system update. In this paper and as industrial 
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software developers, we introduce an effective solution for 
the owner to update his control system network with low 
cost by the integration of agent technology and legacy 
control systems. Agents can add a higher level computing 
layer(s) to the existing system to compensate its limitations. 
For instance, an agent can be assigned to a control system 
(i.e., PLC) to provide it with higher level control algorithms 
and safety plans. For example, if the legacy PLC was not 
designed to provide Proportional-Integral-Derivative (PID) 
controller algorithm, this algorithm can be embedded inside 
a higher layer agent. The connection between the PLC and 
the agent can be established using a proper interface as 
shown in Figure 1 and as will be demonstrated later. 

 

 
 

Figure 1. An agent is assigned to a legacy PLC. 
 

        In other cases, the concerned factory may contain more 
than one control system (PLC) and in this case each PLC can 
be associated with an agent then the agents can cooperate 
together to provide a type of global synchronization for the 
underlying control systems.  More agents’ layers can be 
added vertically for other purposes for example another top 
layer can contain remote/local operator agents for providing 
real-time monitoring to the operators.  
        This paper presents an approach for building a multi-
layered agent-based ICN in which agents cooperate to 
provide an effective supervision and control of a set of 
control processes basically controlled by a set of legacy 
control systems with limited computing capabilities, and to 
add an intelligent layer on top of basic control systems, in 
addition to providing a global synchronization and safety 
plans. The remaining of the paper is organized as follows: 
Section 2 explores the related work. Section 3 provides a 
general overview of the proposed ICN. Section 4 presents 
the development approach of the proposed ICN including a 
description for each development phase. Section 5 concludes 
the paper and highlights future work. 

II. RELATED WORK 
         Traditionally, the developers of industrial software 
applications exploited the widely spread enterprise network, 
the Internet, to develop efficient web-based industrial 

applications [25][26]. But as time goes, they discovered that 
the web technologies, such as web servers and Hypertext 
Transfer Protocol (HTTP) protocol, still have some 
limitations related responsiveness, robustness, scalability, 
adaptability, etc. Moreover, with these technologies the 
developers are not able to handle simultaneously many 
quality attributes in one project. A promising solution seems 
to brighten; it is multi-agent systems. MAS are considered 
now as a promising solution for handling modern software 
applications especially industrial applications such as 
factory automation, supervisory control, real-time 
monitoring, safety applications, smart grids, home 
automation and so on. Unfortunately, agent technology 
generally is not widespread in modern industry (especially 
in process automation) because of the gap found between 
agents’ theories and industrial applications requirements 
such as real-time constraints. Some researchers tried to 
reduce this gap and they adopted the agent-based approach 
to supervise and control industrial control processes. 
         In the industrial research, there are many researchers 
addressed the adoption and deployment of agents and multi-
agent systems for industrial purposes. For instance, Metzger 
and Polakow [27] concluded that the agent technology is 
particularly popular in the manufacturing domain, while the 
applications in other domains of industrial control are 
scarce. They related their conclusions to the lack of the 
technology support on the part of control instrumentation 
vendors. In manufacturing automation, the process consists 
of discrete and countable components and actions. The 
natural approach is to assign the software agents to each of 
the components and each of the actions performed. On the 
other hand, the process automation deals with the 
continuous physical phenomena, such as chemical reactions. 
When a process automation system is designed, the 
phenomena are represented as mathematical models, for 
which control algorithms are chosen in order to keep the 
process parameters within a desired range. Therefore, in a 
single continuous control loop, there is not much place for 
any additional computational techniques, including the 
agent technology. Other surveys and reviews such as 
[9][28][29][30] arrived at the same conclusions. 
       On the other hand, other researchers developed and 
implemented many valuable and feasible agent-based 
industrial applications. For instance, Diaconescu and 
Spirleanu [7] presented a concrete way of linking a multi-
agent system with the equipment (i.e., PLC, DCS, SCADA, 
and Human Machine Interface (HMI)) comprised into a 
distributed industrial control system based on agents, using 
Open Process Control (OPC) servers [13]. Their research 
concerned with the application of agent technology for 
monitoring, collection and archiving data of a 
manufacturing process in the automotive industry. The 
contributions of the authors are mainly directed to achieve 
the connection between Java Agent Development (JADE) 
framework [8] and OPC server but they did not exploit the 
advanced features provided by JADE, such as ontology 
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support, agents’ cooperation, advanced interaction protocols 
which are very important especially for open and large scale 
systems. Pereira et al. [9] discussed the current challenges of 
the deployment of MAS in the context of industrial 
applications, mainly focusing the integration of agents with 
physical equipment and the ability to run agents directly in 
industrial or low cost controllers. To support their claims the 
authors provided an experimental MAS solution for a smart 
grid case study. The authors’ main concern was how to 
integrate agents with physical equipment. Rupare et al. [10] 
presented an automated grinding media charging system 
incorporating a multi-agent system developed in JADE too. 
       In short, modern industrial applications are badly in 
need of adopting agents and multi-agent systems as new 
modeling paradigms to handle their challenges such as 
scalability, robustness, flexibility, etc. Researchers should 
continue developing practical industrial projects and 
applications able to satisfy the applications real-time 
constraints. This research can be considered as a step 
towards achieving this goal. It is a step towards building an 
open and large scale industrial control networks comprises 
variety of components and equipments work together in and 
efficient and effective way and concern both real-time 
supervisory and control activities. Unlike other similar 
work, the proposed ICN follow an ad hoc methodology 
which divides the development process to steps easy to 
follow, understand, and implement.  

III. THE PROPOSED ICN OVERVIEW 
       Regarding conventional software engineering, an ICN 
is considered as a distributed system. Burmakin et al. [11] 
described a distributed system to be the system in which the 
entities are distributed physically and/or logically, the 
entities are essentially heterogeneous, cross-communication 
and co-operation between the entities and their environment 
are key features, and the entities act as a unity to achieve a 
common goal. From this description of distributed systems, 
we consider an ICN as a distributed system having all these 
features and in which resources are shared and the logic of 
the system is distributed among its components.  
       Galloway et al. [12] pointed out that in almost every 
situation that requires machinery to be monitored and 
controlled an industrial control network will be installed in 
some form. The proposed ICN consists of four layers, 
physical control processes, basic control systems, control 
agents, and remote supervisory agents, respectively from 
down to top.  Figure 2 shows the original ICN with the 
legacy control systems and Figure 3 presents the proposed 
updated ICN architecture. Note that the proposed ICN is 
hypothetical but can easily realized and built on top of a 
working control processes. In the rest of this section, we 
describe each of these layers (for the updated ICN) in 
bottom-up order and show how each layer is interfaced with 
its top and its bottom layers. Layer 0 (the bottom layer) in 
the proposed agent-based ICN is the physical control 
processes layer; it contains the physical industrial processes, 

such as control processes, electricity generation, food and 
beverage processing, transportation, water distribution, 
waste water disposal and chemical refinement including oil 
and gas. A control process is controlled directly by control 
systems (its top layer) such as PLC or DCS. 
 

 
 

Figure 2. Original Industrial network before update. 
 
 

 
 

Figure 3. The Proposed layered agent-based ICN Architecture. 
 
       Layer1 contains the basic control systems, a control 
system is a device, or set of devices, that manages, 
commands, directs or regulates the behavior of other 
device(s) or system(s). It is a small computer called PLC. 
The PLC connects to all the electrical sensors, devices, 
instruments in the industrial process and according to their 
states; it changes the output states to modify the current 
state of the industrial process according to a predefined 
algorithms. Layer 2 designed to contain control agents used 
to control, supervise, and synchronize the lower layer 
control systems. These agents cooperate together by 
exchanging messages to guarantee the safe, effective, and 
efficient running of the complete system. Each agent in this 
layer has an associated PLC and for the sake of control 
systems interoperability it connects to its control system by 
OPC protocol [13]. Layer 3 (the top layer) designed to 
contain operator local/remote agents. They have user 
friendly graphical user interfaces (GUIs) to present the 
system process data in a proper way (i.e., text, graphics, 
animation, etc.). The local/remote supervisory agents 
communicate with control and supervisory agents by Agent 
Communication Language (ACL) [14]. Moreover, the 
system agents can be connected through a Local Area 
Network (LAN) or a Wide Area Network (WAN), such as 
the Internet. The contributions of this research can be 
summarized as follows: 
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1. Showing how flexible and straightforward the adoption 
agent technology for developing feasible and cost-
effective industrial networks and compensating the 
limitations of legacy control systems. 

2. Providing real-time monitoring and supervision not 
only in the local site but also remotely i.e., through the 
internet.  

3. Providing operator support such as checking the 
validity (i.e., process variables ranges) of operator 
setpoints, alarm service, and trend or historical process 
data analysis. 

4. Providing higher level control, for example by 
embedding a PID controller algorithm or similar 
mathematical algorithms (i.e., interpolation or 
extrapolation algorithms) inside a control agent. 

5. Providing global synchronization among many 
distributed legacy control systems. 

 

IV. DEVELOPMENT APPROACH 
         The development life cycle of the proposed ICN 
comprises four phases: analysis, design, implementation, 
and evaluation phases. The four development phases are 
presented in the next subsections. The adopted development 
approach is an ad hoc approach derived from [15] in which 
a general methodology for JADE applications development 
was proposed and covered only the analysis and design 
phases of the development life cycle. Therefore, it will be 
necessary to augment this methodology with 
implementation and evaluation phases.  

A. Analysis Phase 
       The first step in the analysis phase is to capture the 
functional activities of the system-to-be and present these 
activities in text or graph. One familiar way to do this is by 
the adoption of use cases. Each use case describes a 
required functional scenario in the system. The use cases 
have a standard specification included in the Unified 
Modeling Language (UML) [16], based on the required 
specification, a complete use case diagram for the proposed 
ICN is created and is shown in Figure 4. As shown in the 
figure, the system has two actors communicate through a 
multi-agent system. The first actor is the human operator 
who remotely supervises and controls the control process 
using a remote agent with a friendly Graphical User 
Interface (GUI). The second actor is the OPC server which 
can be considered as an active actor because it has the 
ability to initiate a call back connection with the MAS to 
provide the MAS with the changed process data. The use 
case diagram shows that the desired system not only 
provides a real-time monitoring and operator setpoints’ 
handling services, but also it provides a higher level control 
on top of underlying legacy control systems. For instance, 
the system provides a global synchronization among the 
underlying legacy control systems, checks the validity of 
operator setpoints submitted through the remote agent GUI 

(i.e., by checking their valid ranges), sends the proper 
setpoints to the process control system, and handles process 
data change events. The next step is to identify agents’ types 
and the number of each agent instances.  
 

 
 
Figure 4. Use case diagram for the proposed ICN functionality. 
 

      Figure 5 presents a final agent diagram illustrating the 
required agent types of the system-to-be. As shown in the 
figure, the system-to-be comprises only two agent types, the 
operator agent and the control/supervisory agent, in addition 
to JADE platform agents such as the directory facilitator 
agent (DF), which provides the yellow page service to the 
system-to-be agents. The system may contain more than one 
control agent (3 in this case study), each of them is 
associated to a process control system (i.e., PLC). 

 

 
 

Figure 5. The agent types diagram with acquaintance relations represented 
by arrows. 

 
The next step is to identify the responsibilities of each 

agent in the system; that can be done using the responsibility 
table. Table 1 shows the responsibilities of the system-to-be 
agents derived from the previously created use case diagram 
and agent type diagram. The internal functionality of an 
agent (internal behaviors) is shown in regular and the 
interaction protocols among agents are shown in italic. The 
existence of interaction protocols demonstrates how the 
system agents cooperate to achieve the global system goals. 
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TABLE I. THE PROPOSED ICN RESPONSIBILITY TABLE 
Agent 
Type 

Responsibilities 

 
 
 

Operator 
Agent 

 

1. Discovers Control Agents (search process services) 
2. Subscribe to a control agent for real-time process data 
3. Receive real-time process data from a Control Agent 
4. Presents real-time process data to the operator 
5. Receives Operator setpoints 
6. Sends operator setpoints to control Agents 
7. Receives notifications from control agents 
8. presents notifications to operator 

 
 
 
 
 
 

Control 
Agent 

 

1. Register services with DF 
2. Subscribe to DF to be notified when control agents 

register their services 
3. Handle subscription requests from other control agents 
4. Subscribe to other control agents for real-time cross 

process data 
5. Receives cross process data from other control agents 
6. Handle subscription requests from operator agents 
7. Receives changed process data from OPC server  
8. Receives Operator setpoints  
9. Checks the suitability of operator setpoints 
10. Provides higher level control algorithms 
11. Provides global (inter-control agents) synchronization 
12. Sends suitable setpoints to its assigned PLC 

 

B. Design Phase 
       The design phase concerns the transfer from the problem 
space (analysis phase) to the solution space. It aims to 
specify the software solution to the problem. It was decided 
to implement the proposed agent-based ICN using JADE 
platform, which is a FIPA (Foundation of Intelligent 
Physical Agents)-compliant agent development platform and 
is implemented in Java programming language [17]. 
Therefore, the design phase target is to map the analysis 
phase artifacts to JADE constructs. Firstly, it is required to 
classify the system agents’ responsibilities shown in the 
responsibility tables and identify which of them is suitable to 
be transformed to a JADE interaction protocol and which of 
them is considered as an internal agent behavior. Table 2 
presents this classification process for the operator agent and 
similarly Table 3 presents it for the control agent.  Another 
important design issue is related to agent-resources 
interaction. Only the control agents have interaction with 
non-agent resources, i.e., OPC servers. It is required to find a 
way to realize agent-OPC interactions. To establish a 
connection between a JADE agent and an OPC server, a 
Java-COM bridge or adapter is required. Fortunately, there 
are many Java-OPC adapters and bridges in the literature, 
some of them are commercial and some are free source. 
JEasyOPC Client [18] is an example of these bridges; it is a 
Java OPC client that is now greatly enhanced. It uses a JNI 
layer coded in Delphi. The current version supports both 
OPC DA 2.0 and OPC DA 3.0. 
     The next step in the design phase is to create the 
application domain ontology. Ontology is a set of concepts, 
predicates and agent actions referring to a given domain. 
The proposed ontology contains Three main concepts 
(ControlProcess, Variable, and Alarm), three actions 
(SetVariable, GetVariable, LocateVariable), and eight 
predicates: 

IsHigh(Variable)  -   IsLow(Variable)- IsLocal(Variable)  -
IsLocatedin(Variable,Process)- IsVariable(Variable)-
IsControlProcess(ControlProcess)- ListOfVariables(List)- 
ListOfAlarms(List)  
 
        A concept is a complex structure defined by a template 
specified in terms of a name and a set of slots whose values 
must be of a given type. A predicate is a relation between 
domain concepts and its value can be true or false. An agent 
action is a function the agent is required to perform. The 
ontology components require a content language to be 
manipulated and exchanged among agents. A content 
language is the tool that a message receiver used to decode 
or parse the message to extract specific information; 
therefore, the system agents need to agree on a certain 
content language to understand each other. For the sake of 
openness and interoperability, the FIPA-SL content 
language is used in the proposed ICN application. As an 
example for illustrating the JADE support of ontology and 
content languages consider these examples: 
 
1. A remote Agent (R1) sends a request message to a 

control agent (C1) contains a request to write a process 
variable to a control process as a setpoint: 

(( action 
(agent-identifier   :name c1@SCADA   :addresses (sequence 
http://scada:7778/acc)) 
(SetVariable :variableAddress s7:[LOCALSERVER]db1,w26  
:value  334.0) 
)) 
 
2. The control agent (C1) validates the remote agent 

setpoint and send an inform message to the remote 
agent telling it if its action request is carried our or not, 
the message contains and alarm concept contains the 
request result as follows:   

                   
((ListOfAlarms 
(sequence (Alarm :destination  (agent-identifier 
:name R1@SCADA 
:addresses (sequence http://scada:7778/acc)) 
:priority  2 
:text “Tue Sep 23 08:34:11 2014 |’PLC1Variable4’ New SP 
(334.0) was  forwarded to control process PLC1” 
:var (Variable :lowLimit 0.0 highLimit 1000.0 
:addressPV s7:[LOCALSERVER]db1,w6 
:addressSP s7:[LOCALSERVER]db1,w26 
:sysmbol PLC1Variable4   :PV 360.0 :SP 334.0)))) 

) 
 

     The above two examples are given based on the created 
ontology and adopt the FIPA-SL content language. It is not 
necessary to write messages in text form as presented above 
because it is possible to use the JADE agent content 
manager for creating these messages and let the developer 
creates and manipulates content expressions as Java objects. 
Ontology is essentially a collection of schemas that typically 
doesn’t evolve during an agent lifetime [16], the JADE 
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agent development platform provides the developer with the 
required tools and classes to create his application ontology, 
but this way is being cumbersome with large Ontologies. 
Fortunately, it is possible to define the ontology using the 
Protégé tool [19], and then, let the Bean Generator add-on 
[20] to automatically create the ontology definition class 
plus the predicates, agent actions and concepts classes. The 
proposed ontology designed and created by the Protégé 
Tool. An agent not only interacts with other agents but also 
it carries out a set of Internal Behaviors according to its 
interaction results with other agents or according to the 
changes take place in its environment. In the proposed ICN, 
the agents’ internal behaviors can be extracted from the 
agent responsibility tables and the use case diagram. For a 
control agent the important internal behaviors are:  
1. handleDataChange: it is a one shot behavior executed 

periodically to read process data and checks if there is a 
process data change and if there is, it sends the process 
changed data to the connected remote operator agents 
and also sends changed cross variables to other control 
agents. This behavior invokes another behavior for 
providing complex higher level control algorithms, 
which require higher-capability resources that cannot be 
provided by the basic limited-resources control 
systems. For instance, these complex computational 
algorithms can be interpolation, global synchronization 
and so on. 

2. manageOperatorSetpoints: it is a JADE (Finite State 
Machine) FMS  behavior implements a defined finite 
state machine. Figure 6 shows the finite sate machine 
diagram, which is implemented by this behavior. The 
behavior is executed just after the control agent receives 
a setpoint request from a remote agent. This behavior 
includes four child behaviors each one of them extends 
the Jade OneShotBehaviour. See the implementation 
phase section. The validity of operator setpoints can be 
evaluated based on the allowable process variable range 
(i.e., min and max). 

 

 
 

Figure 6. Validation of operator Setpoints. 
 

3. prepareNewSP: After a control agent subscribed to 
other control agents for getting cross reference process 
data, it continuously receives those cross process data 
and forward them to this behavior for processing them 

and calculate new setpoints for specified local process 
variables. (See the implementation phase section). 

4. higherLevelControl: this behavior is initiated by the 
handleDataChange behavior if there is any process data 
change. It is a one shot behavior contains a number of 
algorithms for processing variables processing. In other 
words this behavior realizes the dependency relations 
among control processes variables. For instance, the 
setpoint of a process variable depends on the actual 
value of another process variable and the former may 
be calculated from the later through an interpolation 
algorithm, which needs higher computing power. 
Figure 7 presents an illustrative example; Var5.SP is 
calculated from Var4.PV through an interpolation 
algorithm executed by the control agent. Many other 
mathematical complex algorithms can be added to this 
behavior as required.  

 

 
 

Figure 7. The process variables dependency relations. 
 

This way, control agents provide an extra 
computational power for the underlying limited 
resources control systems. 

C. Implementation Phase  
         In the implementation phase, all the previously 
designed constructs and artifacts will be implemented as 
JADE behaviors. The proposed approach is based on the 
integration of MAS and OPC protocol, realizing this 
integration enables us to achieve two goals, first it will be 
possible to transfer the OPC process data from the process 
domain to the information domain (MAS). Second, it will 
be possible to take the benefit of control devices 
interoperability provided by the OPC process protocol. 
Using a Java development environment, such as Eclipse 
[21], frees the developer from caring about modifying 
related system variables such as CLASPATH and PATH as 
it does these issues automatically. To connect a Java agent 
under Eclipse to an OPC server, it is required first to install 
a MAS platform, such as JADE. 
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TABLE II. INTERACTION TABLE FOR AN OPERATOR AGENT 
Interaction Resp. IP Role With When 

Search for process service 1 FIPA Request I DF After starting up 

Subscribe to a control agent 2 FIPA Request I A control agent After discovering services 

Receive Process Actual values 3 FIPA Inform R A control agent always 
Receives Process Setpoints 3 FIPA Inform R A control agent always 
Receives notifications and Alarms 7 FIPA Inform R A control agent always 
Send a Setpoint to a process variable 
 

6 FIPA Request 
 

I A control Agent When the operator submit 
a setpoint through his GUI 

 
TABLE III. INTERACTION TABLE FOR A CONTROL AGENT 

Interaction Resp. IP Role With When 
Register process services 1 FIPA Request I DF After starting up 

Subscribe to DF to be notified when 
control agents register their services. 

2 FIPA Subscribe I DF After Starting up 

Handle subscriptions from related 
control agents  

3 FIPA Request R Control agents After initializing 

Subscribe to related control agents 
for cross process variables 

4 FIPA Request I A control agent After discovering related 
control agents by DF 

Receive cross process data from 
control agents 

5 FIPA Subscribe I control Agent always 

handle subscription requests from 
operator agents for local process data  

6 FIPA Request R operator Agent always 

receives operator setpoints 8 FIPARequest R Operator Agent When operator send a 
setpoint 

 
          
JADE is a software framework fully implemented in Java 
language, it simplifies the implementation of multi-agent 
systems through a middleware that claims to comply with 
the FIPA   specifications [22] and through a set of tools 
that supports the debugging and deployment phase. The 
agent platform can be distributed across machines with 
different operating systems and the configuration can be 
controlled via a remote GUI. The configuration can be 
even changed at run-time by creating new agents and 
moving agents from one machine to another one as/when 
required. Moreover, JADE is distributed in open source. 
To run JADE under Eclipse, the developer should add 
JADE libraries to Eclipse Java build path: 
(project prosperities Java Build 
 path Libraries add external Jars), then through the 
Windows file system find Jade.jar file in the JADE home. 
Now Eclipse is ready for creating a new java class that 
extends jade.core.Agent class and start programming the 
required agent. JADE platform provides to the developers 
a variety of behavior types. It not only provides support 
for developing simple behaviors such as 
OneShotBehaviour but also it provides support for 
developing composite behaviors such 
SequentialBehaviour and FSMBehaviour. Furthermore, 
JADE provides ready to use behaviors for implementing 
interaction protocols such as request, inform, subscribe, 
and so on. 

 

D. Testing and Evaluation Phase  
        The proposed agent-based ICN was tested and 
evaluated with simulated process OPC data. The OPC 
server provides a way to access its internal variables 
without connecting physically to a real control system. 
Connecting to the OPC server requires the agent to know 
the OpcServerHost and OpcServerName settings. In the 
proposed ICN the later is (OPC.SimaticNet) for Siemens, 
and the former is (localhost), which means that the OPC 
server is situated on the same host as the control agent. In 
other applications, the OPC server can be hosted on a 
different host on the site LAN; in this case, the control 
agent will connect to it using DCOM (Distributed COM) 
[7][31]. Following this behavior, there is another one shot 
behavior for creating the OPC groups containing the 
process variables. Each process variable is treated as an 
OPC item in an OPC group. The address of each OPC 
item is determined by what is called connection string. 
For instance, with the used simulation environment, an 
item address can be like s7:[@LOCALSERVER]db1,w2. 
And for real applications it can be like:  
 
S7:[S7connection1|VFD3\S7ONLINE|02.00,192.168.100.24,02.
03,1]db190,w390   
 
      The testing and evaluation results after running the 
system-to-be based on a simulation environment can be 
summarized as follows: 
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1. The flexibility and easiness of the proposed 
development approach can be concluded the adopted 
ad hoc methodology. 

2. Figure 8 presents the control and remote operator 
agents which provide the required real-time 
monitoring and supervisory. The designed agent GUI 
is simple, but can be more complex and user friendly 
in real applications. 

 

 
 

Figure 8. A simple operator GUI designed for each agent in the system. 
 
3. The designed GUI provides the required operator 

support i.e., real-time process data, alarm service, and 
trend service. a Figure 9 presents an example process 
variable trend. 

 

 
 
Figure 9. Trend diagram showing a process variable SP and PV. 
 

4. Figure 10 provides an example of the higher level 
control algorithm embedded inside a control agent. 
The figure demonstrates how the control agent read a 
process variable and according to a proper 
mathematical model (i.e., interpolation, PID 
algorithm, etc.) the agent continuously calculates the 
value of another process variable setpoint and send it 
to the underlying legacy PLC. As shown with the 
existence of predefined (PLC1Var4.PV, 
PLC1Var5.SP) points, the value of PLC1Var5.SP can 
be calculated given the value of PLC1Var4.PV. As 
shown in the figure, while the value of PLC1Var4.PV 
increases the value of PLC1Var5.SP decreases. 

 

 
 

Figure 10. Process variables dependency. 
 

5. Achieving a global synchronization among control 
processes is another important higher level control 
activity done by the control agents’ cooperation. 
Figure 11 shows the trend diagrams of three 
dependent cross process variables, each variable is 
contained in a different control process but its SP 
depends on another process variable SP contained on 
another related control process. The situation shown 
in Figure 11 demonstrates the automatic tuning of 
process variables as the SP of the first process 
variable changes. The first trend in the figure presents 
the change of the setpoint of a process variable in 
process (PLC1) and the second and third trends show 
how other dependent process variables setpoints 
change accordingly to synchronize the whole 
production processes. 

 

 
 

Figure 11. Global synchronization: cross variables dependency. 
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V. CONCLUSION AND FUTURE WORK 
       Agents and multi-agent systems have been applied in 
many disciplines and they were successful as a new 
software engineering style for the development of high 
quality software products. The agent-based applications 
have a combination of quality attributes, which were 
difficult to be found in one software application before 
multi-agent technology. This paper provided a 
development case study on building a multi-layered 
agent-based industrial control network, which is an 
example of highly distributed, open, critical and complex 
systems. The developed agent-based ICN demonstrates 
how to realize a distributed control system from logically 
separated legacy control systems have limited capabilities 
with lower cost as a main concern. The proposed ICN is a 
multi-layered industrial network exploits cooperative 
autonomous agents to supervise and control a distributed 
control system consists of three processes controlled 
basically by legacy PLC units. Each PLC unit is assigned 
to a control agent to provide higher level control 
algorithms and cooperates with other control agents to 
achieve a type of global synchronization among control 
processes and realize the dependency relations among 
local process variables. Unlike other related work, the 
proposed ICN is built on a step by step basis from 
analysis to evaluation to be a comprehensive reference for 
practical adoption of Agents in the development of ICN. 
The main conclusion of this research is that the agent-
based approach is the promising solution for handling 
future ICN challenges especially with the evolving topic 
of the Internet of Things, which concerns devices capable 
to communicate via the Internet and manipulate an 
enormous amount of data. As a future work, it is required 
to apply the agent-based approach to the development of 
large-scale ICN such as SCADA networks with large 
number of control agents and remote operator agents. 
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Abstract—Stream processing has recently caught the 
attention of many researchers and engineers, mainly because of 
the continuous growth of information generated by users. Stream 
processing platforms allow processing and analyzing real time 
data, which helps to make decisions faster. In this work, we 
determine the most relevant tasks performed by the distributed 
stream processing platform named S4. To this end, we develop a 
pool of benchmark applications and we make a profiling of their 
execution using the S4 platform. Results show that the most 
relevant operations are related to the control and manipulation 
of threads.  

Keywords—stream processing; S4; profiling.  

I.  INTRODUCTION  

The world has become fully connected. There is a large 
number and variety of data resources available from hardware 
and/or software systems. There are numerous industries where 
everyday processes and interactions with customers generate 
millions of events that produce traces, with information 
regarding user’s activity. These traces contain valuable 
information for understanding and optimizing processes. In 
addition, those traces can be used to detect anomalies, to 
predict the behavior and trends of customers, among other 
activities that can improve the productivity of a company or 
institution.  

The events are collected from users actions form a 
continuous amount of data stream. Some examples can be 
found in: market analysis; telecom call detail records; video 
surveillance systems; vital signs of a patient in a medical 
system; intrusion records system networks; the behavior in a 
system of Web 2.0, among others. In all these applications it is 
necessary to collect, process and analyze the data stream, and 
then generate results or produce some specific actions. An 
important feature of these applications is that the analysis must 
be done in real time.  

There are many stream processing platforms such as SPC 
(Stream Processing Core) [2], Storm [3], Esc [4] and D-Stream 
[5]. Some research works like TimeStream [13], StreamCloud 
[14][15] and CEC [16], have endeavored to present solutions to 
the problems of load balancing and fault tolerance of the 
stream processing process. 

Recently, a general-purpose distributed platform designed 
to analyze massive data processing called S4 (Simple Scalable 
Streaming System) was proposed by L. Neumeyer, et. al. [1]. 
The S4 world-view is that streams are passed through a graph 
(DAG) formed by processing elements (PEs), which are 
connected each other in a downstream manner. Each PE 

performs a given primitive operation on the received stream 
and generates output streams. Data is routed through the PEs 
by means of keys, which are specified by users.  

In this work, we develop and test a set of applications 
covering different computation/communication aspects using 
the S4 platform. We aim to understand the flow of events 
processed in those applications with different data streams, to 
determine which are the most repetitive and costly tasks 
executed by the S4. We obtain relevant metrics by developing 
prototypes for each application, which are used as benchmark 
to detect bottlenecks in both communication and computation 
operations. The performance information obtained in this work 
can be used to propose improvements to the stream processing 
platform itself. By determining the relevant operations 
executed by the S4 platform and their costs, it is possible then 
to introduce these costs into a simulation model as the ones 
presented in [6] to design and test new algorithms without 
affecting the actual platform running in production. To this 
end, we developed a pool of benchmark applications built with 
different characteristics including processing and 
communication complexities in order to determine the most 
relevant operations. 

Additionally, the results obtained though the benchmark 
applications can be used in elastic stream processing 
programming environments [4], where developers can detect 
possible bottlenecks of PEs, make decisions and take action in 
advance. In this case, the knowledge obtained by executing the 
pool of benchmark applications, can aid to determine which 
PEs should be replicated.   

This paper is structured as follows. Section 2 describes 
stream processing and the S4 platform. Section 3 briefly 
describes profiling and the tool used in this work. Section 4 
describes the pool of benchmark applications used to detect the 
most relevant operations. Section 6 shows the results. Finally, 
Section 7 presents the conclusions and future work. 

II. STREAM PROCESSING 

In this section we discuss the main properties of stream 
processing, when stream processing makes sense, and how it 
fits into big data architectures. We also describe the S4 stream 
processing platform, used to test the benchmark applications 
presented in this paper. 

A.   Streaming Processing and Big Data 

Big data is commonly defined as the three Vs: Volume, 
Velocity and Variety [17]. It is used to describe the exponential 
growth and availability of structured and unstructured data. A 
more recent, definition states that "Big Data represents the 
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Information assets characterized by such a High Volume, 
Velocity and Variety to require specific Technology and 
Analytical Methods for its transformation into Value" [18]. 

 On the other hand, stream processing is used for fast data 
requirements, which includes tacking the velocity of processing 
a huge variety of data in real time. Therefore, both big data and 
stream processing can complement each other.  

Stream processing was first used for finance problems. 
Today, it is used in almost all industries where stream data is 
generated by human activities or automatically by sensors. 
Events are generated on-line in unpredictable time instants. The 
union of events forms a continuous stream of information that 
may have dynamic variations in intensity of traffic. In this 
context, the process used to store and organize/index events in 
a conveniently way to then process them in batch can be very 
costly given the huge volume of data and the amount of 
computational resources required for processing them. But 
even if this is feasible, it is often desirable or even imperative 
to process the events as soon as they are detected to deliver 
results in real time. 

In particular, stream processing corresponds to a distributed 
computing paradigm that supports the process of gathering and 
analyzing large volumes of heterogeneous data streams to 
assist decision making in real time. 

Stream processing appears as result of the rigorous data 
management, which is increasingly demanding because of the 
information generated by business and scientific applications, 
which are fully linked to the technological progress. It is also 
related to the advance in hardware and software databases; the 
management of large amount of data in distributed systems; the 
use of techniques such as signal processing, statistics, data 
mining and optimization theory. 

Stream processing aims to process data in real time and in a 
fully integrated way, to provide information and outcomes for 
consumers and/or end users. Also, it aims to integrate new 
information to support decision making in the medium and 
long term. 

The high volume of event flows coming from different data 
sources makes it impossible to store this information, such as 
model-based on data warehouse where all the data is stored and 
then to make the appropriate processing and analysis. 

Stream processing applications requires fulfilling certain 
performance requirements in terms of latency and throughput. 
Specifically, processing must keep up with the rate of incoming 
data, while it provides a high level of quality of analysis of 
results as fast as possible. Additionally, the application 
components and infrastructure must be fault-tolerant. 

B. S4 - Simple Scalable Streaming System 

S4 acronym for "Simple Scalable Streaming System" is a 
system of general purpose, distributed, scalable, which allows 
applications to process data flows continuously without 
restrictions [1]. S4 is inspired by MapReduce [7], designed in 
the context of data mining and machine learning algorithms of 
Yahoo! Labs for on-line advertising systems. 

In S4, each event is described as a pair (key, attribute). PEs 
are the basic units and messages are exchanged between them. 
The PEs can send messages or post results. PEs are allocated in 
the so-called processing nodes (PNs) servers. The PNs are 
responsible for: a) receiving incoming events, b) routing the 
events to the corresponding PEs and c) dispatching events 

through the communication layer. The events are distributed 
using a hash function over the key of the events. Furthermore, 
the communication layer uses Zookeeper [8], which provides 
management and automatic replacement clusters if a node fails.  

 

 

Figure 1. S4 application design (lang-count example). 

To run an application with S4, we need to deploy an 
Adapter application. Adapters are S4 applications that can 
convert external stream into stream of S4 events. Figure 1 
shows a simple Tweet language count for Twitter. In this 
example, input events contain a language descriptor for a tweet 
from Twitter. The Adapter gathers tweets from twitter and 
filters only the language descriptor. Then, the Adapter sends an 
event to PE1. PE1 listens for Tweet events with all possible 
keys. For each possible key, PE1 emits a new event of type 
TweetLang. PE2-n listen for TweetLang events emitted with 
the key lang. For example, PE1 emits an event with key 
lang=”es”. PE2 receives all events of type TweetLang keyed 
lang=”es”. If the PE corresponding to the emitted key exists, 
the PE is called and the counter of language is incremented. 
Otherwise, a new PE is instantiated and linked to the new key. 
Whenever a PE increments its counter, it sends the update 
count to the PE called PEm and this show the results. 

III.  PROFILING AND TOOLS 

A profiler generates the division of the logical structure of 
the applications so that user can understand how a particular 
run of the application is performed using relevant information 
regarding execution time and memory usage. 

Using a system profiler we can obtain a model to predict 
scaling factors as characteristic functions of the applications 
and hardware parameters [9]. Currently, there are several tools 
available to perform system profiles. S4 requires a JAVA 
profiler, among which we can highlight: Profiler4j [10] 
jvisualvm [11] and Java Profiler Tool [12]. By using these 
tools and the applications described in the next section, we 
intend to obtain a S4 profile to determine which are the most 
costly and the most relevant operations executed by the S4 
stream processing platform. 
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Figure 2. Snapshop of the jvisualvm tool. 

Figure 2 shows the environment of the jvisualvm tool when 
measuring the CPU utilization. The CPU Profiling is used to 
test the performance of the application and it gives detailed 
information about the total execution time and the number of 
calls for each method. In the same way, the Memory Profiling  
is used to analyze the memory usage, by showing the total 
number of executed methods or objects and the amount of 
bytes assigned to each one.  

IV.  BENCHMARKS APLICATIONS 

This section describes a pool of applications developed to 
run on the S4 platform to perform tests in order to obtain a 
system behavior profile. These benchmark applications will 
help us to determine the most costly and most relevant 
operations. Each application has different levels of complexity 
on the tasks performed and different levels of communications. 
The applications described below can be classified into the 
following categories: 1) High communication, 2) dynamic 
creation of processing elements, 3) high, medium and low 
computation. Though this classification, we obtain the S4 
operation costs for each type of benchmark application. 

A. Ping-Pong 

Figure 2 shows a basic communication structure between 
two processing elements. PE A, named “sender”, generates a 
new message and sent it to PE B, named “receiver”. Finally B 
replies this message to A. This benchmark program uses 
different messages sizes. Each event uses messages between 8 
and 256 characters size. This application is classified as low 
computation but with high communication between the 
processing elements. 

 
Figure 3. Ping-Pong application. 

B. Router 

The next application is called “Router”. This application 
generates random values in the Adapter module. The Adapter 
sends messages to the PE R, which determines if this value is 
an even or an odd number. If the received number is even, R 
sends a message (an event) to the Processing Element named 
Even. Otherwise, if the number is odd, R sends the event to the 

Processing Element named Odd. Both Odd and Even PEs make 
a count of the received elements. When all messages are 
dispatched, each PE sends its results to the Processing Element 
named Res, and this PE shows the final results. Figure 3 shows 
the flow of events and the PEs of this application. This 
application is classified as low computation but with high 
communication between the Adapter and the PEs. 

 

Figure 4. Router application. 

C. Counter of Tweets and Re-Tweets 

This application works with the Twitter API to get tweets 
from “Twitter’s global stream of Tweet data”. This application 
is connected to the data repository to extract tweets, which are 
processed by the Adapter. The Adapter receives the tweets, 
creates an event and sends them to the PE named T. This last 
PE classifies the tweet as “No-Re-Tweet” when it corresponds 
to message that has been posted for the first time, or “Re-
Tweet” when it corresponds to a message that has been re-
posted by other users. 

 

Figure 5. Counter of Tweets and Re-Tweets application. 

 

Figure 6. Language word counter application. 

Once the classification process is finished, the message is 
sent to the corresponding PE (RT or NRT), which extracts the 
list of hashtag (represents an idea, it is considered as metadata), 
and stores the five most frequent hashtags. This information is 
sent to the Processing Element named Res. The Res PE 
summarizes the results received. Figure 4 shows the 
corresponding diagram for this benchmark application. This 
application is classified as high communication and as medium 
computation. 
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D. Language word counter 

This application works with Twitter tweets. The differences 
with the previous application are that the event classification 
process is done by tweet language instead of No-Re-Tweet or 
Re-Tweet classification; and this application counts the number 
of words that has a tweet. With this process we stress the 
system because an additional PE is generated for each new 
word entered into the system. Namely, dynamic PEs are 
created every time a new word is found inside a tweet. Figure 5 
shows the diagram for this benchmark application. The 
Processing Element named T, classifies the events into two 
groups L1 and L2, corresponding to languages Spanish and 
English. Each Processing Element used for language 
classification gets tweet and splits them into words. Each word 
is sent to its corresponding Processing Element W. If there is 
no PE for the received word a new PE is created. The words 
are counted in each PE and the results are sent to the Res PE. 
This application has a high communication cost and has 
dynamic creation of processing elements. 

E. Clasifficator for people’s needs in a post-disaster scenario 

The classification process is composed of 4 steps: 
Recollecting, Filter, Relevance and Ranking. The recollecting 
step focuses on collecting data from the source to retrieve data 
from the Twitter API. The filter operator exploits a Naive 
Bayesian model to identify if tweets are objective or subjective. 
To create these models an automatic classification is performed 
through bags of positive and negative words. The bag of words 
were manually created by developers and validated by 
undergraduate students based on the information of other 
disaster tweets datasets. Objective tweets have a higher value, 
because they are more reliable than the subjective ones. If the 
tweet is subjective it is checked whether it is positive or 
negative in order to benefit the tweets based on the identified 
characteristics by applying weights constants in the ranking 
process. 

The topic step is used to identify whether the information is 
coming from a trustworthy source or not. Trustworthiness is 
calculated in two dimensions: author information and tweet 
information. From the author side, information such as the 
number of tweets generated, the number of followers/followees 
and an account verification state are considered to calculate the 
reputation of the author. From the tweet side, the number of re-
tweets, favorite marks, and the associated timestamp are 
exploited to calculate its reputation.  

During the ranking step a normalization process of the 
obtained values is performed. This was computed every certain 
number of tweets, to get statistics such as the maximum 
number of followers, the number of favorites, etc. This data is 
used to normalize each tweet. 

F. DownStream Web Search Engine 

Typically, web search engines are composed by three 
services devised to quickly process user queries in an on-line 
manner: Front-Service (FS), Caching-Service (CS) and Index-
Server (IS). In such systems a query submitted by a user goes 
through different stages. Initially, it is received by the FS, 
which redirects the query to the CS. The CS checks whether 
the same request has already been performed and verifies if the 
result (document IDs) are stored in the cache memory of the 

server. The CS can answer to the FS with a cache hit. In this 
case, the CS sends the query results to the FS, which builds the 
Web page with the query results and sends it to the user. 
Otherwise, if the CS sends a cache-miss to the FS, the FS re-
routes the query to the IS, which will compute the top-k 
document results.  

 

Figure 7. Components of a web search engine. 

These services are deployed on a large set of processors 
forming a cluster of computers. They are implemented as 
arrays of P × R processors, where P indicates the level of data 
partitioning and R the level of replication of data. Hence, this 
architecture makes a high usage of partitioning and redundancy 
to enhance the query response time and throughput. For 
instance, each query is assigned a unique partition of the CS 
using a hash function, and different CS nodes can be associated 
with a partition to answer a query (see Figure 6). 

Figure 7 shows a web search engine application designed 
for the S4 platform. The diagram represents the query flow 
through the web search engine components. Each component is 
composed by a set of different PEs. This application has the 
following structure: the FS is divided into three sub-services 
FS1, FS2 and FS3. Each group executes the tasks performed by 
the FS in different moments of the query processing process. In 
other words, the group named FS1, executes the tasks required 
to route an incoming query to the CS.  The group named FS2, 
executes the tasks required to route the query to the IS, if no 
cache hit was reported, or the tasks required to build the query 
answer and send it back to the user, otherwise. The CS is 
divided into two groups CS1 and CS2. The first group detects 
cache hits and the second group updates the cache with query 
results. There is only one group of IS, because this service is 
used only once during the query process, to compute the top-k 
document results for queries. This application is classified as 
high in communication and high in computation. 

V. RESULTS 

In the following, we show results obtained by executing all 
benchmark applications described in the previous section. 
During each execution, we detect the most costly and relevant 
operations. The profiling execution was captured by the 
jvisualvm tool [11]. Results were obtained in a cluster of 16 
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64-bits CPUs Intel Q9550 Quad Core 2.83 GHZ and 4GB 
DDR3 RAM 1333 Mhz. Additionally, to verify the results,  
tests were also performed on an Intel I5-4200U 1.6 GHZ and 
8GB DDR3 RAM 1600 Mhz.  
            

 

Figure 8. Web search engine diagram for the S4 platform. 

TABLE I.  COMMUNICATION OPERATIONS 

Package 
Operations 

Class Method Cost(ms) 

comm.sta
ging 

BlockingThread
PoolExecutor 
Service 

RunneableWithPermit 
Release.run 

0.0019 

execute 
 

0.0072625 

comm.tcp TCPEmitter 
Init -- 

getPartitionCount 0.0005988 

comm.tcp TCPListener 
EventDecoderHanler.m

essageReceived 
0.0036462 

comm.top
ology 

ZKRemote 
Stream 

createStreamPaths 38.6 
getPath -- 

getCollectionName -- 
addInputStream 93.3 

update -- 
refreshStreams -- 

comm.top
ology 

ZkClient 
readData -- 

getChildren -- 
comm.top
ology 

ZNRecord 
getSimpleField -- 
putSimpleField -- 

comm.top
ology 

PhysicalCluster getNodes -- 

comm.top
ology 

Stream 
Consumer 

Equals -- 
hashCode -- 

s4.comm DefaultHasher hash 0.0002567 

 
For the sake of simplicity, we present the average results 

obtained for each S4 operation using all benchmark application 
described in section IV. We cover all the S4 tasks.   

A. Communication Operations 

In this section, we detect and evaluate the most commonly 
and/or costly operations used for communication. Note that 
although S4 communication classes use objects and methods 
from other libraries or packages, we focus only on those 
belonging to the S4 platform.  

Table I shows the S4 communication operations used to 
create nodes and to obtain information about clusters. TCP 
communications are started, creating path for the streams, 
adding streams and using a hash function to determine the 
route of events. Communication operations not relevant 
because of their low costs, do not have time costs in the fourth 
column of Table I. The results presented are average times 
obtained with all benchmark applications. 

Results show that the most expensive communication 
operations are addInputStream, which publishes interest in a 
stream, by a given cluster and createStreamPaths which 
creates a zookeeper node to produce and consume streams. 

TABLE II.  COMPUTATION OPERATIONS 

Package 
Operations 

Class Method Cost(ms) 

Core S4Boostrap run 1762 

Core App 
init 412 
start 32.4 

createInputStream 94.6 

Core 
ProcessingElemen
t 

handleInputEvent 0.0866573 
isCheckpointable 0.0008995 

recover 0.026 
getInstanceForKey 0.0647487 

setApp -- 
setName -- 

core Stream 
StreamEventProcessi

ngTask.run 
0.1644673 

put 0.0200624 

core 
DefaultCoreModu
le 

loadProperties -- 
configure 17.5 

provideTmpDir -- 

core ReceiverImpl 
checkAndSendIf 

NotLocal 
0.0034892 

receive -- 

base Key 
addStream -- 

get 0.0076047 

B. Computation Operations 

The most important S4 computation operations are related 
to the initialization of objects, creation of communication 
objects for the communication layer, and related to control and 
manipulation of PEs and events arriving to the PEs. Table II 
shows the most relevant transactions. 

Table II, shows that the Bootstrap is the most expensive 
process in terms of time consuming. This operation loads the 
application into main memory and starts it execution. Hence, it 
takes a larger time compared to others operations. The 
application Initialization takes a couple of milliseconds. The 
methods related with the processing elements creation do not 
take a significant execution time. 

Table II, shows that the Bootstrap is the most expensive 
process in terms of time consuming. This operation loads the 
application into main memory and starts it execution. Hence, it 
takes a larger time compared to others operations. The 
application Initialization takes a couple of milliseconds. The 
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methods related with the processing elements creation do not 
take a significant execution time.  

TABLE III.  S4 MOST USES METHODS (STATIC VS DYNAMIC ) 

Operation Static Dynamic Diff 

Receive 
message 

0,00029299 0,00087835 -199,78% 

Create PE 0,02425 0,0182 24,94% 

Set Key 1,518 0,021 98,61% 

TABLE IV.  EXTERNAL TASKS 

Package 
Operations 

Class Method Cost(ms) 

java.net SocketInputStream read 83.901729 

java.net SocketOutputStream socketWrite 
0.2441891

28 
java.util.c
oncurrent     

ThreadPoolExecutor getTask 2213.0740
740 

java.io ObjectStreamClass lookup 0.0001040 

java.io BufferedOutputStream write 0.0000272 

sun.nio.ch EPollArrayWrapper poll 
160.58764

65 

java.util.c
oncurrent.
locks 

LockSupport 
parkNanos 

665.06355
14 

park 
47.150005

7 
 

The operations concerning stream process have no big 
impact on the S4 platform. Although, these operations do not 
take much time, they must take into consideration the method 
that allows connection to Zookeeper for communications, as 
well as the method that checks whether the cluster, which will 
be used for communication, is local or not.  

Table III shows results for the operations concerning to the 
most used methods between static and dynamic PEs creation. 
The operation of receiving a message is most expensive for 
dynamic PE creations applications than statics applications. 
However creating a PE and setting a key for each processing 
elements is most expensive for statics applications.    

C. External Tasks 

Table IV shows the external tasks used by the S4 platform. 
These methods are basically used for the manipulation, use of 
threads and invocations to methods of additional packages. 
Table IV shows the most relevant transactions obtained by 
running the benchmark applications. These methods are 
basically Java core packages (java.net, java.util and java.io) for 
manipulating stream. An external method to highlight is 
EpollArrayWrapper, which manipulates a native array of epoll 
event. Another important method is LockSupport, used for 
thread blocking with locks and synchronizations. The most 
costly operations is the getTask from ThreadPoolExecutor, 
which controls the blocking of tasks of the threads.  

VI.  CONCLUDING REMARKS AND FUTURE WORK 

We presented a profiling study for the S4 Stream 
processing platform to determine the most costly and relevant 

operations. To the best of our knowledge, this is the first work 
concerning benchmark for streaming processing. We 
developed a pool of applications with different complexity. We 
used jvisualvm to make the profiling of the executions. Results 
show that the most relevant operations executed by the S4 
platform are related to the creation of applications and the 
manipulation of events. The most costly operations are Thread 
control and Thread manipulation.  

Future work includes the design and implementation of a 
simulator for the S4 platform, whose parameters will be set by 
the results obtained in this work.  
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Abstract— In this paper, a human friendly autonomous robot, 
was presented. Navigation of this robot applies sensor fusion 
technique based on Dempster-Shafer method and velocity 
potential field. The controller of the autonomous mobile robot 
is designed to lead the robot toward the goal while avoiding 
collisions in complex environments and maintain human safety 
as a first priority. The approach is based on Dempster-Shafer 
sensor fusion of signals from sonar and passive infrared 
sensors to allow the robot to identify human presence. A 
velocity potential field robot controller is formulated for the 
case of avoiding collisions while giving higher priority to 
collision avoidance with humans as opposed of objects. 
Simulations and experiments illustrate the performance of the 
approach in extreme situations. 

Keywords- human friendly robots; Dempster-Shafer evidence 
theory; sensor fusion; human safety.  

I.  INTRODUCTION  

Recently, with rise of the cost of labor, robots play 
more important roles than before. To become more widely 
applied in the real world, it is necessary that the mobile 
robots have much more artificial intelligence to work in 
more complex environments, which might include humans 
or vehicles with unknown and unpredictable motions, such 
as factory or home environments. To achieve this goal, the 
robot has to be able to identify and distinguish the obstacles, 
and the human and avoid collisions with both of them. 
Furthermore, the robot should always put human safety as 
its first consideration.  

In this paper, a sensor fusion approach based on 
Dempster-Shafer evidence theory is combined with velocity 
potential field approach used for robot control. The 
justification of this choice is the ability of Dempster-Shafer 
evidence theory to include supporting evidence, refuting 
evidence and an uncertainty interval, that permit a suitable 
use of expert knowledge regarding autonomous robots 
navigation issues. The detection area of the robot is 
subdivided into several zones. The sensor fusion approach is 
employed to fuse both uncertain observations of sonar 
sensors and passive infrared sensors and to estimate the 
probability of being occupied by a human in each zone [1] 
[2]. Then, a human friendly mobile robot navigation 
approach is used for robot motion control. The controller is 

based on the velocity potential field method (VPF), which is 
used to lead the robot moving to the goal avoiding the 
obstacles [3]. For the novel controller, in this case an 
improvement of the VPF allows the robot to avoid the 
human a first priority and only afterwards the obstacles. 
This novel VPF approach was not applied before for robot 
collision avoidance.  Dempster-Shafer evidence theory 
permits to fuse outputs from various sensors and then 
provide the VPF controller with the required distances 
between the robot, the obstacles and the goal. The paper 
focuses on the novel results presented in the thesis [14]. 

The paper presents in Section 2 the Demster Shafer 
evidence theory used for sensor fusion. Section 3 focuses on 
the model used for the calculation of the avoidance distance 
to obstacles. Section 4 presents velocity potential field 
approach for robot navigation in the presence of humans. 
Simulation results are the topic of section 5, while 
experimental results are presented in Section 6, followed by 
conclusions in Section 7. 

 

II. SENSOR FUSION METHOD BASED ON DEMPSTER-
SHAFER EVIDENCE THEORY  

In this paper, two types of sensors are used to help the 
robot sense the environment. The first one is the Passive 
Infrared Sensor (PIR sensor), which senses the heat emitted 
by humans. PIR sensor is, however, not sufficiently 
accurate. Performing hundreds of experiments, in at about 
10 % of the experiments the human sensor did not work 
well. Besides, PIR sensor might identify warm air generated 
by a heat source as coming from a human. The second type 
of sensor is the ultrasonic sensor. It emits high frequency 
sound waves to the objects and then receives them to 
determine how far they are. Since human is the first priority 
of the robot, information which is collected by different 
kinds of sensors is combined to identify human with a 
higher probability [4]-[9].  

Dempster-Shafer evidential theory (D-S theory) was 
chosen to support the probability calculation given its ability 
when the sensors contributing information cannot associate 
a 100 % probability to their output decisions. The algorithm 
captures and combines whatever certainty exists in the 
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object-discrimination capability of the sensors. Knowledge 
from multiple sensors about events (called propositions) is 
combined using D-S theory to find the intersection or 
conjunction of the propositions and their associated 
probabilities [4], using 
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where Ai and Bj are the focal elements of mA and mB, 
respectively. mA and mB are the Basic Probabilities 
Assignments (BPA) which are combined while Ck are the 
focal elements of the combined BPA [12]. 

The frame of discernments is in this case a set of cells in 
the occupancy grids as shown in Figure 1. The eight grids are 
able to cover the human sensors detection area. 

 
 

Figure 1. Human Sensors Detection Area 
 

Both ultrasonic sensors and PIR sensors keep watching   
and each sensor contributes by assigning its BPA over its 
own frame of discernments [10] [11].  

The D-S theory is used to combine two focal elements 
BPAs. 
 
Sensor fusion is an iterative process with a time step chosen 
of 0.05s, described as follows: 
1. Read the ultrasonic sensor outputs looking for the 

presence of a human. (assign the BPAs to each grid) 
2. Read the human sensors outputs.(assign the BPAs to 

each grid) 
3. Combine the final results of both kinds of sensors using 

D-S theory after one time step.  
4. Calculate the probability (the combined BPAs) that 

quantifies how probable the grid is to be occupied by a 
human. 

5. Compare the probability value with the setting value 
and make the decision whether there is a human in the 
grid and then generate a corresponding response. 

6. Initialize the BPA of the occupied grid to zero to restart 

the all progress. 
7. Repeat from step one again until the mission is 

completed. 
 

III. CALCULATION OF THE AVOIDING DISTANCE 

 
The robot, the human zone and obstacle zone, shown in 

Figure 2, were built around the robot to avoid collision even 
in the worst case when the robot has the least amount of 
time to avoid a head-on collision. We denote the human 
zone from Figure 2 as A0 the obstacle zone as A1 and the 
work area excluding A0 and A1 as A. The shapes of the zones 
were designed based on the positions of the sensors. 

 

  
 

Figure 2. The Human Zone and the Obstacle Zone  
 

The human zone was designed for human avoidance. In 
the worst human avoidance case, the human and the robot 
were moving toward each other.  

Once the robot detected the human in its human zone, it 
turns into a different direction, from the original direction 
toward the goal, to avoid the collision.  Given the human 
size and velocity of the human and the robot   

 

                                 mrh 4.0                                  (2) 

 
the calculation is based on 

            
at

hmryamrmry rdtattV  )( 1              (3)      

            hmryamryamr rtattV   2
1 2

1
)(           (4) 

 
 
where  is the maximum velocity of the robot, ta is the time 

that robot needs to accelerate from zero velocity to mrV  in 

Y-direction, mry  is the distance that the robot is moving in 
Y-direction,  is the radius of the robot, amry is the robot 
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acceleration magnitude in Y-direction, 1t  is the total time 

of the avoidance and rh is the radius of human active area. 
Finally, the radius of the human zone r0 should satisfy the 
constraint 

                             10 mrxhxr                              (5) 

 

where hx  and 1mrx is the human and robot moving 
distance in X-direction, respectively. Based on the above 
model, calculation for the worst case, gives the radius of the 
human zone  of 30cm.  
 

IV. VELOCITY POTENTIAL FIELD METHOD WITH THE 

CONSIDERATION OF HUMAN PRESENCE 

In this paper, the velocity potential field method [3], 
obtained from velocity potentials defined in hydrodynamics, 
is modified for planning a path which avoids collisions with 
the human and the obstacles, such that, during the 
avoidance, the robot will avoid the human before it starts to 
avoid the obstacles. The robot is guided by its velocity 
commands which are given by its navigation controller 
(Figure 3). 
 

 
 

Figure 3. The Attractive, Rotation and Repulsive Velocity Commands 
 

The distance between robot and goal goald  is 

 

            22 )()( xxGyyGd goal                (6) 

              
where  refers to the goal and  to the center and 
robot. 
The goal radius is  
 

                                 mg rad 4.0  

 
VPF approach, presented in detail in [3], results in velocity 
commands for the robot controller.  
The attractive velocity function is defined as [3]   
 

                )1(2 rad

goal

g

d

mra VV


                      (7)  

where mrV  is the maximum velocity of robot. 
The repulsive velocity function is defined as [3]  
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where obsd  is the distance between the obstacle and the 

robot which is obtained by the sensors. 
Here, we also created a repulsive velocity function for the 
human, which has a larger gain than the repulsive velocity 
function for obstacle 
 

              rad

obs

obs

d

obs

rephuman
d

V


 
1

7.0                (9)   

             

 Both 
obsd

1
 and rad

obs

obs

d


  in the equation cause a sustained 

increase of the repulsive velocity if the robot keeps 
approaching the obstacles or human, which means that the 
closer the obstacle or human is, the larger is the repulsive 
velocity.   
The rotation velocity function is defined as [4]  
 

                  rad

obs

obs

d

obs

rot
d

V


 
1

5.0                 (10)    

     
where dobs  is the distance between obstacle and robot which 
is obtained by the sensors. 
 
The resultant velocity command is given by 
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where Va,, Vrep, and Vrot, are the attractive, repulsive and 
rotation velocity commands, respectively. The Vreph, and Vroth 
are velocity commands regarding a human. A is the whole 
map area while A0 and A1 represent the human zone and 
obstacle zone. 
 

94Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-405-3

ICAS 2015 : The Eleventh International Conference on Autonomic and Autonomous Systems

                         106 / 151



V. SIMULATION RESULTS FOR HUMAN FRIENDLY ROBOT 

 
In order to test if the robot is able to avoid collisions as 

expected, simulations were carried out using MATLABTM.  
Figure 4 presents the results of the simulation with the 
following symbols: 
 
The blue rectangle with the red circle: the human  
The black rectangle: the obstacle 
The blue polygon with light blue circle: the robot 
 

In these simulations, the robot did not know it will face 
a dangerous situation. The aim of creating such an extreme 
situation is to test if the robot controller has the ability to 
avoid the human and the obstacle while it still has time and 
space.  

 
 
 

 
(a) 

 

 
(b) 

 
(c) 

 
(d) 
 

 
(e) 

 
(f) 
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(g) 

 
(h)                

 
Figure 4.  Higher Human Priority (Two Humans and One Obstacle) 

 
As shown in Figure 4, the robot turned around and ran 

away from the two human and, afterwards avoided the 
obstacle moving in a direction where there is no danger. 
This illustrated that the proposed VPF based controller 
permits to avoid fixed obstacles and avoid humans and 
arrive to the designated goal. 

 

VI. EXPERIMENTAL RESULTS 

 
Experiments were carried out for the same scenario as in 

simulations, in which the robot suddenly faces the moving 
human and obstacles at the same time and, during the 
avoidance, the robot should detour human and obstacles 
with different priorities, such that the human always has a 
higher priority in avoiding collision than obstacles.  

For this scenario, two humans kept approaching the 
robot located in front and left side and the wall was in its 
right side. The purpose to design this situation is to test if 
the robot is able to avoid humans first (even has a risk to 
collide with an obstacle) and only afterwards to start 
avoiding the obstacles. As we can see from the Figure 5, the 
robot avoided the two humans first even while moving in 
the direction of the wall. Then, the robot avoided the wall 
and ran away from the danger of collision. It can be noted 
that the simulation results from Figure 4 (a)-(f) correspond 

to the snapshots of experimental results from Figure 5 (a)-
(f). Experimental results confirmed that the proposed 
combination of Dempster-Shafer sensor fusion with velocity 
potential field based controller successfully avoided fixed 
obstacles and humans in moving towards the designated 
goal. 

 

 

(a) 

 

(b) 

 

(c) 
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(d) 

 

(e)     

  

(f)    

Figure 5 Two Human and One Obstacle Avoidance  

 

VII. CONCLUSIONS 

 
The paper presents a novel approach to robot-human 

collision avoidance using Dempster-Shafer method based on 
evidence theory. This methodology allows to integrate 
signals from multiple sensors. This supplies more reliable 
distance estimation to a velocity potential field controller.  

The results presented in this paper show that the new 
human friendly mobile robot navigation controller based on 
Dampter-Shafer sensor fusion is able to lead the robot, 
avoid collisions with the obstacles and humans while always 
maintaining human safety as its first priority.  

In the extreme case, when the robot does not have 
enough room to avoid the collision with the human and an 
obstacle, it chooses to protect the human even if in the 
process it might collide with an obstacle. 
      In the work presented in this paper, the robot has only 
one infrared sensor to sense the human. Although the sonar 
sensor helps the infrared sensor it cannot distinguish human 

on its own. This method is good enough for human 
detection, but it cannot ensure complete security for the 
human. In the future, another sensor based on infrared 
camera will have to be added to the robot so that human 
movements can be further recorded by the robot through 
processing pictures captured by the infrared camera and thus 
the human safety can be further improved. 
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Abstract— Cloud computing is a new architecture that has 

released users from hardware requirements and complexity. 

The rapid transition toward clouds has advanced many 

concerns related to security issues which can hold back its 

widespread adoption. In fact, cloud computing’s special 

architecture has introduced many challenges especially in 

maintaining the security of outsourced data. Thus, to address 

this issue, we propose in this article, a new lightweight 

encryption algorithm which consists of combining symmetric 

algorithm to encrypt data and asymmetric one to distribute 

keys. This combination helps to benefit from the efficient 

security of asymmetric encryption and the rapid performance 

of symmetric encryption while conserving the rights of users to 

access data by a secured and authorized way. Evaluation 

results prove that the processing time of our lightweight 

algorithm is faster than state-of-the-art cryptographic 

algorithms.  

 
Keywords-Cloud computing; Security; Privacy; Data 

security; Cryptography. 

I.  INTRODUCTION  

In recent years, there has been a huge proliferation of the 

distributed computing systems use and advancement. This 

increase has produced a large amount of network distributed 

paradigms, infrastructures and architectures such as Grid, 

Pervasive, Autonomic, Cloud, etc. 

Cloud computing refers to a network of computers, 

usually connected through internet, sharing an amount of 

resources scalable to reach the user’s needs and offered by a 

service provider [1]. 

The US National Institute of Standards and Technology 

(NIST) [2] defines cloud computing as follows: ‘Cloud 

computing is a model for enabling ubiquitous, convenient, 

on-demand network access to a shared pool of configurable 

computing resources (e.g., networks, servers, storage, 

applications, and services) that can be rapidly provisioned 

and released with minimal management effort or service 

provider interaction’.  

Cloud computing allows users to access software 

applications and computing capabilities, while using  

 

 

different service models: Infrastructure as a Service (IaaS), 

Platform as a Service (PaaS) and Software as a Service 

(SaaS) [3]. These three service models are described below: 

 Infrastructure as a Service (IaaS) enables the 
consumer to provide fundamental computing 
resources (such as processing, storage, networks, 
etc.). The consumer can deploy and run different 
kinds of software including operating systems.  

 Platform as a Service (PaaS): This model enables the 
consumer to deploy onto the cloud infrastructure 
applications created or acquired by the consumer.  

 Software as a Service (SaaS): In this model, the user 
can benefit of the capability of using applications 
already deployed on the cloud environment by a 
provider.  

Four deployment models are used to deploy cloud 

computing solutions. The first model is the private cloud 

which is a cloud infrastructure available only for an 

exclusive use by a single organization. It is managed by the 

organization itself or by a third party. The second model is 

the public cloud providing the cloud infrastructure to the use 

of the general public. It is owned and managed by a third 

party who is the cloud provider. The third cloud deployment 

model is the community cloud which consists of several 

organizations, having the same interests such as security 

requirements, share the cloud infrastructure. The last model 

is the hybrid cloud composed of two or more cloud 

infrastructures (private, community, or public), which are 

independent but associated, by standardized or proprietary 

technology, in order to reach information portability.  

On the other hand, there are currently several challenges 

facing cloud computing mainly related to scalability, 

interoperability and multi-tenancy. But, the most important 

issues are related to the security since cloud computing as a 

system using internet network (such as grid computing, 

embedded systems, etc.) is exposed to a number of attacks 

[4]. The cloud computing security issues can hold back its 

widespread adoption.  In fact, sharing resources in cloud 

computing causes the problem of maintaining these 

resources secured and protected from malicious access or 
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use. This problem is particularly faced on the data 

outsourced to the cloud. 

In order to provide a novel mechanism that enhances 

data security in the cloud computing environment, this paper 

introduces a new lightweight cryptographic algorithm useful 

to encrypt data outsourced to cloud storage. This proposed 

solution is based on the combination of symmetric and 

asymmetric cryptography to encrypt data. This combination 

helps to benefit from the efficient security of asymmetric 

encryption and the rapid performance of symmetric 

encryption while conserving the rights of users to access 

data by a secured and authorized way.  The paper introduces 

a comparison of the two categories of encryption algorithms 

(Asymmetric and symmetric) using various input files. 

Then, it offers an evaluation of the proposed algorithm. 

The rest of the paper deals with the following points. 

First, Section II surveys the security problems addressed by 

cloud computing. After a literature review and a description 

of existent solutions in Section III, we provide a logical 

description of the proposed algorithm in Section IV. Then, in 

Section V, we present a comparative study of a variety of 

cryptographic algorithm and we implement the new 

algorithm. Finally, Section VI proposes some final remarks 

and future works. 

II. CLOUD COMPUTING  SECURITY  

A. Trust 

Trust is defined as “the act of having confidence and 

reliance on someone or something to behave as promised” 

[5]. In computer science, trust goes through many areas, such 

as security and access control in computer networks, 

reliability in distributed systems, etc. [6]. 

The fact of outsourcing data and applications, in a cloud 

environment, delegates their control out of the owner’s strict 

control to the cloud provider. As a consequence, Trust 

depends on the deployment model and on the cloud 

provider.   

B. Cloud security issues 

Due to the novel architecture of cloud computing, many 

traditional security issues are countered effectively. 

Although, its infrastructure’s singular characteristics have 

introduced a number of distinctive security challenges.  

Security in general is related to the AIC triad, namely, 

Availability, Integrity and Confidentiality. These three 

properties have become the key aspects used in designing 

secure systems, especially, in the case of cloud computing 

architecture.  

1) Confidentiality: it refers only to authorized parties or 

systems having the ability to access protected data [6]. 

Outsourcing data, delegating its control to a cloud provider 

and making it accessible to different parties increase the risk 

of data breach. A number of concerns emerge regarding the 

issues of multi-tenancy, data remanence, application 

security and privacy [7]. Multi-tenancy refers to the cloud 

characteristic of resource sharing [6]. The cloud computing 

architecture consists of sharing different kinds of resources 

to enable multiple clients to use the same resource at the 

same time which presents a number of privacy and 

confidentiality threats. 

2) Integrity: It means that only authorized parties can 

modify assets in authorized ways and it refers to data, 

software and hardware. Data Integrity refers to protecting 

data from unauthorized deletion, modification or fabrication 

[6]. Authorization is the mechanism used by the system to 

determine what level of access a particular authenticated 

user should have to secure resources [6]. Due to the rise of 

the number of parties involved in a cloud environment, 

authorization is important to ensure data integrity. 

3) Availability: It refers to the property of a system 

being accessible and usable upon demand by an authorized 

entity.  System availability includes a system’s ability to 

carry on operations even when some authorities misbehave 

[6]. To ensure availability, the system has to be able to 

operate even if there is a security threat. The user of a cloud 

environment, who is discharged of hardware infrastructure 

requirements, relies on the availability of the ubiquitous 

network.  

III. LITERATURE REVIEW 

Information security is defined by IEEE as “the degree 

to which a collection of data is protected from exposure to 

accidental or malicious alteration or destruction” [8].  

The International Standard Organization in 2005 defines 

information security by the ISO/I EC 27002 standard. It is 

specified by the standard as “the preservation of  

confidentiality (ensuring that information is accessible only 

to those authorized to have access), integrity (safe guarding 

the accuracy and completeness of information and 

processing methods) and availability (ensuring that 

authorized users have access to information and associated 

assets when required)” [9].  

To achieve data security, many techniques are used. 

These techniques can be categorized into four categories: 

masking, erasure, backup, and encryption. In an unreliable 

environment, like cloud computing, where there is not a 

physical control over our data, cryptography seems to be the 

best way to secure outsourced data. In fact, multi-tenancy 

characteristics and easy provider access to data force us to 

ensure confidentiality through innovative techniques based 

essentially on encryption techniques and access control.  

Data encryption refers to the technique that uses 

cryptography theory to encrypt data on storage devices.  

Cryptography is the study of mathematical techniques 
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related to aspects of information security such as 

confidentiality, data integrity, entity authentication, and data 

origin authentication [10]. Cryptography systems are 

classified into two basic types: Symmetric techniques (also 

known as conventional or secret key) and asymmetric 

techniques (public key). 

Symmetric encryption consists of using the same key by 

the sender and the receiver parties. This key is used once to 

encrypt the data by the sender, and then, time it is used by 

the recipient to decrypt the data. The asymmetric encryption 

is based on the use of a pair of keys: a Public key and a 

private key. The data are encrypted by the public key which 

can be published. Then, the data are decrypted by the 

private key which must be kept secret.   

In 2012, Dimitrios et al. [6] studied in depth cloud 

security while identifying security requirements. The 

authors proposed the use of a trusted third party as a security 

solution. The solution consists of using cryptography, 

specifically public key infrastructure with Single-Sign-On 

(SSO) mechanisms [11] and the lightweight directory access 

protocol (LDAP) [11], to ensure access control, data 

integrity and confidentiality and secured communications. 

This proposed solution consists of using cryptography to 

ensure confidentiality and integrity of involved data. 

However, it does not identify encryption algorithms to be 

used. 

In 2009, Cunsolo et al. [12] proposed a mechanism to 

protect data in distributed systems (grid, cloud, autonomic, 

etc.). This technique consists of the use of a combination of 

symmetric and asymmetric cryptographic algorithms. 

Although in this scheme, only the data owner can access the 

data which contradicts the concept of sharing resources in 

the cloud environment.    

Hashizume et al. [13] presented a classification of 

security issues in different service models (SaaS, PaaS and 

IaaS). This paper offers an identification of the main 

vulnerabilities in cloud computing while presenting the 

common threats and its relations to cloud layers. In spite of 

proposing some available countermeasures, this study does 

not provide technical implementation of these solutions. 

In 2013, Rahmani et al. [14] proposed Encryption as a 

Service (EaaS) as a solution for cryptography in cloud 

computing based on XaaS concept. This solution presents a 

response to prevent the security risks of cloud provider’s 

encryption and the inefficiency of client-side encryption. 

However, there is not a comparative study of cryptographic 

algorithms which can be integrated in this solution. 

Bugiel et al. [15] proposed a secured cloud architecture 

which consists of using two clouds (twins) to perform 

computations. This model differentiates between 

computations based on their security and performance 

aspects; trusted cloud performs security-critical operations 

and the commodity cloud performs performance-critical 

operations. 

In [16], Mohammad et al. evaluated the performances of 

cryptographic algorithms (symmetric and asymmetric 

algorithms) in a cloud platform. Based on key size, the 

performance and the size of the output file, the paper offers 

a study of different encryption techniques in a cloud 

environment. Finally, it proposes to use AES algorithm to 

encrypt data but it does not propose a secure way to 

distribute encryption keys. 

Dimitrios et al. was the first proposing the use of 

cryptography to secure cloud architecture [6]. Ever since, 

many authors proposed to use cryptographic algorithms in 

the cloud storage [14][16]. But, these solutions remain 

incomplete because they do not specify which algorithm is 

recommended to encrypt data and how to distribute 

cryptographic keys while maintaining adequacy with cloud 

characteristics. 

IV. METHODOLOGY  

In this section, we provide a logical description of the 

approach proposed to countermeasure data security issues in 

cloud computing. 

A. Proposed Solution for enhancing data security in the 

cloud 

While using cloud storage, sharing resources, especially 

sharing data between data owner and authorized clients, can 

pose the risk of data breach or leakage. In fact, securing data 

in the cloud is difficult to fulfill if the client does not trust 

the service provider. The client is obliged to blindly trust the 

provider’s mechanisms but this can be hold back by the 

threats of malicious insiders among them cloud 

administrators who can access data simply.   

To ensure data security, many techniques and 

technologies were proposed among them the most efficient 

one is cryptography. The most successful approach adopted 

to secure data is symmetric cryptographic techniques. But, 

this technique alone is not efficient in a multi-tenant 

scenario; many authorized clients have the right to access 

data so the key has to be distributed to each client. The key 

management is too difficult to perform since there are risks 

in sending keys to different clients at the same time. 

The asymmetric cryptographic techniques could be a 

suitable way to ensure data security. Although, this solution 

restricts data access to the data owner which contradicts the 

multi-users aspect of cloud computing. Besides, the 

asymmetric cryptography algorithm presents a heavy impact 

on data access. This usually does not allow the encryption of 

large amounts of data in acceptable time for users. Thus, it 

is necessary to propose a new solution that can offer a trade-

off between security requirements and system performance 
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and which preserves the multi-tenancy aspect of cloud 

computing.  

The solution we propose combines the efficient security 

of asymmetric encryption and the rapid performance of 

symmetric encryption while conserving the rights of users to 

access data by a secured and authorized way. In our model, 

the data will be encrypted by a symmetric algorithm. Then, 

the symmetric key distribution between cloud provider and 

authorized users will be performed using asymmetric 

algorithm. Our new solution is basically proposed to protect 

data confidentiality and integrity using encryption. 

Moreover, the cryptographic keys are stored at cloud 

provider side, to decrypt/encrypt data and share it with other 

clients. The data stored in the cloud remain available on 

demand by authorized clients and can be accessed rapidly.  

B. Enhancing data security’s  algorithm 

The data in the cloud storage are encrypted by a 

symmetric key cryptographic algorithm. 

1) Key exchange 

The first step of the algorithm is the key exchange. This 

step is composed of two phases: key generation and key 

exchange. 

The data owner generates the symmetric key used to 

encrypt data, and then, asymmetric two keys used to encrypt 

the symmetric key. He sends his public key to the cloud 

storage, which, in turn, generates his two asymmetric keys. 

Then, the cloud storage saves the cloud public key Cpub and 

the owner’s public key Upub. In the second phase, the data 

owner requests the public key of the cloud provider and he 

encrypts the symmetric key ksym with the public key of the 

cloud provider. Finally, he sends KE to the cloud storage to 

be stored. 

The step by step algorithm describing the key exchange 

phase is reported by the diagram of Figure 1. 

 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 1.  Key generation phase. 

2) Data storage  

The second step of the algorithm is the storage of the 

encrypted data in the cloud storage. In this step, the data 

owner encrypts his data by the symmetric key ksym and he 

sends it to the cloud storage in encrypted form. This phase is 

described in Figure 2.  

DE=Encrypt (Data, ksym)

Send (DE) Receive (DE)

Save (DE)

Data owner Cloud storage

 
Figure 2.  Data storage phase. 

3) Data access  

To access the data stored in the cloud storage, the user 

requests the data from the cloud storage as shown in Figure 

3. 

Request (Data)

KUE = Encrypt (Ksym, 
Upub)

Retrieve (KE, Upub)

Ksym =Decrypt (KE, Cpriv)

Data user Cloud storage

Send (DE, KUE)

Retrieve (DE)

Receive (DE, KUE)

Ksym= Decrypt (KUE, 
Upriv)

Data= Decrypt (DE, 

Ksym)

 
Figure 3.  Data access phase. 

The cloud storage finds the encrypted symmetric key KE 

and the user public key. Then, the cloud storage decrypts the 

symmetric key KE with his own private key Cpriv and re-

encrypt it with the user public key Upub. Next, he finds the 

encrypted data and he sends it with the encrypted key to the 

user. The user, in turn, decrypts the symmetric key with his 

private key Upriv and he decrypts the data with the 

symmetric key. 

V. IMPLEMENTATION OF THE SOLUTION IN THE CLOUD 

ENVIRONMENT: RESULTS AND DISCUSSION 

A. Experimental environment 

In order to study the performance of the solution 

theoretically proposed in the previous section, we have 

implemented different kinds of symmetric and asymmetric 

cryptographic algorithms in the cloud environment. Then, 

we have implemented the hybrid algorithm proposed. 

The experimental environment consists of the cloud network 

composed by the hypervisor Xen Server (6.1), the 

middleware Openstack and the client that uses Citrix 

Desktop [17] to access to the virtual machine hosted by 

XenServer. The cloud server uses the Core I5 (4.8 GHz) 

Generate (Ksym, (Upriv, 
Upub))

Retrieve (Cpub)

Generate (Cpriv, Cpub)

Receive (Cpub, Upub)

Data user Cloud storage

Send (Cpub)
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with 4 GB of RAM and the client machine utilizes the Core 

I3 with 4 GB of RAM.   

B. Experimental results and discussion 

In this section, the study distinguishes between 

symmetric and asymmetric algorithms by implementing 

them in the same cloud environment [18]. 

In Table I, all the symmetric algorithms such as AES 

[10][19], DES [10], 3DES [10] and Blowfish [10], and 

asymmetric techniques like RSA [10] and ElGamal [10], 

have been implemented and tested using different input text 

file sizes: 1 MB, 10 MB, 50 MB and 100MB. The results 

mentioned in the table I, are the average of the encryption 

time calculated after doing the experiments three times. 

TABLE I.  PROCESSING TIME AND KEY SIZE 

 AES DES 3 DES Blowfish RSA ElGamal 

Key size 256 64 192 256 2048 1024 

F
il

e 
si

ze
 

(M
B

) 

1  0,03 0,03 0,09 0,03 332.29 2935.90 

10 0,32 0,32 0,77 0,24 - - 

50  1,61 1,89 4,49 2,13 - - 

100  4,27 5,50 7,96 5,64 - - 

 

From this analysis, we can conclude that the symmetric 

algorithms are faster than the asymmetric algorithms. 

However, the asymmetric algorithms are the most robust 

against the code breaking thanks to the lengthy keys used. 

Among the symmetric algorithms, AES has the lowest data 

processing time. Moreover, RSA is the asymmetric 

algorithm having the longest key size as shown in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.  Key size of different cryptographic algorithms. 

Obviously, Figure 5 represents the processing time of 

the implemented symmetric and asymmetric algorithms in 

the cloud environment.  

Finally, using the analysis above, we choose to evaluate 

the new algorithm proposed by combining the AES 

algorithm as the symmetric technique and the RSA 

algorithm as the asymmetric technique.  
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Processing time of different cryptographic algorithms. 

TABLE II.  PROCESSING TIME OF THE NEW HYBRID TECHNIQUE 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Processing time of the new hybrid technique. 

The data processing time composed by the encryption 

and key distribution time of the new algorithm is faster than 

the other algorithms while having the secure key 

distribution as shown in Table II and Figure 6. By this 

hybrid technique, we can achieve a rapid performance of 

data processing and an efficient security level using the key 

distribution mechanism. This new technique enhances 

confidentiality and integrity of data stored in the cloud while 

maintaining it available on-demand.  

File size (MB) 1  10  50  100  

Time (s) 

0,06 0,30 1,93 4,02 

0,02 0,22 1,54 2,89 

0,03 0,19 1,08 2,83 

Average time (s) 0.04 0.24 1.52 3.25 
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VI. CONCLUSION AND FUTURE WORK 

Data security is an open problem in cloud computing 

environment. To ensure data security, many techniques and 

technologies were proposed among them the most efficient 

one is cryptography. 

 In this work, we propose a hybrid encryption technique 

consisting of using asymmetric and symmetric 

cryptographic algorithms. In our model, the data is 

encrypted by a symmetric algorithm. Then, the symmetric 

key distribution between cloud provider and authorized 

users is performed using an asymmetric algorithm.  

This paper offers a comparison of the two categories of 

encryption algorithms (Asymmetric and symmetric) using 

various input files. Based on the output analysis, we can 

conclude that the symmetric algorithms are the more 

efficient in cloud environment thanks to the rapidity of 

processing data, among them the AES is the faster one. 

Moreover, the analysis proves that the asymmetric 

algorithms are more robust thanks to the key length used 

especially the RSA algorithm. Finally, we evaluated the 

hybrid technique using the combination of the AES 

algorithm and the RSA algorithm. This analysis proves that 

the novel technique enjoys the advantages of symmetric 

algorithm in the processing time and the robustness of 

asymmetric algorithm in key length. In fact, this new 

lightweight algorithm is faster than other cryptographic 

techniques in processing data. Moreover, it is robust and 

secured thanks to its key distribution mechanism.  

This work can be enhanced by proposing a new key 

distribution scheme which aims to give every authorized 

user the encryption key without the cloud provider 

interaction.  
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Abstract—Binary translation attempts to emulate one instruc-
tion set with another on the same or different platforms.
This important technique is widely used in instruction-set-
architecture migration, binary instrucmentation, dynamic op-
timizations, software security, and fast arhitecture simulation.
Vector and floating-point instructions are widely used in many ap-
plications, including multimedia, graphics, and gaming. Though
these instructions are usually simulated with software in a binary
translator, it is important to support them in such a way that
the host SIMD (single instruction multiple data) and floating-
point hardware is efficiently used in the translation process.
We report our design and implementation of the emulation of
ARM Neon and VFP (vector floating point emulation) instructions
in the MC2LLVM (machine-to-low-level-virtual-machine) binary
translator. Our approach can take full advantage of the vector
and floating-point functional units, if present, of the host machine.
The experimental results show that code generated by MC2LLVM
with the Neon and VFP extensions achieves an average speedup
of 1.174x in SPEC 2006 benchmark suites compared to code
generated by MC2LLVM without the Neon and VFP extensions.

Keywords–binary translation; cloud computing; LLVM;
floating-point instruction; Neon, VFP; vector instruction;
virtualization.

I. INTRODUCTION

Binary translation [14] attempts to emulate one instruction
set with another on the same or different platforms. The im-
portant technique is widely used in instruction-set-architecture
migration [4][5][13][18], binary instrucmentation [6], dynamic
optimizations [2][11], software security, and fast arhitecture
simulation [15], [17]. The Neon and VFP coprocessors [1]
are extensions to the ARM architecture. They are designed
for applications with SIMD and floating-point instructions to
meet the growing demand of computing power in embedded
systems, such as multimedia, 2D/3D graphics, and gaming.

Existing binary translators, such as QEMU (quick emula-
tor), support vector and floating-point instructions with naive
software simulation (using scalar, integer, and shift operations)
[3]. The result is poor performance. In this paper, we attempt
to make use of the vector and floating-point hardware on
the host platform, if present, to execute the Neon and VFP
instructions. Furthermore, all the related exceptions and flags
in the floating-point environment are taken care of properly.
Our system is built on top of MC2LLVM, a retargetable
static/dynamic/hybrid binary translator developed in our lab
in the past few years. The resulting performance is the key
issue in our design.

We leverage the existing LLVM backend (low-level virtual
machine) to build a high-performance and retargetable binary
translator. In this research, the emulation of Neon and VFP
architectures is layered on the top of an LLVM backend.

To be fully compliant with Neon and VFP instruction set
architectures, we need to know the details of the machine
features [1] in the Neon and VFP architectures, including
the flush-to-zero mode, the default NaN (Not a Number)
mode, and the floating-point exceptions. These details can
affect the behaviors of the Neon and VFP instructions. Our
implementation must faithfully mimic these features. We also
propose new methods to detect floating-point exceptions if the
IR layer of a binary translator does not provide the relevant
information.

To achieve a high degree of reliability, we also developed a
verification framework for testing all the emulated instructions
in Neon and VFP in order to gain confidence in the correctness
of our approaches. Verification is performed automatically.

The remainder of this paper is organized as follows: Section
2 lists the related work and background knowledge, including
Neon and VFP architectures, and describes the related termi-
nology. In Section 3, we describe the implementation details.
Section 4 illustrates the verification of the implementation.
Section 5 discusses the experimental results. Section 6 con-
cludes this paper.

II. BACKGROUND AND RELATED WORKS

In this research, we attempt to translate the Neon and VFP
instructions into LLVM IR. In this chapter, we will introduce
background knowledge and related works about the Neon and
VFP architectures, including their machine features related to
binary translation.

MC2LLVM (Machine Code To LLVM) is a process-level
binary translation system based on LLVM developed in our lab
in the past few years. It adopts the approach of the modern
compiler techniques which separate the translation process
into a frontend and a backend. The frontend translates the
guest binary into LLVM IR and then uses the existing LLVM
backend to generate the host binary from LLVM IR.

Figure 1 shows the flow of dynamic binary translation in
MC2LLVM. The emulation manager maintains and manipu-
lates the progress of the emulation, such as handling the control
transfer between translated basic blocks in code cache and
invoking the translator to translate a target basic block that
has not yet been translated. In this research, we will focus on
the translator module, which is also employed in the static and
hybrid modes.

QEMU [3] is an open source binary translation system
which supports full system emulation and, unlike MC2LLVM,
always runs in the DBT mode. QEMU has its own IR, known
as Tiny Code Generator (TCG) [3], to implement a two-stage
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Figure 1. Structure of MC2LLVM.

translation. It is able to emulate several ISAs, such as x86,
PowerPC, ARM, and Sparc, etc.

Neon is a SIMD (Single Instruction Multiple Data) proces-
sor integrated into the ARM chip. Neon provides a 64/128-bit
SIMD instruction set that provides acceleration for multimedia
and signal processing applications, such as compressed video
decoding, image processing, 2D/3D graphics, sound synthesis,
etc.

VFP is a vector floating-point processor integrated as a part
of the ARM chip. VFP provides a single-precision and double-
precision floating-point instruction set that is fully compliant
with IEEE 754 [9]. (Neon is not fully compliant with IEEE
754.)

Neon and VFP share the same extension register bank,
which is distinct from the ARM core register bank.

The Neon and VFP extensions have a shared register
space for system registers. Only the system register known
as Floating-Point Status and Control Register (FPSCR) in
this space is accessible in the application programs. FPSCR
contains the arithmetic status flags as well as the bit fields for
controlling the floating-point unit. Table I shows the bit fields
of the FPSCR register.

The DN bit controls the default NaN (not-a-number) mode,
which affects the behavior of the floating-point operations
involving one or more NaNs. The NaN processing follows the
IEEE 754 standard if the DN bit is 0. A floating-point operation
involving one or more NaNs returns the default NaN if the DN
bit is 1.

The FZ bit controls the flush-to-zero mode, which affects
the behavior of the floating-point operations. If the FZ bit is 0,
the behavior of a floating-point operation in VFP follows the
IEEE 754 standard. If the FZ bit is 1, the flush-to-zero mode
is enabled. In the flush-to-zero mode, denormalized numbers
(in the IEEE 754 standard [9], denormalized or denormal
numbers are very small numbers whose exponent fields are 0.
They are used to fill the gap between zero and the minimum
normalized number) will be flushed 0. The flush-to-zero mode
also changes the criteria for the floating-point exceptions to
occur (described in a later section). Neon always uses the flush-
to-zero mode, regardless of the value of the FZ bit.

IDC, IXC, UFC, OFC, DZC, and IOC are input denormal,
inexact, underflow, overflow, division by zero, and invalid
operation cumulative exception flags, respectively. These flags
show abnormalities during floating-point operations. A cumu-

Figure 2. Translation from guest binary to host binary.

lative exception bit is set to 1 when the corresponding floating-
point exception occurs. However, it is not reset to 0 when
the corresponding exception does not occur automatically.
These flags are usually used in applications with high safety
requirements.

III. DESIGN AND IMPLEMENTATION

The implementation of the emulation of the Neon and VFP
extensions, including the Neon and VFP registers, instructions,
and machine features, is discussed in detail in this section.

Figure 2 shows the translation flow of MC2LLVM. The
translator uses LLVM MCDisassembler [10] to disassemble
binary instructions into MCInst (the IR of MCDisassembler).
MCInst is translated by the functions we provided for each
guest instruction into LLVM IR. The LLVM IR is organized
as LLVM functions. The LLVM optimizer performs target-
independent optimizations before code generation.

A. Flush-to-Zero Mode Emulation
The flush-to-zero mode [1] is a special processing mode

that replaces denormalized operands, intermediate results, and
final results with zero while reserving the sign bit. It is used to
avoid handling denormalized numbers, thus saving execution
time. Because supports for denormalized numbers increase the
complexity in hardware design, floating-point units often save
hardware cost by simply delegating supports for denormalized
numbers to software.

The flush-to-zero mode is not compliant with IEEE 754. It
also changes the behavior of a floating-point operation and the
criteria for the floating-point exceptions in three ways: (1) In
the flush-to-zero mode, a floating-point operation can cause the
input denormal exception, which is not included in IEEE 754.
(2) The inexact exception would not be raised when a result
is rounded to zero or flushed to zero. (3) If the result of an
operation is rounded to zero or flushed to zero, the underflow
exception would be raised.

There are two operations in the flush-to-zero mode: flush-
input-to-zero and flush-output-to-zero. Each floating-point op-
eration must go through the preprocessing in LLVM IR in
which denormalized numbers are detected and replaced with
zero before a floating-point operation is performed. This is the
flush-input-to-zero operation, shown in Figure 3.

According to the definition of the flush-to-zero mode, if
the intermediate result of a floating-point operation that is
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TABLE I. Floating-Point Status and Control Register format

bit(s) 31 30 29 28 27 26 25 24
meaning N Z C V QC AHP DN FZ

bit(s) 23:22 21:8 7 6:5 4 3 2 1 0
meaning RMode reserved IDC reserved IXC UFC OFC DZC IOC

1. procedure FP32_FlushInputToZero
(operand)
2. if (IsDenormal(operand))
3. SetIDC(); // input
denormal exception
4. flush operand;
5.
6. function IsDenormal(op)
7. if (abs(op) < 0x00800000 &&
abs(op) > 0)
8. return TRUE;
9. return FALSE;

Figure 3. Algorithm for flush-input-to-zero.

1. procedure FP32Mul_FlushOutputToZero(op1,
op2, result)
2. if (isDenormal(result))
3. SetUFC(); // underflow exception
4. flush result;
5. else if (isZero(result) &&
!isZero(op1) && !isZero(op2))
6. SetUFC(); // underflow exception
7. else if (isMinNorm(result))
8. multiply op1’s and op2s
fractions with leading 1 to A;
9. if( A has 23 consecutive 1s
starting at the most significant 1)
10. SetUFC();
11. flush result;

Figure 4. Algorithm for flush-output-to-zero for single-precision
floating-point multiplcation.

produced before rounding satisfies the following condition:

(1) 0 < abs(result) < +MinNorm

where MinNorm is the minimum normalized number of the
destination precision, that intermediateg result is flushed to
zero before the rest of the floating-point operation. However, an
LLVM floating-point operation can only produce a result after
rounding. The intermediate result produced after the floating-
point operation but before rounding is invisible. Therefore, the
flush-input-to-zero operation may produce an incorrect result if
the intermediate result has already been rounded to MinNorm
or to zero. Hence the flush-output-to-zero operation, shown
in Figure 4, is introduced to flush the intermediate and final
results of a single-precision multiplication to zero.

If both operands of a floating-point multiplication are not
zero but the result is zero, the result must have been rounded
to zero. Obviously, the multiplication causes an underflow
exception. Only when the intermediate result that is produced

before rounding satisfies the following condition:

(2) +MaxDenorm < abs(result) < +MinNorm

where MaxDenorm is the maximum denormalized number
(that is, the exponent field is all 0s and the fraction field is all
1s) of the destination precision, the result could be rounded to
MaxDenorm or MinNorm. In this case the after-rounding
result may be a normalized number but it should be flushed
to zero. We can reproduce the before-rounding intermediate
result by (integer-)multiplying the two operands’ fractions. If
the intermediate result has 23 (if single precision) consecutive
1s starting from the most significant 1, that is, condition (2)
above, the result should be flushed to zero and an underflow
exception should be raised.

Different floating-point instructions come with different
emulations of the flush-output-to-zero operation. For example,
for floating-point additions, it is not necessary to consider the
two special cases (rounding to zero or to MinNorm) because
a floating-point addition is always exact (i.e., without loss of
precision) when the result is a denormalized number.

B. Floating-Point Exception Emulation
Floating-point exceptions are emulated with two methods.

The first method is by checking the exception flags in the
underlying hardware (based on C++11 Standard Library) and
the second method is by employing additional test code. The
second method is complete and more efficient than the first.
We will explain both methods in this section.

Although LLVM supports many floating-point operations,
it does not provide any information related to floating-point
exceptions. The developers of LLVM may consider that ac-
cessing the floating-point environment is unlikely to happen
and supporting them would diminish the performance because
the implicit data dependencies that might occur in the floating-
point environment. For example, setting floating-point excep-
tion flags or trapping the floating-point exceptions for further
processing may unnecessarily restrict the LLVM optimizer and
make the LLVM optimizer more complex. So we have to detect
the floating-point exceptions with additional code.

The first method for detecting floating-point exceptions
is to check the exception flags in the underlying hardware
with the fetestexcept function in the C++11 Standard
Library. Because the exception flags in the underlying hard-
ware may be changed inadvertently by the emulation manager,
translator, or other modules in MC2LLVM or LLVM during
execution, it is necessary to clear the exception flags with the
feclearexcept function before executing every floating-
point operation in order to avoid these outside disturbances.

The first method comes with several drawbacks. First,
MC2LLVM adopting this method becomes much slower than
QEMU. We used a benchmark that repeats single-precision ad-
dition one billion times. The resulting execution time is shown
in Figure 5. Furthermore, we wrote two new functions in x86

106Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-405-3

ICAS 2015 : The Eleventh International Conference on Autonomic and Autonomous Systems

                         118 / 151



Figure 5. Execution time of single-precision floating-point addition.
MC2LLVM adopts the first method for emulating floating-point exceptions.

assembly to replace fetestexcept and feclearexcept
to make emulation of floating-point operation even faster;
they are still a little (about 0.5 seconds) slower than QEMU
evaluated by the benchmark. Second, the LLVM optimizer may
reorder the instructions, which causes unexpected results.

The second method is to use additional code in LLVM IR
to detect floating-point exceptions based on the operands and
results of a floating-point operation. Normally, floating-point
exceptions are detected at various instants during the execution
of a floating-point operation. For example, the occurrence of
the underflow and inexact exceptions is determined based on
the before-rounding intermediate values of a floating-point
operation. However, we cannot obtain any intermediate values
from an LLVM floating-point operation. We could reproduce
the intermediate values with software but this would incur
high overhead. Alternatively, we use some tricks which we
will discuss in details later for better efficiency, for ex-
ample, employing other floating-point operations to test the
occurrence of floating-point exceptions and bypassing useless
detection of floating-point exceptions. We will use floating-
point additions and multiplications to illustrate this approach.
Other floating-point operations (vcvt, vdiv, vcge, vcmpe,
etc.) are handled similarly. MC2LLVM adopting this second
method is twice as fast as QEMU according to our benchmarks
(for floating-point additions) mentioned earlier. Therefore, we
decide to use this second method in our binary translator. In
what follows we will discuss the emulation of each floating-
point exceptions.

• Emulation of the Invalid Operation Exceptions
• Emulation of the Division by Zero Exceptions
• Emulation of the Overflow Exceptions
• Emulation of the Input Denormal Exceptions
• Emulation of the Inexact Exceptions
• Emulation of the Underflow Exceptions

Figure 6 summaries the emulation of a floating-point opera-
tion. Note that not all floating-point operations will go through
all the steps shown in the figure. The emulation of floating-
point operations involves many details and is error-prone for
implementation. Therefore, a good verification technique is
required for every implementation.

Figure 6. Emulation of a floating-point operation.

IV. VERFICATION OF THE BIANRY TRANSLATOR

Testing is a crucial building block in order to achieve a high
degree of reliability. It is difficult to identify the mistranslated
instructions generated by a binary translator because there are
so many translation functions in a binary translator and, due
to the complex interdependencies inherent in a floating-point
operation, it is almost impossible to determine whether an in-
struction is functionally equivalent to its translated instructions
directly.

Mistranslated instructions may produce wrong values, or
fail to raise status flags such as the cumulative exception flags
(IXC, UFC, etc.) and the cumulative saturation flag in FPSCR,
in different combinations of modes, such as the flush-to-zero
mode and the default NaN mode. Running a few benchmarks
correctly is far from being correct for a binary translator
because of low instruction coverage (an application usually
makes use of less than 5% of the 1240 instructions in Neon
and VFP), neglect of floating-point exceptions, and no mode
switching in applications. Therefore, we developed a black-
box testing framework for a binary translator, shown in Figure
7.

V. EXPERIMENTS

In order to show the performance of our translation system,
we compare the execution time of the guest binary with
and without Neon and VFP instructions on MC2LLVM and
QEMU, respectively. Since MC2LLVM can run in three differ-
ent modes, we always use the pure dynamic translation mode
in this experiments.

A. Environment
The experimental hardware is equipped with the Intel

Core i7-4770 and 8GB memory, running 32-bit Ubuntu ver-
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Figure 7. A verification framework.

(a) Performance comparison for options A and B.

(b) Performance comparison for MC2LLVM and QEMU.

Figure 8. Performance comparison.

sion 14.04. We use SPEC CPU2006 and LINPACK as our
benchmarks. All of the benchmarks were compiled into ARM
statically linked binaries with GNU GCC version 4.4.6 and
linked with uClibc library 0.9.30.2. The version of QEMU we
used is 2.1.50. MC2LLVM is layered on top of LLVM version
3.2.

We compiled SPEC CPU2006 with two configurations:
Option A (-O3 -march=armv5 -mfloat-abi=softfp -mfpu=neon
-ftree-vectorize) to tell the compiler to try to generate Neon and
VFP instructions, and Option B (-O3 -march=armv5 -mfloat-
abi=soft) to tell the compiler not to generate Neon and VFP
instructions. The LINPACK benchmark was compiled with -
O3 -march=armv5 -mfloat-abi=softfp -mfpu=vfpv3.

Among 12 integer benchmarks (CINT2006) in SPEC
CPU2006, perlbench cannot be compiled and both MC2LLVM
and QEMU failed to run gcc, a benchmark in CINT2006.
Among 17 floating-point benchmarks (CFP2006) in SPEC
CPU2006, both MC2LLVM and QEMU failed to run gromacs,
cactusADM, and sphinx3, and only MC2LLVM failed to run
tonto and games (some bugs happened when emulating them
even with Option B, without Neon and VFP support).

B. Performance
Figure 8 (a) and (b) show our comparative approaches.

Figure 9 shows the execution time ratio of SPEC CINT2006
compiled with Option A and Option B running on MC2LLVM

Figure 9. Execution time ratio of Option B/Option A on translating SPEC
CINT2006.

and QEMU, respectively. The geometric means of the execu-
tion time ratio for MC2LLVM and QEMU are 1.174 and 1.052
respectively. The results imply that MC2LLVM could process
the Neon and VFP instructions more effectively than QEMU
on average.

VI. CONCLUSION

We have finished the Neon and VFP extensions in our
binary translator MC2LLVM:

1) 1240 translations of the Neon and VFPv3 instructions
are emulated.

2) Emulation of the machine features of Neon and
VFPv3 architectures is included.

We enhance the translation capability and increase opportuni-
ties of using host SIMD and floating-point units to improve
performance in MC2LLVM. We also propose new methods by
diagnosing the input and output of a floating-point operation
to detect floating-point exceptions if the IR layer of a binary
translation system do not provide the relevant information
about their occurrences instead of emulating a floating-point
operation in software, which takes more processor time. We
also developed a verification framework for testing the em-
ulated instructions in Neon and VFP to gain confidence in
the correctness of our approaches. The experiment results
indicate that MC2LLVM is, in average, 1.24X and 2.27X
faster than QEMU on the SPEC CPU2006 integer benchmarks
and floating-point benchmarks, respectively, and have 3.36X
more throughput of the floating-point operations than QEMU
benchmarked by LINPACK.
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Abstract—In this paper, a new methodology of linguistic 
threshold schemes application for secure information 
distribution and management in Cloud Computing will be 
presented. Linguistic threshold schemes were proposed as 
extension protocols dedicated for secure information splitting 
and hierarchical management in different information 
structures. Currently, Cloud Computing infrastructure offers 
different resources and services virtualization and distribution, 
so one of the promising solutions is application of linguistic 
schemes for splitting of classified information or remote 
application execution, based on personal accessing grants. The 
essence of the presented approach is the application of a 
personally defined formal language, which allows splitting and 
securely managing strategic data in Cloud Computing. An 
example of the application of linguistic threshold procedure 
will also be presented. 

Keywords—cryptographic protocols; secret sharing 
algorithms; Cloud Computing. 

I. INTRODUCTION 
One of the emerging problems in data and services 

security is high level confidentiality and secrecy 
management in Cloud Computing infrastructure. Security 
management tasks related to distributed data shares have 
been intensively developed for various communication 
infrastructures [3][4][14][16][18]. In this contribution, we 
will describe the most important aspect related to the use of 
linguistic models for secrecy management thanks to the 
creation of a new secure information management protocol. 
Such new protocol will be based on mathematical linguistic 
techniques applied for information sharing and encoding, 
and called linguistic threshold schemes [13]. 

Mathematical linguistic formalisms have been proposed 
for computer modeling of natural languages, but later, in 
addition to such applications, other important areas of 
application appeared. All possible areas of application of 
such techniques cover: 

 
• Natural languages description and modeling; 
• Compiler construction; 
• Pattern classification [6]; 
• Cognitive analysis [7][8]. 
 

Recently, a new field for applying such techniques 
appeared, and was connected with advanced algorithms for 
information sharing [13][14][15]. The paper is organized as 
follows: Section 2 presents the general idea of using 
linguistic formalisms in creating threshold schemes. In 
Section 3, we will present an illustrative example showing 
how information may be divided using such procedures and 
distributed in the cloud. In Section 4, some concluding 
remarks will be presented. 

II. LINGUISTIC APPROACH FOR DATA AND SERVICES 
MANAGEMENT 

Secure data and services distribution and management 
are very challenging tasks. For this purpose, we will consider 
the distributed approach, in which each node will execute 
different information parts or store different service 
resources. To distribute information in a hierarchical manner, 
linguistic schemes may be applied [1][2][8][9]. 

The general methodology of such protocol is as follows: 
 
• Data sharing schemes should be selected for a 

particular infrastructure or information management 
in the cloud; 

• The secret data or strategic information should be 
converted to the bit notation; 

• A formal grammar should be introduced to define a 
new linguistic representation; 

• The linguistic representation is divided using the 
threshold procedure; 

• Secret parts may be distributed among different 
instances in the cloud (Figure 1). 

 
In such a procedure, the divided data or service 

information [7] distributed over the cloud infrastructure may 
have a different representation, e.g. in the form of bit blocks 
with various length or in the form of small images, text 
sequences, etc. 

A procedure which allows generating secret parts of any 
shared information may be realized in the following way: 

 
• Select appropriate classes of linguistic schemes used 

for considered data sharing [11]; 
• Create a linguistic representation of shared data [10]; 
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• Define a grammar generating data shadows (secret 
parts); 

• Distribute generated parts of secret data between 
different instances. 

 
Figure 1.  Data or services distribution in Cloud Computing. 

The most important feature of the presented protocol is 
the possibility to use some personal information or encoding 
keys for the divided information representation during the 
encoding stage. This means that we can rely on using unique 
digital sequences or approaches for encoding particular bits 
or bit blocks of shared information [12][13].  

A generalized grammar capable of converting blocks of 
information to a new representation, which constitutes the 
shared secret at subsequent stages, can be found in [14]. 

An introduction for encoding grammar makes it quicker 
to re-code the input representation of the shared information, 
which will then be split among different authorized 
instances. An example of generating data shares using this 
approach is presented in Figure 2. 

Such a procedure of information splitting in the Cloud 
infrastructure allows distributing data which are not available 
to all instances to be securely delivered to trusted instances. 
The security features of secret splitting algorithms are due to 
using cryptographic information encryption at the stage of 
developing these secret parts. The specialized protocols 
guarantee the security of the entire splitting process, namely, 
information encryption, its splitting, and later, its 
reconstruction [13].  

III. INFORMATION DISTRIBUTION IN THE CLOUD 
In this section, an example of encrypting and 

reconstructing secret information will be presented. The 
secret data will have the text form containing the title of this 
paper, i.e., “Secure Information and Services Management in 
the Cloud”. 

This information can be shared in the way presented in 
Figure 3, by using a linguistic threshold procedure. 

This information may also be presented in a binary form, 
with 5-bit long blocks marked. Bit blocks of this length will 
then be coded using a defined grammar. 

 

 
Figure 2.  An example of application of linguistic threshold procedure for shadow generation.  

The length of bit blocks is equal to 4, and the shares are generated using a 3, 5-threshold approach. 
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Thus, the bit representation of the secret takes the 
following form (Figure 3(A)): 

 
01010 01101 10010 10110 00110 11101 01011 10010 01100 

10100 10000 00100 10010 11011 10011 00110 01101 11101 11001 
00110 11010 11000 01011 10100 01101 00101 10111 10110 11100 
01000 00011 00001 01101 11001 10010 00010 00000 10100 11011 
00101 01110 01001 11011 00110 10010 11000 11011 00101 01110 
01100 10000 00100 11010 11000 01011 01110 01100 00101 10011 
10110 01010 11011 01011 00101 01101 11001 11010 00010 00000 
11010 01011 01110 00100 00001 11010 00110 10000 11001 01001 
00000 01000 01101 10110 00110 11110 11101 01011 00100 

 
In order to encode such a digital sequence, a special 

context-free grammar should be defined, which allows to 
encode 5-bit block using terminal symbols [13].  

From the security point of view, the grammar and the 
length of terminal symbols remain secret, but known only to 
the instances that generate and distribute secret parts. For the 
obtained bit representation of the secret, and the defined 
grammar, a syntactic analysis should be performed, which 
will generate a new sequence containing the numbers of 
grammar rules. Such grammar rules allow generating the bit 
sequence using terminal and non-terminal symbols. This 
sequence of production numbers has the following form 
(Figure 3(B)). For our secret information, the sequence of 
grammar rules has the following form: 
 

111419230730121913211705192820071430260727251221140
624232909040214261903012128061510280719252806151317052
725121513062023112812061426270301271215050227071726100
1091423073130120533 

 
Such new representation of the secret in the form of a 

sequence of production numbers is the basis for further steps 
of information sharing using the selected threshold 

algorithm. For this, a large prime number should be 
generated (Figure 3(C)). 

Then, we use the sharing algorithm to share the secret 
using a (3, 6) threshold scheme. This means that 6 shares of 
the secret are generated, but to reconstruct it again it will be 
necessary to combine at least 3 freely selected shares (Figure 
3(D)). For our example, the generated shadows are presented 
in Figure 3(E). 

The trusted instance which executes the secret procedure 
can distribute the obtained shares among authorized persons 
or instances. 

The reconstruction of the original information distributed 
between the authorized instances may be realized in the way 
described below. 

At the beginning, the selection of the necessary number 
of secret shares must be performed. In our case, we collect at 
least three shadows (Figure 3(E)), which allow 
reconstructing the original input sequence, which is really 
the sequence of production rules presented in Figure 3(F). 

In the next step, the rules of the defined grammar should 
be applied to the sequence obtained above and the 
production numbers should be replaced with bit sequences 
represented by these rules. This produces the previous binary 
representation of the originally shared secret information. 

The instance, which is necessary to restore the secret, 
uses their knowledge of the grammar employed to encrypt 
the information and converts the sequence of production 
numbers obtained in the previous stage into a binary 
representation of the secret presented in Figure 3(G). 

At the end of the secret reconstruction process, the 
managing instance reconstructs the final secret information 
having the form of letters, digits or other characters using 
information about the coding method in the given system. 
This allows the original secret to be reconstructed as 
presented in Figure 3(H). 

 

 
Figure 3.  Stages of secret sharing having textual form. 
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At the same time, it is worth noting that if the required 
number of shares of the divided information necessary to 
restore it is not selected when restoring the secret, the use of 
the threshold scheme will not generate the sequence of 
production numbers of our grammar, but some nonsensical 
information that cannot be converted into a meaningful text.  

The linguistic threshold procedure is very universal and 
may have many different applications. The main application 
is related to intelligent secret data distribution in hierarchical 
management structures [6][16][18]. In such management 
models, at each level in the management pyramid, particular 
secret data may be divided in different manners depending 
on the level, number of trusted persons and accessing grants 
to secret information. 

Such protocols may also play an important role in secret 
data distribution in cloud infrastructures. In such case, 
storing different secret parts on different cloud servers will 
affect for information confidentiality and security of 
transmission over the distributed networks. Such features are 
especially important in storing and managing a big data or 
large information repositories. The efficiency of linguistic 
threshold procedures was evaluated in [13]. 

IV. CONCLUSION AND FUTURE WORK 
We presented a new protocol for digital information 

sharing and distribution in cloud infrastructure. In particular, 
we proposed a new scheme for secret division and 
distribution between trusted instances, based on linguistic 
threshold procedures. The secret parts of the divided 
information may be obtained using the linguistic threshold 
procedure presented in this paper, which allows sharing data 
using formal grammars in a more general way than in DNA 
cryptography [11]. Such a method of information encoding 
and sharing may define new areas in cryptography and 
security called cognitive cryptography. The presented 
approach seems to be very useful in efficient information 
management in Cloud infrastructures [15][17]. 

The main difference between the presented linguistic 
approach and classic encoding cryptographic procedures is 
that our protocol is a high level sharing algorithm, allowing 
the generation of secret parts using both traditional threshold 
procedures as well as specially defined (by splitter or user) 
grammar. This grammar allows controlling the sharing stage 
in the manner defined by the splitter. The whole protocol is 
secure and efficient in generating secret parts of information 
[3][4][5]. The grammar may also influence the security level 
in this protocol. If the grammar is more complex the 
cryptanalysis will be more difficult because it will be 
necessary to determine the larger number of applied 
grammar rules.  

The presented approach has also a great number of 
possible application, especially in solving practical security 
related and management problems. In particular, it is 
dedicated to dividing secret or classified information and 
distribute it in a secure manner between trusted parties. It 
guarantees not only security and confidentiality of 

information, but also prevents against insider treats or 
unauthorized access for strategic data stored in Cloud 
Computing infrastructure or distributed architectures. 
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Abstract—This work develops a knowledge based system using 
Fuzzy Cognitive Maps (FCM) for autonomous navigation. A 
new variant of FCM, named Dynamic-Fuzzy Cognitive Maps 
(D-FCM), is used to model decision, tasks and/or make 
inference in the robot/mobile navigation. Fuzzy Cognitive 
Maps is a tool that models qualitative structured knowledge 
through concepts and causal relationships. The proposed 
model allows representing the dynamic behavior of the mobile 
robot (agent) in different environments. A brief review of 
correlated works in navigation area using FCM and Fuzzy 
Systems is presented. Some simulation results are discussed 
highlighting the ability of the mobile to navigate among 
obstacles and reach targets (navigation environment).  

Keywords - Fuzzy Cognitive Maps; Autonomous Navigations; 
Hybrid Architecture; Intelligent dynamic decision systems. 

 

I. INTRODUCTION  

Artificial Intelligence (AI) has applications and 
development in various areas of knowledge, such as 
mathematical biology, neuroscience, computer science, 
swarm robotics and others. The research area of intelligent 
computational systems aims to develop methods that try to 
mimic or approach the human’s capabilities to solve 
problems. These news methods are looking to emulate 
human’s abilities to cope with very complex processes, 
based on inaccurate and/or approximated information. 
However, this information can be obtained from the expert’s 
knowledge and/or operational data or behavior of an 
industrial system [1].  

Researches in autonomous navigation are in stage of 
ascent. Autonomous Systems have the ability to perform 
complex tasks with a high degree of success [2]. In this 
context, the complexity involved in the task of trajectory 
generation is admittedly high and, in many cases, requires 
the autonomous system being able to learn a navigation 
strategy through interaction with the environment [3]. 

There is a growing interest in the development of 
autonomous (agents) robots and vehicles, mainly because of 
the great diversity of tasks that can be carried out by them, 
especially those that endanger human health and/or the 

environment, [4][5]. As an example, we can cite Mandow et 
al. [6], which describe an autonomous mobile robot for use 
in agriculture, in order to replace the human worker through 
inhospitable activities, as spraying with insecticides.  

The problem of mobile robots control comprises two 
main sub problems: 1) navigation, determining of 
robot/vehicle position and orientation at a given time, and 2) 
guided tours, which refers to the control path to be followed 
by the robot/vehicle. Some cases have more complexity; e.g., 
a Hybrid Architecture [7] is used to develop Dynamic Fuzzy 
Cognitive Maps-based models for autonomous navigation 
with different goals: avoiding obstacles, exploration, and 
reach targets. 

This work specifically proposes the development of an 
autonomous navigation controller system using heuristic 
knowledge about the behavior of the robot/vehicle in 
different scenarios, modeled by Fuzzy Cognitive Maps 
(FCM) [8]. In this case, the robot/vehicle determines 
sequences of action in order to reach a given goal state from 
a predefined starting state.  

The FCM combines aspects of Artificial Neural 
Networks [2], Fuzzy Logic [1], Semantics Networks [2] and 
others intelligent systems techniques. Through cognitive 
maps, beliefs or statements, regarding a limited knowledge 
domain, are expressed through words or phrases, 
interconnected by simple relationship of cause and effect 
(question/non-question). In the proposed model, the FCM 
relationships are dynamically adapted by rules that are 
triggered by the occurrence of special events. These events 
must change mobile behavior. There are several works in the 
literature that model heuristic knowledge necessary for 
decision-making in autonomous navigation, e.g., Classic 
Fuzzy and FCM Systems [9]-[13]. In a similar way, the 
proposed approach in this paper is to build qualitative 
models for mobile navigation by means of fuzzy systems. 
However, the knowledge is structured and built as a 
cognitive map representing the behavior of the mobile.  

Therefore, the proposed autonomous navigation system 
must be able to take dynamic decisions to move through the 
environment and change its trajectory as a result of an event. 
For this, the proposed FCM model must aggregate discrete 
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and continuous knowledge about navigation. Actions, such 
as the decision to turn left or right, when sensors accuse 
obstacles, and accelerate, when there is a free path, are 
always valid control actions in all circumstances. In this way, 
this type of action is modeled as causal relationship in a 
classical FCM.  

However, there are specific situations, such as the need to 
maintain a trend of motion, mainly in curves, when the 
vehicle is turning left and sensors to accuse a new obstacle in 
the same direction. Due to inertia and physical restrictions, 
the mobile cannot abruptly change direction; this type of 
maneuver must be carefully executed. In this context, some 
specific situations should also be modeled in the map by 
causal relationships and concepts, but they are valid just as a 
result of a decision-making task caused by ongoing events. 
To implement such a strategy, new types of relationships and 
concepts will be added to the FCM classic model.  

This new type of FCM, in which the concepts and 
relationships are valid as a result of decision, driven by 
events modeled by rules is called Dynamic-FCM. 
Specifically, the work of Mendonça et al. [16] presents a 
type of D-FCM (ED-FCM), which aggregates the occurrence 
of events and other facilities that makes appropriate this type 
of cognitive map, for the development of intelligent control 
and automation in an industrial environment. 

Section II presents the concept of FCM and the FCM 
applied in autonomous navigation. Section III illustrates the 
D-FCM model utilized. Section IV presents the Hybrid 
Architecture and a brief background. Section V shows the 
results, and finally, Section VI presents the conclusion and 
future works. 

 

II. FUZZY COGNITIVE MAPS 

Cognitive maps were initially proposed by Axelrod [16] 
to represent words, thoughts, tasks, or other items linked to a 
central concept and willing radially around this concept. 
Axelrod developed also a mathematical treatment for these 
maps, based in graph theory, and operations with matrices. In 
general, these cognitive maps are "belief structure" of a 
person or group, allowing to infer or predict the 
consequences that this organization of ideas represents in the 
graph; in cognitive maps, a central concept is not necessary.  

This mathematical model was adapted for inclusion of 
Fuzzy logic uncertainty. In specific, linguistics terms 
generating widespread fuzzy cognitive maps. Like the 
original, FCMs are directional graphs, in which the numeric 
values are fuzzy sets or variables. The "graph nodes", 
associated to linguistic concepts are represented by fuzzy 
sets and each "node" is linked with others through 
connections [8]. Each of these connections has a numerical 
value (weight), which represents a fuzzy variable related to 
the strength of its concepts.  

The concept of a cognitive map can be updated through 
the iteration with other concepts and with its own value. In 
this context, a FCM uses a structured knowledge 
representation through causal relationships being calculated 
mathematically from matrix operations, unlike much of 
intelligent systems whose knowledge representation is based 

on rules if-then type. However, due to this “rigid” knowledge 
representation the FCM-based inference models lack 
robustness in presence of dynamic modifications not a priori 
modeled [17]. To circumvent this problem, this article 
develops a new type of FCM, in which concepts and causal 
relationships are dynamically inserted into the graph from 
the occurrence of events. In this way, the dynamic fuzzy 
cognitive map model is able to dynamically acquire and use 
the heuristic knowledge. The proposed D-FCM and its 
application in autonomous navigation will be developed and 
tested in the following sections. 

Related work using cognitive maps in the robotics 
research area can be found in the literature. Among them, it 
can be cited the work by Min et al. [12], that employs 
probabilistic FCM in the decision-making of a soccer robot 
team. These actions are related to the behavior of the team, 
such as kick the ball in presence of opponents. The 
probabilistic FCM aggregates a likelihood function to update 
the concepts of the map. A FCM is used by Pipe [13] to 
guide an autonomous robot. The FCM is designed from a 
priori knowledge of experts and afterwards it is refined by a 
genetic algorithm.  

The inference process of the FCM model can be 
calculated by the following rule given in (1) and (2); these 
equations are used in several works in the literature, e.g., 
FCM and evolutions such as Mendonça et al. [7] and Siraj, 
Bridges and Vaughn [9].   
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A review of correlated works in indoor autonomous 
navigation robotics can be found in [14]. The objective of 
this paper is to develop an autonomous explorer agent 
(robot) based in a low cost and open source platform with the 
ability to tune FCM model by interacting with the 
environment. The agent architecture is inspired by 
Braitenberg [15], who suggests the application of 
computational intelligence techniques, starting up with a 
simple model with one or only a few functionalities, and 
gradually adding new objectives to improve the exploration 
capability of the agent.  

However, our navigation system does not use a priori 
information about the environment. The FCM represent the 
usual navigation actions as turn right, turn left, accelerate 
and others. The adaptation ability to environment changes 
and to take decisions in presence of random events is reached 
by means of a rule-based system. These rules are triggered in 
accordance of “intensity” of the sensor measurements. In this 
research, the kinematic model use sensors signal and pulses 
in the right and left wheels. 
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III.  THE D-FCM MODEL 

The development of a FCM model is similar of the work 
of Mendonça et al.’s [16]. In this case, we identify 3 inputs 
related to the description of the environment (presence of 
obstacles) and 2 outputs describing the mobile’s 
movements: turn left, turn right or forward (pulses in both 
wheels). The three inputs take values from the three sensors 
located at left, right and front side of the mobile.  

These concepts are connected by arcs representing the 
actions of acceleration (positive) and braking (negative). 
Three decisions are originally modeled, if left sensor 
accuses an obstacle, the vehicle must turn to the right side 
and equally if the right sensor accuses an obstacle in the 
right side, the vehicle turns to the other side. The direction 
change decision implies in smoothly vehicle deceleration. 
The third decision is related to a free obstacle environment; 
in this case, the mobile follows a straight line accelerating 
smoothly. 

Figure 1 shows the robot (agent) for used as kinematic 
model development; however, it is not in the scope of this 
work to demonstrate the equations of the model used in the 
simulations, only the development and simulated results of 
the proposed controller. The kinematic model used have is 
similar physic characteristics, e.g., geometry (axes distance) 
and inputs and outputs development. The input concepts are 
LS (Left sensor), RS (Right sensor) and FS (Frontal sensor) 
and the output concepts are LW (Left Wheel Pulse) and RW 
(Right Wheel Pulse). The values of the concepts are the 
readings of the corresponding sensors. As a fuzzy number, 
these values are normalized into the interval [0, 1].  

 

 
Figure 1.  Structure Generic Robot using Arduino Mega 

The future navigation prototype has its position estimated 
by the numbers of pulses given by the step motors and the 
obstacle avoidance is guided by the navigation system. 
However, the prototype is under development and the focus 
of this work is in its initial results obtained by the simulator. 
Whereas the environment is partially known, only the targets 
have their position known by the robot (agent). In simulation 
time, the robot (agent) knows its position, and the new 
control actions are calculated by the D-FCM, sequentially at 
every step. 

In this work, if the target is located to the left of the 
robot, DSx is negative and is located at the rear of the robot, 
DSY is negative. The concept used is "DSx" to the lateral 
distance between the robot and the target (∆X), and "DSy" 
to the front distance (∆Y). 

Figure 2 shows the simplest case, where the agent goes 
directly toward the target (known point in the scenario). In 
this context, and two objectives were developed for the 
FCMs (avoid obstacles and reach the targets); the target 
position is known and the agent will alternate between two 
FCMs (using a finite state machine) to change its objectives. 

Figure 3 shows concepts and relationships for avoiding 
obstacles. In resume, weights w14 and w35 are positive, 
otherwise the weights w34 and w15 are negatives. These 
values are necessaries for avoiding maneuvers. The weights 
w24 and w25 are connected in the frontal sensors and 
wheels concepts, and have negative values because when 
obstacle is near, the robot should decelerate.  

 

 
Figure 2.  Scenario - Distances 

If the target is located to the left of the robot, DSx is 
negative and is located at the rear of the robot, DSY is 
negative. The values are dynamically tuned by the Hebb 
Learning algorithm [17].  

 

 
Figure 3.  D-FCM  avoid obstacles 

 

Figure 4.  D-FCM reach targets. 

Figure 4 shows the D-FCM2 which its goal is to reach 
the one or more target using distance previously knowledge 
(see in Figure 2).  

For changing D-FCM1 and D-FCM2, a finite state 
machine is used (Figure 5); the deliberative part of the 
architecture is discussed in Section IV. The switching is 
done dynamically according to the occurrence of events, at 
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first the robot will toward the target, however, it changes D-
FCM if an obstacle is at a minimum distance of 15cm.  

 

 

Figure 5.  Finite State Machine 

The language of the finite state machine is: 
• a: Start Machine for reach targets; 
• b: Change FCM for avoid obstacles; 
• c: Return Machine for reach targets again; 

 
Other developments in the FCM are known in the 

literature as E-FCM (Extended-FCM) [18], RB-FCM (Rule 
Based-FCM) [19] and the DCN (Dynamic Cognitive 
Networks) [20]. A recent survey with major variations of 
classic FCMs, in recent years, suggesting low computational 
complexity, is presented by Papageorgiou and Salmeron 
[21]. 

IV.  HYBRID ARCHITECTURE BACKGROUND 

Hybrid Architectures aims to combine the main features 
of deliberative and reactive approaches, trying to reduce the 
restriction on the scope of each of these approaches. That is, 
the hybrid architectures use determination to plan the 
actions of the robot from an internal global representation of 
the world knowledge, so the objectives of the robot can be 
achieved efficiently. Once the actions are planned, the 
action plan implementation is done using reactive 
interactions between sensors and output system, allowing 
quick actions towards changes in the environment. These 
architectures, also use deliberation to plan the actions of the 
robot from an internal knowledge representation of the 
world, so the goals of the robot can be achieved efficiently 
[22][23]. This D-FCM hybrid architecture is also inspired 
by behavior [24][25]. 

As shown in Figure 6, the proposed architecture is 
presented in a generic form to assist the D-FCM 
development. Each block represents a specific part of the 
system; the Perception System symbolizes the sensors; the 
Internal State System, the finite state machine; the Behavior 
System, the FCM´s; the Learning System, the dynamic 
learning algorithm; the Motor system, the system output; 
and at last, the Environment, the interaction with the 
environment (perception, planning and actions). This means 
that planning is not part of the perception-action cycle, 
interacting only when that organization have any relevant 
result (as an event, e.g., detecting an obstacle) of their 
planning. 

The states modeled in this study are two: get the target, 
located at a previously known point, and avoid obstacles, 

without prior knowledge of their position by the perception 
of sensors.  
 

 
Figure 6.  hybrid architecture D-FCM 

The motor system is responsible for the agent movement 
inferences on the environment, according to its current state 
dynamically tuned by a Hebb learning algorithm [17], 
through data provided by the perception system; however, it 
could be also used reinforcement learning algorithms [16]. 
This generic Hebb equation is: 

  

                                  (3) 

 
where:  is a positive constant that determines the 

learning rate, xj represents the presynaptic signal Yk 
represents the postsynaptic signal, ∆Wkj is the synaptic 
weight n. Each of the causal relationships of FCMs (Figures 
3 and 4) uses the above equation to dynamically tune theirs 
weights. 

The basic difference between D-FCM and classic FCM 
is the dynamic tuning ability of causal relationships and 
switching of two or more structures by state machine, 
according to the desired goal. 

V. RESULTS 

A two dimensional simulator was implemented in 
Matlab to study the dynamic behavior of the mobile agent. 
Several studies present FCMs results, using simulation, can 
be found in the literature [7] [12] [13] [17] [18] [20]. 

The scale used for the simulated scenario is 1:100. In 
this context, Russel and Norvig [2] suggest that, in order to 
consider an autonomous agent, it is necessary to succeed in 
at least three different simulations. Thus, the simulations 
were tested with different scenarios settings to suggest 
autonomy. Figures 7-11 show the proposed work 
simulations; the first two simulations only reach targets, in 
different scenarios. Each simulation has a crescent level of 
difficulty, as proposed and specified in [15]; observe that all 
the scenarios are static. 

)()()( nxnynw jkkj η=∆

η
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Figure 7.  Simulation 1 (Target 1) 

The simulation in Figure 7 is simple and shows the 
trajectory of the agent (robot) toward the target at a specific 
point, between first and second quadrant. It shows, in 
yellow, the trail (agent´s pose memory), and finally, it 
shows the initial and final pose of the agent. This 
explanation applies to all following figures. 

 

 
Figure 8.  Simulation 2 (target 2) 

The second experiment (Figure 8) is similar to the first 
put the show initial poses and different finals, including in 
different quadrants. It shows the navigation versatility of the 
FCM controller.  

The experiment in Figure 9 and 10 has an increase in its 
difficulty, by adding obstacles in the environment. One of 
the classic challenges is the problem of series decision 
making, i.e., an error in the second step can have influence 
in the third one, and so on [16]. 

 

 
Figure 9.  Simulation 3 (target and obstacles) 

Figure 9 suggest autonomy due results showing positive 
outcomes in different scenarios, as already mentioned. 

 

 
Figure 10.  Simulation 4 (target and obstacles) 

The simulation in Figure 11 suggests an increase in the 
autonomy of the controller’s capacity; in particular, it shows 
the difficulty of reaching the target, in the center of a spiral 
of obstacles, successfully. 

 
 

 
Figure 11.  Simulation 5 (spiral) 

 

VI.  CONCLUSION 

 
This paper developed a hybrid autonomous navigation 

architecture based on a new type of fuzzy cognitive maps, 
named dynamic fuzzy cognitive map, D-FCM. 

The initial results obtained from the simulations were 

convincing, because the mobile agent accomplished the goal 

of reaching the target with a maximum error of few 

centimeters deviating from obstacles. However, in a real 

environment, it is difficult to reach the same precision.  
Some difficulties presents in real robots, e.g., ghost 

signal (in particular, ultrasound sensors), noise, and others, 

were not considered in the simulations. However, the 

variations of scenarios with obstacles, highlighting the 

scenario with a spire of obstacles, suggest that hybrid 
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architectures for autonomous robots navigation can handle 
achieving goals in different scenarios, with crescent degrees 
of difficulties. 

Future work aims to compare the proposed controller 
with other intelligent techniques, like Classic Fuzzy or 
Adaptive Fuzzy and ANFIS, by comparing number of 
maneuvers and time required for achieving the objectives, 
and then, by improving the complexity of the scenarios 
using walls with 90 degrees.  

Another target is to embed this system into a real robot 
using an open source development platform, such as low 
cost microcontroller (e.g., Arduino), due FCMs low 
computational complexity. Finally, a test phase is scheduled 
for the proposed controller in dynamic scenarios, such as in 
the presence of mobile and/or surprise obstacles. 
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Abstract—This paper focuses on analysis of effective 

interaction techniques of agents in multi-agent systems used 

for real-time scheduling. The paper describes two approaches 

to the organization of the interaction of asynchronously 

working software agents. The supply network scheduling case 

is considered to show the difference in how the interaction goes 

on. The comparison shows how well each approach allows 

parallel processing, and subsequently, how fast the scheduling 

can be done on multi-core hardware. The pros and cons of the 

approaches are described, as well as ways to achieve better 

quality. Finally, the results of processing of real data using the 

approaches are given. The results show a higher effectiveness 

of one of the approaches in real-time supply scheduling. 

Keywords—real-time; scheduling; software agent; multi-

agent; supply chain; supply network; supply demand; interaction 

protocol; agent negotiation; asynchronous interaction; 

processing speed; parallel processing; schedule quality. 

I. INTRODUCTION 

Growing complexity and dynamics of modern global 
market demand new paradigms in resource management 
[1][2]. New revolutionary approach to increase efficiency of 
business is associated today with real-time economy, which 
requires adaptive reaction to events, ongoing decision 
making on resource scheduling and optimization and 
communication results with decision makers. 

Multi-agent technology is considered as a new design 
methodology and framework to support distributed problem 
solving methods in real-time scheduling and optimization of 
resources [3][4]. 

The main feature of real-time scheduling and 
optimization methods is to produce a result in the specified 
moment of time or time interval, reacting to unpredictable 
external and internal, constructive or destructive events (new 
order coming, order is cancelled, resource unavailable, etc.). 

The quality and efficiency of decision making in resource 
scheduling and optimization process can be influenced by 
the number of factors: the intensity of events flow, the 
number and current state of resources, individual specifics of 
orders and resources, time interval between the events and 
processing time for events, productivity of resources and 
many others. 

A big challenge is to ensure that certain quality of 
scheduling results is achieved in a short time after the event 
to make it possible to finish the processing before the next 

event and to always have a valid schedule needed for 
decision-making. 

Figure 1 illustrates the difference in actuality of 
scheduling results (how well they reflect reality) in the 
changing environment. Having frequent data updates, it 
becomes more important to process them faster to get a valid 
result (green line). Otherwise, one can use a lengthy 
processing to get an optimal result (yellow/red line), but this 
result does not consider the last changes. Then, we are forced 
to always base your decisions on an optimal, but outdated 
picture. 
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Figure 1. Real-time adaptive scheduling results. 

One of the main problems of classical methods and 
algorithms [5][6] is that complexity of scheduling with new 
criteria grows exponentially. This makes their applications 
very limited in practice. Many heuristic methods allow 
obtaining close to optimal solution within a reasonable time. 
Hybrid heuristic algorithms integrate traditional dispatching 
rules with genetic, neural, swarm and other approaches. 
Obvious disadvantages of the centralized methods of 
scheduling and optimization resource management lead to 
development other approaches, in particular distributed 
problem solving methods. Bio-inspired evolutionary (genetic 
and swarm) algorithms are applied both in centralized and 
decentralized systems [7]-[9]. They have proved to be more 
useful, reliable and generic scheduling and optimization tool 
for business. One of new approaches is based on bio-inspired 
distributed problem solving of resource scheduling problems 
based on multi-agent technologies with economic reasoning. 
This approach can combine benefits of bio-inspired, DCOP 
and virtual market methods based on multi-agent technology 
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and is designed to support self-organization of schedules to 
provide flexibility in event processing. Multi-agent resource 
allocation is used for job scheduling and some other tasks 
[11]. In our paper, we consider a more specific practical case 
of supply scheduling and compare the interaction approaches 
from the perspective of their use in real-time application. 
There are other researches done regarding the use of multi-
agent approach in supply chain scheduling, including 
analysis of high-level protocols (Combinatorial Auctions, 
Bargaining Processes, Random Search, Knowledge Based 
Systems, Learning Systems) [12][13], but they do not focus 
on the analysis of benefits of different agent assumptions in 
asynchronous environment. 

To solve the problem of multi criteria scheduling and 
optimization it is suggested to use Demand-Resource 
Network concept (DRN) based on holonic approach and 
compensation method for real-time resource management on 
a virtual market [10]. In accordance with this distributed 
approach, initial complex problem is decomposed into more 
simple and specific problems – to schedule and optimize 
orders, resources and products with the use of demand and 
supply agents. All agents are working continuously trying to 
maximize their objective functions and use money to solve 
conflicts by negotiations and finding trade-offs (until local 
optimum is reached or time is expired) with compensations 
in case that some of them change position losing money.  

Objectives, preferences and constraints of agents are 
defined by individual satisfaction functions and 
bonus/penalty functions. As the result of agents decision 
making, a local balance is reached and situation when no 
agent can change position is recognize as a consensus which 
stops computations. As a result, the solutions (the schedule 
of resource usage) comes not from one algorithm but evolves 
(emerges) dynamically in process of agents interactions and 
negotiations. Solution search and adjustment process stop 
when the consensus is found or when the time limit is 
exceeded for finding a solution, and if not the whole - but 
partial problem solution will arrive that will be interactively 
finalized by the user. 

The use of multi-agent approach provides many potential 
benefits and possibility to speed up the scheduling by use of 
parallel processing of asynchronous agents. Still, this 
possibility depends on how the agents interact with each 
other and on their dependence on each other in decision 
making. Obviously, the scheduling task requires a lot of 
information to be transferred between the agents to allow a 
better search for result. This transfer not only takes time 
itself, but also may force the agents to wait each other. In this 
paper, we consider two fundamental approaches to agent 
interactions related to the question when the agent should ask 
or wait for information, and when it can make independent 
decisions. 

In Section II, we describe what approaches to agent 
interactions we consider in this paper. In Section III, we 
compare the interaction schemas based on particular supply 
routing example. In Section IV, we show how the lack of 
resources in the supply network affects the interactions, 
performance and quality of results, and propose the ways to 
mitigate the drawbacks. In Section V, we compare the 

approaches based on a more complex case of competing 
orders in supply network. In Section VI, we provide the 
results of comparison based on real supply network data, 
including the difference in performance and quality of the 
approaches. In Section VII, the conclusion is given. 

II. APPROACHES TO AGENT INTERACTION IN SUPPLY 

SCHEDULING 

In this paper, we compare two different approaches to the 
organization of multi-agent interaction in relation to the 
supply scheduling. One approach is based on request and 
reply and follows the rejection presumption principle, which 
means that if no reply is given it is an equivalent of rejection 
(sender must wait for an answer). This approach is referred 
to as rejection assumed interaction in the paper. Another 
approach is based on the acceptance presumption principle, 
which means that without explicit rejection from the 
counterpart of communication the acceptance of request is 
assumed. This approach is referred to as acceptance assumed 
interaction in the paper. Of course, this relates to the requests 
that do not require an informational feedback, but only ask 
another site to do something, while the feedback is optional. 

Let us consider the difference based on a simple example 
of a network consisting of one shop and two storages that 
can supply it (Figure 2 and Table I). 
 

2

3

2

Shop

Storage A

Storage B
 

Figure 2. Example of supply network. 

There is an order at the Shop for one item of Product. 
Transportation costs are listed in Table I, and there are no 
other costs. 

TABLE I. TRANSPORTATION COSTS 

Source Destination Cost per item 

Storage A Shop 2 

Storage B Shop 3 

Storage B Storage A 2 

 
In the simplest example, we have enough stock at both 

storages. The rejection assumed interaction looks as the 
following, in this case (Figure 3). 
 

Shop Storage A Storage B

supply mea

b

c

accepted

 
Figure 3. Interaction based on rejection presumption. 
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It is an obvious case. The order at the shop requests the 
cheapest channel (channel from Storage A costs 2 while the 
other channel is 3) if the Product can be delivered and gets 
the positive reply. The interaction takes three steps in total. 
Two of them (‘a’, ‘b’) are time consuming, as they may 
require some analysis, while ‘c’ does nothing, but still takes 
some time to initialize the agent and process the message. 
For the sake of simplicity, let us decide that steps with 
analysis take 1.0 time unit, while steps without significant 
data processing take 0.1 time units (tu). In this case, the total 
is 2.1 tu. 

If we consider the acceptance assumed interaction for 
this case, the only difference is that we do not need the last 
step (Figure 4), as we assume the request is accepted and the 
supply is possible. Therefore, the total time for processing is 
2.0 tu. 
 

Shop Storage A Storage B

supply mea

b

 
Figure 4. Interaction based on acceptance  presumption. 

It is important to note that even if an additional 
processing is needed at the shop to obtain a final result 
(schedule) after the supply request is considered accepted, in 
acceptance presumption case this happens immediately after 
the request is sent and does not take additional time, as being 
done in parallel with the request processing at the storage. 

III. AGENT INTERACTION IN SUPPLY ROUTING SCENARIO  

Now, let us consider a less trivial case, where Storage A 
is empty. The order at the Shop does not have this 
information and still asks it first in the hope to get cheaper 
supply. This leads to the following sequence of interactions. 
 

Shop Storage A Storage B

supply mea

b

c

d

f

supply me

accepted

costs: 2

g

cancel

h

cancel

i

j

cancelled

cancelled

k

l

supply me

accepted

 
Figure 5. Routing based on rejection presumption. 

Storage A, in this case, at step ‘b’, cannot fulfill the 
request and sends a supply request to Storage B. At step ‘c’, 
Storage B reserves the stock (creates its own schedule) and 
sends the acceptance. Then, on step ‘d’ the Storage A sends 
the acceptance with the additional cost of transportation from 
B to A. This actually tells the order at the Shop that the total 
cost of supply will be 2 (from A to Shop) + 2 (from B to A) 
= 4. This is more than the cost of transportation from B to 
Shop, which is 3. This makes the order to try another 
channel. It cancels the previous request (in order to let A and 
B update their schedule and free the reserved stock) and asks 
the Storage B directly. The whole interaction takes 11 steps, 
with four of them (‘d’, ‘i’, ‘j’, ‘l’) being just fast reply 
processing. Therefore, the total scheduling time is 7.4 tu. It 
might be unclear why the steps ‘j’ and ‘l’ are “short”. It is 
because we consider the scheduling process at Shop to be 
almost completely done at step ‘f’. When Shop gets the cost 
reply from Storage A, it has to re-build the schedule to be 
supplied from Storage B. This may happen in slightly 
different ways across the steps ‘f’, ‘j’, and ‘l’, but the total 
re-scheduling time at Shop is assumed to be 1 tu in average, 
and we just associate this time with the step ‘f’. 

If we use the acceptance assumed interaction, we get a 
significantly different picture (Figure 6). 
 

Shop Storage A Storage B

supply mea

b

d
c

supply me

costs: 2

f

cancel

h

cancel g

supply me

 
Figure 6. Routing based on acceptance presumption. 

We have 7 steps here in total, but all of them are time 
consuming. More important is that the messages are sent to 
several recipients at steps ‘b’ and ‘c’ as we do not wait for 
reply, and the corresponding sites process them in parallel. 
The steps ‘c’ and ‘d’ go in parallel, as well as ‘f’ and ‘g’. 
This allows packing of all the 7 steps into 5.0 tu instead of 
7.4 tu of synchronous interaction. 

It is important to note that rejection assumed interaction 
does not mean synchronous processing (scheduling, in our 
case). There are still things you can do in parallel. For 
example, interactions happening in different parts of the 
network can go in parallel. However, with the increasing 
number of events to be processed also the likelihood of 
touching the same site increases. If this happens, we need to 
wait until the first event is processed completely. 

IV. AGENT INTERACTION IN RESORCE DISCOVERY 

SCENARIO 

However, there is a drawback in acceptance assumed 
interaction, which is clearly seen on the following example. 
Let us take the case, where the stock at the Storage B is 
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limited to just one item. If we use rejection presumption, the 
scheduling process and the result are exactly the same as if 
the stock is not limited, which is correct. But, if the 
acceptance presumption is used, we get the following 
interactions (Figure 7). 

At step ‘g’, it happens that the one item in the stock of 
the Storage B is reserved for the Storage A. The reservation 
takes place at step ‘d’, and the cancellation is now on its 
way, but the direct request comes faster due to asynchronous 
nature. This forces the Storage B to reject the direct request 
from the Shop. Consequently, the Shop asks Storage A 
again. This not only adds the steps to the interaction and 
2.0 tu of processing time, but also leads to the non-optimal 
result. The Shop is supplied, but the cost is higher, because it 
is supplied indirectly. 

This non-optimality can result in a lower quality of the 
final schedule, but it happens only in the specific situation 
when there is lack of stock and re-negotiation between sites 
takes place at the same time. Even if rejection presumption is 
used, similar situation still can happen when several orders 
compete asynchronously. In practical cases, the lack of stock 
affects a very small part of the orders and the decrease in 
scheduling is normally acceptable, as the whole scheduling 
process does not normally achieve a global optimum. Still, 
this decrease can be a problem in some cases. 
 

Shop Storage A Storage B

supply mea

b

d
c

supply me

costs: 2

f

cancel

i

cancel

g

supply me

h

rejected

j

k l

supply me

costs: 2

supply me

 
Figure 7. Resource discovery based on acceptance presumption. 

Fortunately, there are ways to avoid this problem. One of 
them is to postpone rejection. With this approach, the site 
requested for supply does not send the rejection immediately, 
but waits for the specific number of steps (to be decided 
later). If the rejection is still needed after several steps (no 
other requests were cancelled) – it is sent. If we do so in the 
last case, the rejection is not sent on step ‘g’, and on step ‘i’ 
it is no longer needed. The scheduling goes in the same way 
as in the unlimited stock case (no rejection is sent because 
the cancellation comes at step ‘h’) taking 5.0 tu and optimal 
result (Figure 6). The weakness of this method is in the 
necessity to specify the number of steps to postpone the 
rejection. The number should be high enough to let all the 
asynchronous cancellations to come before the rejection 
should be sent. This depends on the structure of the network. 
And, in the cases when the request really should be rejected 
the postponement increases the total scheduling time by the 

number of the specified postponement steps. But the 
rejection postponement is needed only when the stock is 
short, which is less than 5% of the requests during the 
scheduling and does not affect the total timing significantly. 

Another method is to track the final product recipient 
(root order) in the messages so that the site (Storage B, in our 
case) knows whom the stock is reserved to. If it gets a new 
request for the same root order, the previous reservation is 
cancelled automatically. This method also works perfectly 
and does not depend on the network structure. But the need 
to check the reservations in the stock for specific order 
increases the scheduling time at the site. We use this method 
in practice due to its simplicity and reliability. 

V. AGENT INTERACTION IN COMPETING ORDERS 

SCENARIO 

The next two examples concern the comparison of the 
interaction protocols in the situation when there are several 
competing orders in the network. Taking the case where we 
have empty stock at Storage A and sufficient stock at Storage 
B, let us introduce one more sales point in the network to 
make it look like on the following picture. Now, we have an 
order at each of the two shops (Figure 8 and Table II). 
 

2

3

2

Shop Z

Storage A

Storage B

Shop Y
1

2

 
Figure 8. Supply network with two competing orders. 

TABLE II. TRANSPORTATION COSTS IN THE NETWORK WITH TWO 

COMPETING ORDERS 

Source Destination Cost per item 

Storage A Shop Z 2 

Storage B Shop Z 3 

Storage B Storage A 2 

Storage A Shop Y 1 

Storage B Shop Y 2 

 
Following the rejection presumption principle, the sites 

cannot process next request until they get a response from 
other sites regarding the previous request. Thus, in our case 
the Storage A becomes a bottleneck because both shops ask 
it first (as potentially cheaper source), and it cannot answer 
them both until Storage B answers the request. For example, 
the request processing is blocked at the Storage A on the 
steps ‘c’, ‘d’, and ‘e’ on the following diagram (Figure 9), 
which leads to the delay of the processing of the request 
from the Shop Y on step ‘g’. 

Specifically, when Storage A gets a request from Shop Z 
at step ‘c’, it sends a request for this product to Storage B (as 
it does not have it in the stock). When the request from Shop 
Y comes (almost the same time as from Shop Z), it cannot be 
processed until the request to Storage B is accepted. 
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We consider only one product in the network in the 
paper, so the orders compete for the same stock. If you get 
requests for different products, they theoretically may be 
processed immediately one after another, but this is an 
abstract situation. In practical tasks there are much more 
interdependencies between resources and demands other 
than just product type. For example, the channel capacity 
between Storage A and Storage B, or the dispatch capacity at 
Storage B can be limited, or the transportation cost may 
depend nonlinearly on the volume transported. This prevents 
Storage A from answering the second request even if it is for 
a different product, until the acceptance of the first delivery 
is received (or assumed). 
 

Shop Z Storage A Storage B

supply mea

c

d

e

f

supply me

accepted

costs: 2

j

cancel

l

cancel

m

n

cancelled

cancelled

r

s

supply me

accepted

Shop Y

b

g

supply me

h

i

k

accepted

supply me

costs: 2

o

cancel

p

q

cancel

cancelled

cancelled

t

u

supply me

v

accepted

 
Figure 9. Competitive interactions with rejection presumption. 

The complete processing of the two orders with this 
approach takes 22 steps. Considering that some of them are 
done in parallel and some of them are very quick, this exact 
sequence takes 12.4 tu. 

Actually, we do not consider here the fully synchronous 
interaction that requires all events to be processed separately. 
It means that the order from the Shop Z is completely 
processed first, and only then the processing of the order 
from the Shop Y starts. This forces the whole sequence to go 
in one thread and take 16.6 tu. 

The next diagram (Figure 10) shows the interactions 
using acceptance presumption protocols. 

 

Shop Z Storage A Storage B

supply mea

c

e

supply me

costs: 2

g

cancel

h

supply me

Shop Y

b

supply me

costs: 2

cancel

supply me

d f

i

cancel

 
Figure 10. Competitive interactions with acceptance presumption. 

One can see that, in this example, the structure of the 
interactions is the same as in the case where we had only one 
order. The whole process goes as much as possible in 
parallel and takes the same 5.0 tu. The significant difference 
from the rejection presumption case is that at some steps 
several requests are processed by the site simultaneously. 
From one point of view, such steps should take more time, 
but from the other point of view, the processing of several 
requests at once never takes more time than separate 
processing of the same requests. What is more important, 
having several requests at once allows avoiding blind 
decisions that should be re-considered when the next request 
comes. A separate paper is dedicated to this phenomenon. 

VI. COMPARISON BASED ON REAL DATA 

Thus, based on the examples above, the theoretical 
comparison of the two approaches is shown in Table III. 

TABLE III. EXAMPLES SUMMARY 

Case Fully 

synchronous 

processing 

Rejection 

presumption 

(tu) 

Acceptance 

presumption 

(tu) 

One-level 
depth 
interaction. 

2.1 2.1 2.0 

Two-level 
depth 
interaction 
without 
resource 
constraints. 

7.4 7.4 5.0 

Two-level 
depth 
interaction 
with 
resource 
constraints. 

7.4 7.4 7.0 

Two 
orders, 
two-level 
depth 
interaction. 

16.6 12.4 5.0 
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The practical cases are much more complex in terms of 
the depth of interactions as well as of the number of events 
processed in parallel. We used a real client data including 
more than 300 sites in the network (part of which is fully 
interconnected) and about 10 000 orders to model different 
interaction protocols. The network to be scheduled includes 
several factories, their storages that can interexchange 
materials and final products, and customer distribution 
centers that should be supplied. The model also includes 
production scheduling and some other features that affect the 
processing time in different situations. The modelling has 
been done using 16-core processor. Table IV presents the 
results of the modelling. 

TABLE IV. REAL DATA PROCESSING 

 Processing 

time (ms) 

Messages 

between 

sites 

Achieved 

quality ($) 

Fully 
synchronous 
processing 

737236 3200 1813499 

Rejection 
presumption 

191334 3140 1813359 

Acceptance 
presumption 

50275 2333 1812240 

 
The slight difference in quality between the synchronous 

processing and the rejection presumption most probably 
happens because of asynchronous stock competition between 
different orders. 

Comparing the last two rows we can see that the use of 
acceptance presumption approach gives us 3.8 times faster 
processing and decreases the quality by about 0.1%, which 
seems to be a fair price in most cases. 

VII. CONCLUSION 

The acceptance assumed interaction works much better 
than the rejection presumption in multicore and especially in 
distributed environments because waiting for reply there is 
especially costly. However, it is fragile in non-reliable 
communication environments. If the requested site in the 
network does not implement the request and does not send 
the rejection, the requesting site works in wrong assumptions 
and the whole schedule is not consistent. This is why it can 
only be used within well-communicated infrastructure, 
normally related to one company. 

We use the acceptance presumption approach in the 
industrial applications for supply networks management. 

It is also important to make a research how the two 
approaches can be combined in some way during the 

interaction. Although the acceptance presumption looks 
working better in most cases, especially below the resource 
limits, which is over 90% of the practical cases, the rejection 
presumption may still allow getting results of higher quality 
without using workarounds in the low resource situations. 
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Abstract—This paper investigates the topological entropy of
continuous-time polytopic systems. The topological entropy is a
measure that quantifies the instability in dynamical linearsystems
and has important applications in autonomous systems. Polytopic
systems are dynamical linear systems whose coefficients arefunc-
tions of an uncertain vector constrained into a polytope. A novel
approach is proposed for establishing upper bounds of the largest
topological entropy of continuous-time polytopic systemsbased
on the Routh-Hurwitz stability criterion. The upper bounds are
established through Linear Matrix Inequality (LMI) feasib ility
tests, which amount to solving convex optimization problems. A
numerical example illustrates the proposed approach.

Keywords–Topological entropy; Polytopic systems; LMI.

I. I NTRODUCTION

The topological entropy is a measure that quantifies the
instability in dynamical linear systems. This measure is defined
as the sum of the real part of the unstable eigenvalues in the
continuous-time case, and as the product of the magnitude
of the unstable eigenvalues in the discrete-time case [1]. The
topological entropy has important applications in autonomous
systems where it is required to ensure stability with communi-
cation constraints [2]. For instance, this measure can be used to
establish the existence of stabilizing state feedback controllers
in the presence of constraints on the signal-to-noise ratio[3].
See also [4] [5] for other uses of this measure.

Unfortunately, the mathematical model of a control system
is often affected by uncertainty, e.g., representing physical
quantities that cannot be measured exactly or that are subject
to changes. As a consequence, one has to consider a family of
admissible models depending on the uncertainty. Clearly, the
instability measures become functions of the uncertainty,and
the target is to determine the largest instability measuresover
the admissible uncertainties.

In the literature, the topological entropy of continuous-time
uncertain systems has been investigated in [6] [7] through con-
vex optimization. However, these methods exploit Lyapunov
functions [8] and determinants, and cannot be easily used for
control design because the presence of an unknown controller
would lead to the formulation of nonconvex optimization
problems.

In order to deal with this drawback, a novel approach is
proposed in this paper for investigating the topological entropy
of continuous-time uncertain systems. Specifically, polytopic
systems are considered, i.e., dynamical linear systems whose
coefficients are functions of an uncertain vector constrained
into a polytope. It is shown that upper bounds of the largest

topological entropy can be established based on the Routh-
Hurwitz stability criterion through LMI feasibility tests, which
amount to solving convex optimization problems. A numerical
example illustrates the proposed approach.

The paper is organized as follows. Section II introduces
the preliminaries. Section III describes the proposed results.
Section IV presents an illustrative examples. Lastly, Section V
concludes the paper with some final remarks.

II. PRELIMINARIES

Notation: R,C: sets of real and complex numbers;
ℜ(M),ℑ(M): real and imaginary parts ofM ; I: identity
matrix (of size specified by the context);M ′: transpose;
M > 0, M ≥ 0: symmetric positive definite and symmetric
positive semidefinite matrix;λi(M): i-th eigenvalue ofM ;
spec(M): set of eigenvalues ofM ; ‖M‖2: 2-norm of v;
M2: entry-wise square; Hurwitz matrix: a matrix whose
eigenvalues have negative real parts.

Let us consider the continuous-time uncertain system

ẋ(t) = A(p)x(t) (1)

wheret ∈ R is the time,x(t) ∈ Rn is the state,p ∈ Rq is an
uncertain vector constrained by

p ∈ S (2)

whereS is the simplex

S =

{

p ∈ R
q : pi ≥ 0,

q
∑

i=1

pi = 1

}

, (3)

andA(p) ∈ Rn×n is a matrix polynomial.

Let B ∈ Rn×n. The topological entropy ofB is defined as

µ(B) =

n
∑

i=1

max {0,ℜ(λi(B))} , (4)

i.e., as the sum of the real part of the unstable eigenvalues of B.

Problem 1. The problem that we consider in this paper
consists of determining the largest topological entropy of(1)–
(3), i.e.,

µ∗ = sup
p∈S

µ(A(p)). (5)
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III. PROPOSEDAPPROACH

The first step of the proposed approach is to introduce a
matrix whose eigenvalues are all the possible sums of the
eigenvalues of a given matrix. Specifically, letB ∈ R

n×n

the given matrix, and letk = 1, . . . , n denote the number of
eigenvalues that have to be multiplied. We denote withΩk(B)
the matrix function whose eigenvalues are all the possible sums
of k eigenvalues ofB, i.e.,

spec(Ωk(B))

{

k
∑

i=1

λzi(U), z ∈ Ik

}

(6)

whereIk is the set ofk-tuples in{1, . . . , n} defined by

Ik = {(z1, . . . , zk) : zi ∈ {1, . . . , n},

zi < zi+1 ∀i = 1, . . . , k − 1}.
(7)

The matrix functionΩk(B) can be built for any positive
integer n and for anyk ∈ {1, . . . , n} following the idea
described by Bellman [9].

The second step of the proposed approach is to build a
modified Routh-Hurwitz table. Specifically, letB ∈ R

n×n and
θ ∈ C. Let us define

f(θ,B) = det (θI −B) (8)

which is a polynomial inθ. We denote withgi,j(B) the (i, j)-
th entry of the table obtained forf(θ,B) under the following
constraints:

1) gi,j(B) is a polynomial inB;
2) gi,1(B) > 0 if and only if B is Hurwitz.

The third step of the proposed approach is to exploit convex
optimization. Specifically, letw > 0, and fork = 1, . . . , n let
us define

hi,k(p, w) = g2i,1 (Ωk(A(p)) − wI) (9)

which is a polynomial inp. Let mi,k(p, w) be the homoge-
neous polynomial inp with the minimum degree satisfying

mi,k(p, w) = hi,k(p, w) ∀p ∈ S. (10)

Let di,k denote such a degree. Then, a condition for establish-
ing thatw is an upper bound ofµ∗ can be obtained by looking
for a scalarε > 0 such that

mi,k(p
2, w)− ε‖p‖

2di,k

2 is SOS∀i, k (11)

where SOS stands for sum of squares of polynomials.

The condition (11) amounts to solving a convex optimiza-
tion problem because establishing whether a polynomial is
SOS amounts to establishing feasibility of an LMI; see, for
instance, [10] and references therein. It can be shown that
the condition (11) is sufficient for establishing thatw is an
upper bound ofµ∗. Moreover, it can also be shown that this
condition is also necessary by suitably increasing the degree
of the polynomial in (11) following the ideas in [11].

IV. EXAMPLE

Let us consider for simplicity (1)–(3) with

A(p) = p1

(

3.4 2.9
−1.6 −1.6

)

+ p2

(

−2.9 −4.1
4.5 0.3

)

.

We test the condition (11) for different values through bi-
section, finding that the best upper bound guaranteed by this
condition is

µ̂ = 2.457

(the condition (11) is equivalent to an LMI with 4 scalar
variables and can be solved in less than one second on standard
personal computers). Brute force search shows that this upper
bound is tight, i.e.,µ∗ = µ̂. Indeed,

p = (0.785, 0.215)′ ⇒ A(p) = µ̂.

V. CONCLUSION

A novel approach has been proposed for establishing
upper bounds of the largest topological entropy in continuous-
time polytopic systems. The proposed approach can be easily
implemented with standard software, moreover the numerical
example has shown that the computational burden can be
significantly low and that the upper bounds can be non-
conservative. Future work will explore the use of the proposed
approach for control design.
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Abstract—In this paper, a torque control method in task-space
for redundant manipulators with friction is proposed. A previous
simple control approach based on virtual spring damper hypothe-
sis is used to generate human-like motions. The method is efficient
in the system which is difficult to identify the exact dynamics,
however, the controller has steady state errors. To eliminate the
steady state error, the gravity and friction, which is the part of
the system dynamics, are compensated. Although the gravity and
friction are compensated, the error of the modelling remains in
the system. Hence, to reduce the nonlinearity, unknown effects,
and modelling errors of the system, a torque controller based
on Time-Delay Control (TDC) that eliminates the friction and
unknown effects, is used. The performance of the control method,
in Cartesian space control, is experimented with the torque sensor
based 3-joints robot manipulator.

Keywords–Task-Space; Virtual spring damper hypothesis; Time-
Delay Control(TDC).

I. INTRODUCTION

Recently, many robot research for redundant manipulators
have been developed, and to control the robot precisely in task-
space has been an issue, especially for industrial robots. The
traditional control method is to compute the inverse kinematics
of the system [1][2][3]. The control input is computed from
the joint angle velocity, which is calculated from the given
end-effector velocity. Another approach is to create the control
input directly from the inertia matrix and Coriolis and centrifu-
gal force, which is called the inverse dynamics approach [4].
However, these control methods are especially difficult to
compute in redundant systems because of the calculation for
pseudo-inverse of the Jacobian matrix. Therefore, a simple
approach that does not need for any computation of the inverse
kinematics nor dynamics which is proposed by Arimoto et al.
is considered. This is a natural control method based on virtual
spring-damper hypothesis [7]-[11], which offers human-like
motions. In this paper, the natural control method based on
virtual spring damper hypothesis is used for the task-space
controller.

For precise control of the end-effector, the dynamic model
of the system is required. However, non-linearity of the system
makes it difficult to model and causes control problems. The
non-linearity of the system is the friction from the harmonic
drive and bearing, noise and flexibility of the sensor, and
dynamic modelling error of the plant. To deal with these prob-
lems many researches have been proposed such as using an
observer to estimate the disturbance [13][24][25], friction com-
pensation method [12], Time-Delay Control (TDC) method
that eliminates the uncertainties without using the system
parameters [14][15][16][18][19], and impedance control [6].

This paper addresses a task-space torque control method
to control the friction existing redundant manipulator accu-
rately. To overcome the friction and uncertainties, the TDC
method is applied. With the TDC method used, the torque
controller estimates the non-linear friction, unknown effects,
and dynamic errors and cancel them out without any parameter
identification [14].

This paper is organized as follows. The dynamic model of
the redundant manipulator and the friction model is handled
in Section II, and the task-space torque controller is designed
in Section III. Experiments are carried on to validate the
proposed method in Section IV, and Section V concludes this
paper.

II. DYNAMIC MODEL OF THE REDUNDANT
MANIPULATOR

A. Dynamic Model
The dynamic model of the redundant manipulator is con-

sidered as [20]

M(q)q̈+ c(q, q̇)q+g(q) = τo + τext (1)

Bθ̈ + τo = τm + τ f (2)

τo = ks(
θ

N
−q)+ kd(

θ̇

N
− q̇) (3)

where (1) is the model of the link, (2) is the model of the motor,
and (3) is the joint torque of the manipulator. q is the link angle
vector, θ is motor angle vector, M(q) is the mass inertia matrix
of the manipulator, c(q, q̇) Coriolis force, g(q) is the gravity,
τext is the vector of the friction and external disturbance, τo is
the torque measured by the joint torque sensor, B is the motor
inertia, τ f stands for the friction torque of the motor, ks, kd , N,
and τm depict is the joint stiffness, joint damping, gear ratio,
and the motor input torque,respectively. Each joint torque is
measured by the joint torque sensor installed in each joint of
the manipulator.

B. Friction Model
Friction, from the harmonic drives and bearings, causes

control problems [18][21][22][23]. In velocity or position
servo, the friction can be ignored by the appropriately chosen
gain of the controller. However, with joint torque servo, friction
lowers the performance of the system, as shown by Hur
et al. [18]. To improve the control performance and make
a margin of gain the friction should be compensated with a
appropriate model. The friction is identified with a simple
experiment with the concept that the friction depends on the
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velocity and torque of the joints [19]. Based on the Coulomb
Viscous friction model [22] the 3 joint manipulator friction
model is estimated as

τ f = τ̂c tanh(αθ̇)+ τ̂v tanh(αθ̇)
√∣∣θ̇ ∣∣ (4)

where α is the slope of the ramp, τ̂c denotes the Coulomb
friction parameter, and τ̂v represents the Viscous friction
parameter. With the estimated friction model of the 3-joints
robot manipulator the friction is compensated by adding to the
control input. From the experiment, the friction is estimated;
however, because of the Coulomb friction compensator the
system starts to chatter [18]. To eliminate the static friction
while ensuring the stability of the system a stiction feed-
forward method is applied. The static friction is expressed as

τst =

{
+τs f or |q̇| ≥ q̇b, βe > βeb
−τs f or |q̇| ≥ q̇b, βe <−βeb

0 others
(5)

where τst is the static feed-forward parameter, τs stand for the
static friction coefficient, q̇b is the velocity boundary, βe is the
error of the control target, βeb symbolizes the control error
boundary. The boundary of the joint velocity and the control
error is decided from amplitude of the sensor noise at steady
state. The final friction model of the system is as follow.

τ f = τ̂c tanh(αθ̇)+ τ̂v tanh(αθ̇)
√∣∣θ̇ ∣∣+ τst . (6)

III. TASK-SPACE CONTROLLER

To control the redundant manipulator a traditional method
is an inverse dynamics approach when the dynamic equation
is as (1).

τ = M(q)J+(q)(Ẍc− J̇(q, q̇)q̇)+C(q, q̇)+g(q) (7)

where J+ is the pseudo inverse matrix, and X denotes the
Cartesian position vector of the task-space

X =


px
py
pz
φx
φy
φz

 , (8)

and Ẍc is the task-space command acceleration and is ex-
pressed as

Ẍc = Ẍd +Kv(Ẋd− Ẋ)+Kp(Xd−X) (9)

where Xd , Ẋd , Ẍd are the desired Cartesian position, velocity,
and acceleration, and Kv, Kp are the gain matrices. In an ideal
condition, the controller follows the error dynamics

ë+Kvė+Kpe = 0 (10)

where e = Xd−X , the Cartesian position error; however, to
use this method the inverse jacobian matrix needed and makes
the system complicated. To simplify the controller a natural
control method based on virtual spring damper hypothesis is
used.

A. Virtual Spring Damper Hypothesis
In this paper, the manipulation controller for the redundant

manipulator to obtain a human-like motion is based on the vir-
tual spring damper hypothesis which is suggested in [5]. This
is a simple control approach which does not need calculation
of the pseudo-inverse of the jacobian matrix or the dynamics
of the system. With the Cartesian position error e the virtual
spring potential energy U is as [17]

U =
1
2

eT Ke (11)

where K is the stiffness coefficients matrix of the end-effector.
The potential energy U is derivative in time dU

dt to obtain the
torque and joint velocity. When Ẋ = J(q)q̇

dU
dt

= eT Kė =−eT KJ(q)q̇ =−τ
T q̇ (12)

From (12), the torque is

τ =−JT (q)Ke. (13)

With the torque (13), the virtual spring hypothesis is expressed
as

τ =−Cq̇− JT (q)Ke (14)

where C represent the damping coefficients matrix of the joint.
For human like motions, the joint damper,−Cq̇, occur over-
damping problem and to show similar movements a virtual
damper, KvẊ is added with the virtual spring and is extended
to virtual spring damper hypothesis.

τ =−Cq̇− JT (q)(KvẊ +Ke) (15)

where Kv denotes the damping coefficient matrix. To improve
the controller performance, a friction and gravity compensator
is considered with the virtual spring damper controller and is
as

τ =−Cq̇− JT (q)(KvẊ +Ke)+ τ f +g(q). (16)

B. Torque Controller Based on Time Delay Control
As shown in [19], the friction can be estimated by using

the concept that the friction is related with velocity and
torque, yet it is difficult to identify the non-linear phenomena
and unknown effects. To eliminate the friction, non-linear
and unknown effects without additional experiments, a torque
controller based on TDC method is proposed [15]. The non-
linear and linear time invariant system is defined to consider
the TDC method.

ẋ = f (x, t)+B(x, t)u+d(t) (17)

ẋm = Amxm +Bmr (18)

where x denotes the state vector, t is the time, f (x, t) the
full dynamics of the robot which includes the non-linear and
unknown effects, B(x, t) control distribution, u is the control
input, and d(t) is the external disturbance. xm represents the
state vector of the reference model, Am system matrix, Bm is
the command distribution matrix, and r is the command vector.
The linear time invariant system (18) is a system without
friction or disturbance. The non-linear systems control input
u is defined by the error dynamics, ė = Ame, to be controlled
as the linear time invariant system where e = xm− x. By (17)
and (18) the error dynamics is as

ė = Ame+{− f (x, t)−B(x, t)u−d(t)+Amxm +Bmr}. (19)
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Figure 1. Block diagram of Task-Space Controller
with TDC based Torque Controller

When the non-linear term is as

− f (x, t)−B(x, t)u−d(t)+Amxm +Bmr = 0

the system is stable; hence, the control input is derived as

u = B+[− f (x, t)−d(t)+Amxm +Bmr] (20)

where B+ is the pseudo-inverse of B, which is B+ =

(BT B)−1BT .
The assumption of the TDC method is that the present time

value is the same after a very short time δ have passed. It is
expressed as

f (x, t)+d(t)∼= f (x, t−δ )+d(t−δ ) (21)

From the assumption the non-linear effects are estimated.

f (x, t)+d(t)∼= ẋ(t−δ )−B(x, t−δ )u(t−δ )+d(t−δ ). (22)

Substituting (22) into the control input u the TDC control input
is as follow:

u(t) = u(t−δ )+B+[−ẋ(t−δ )+Amx+Bmr]. (23)

For the torque controller of this paper based on TDC control
law, control input, u, is defined as

τm(t) = τm(t−δ )+M̂[−τ̈d(t−δ )+ τ̈d(t)+kpτe +kvτ̇e]. (24)

where τd stand for the desired torque, M̂ denotes a constant
diagonal matrix followed by the stability analysis [16], τe is
the torque error τe = τd−τo. Although the TDC is a controller
that eliminates the non-linearity effects there is a limitation
on canceling the static friction. Therefore, the static friction
compensator is applied to improve the control performance.
The overall task-space controller is described in Figure 1.

IV. EXPERIMENTS

The redundant manipulator that is used in this paper is a
3-joints robot arm equipped with a joint torque sensor at each
joint. Each parameters of the link mass, length, the position
of the center of mass, mass moments of inertia are shown
in Table 1. With the proposed approach, the performance
controlling the manipulator in task-space by eliminating the
friction and unknown effects is tested in this section. The
actuators are controlled by the motor controller from ELMO,
and the harmonic drives are directly connected to the actuators
with a 101:1 gear ratio.

Figure 2. Initial Position, X = [0.150,−0.550]T ,
and Target Point, X = [0.300,−0.400]T , of the 3-Joint robot arm

TABLE I. 3-JOINT ROBOT ARM PARAMETERS

Parameters Value Unit
m1 2.3292 kg
m2 2.2589 kg
m3 2.0013 kg
l1 0.300 m
l2 0.300 m
l3 0.146 m
lc1 0.13552 m
lc2 0.14023 m
lc3 0.06857 m
I1 0.041629 kgm2

I2 0.039832 kgm2

I3 0.0082305 kgm2

A. Task-Space Controller without Friction Compensator

The task-space controller, which is based on virtual spring
damper, is experimented. In this experiment, the control input
is as

τ =−Cq̇− JT (q)(KvẊ +Ke)+g(q). (25)

To verify the controller performance the experiment starts
at X = [0.150,−0.550]T , point 1, and moves to X =
[0.300,−0.400]T , point 2, and comes back to point 1 as Figure
2. Figure 3 is the experiment result of the controller with the 3-
joint manipulator. From the end-effector position of Figure 3,
the red line is the desired position of the x− axis, and the
blue line is the x− axis position of the end-effector. The
magenta line represents the desired position of the y− axis,
and the green line is the y−axis position of the end-effector.
In the end-effector error graph, the red line, xerr, is the
x− axis position error, and the blue line, yerr is the y− axis
position error. The errors are calculated between the desired
and current position of each axis. From the result of the task-
space controller without friction compensation, it converges to
the desired position with approximately x−axis 0.01[m], and
y− axis 0.01[m] error. The error comes from the modelling
error, non-liner friction, and the unknown effects, therefore,
the next experiment include the friction of each joint and is
compensated. Next, the task-space controller with the friction
compensator is tested.
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Figure 3. Control Result with Virtual Spring Damper Hypothesis

B. Task-Space Controller with Friction Compensator

Without considering friction as the early experiment, from
the experimental result friction degrades the performance of
the system. Therefore, by implementing the friction compen-
sator to the task-space controller, better performance of the
controller is achieved. The control input of this experiment is
as

τ =−Cq̇− JT (q)(KvẊ +Ke)+ τ f +g(q). (26)

Figure 4 shows the result of the controller with the friction
compensator and the lines denotes the same as Figure 3. By
applying the friction model, the position error decreases to
approximately x−axis 0.001[m], and y−axis 0.004[m]. With
the friction compensator an appropriate performance of the
controller is obtained. From the result of Figure 4, it appears
that the controller performance depends on how the friction
and the system is modeled; however, these models are difficult

Figure 4. Control Result with Virtual Spring Damper Hypothesis and
Friction Compensation

to identify. A TDC control method, as explained at the early
section, is used to treat the difficulties in the next experiment.

C. Task-Space Torque Controller Based on TDC
To eliminate the non-linear friction, unknown effects, and

modelling error a TDC torque controller is used instead using
the estimated friction model. This method needs no additional
experiments for identifying the friction nor system dynamic
parameters and is very adaptive in friction existing systems.
The torque control input in task-space control is designed as

τd =−JT (q)(KvẊ +Ke)
τm(t) = τm(t−δ )

+ M̂[−τ̈d(t−δ )+ τ̈d(t)+ kpτe + kvτ̇e]−Cq̇.
(27)

From the result in Figure 5, the lines have the same
meaning as in Figure 2. The result shows that the controller
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Figure 5. Control Result with Task-Space Torque Controller Based on TDC

offers a more accurate result. It decreases the x−axis error to
0.00005[m], and y−axis to 0.004[m].

V. CONCLUSION

In this paper a task-space control method, which is based
on virtual spring damper hypothesis, that can eliminate the
non-linear friction, and modelling errors was proposed. Ad-
vantage of the Time-Delay Control (TDC) method, that does
not need the friction and dynamic model, the proposed control
method is adaptive in friction existing systems. To prove
the controller performance the 3-joint manipulator is used.
From the experimental results, the task-space controller has
improved it’s performance in help of the TDC method.
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Abstract— Many traditional authentication and access control 
mechanisms do not use context-aware approach, i.e., those 
mechanisms do not incorporate context parameters while mak-
ing authentication and authorisation decisions. The context 
unaware mechanisms can be inadequate for the Internet of 
Things due to its dynamic and heterogeneous environment. 
The context information can be used to reconfigure security 
mechanisms and adjust security parameters. The contextual 
information can be integrated into various security mecha-
nisms such as authentication, access control, encryption, etc. 
The context-aware security is the dynamic adjustment of secu-
rity policy based on the context. In this paper, we discuss the 
context-awareness techniques for authentication and access 
control mechanisms. We present the concepts of context, con-
text- awareness, and context based security and highlight con-
textual attributes that can be used to support and enhance 
authentication and access control mechanisms for the Internet 
of Things.  

Keywords-Context; context-awareness; Internet of Things; 
authentication; access control; security. 

I.  INTRODUCTION  
The Internet of Things (IoT) has gained much popularity 

in recent past due to integration of smartphones, tablets, and 
sensor networks into the Internet. The IoT envisions an envi-
ronment in which sensors, recording devices, smartphones, 
tablets, and laptops are networked together and are actively 
monitoring changes in their surroundings. The contextual 
information can be monitored through various sources, such 
as sensors deployment, device status, and user’s behaviour. 
The devices collaborate with each other to further facilitate 
human computer interactions or to provide the environmental 
information. The data provided by sensors or other recording 
devices are referred to as contextual data, since they contain 
information about the context in which each entity or user is 
located. Mobile devices are one of the common platforms to 
access resources in the IoT where contextual information can 
be considered dynamic. The contextual information can be 
about user’s location and behaviour, current time, state of 
system resources, and state of network and security configu-
rations. 

The IoT faces some challenges such as security, privacy, 
trust, and context-awareness about the surrounding environ-
ment and about system state itself. The challenges are im-
portant because the IoT is dynamic in nature and does not 
have very well defined network boundaries. The IoT envis-
ages dynamic and heterogeneous environment in which a 
context-aware based security can deal with the security prob-

lems. The ubiquitous applications can utilise the environ-
mental information for decision making [1]. This means that 
the security mechanisms developed for the IoT can incorpo-
rate the contextual information while making a security deci-
sion. A security mechanism can be considered context-
aware, if it can spot the event happening in surrounding envi-
ronment. Context-awareness is an essential element for an 
authentication system while evaluating associated risks with 
a system [2].  

A. Motivation and Contribution 
Previously, we have developed an authentication frame-

work based on biometric modalities and wireless device ra-
dio fingerprinting [3]. Our framework ensures that the re-
ceived data at remote medical center belongs to correct pa-
tient and identifies the fabricated data. Incorporating context 
awareness and adaptive security in our framework are chal-
lenges because a non-match between stored and given tem-
plates always can not be treated as a threat to the system, 
rather there can be situations where environmental or sys-
tem’s context can assist us in decision making. Adaptive 
security can make template matching more flexible and we 
can adjust security level instead of blocking transmission 
during no-match due to the changed context. In this paper, 
we discuss and elaborate context, context-awareness, con-
text-aware security, and context-aware authentication con-
cepts for the IoT. While discussing the above mentioned 
concepts, our main focus is towards context-aware ap-
proaches for authentication and access control mechanisms 
and we classify the mechanisms according to context model-
ling approaches. 

The paper is organized as follow: in Section II, we intro-
duce context and context-awareness concepts. In Section III, 
we review context-aware security paradigm. The context-
aware security models, frameworks, protocols, and proto-
types for authentication and access control mechanisms are 
highlighted in Section IV. Section V contains some discus-
sions and Section VI concludes the paper followed by future 
work. 

II. CONTEXT AND CONTEXT-AWARENESS 
The term context-aware can be defined for different ap-

plication areas and for different purposes.  There are several 
definitions of context-awareness in the literature [4]. Accord-
ing to Schilit and Theimer [5], “a system is context-aware if 
it can provide context relevant information and services to 
users and applications from the set of context types, such as 
location, identification of nearby people, objects and changes 
to those objects.” Soon after them, Schilit et al. [6] also de-
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fined a context-aware system. According to them, “a system 
is context-aware if it can adapt itself to the context.” After-
wards, many people defined context-aware systems in a 
similar way. For example, according to Dey [7], “a system 
can be context-aware if it uses context to provide relevant 
information and, or services to the user, where relevancy 
depends on users’ task.” According to Ryan et al. [8], “a 
system is context-aware if it has the ability to detect and 
sense, interpret and respond to aspects of a user’s local envi-
ronment and to the computing devices themselves.” Dey and 
Abowd [9] define context as “any information that can be 
used to characterise the situation of an entity that is consid-
ered relevant to the interaction between a user and an appli-
cation”. According to Krish [10] “context is a highly struc-
tured amalgam of information, physical and conceptual re-
sources that go beyond the simple facts of who or what is 
where and when to include the state of digital resources, 
people concepts and mental state, task state, social relations, 
and the local work culture, to name a few ingredients”.  

 

 
Figure 1. Context life cycle 

 
As depicted in Figure 1, a context-aware system follows 

the life cycle process to deliver contextual information. 
Gomez and Wrona [11] identified context information dis-
covery, context information acquisition, and context infor-
mation reasoning as main steps in a life cycle of context-
aware system. Bernardos et al. [12] identified context acqui-
sition, information processing, and reasoning and decision as 
main phases in a typical context management system. After 
reviewing the life cycles of context-aware system, Perera et 
al. [13] derived context acquisition, context modelling, con-
text reasoning, and context dissemination as four phases in a 
typical context management system.  

1) Context information acquisition: 
A context-aware system collects contextual information 

from the discovered context information providers and stores 
it in a context information repository for further reasoning. 
The context acquisition can also follow pull and push modes. 
The pull mode allows context-aware system to request 
contextual information, whereas in case of push mode, 
context information providers push context information to 
the context-aware system.  

2) Context information modelling:  
The contextual information is processed in terms of at-

tributes, characteristics, relationships, quality-of context at-
tributes and the queries for synchronous context requests. 
Afterwards, the new context information is organised and 
added to the existing contextual information repository for 
use. 

3) Context information reasoning:  
A reasoning mechanisms facilitate applications to utilise 

the available context information. In order to establish a 
reasoning mechanism, a single piece of context information 
or a collection of such information can be used. 

4) Context information dissemination:  
The applications requiring contextual information use 

context dissemination to acquire context. The context is dis-
seminated using query and subscription methods. In a query 
method, the context management system can use that query 
to produce results. In a subscription method, the applications 
subscribe the requirements with a context management sys-
tem that provides the results upon detecting an event. 

TABLE I. SUMMARY OF CONTEXT TYPES 

Context 
type 

Captured contextual in-
formation 

Available sensors 
and technologies 

Physical 
context 

 

Light, temperature, noise, 
humidity level, traffic con-
ditions. 

Photodiodes; biosen-
sors; thermometer; 
ultraviolet sensors.  

Computing  
context 

 

Network capacity; connec-
tivity; bandwidth; costs of 
computing and communica-
tion; resources such as 
printers, and workstations; 
available processors and 
devices accessible for user 
input and display. 

Touch sensors im-
plemented in mobile 
devices; micro-
phones; system log; 
user behaviour moni-
toring; device log, 
various environmen-
tal sensors. 

User con-
text 

User location, collection of 
nearby people, user profiles, 
social situation. 

Active badge system; 
GPS; camera; mercu-
ry switches; GSM; 
motion detectors; 
accelerometers.  

 
The three important aspects of context are: where you 

are, whom you are with, and what resources are nearby [14]. 
Based on these aspects, context can be divided into three 
parts: user context, computing context, and physical context. 
Table I provides a summary of available sensors and 
technologies to capture contextual information for each 
context type.  

TABLE II. SUMMARY OF CONTEXT ATTRIBUTES 

Attributes Description 
Context 
categories 

Conceptual; measurable; static; dynamic; continuous; 
discrete; internal; external; material; social; physical; 
virtual; real-time; unreal-time; natural; technology; 
social; location; identity; time; activity 

Context-
awareness 
approaches 

Active context-awareness: Contextual changes are 
discovered by detecting changes in the application’s 
behaviour. 
Passive context-awareness:  Applications present the 
updated context to a user.  

Context 
learning 
approaches 

Sensed context: Environment information; user’s 
physical information; user’s interaction habits and 
interactive historical records. 
Derived context: Computed on the go; explicit con-
text; user preferences. 

Context 
modelling 

Key-value; mark up scheme; graphical; object orient-
ed; logical; ontology. 

 
Table II provides a summary of context attributes. Con-

text is classified according to context categories, context-
awareness approaches, context learning approaches, and con-
text modelling approaches. 
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III. CONTEXT-AWARE SECURITY  
Many existing computer networks comply with allow 

and deny based access control policies. Allow means grant-
ing access when the user or device credential matches with 
pre-stored credentials and deny means blocking access when 
the user or device credential do not match with pre-stored 
credentials. This type of system can be considered static in 
nature because it does not take into consideration other fac-
tors such as, contextual information from the user or device 
environment while making allow and deny decisions. But the 
IoT has a dynamic environment, where flexible security pol-
icies using contextual information can potentially increase 
the effectiveness of security decisions.  

 
Figure 2. Context-aware security 

 
The security context is defined by Kouadri and Brézillon 

[15] as: “a set of information collected from the user's envi-
ronment and the application environment and that is relevant 
to the security infrastructure of both the user and the applica-
tion.” Brézillon and Mostéfaoui [16] define the security con-
text as a situation where a security solution considers a set of 
information while making a specific security decision. For 
example, while detecting an intrusion during communica-
tion, security mechanism may adapt to strong authentication 
method. As depicted in Figure 2, initially the pervasive com-
puting environment is controlled by some security policy 
depending upon the initial context at that time [16] [17]. 

Context triggers refer the dynamic changes in the envi-
ronment with the passage of time. Security context refers this 
new context that is to be considered while deploying new 
security actions as a result of the change. A security policy 
indicates the rules and regulations that govern who has the 
access and who doesn’t in each type of situation. Thus, the 
security policy should be flexible enough to accommodate 
changing contexts. 

Strang and Linnhoff-popien [18] surveyed the relevant 
approaches to modelling context. The authors reviewed vari-
ous approaches, classified relative to their core elements, and 
evaluated with respect to their appropriateness for ubiquitous 
computing. Many context-aware applications based on vari-
ous context models have been developed in past for a variety 
of application domains. The existing approaches to context 
information modelling are sorted into six categories [18] [19] 
[20], which are based on the data structures used for lying 
out and exchanging context data in the respective system. 
Table III summarises the available security context model-
ling approaches.  

Halunen and Evesti [21] presented some possibilities of 
utilising context-aware systems in adaptive user authentica-

tion settings. They suggested to first use the context infor-
mation to control an adaptive security system and then linked 
to the authentication scheme via tags. 

TABLE III. SUMMARY OF SECURITY CONTEXT MODELING  

Key-value modelling: Description: simple key-value pairs to define 
the list of attributes and their values describing context; information 
used by context-aware applications. 
Strength: easy to manage; simple data structure to depict the contex-
tual information. 
Weakness: limited capabilities in: (i) capturing a variety of context 
types; (ii) capturing contextual relationships; (iii) dependencies, 
timeliness, and quality of context information; (iv) sophisticated 
structuring for enabling efficient context retrieval algorithms. 
Mark-up scheme modelling: Description: it uses a variety of mark-
up languages; hierarchical data structure consisting of mark-up tags 
with attributes and content; the content of the mark up tags is usually 
defined by other mark-up tags. 
Strength: can sort the context information by category, priority, and 
runtime process. 
Weakness: Limited capabilities in: (i) allowing consistency checking; 
(ii) supporting reasoning on context, on context uncertainty and on 
higher context abstractions. 
Graphical modelling: Description: obtained through transformation 
algorithms; graph data structures and richer data types, e.g., unified 
modelling language and object role modelling. 
Strength: generic; hierarchically structured allowing the association 
of a context with an appropriate action. 
Weakness: lack of support for distributed context model; handling 
incompleteness; lack of formalism for on line automated access. 
Object oriented modelling: Description: uses object oriented lan-
guages to design the dynamic property of the context; the context 
information is used as a method applied to an object; context pro-
cessing details are encapsulated on an object level; access to contex-
tual information is provided through specified interfaces only. 
Strength: favours the trust inside the network; partial validation but 
often not very formal; reuse can be supported through inheritance 
and composition. 
Weakness: does not provide the support for interoperability; handling 
incompleteness; has a flat information model. 
Logical modelling: Description: the context is defined with facts, 
predictions or roles; a goal is to form new expressions or facts from 
previous ones; a logic defines the conditions in which a concluding 
expression or fact may be derived. 
Strength: formalism; structuring. 
Weakness: uncertainties; time variations; validation issues. 
Ontology modelling: Description: represents a concept group in a 
given domain, and the relationship between the different concepts; 
depicts a domain with a graph of concepts; contextual relationships 
may be hierarchical or semantic.  
Strength: strong regarding the distributed composition requirement; 
partial validation is possible; comprehensive set of validation tools 
available. 
Weakness: uncertainties in handling, scalability issues in searching 
large data volumes. 
 
The different approaches to model security context pos-

sess some weaknesses as mentioned in Table III. For exam-
ple, key-value modelling based approach possesses weak-
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nesses such as, distributed composition of contextual data, 
partial validation, information quality, incompleteness, and 
formalism. Graphical modelling approach also lacks in terms 
of distributed composition of contextual data. Mark-up 
scheme and logic based modelling approach can be consid-
ered weak in terms of handling incompleteness and ambigui-
ty in contextual data. Object oriented model usually require 
strong distributed composition requirements which are diffi-
cult to manage for the devices in the IoT due to limited re-
sources.  

IV. RELATED WORK  
The context-awareness for authentication and access con-

trol mechanisms has been an active research field among 
researchers. In this section, we classify the context-aware 
techniques proposed in the existing literature according to 
context modelling approaches discussed earlier. 

1) Key-value modelling:  
Hayashi et al. [22] introduced context-aware scalable au-

thentication using multiple passive factors by modulating 
active factors to authenticate users. The authors proposed a 
generic probabilistic framework to select appropriate active 
authentication factors, given a set of passive authentication 
factors. They developed prototypes, and investigated the 
feasibility and effectiveness of their proposed framework.  

Context-aware mobile biometric authentication based on 
support vector machines is proposed by Witte et al. [23]. 
Based on the contextual information measured from the en-
vironment, the authors constructed subject-specific context 
models in order to train support vector machine. The authors 
demonstrated the feasibility of the proposed architecture by 
developing a mobile application for data collection purposes.  

Said et al. [24] presented a context-aware security con-
troller and proposed to integrate it in the long term evolu-
tion/evolved packet system access. The authors motivated 
the integration of a context-aware security controller to min-
imize the overall security cost. They showed that the control-
ler activates security mechanisms according to the contextual 
information such as the application type and the device ca-
pabilities. 

2) Mark-up scheme modelling: 
Goel et al. [25] described an authentication framework 

for a context-aware environment. In order to support role-
based and location-based access control, the authors used a 
combination of a user's context, authentication policies and 
light weight tagging. The framework has a provision for ex-
tension to support other contextual information from availa-
ble resources, environment, and the users who interact with 
that environment.  

Hu and Weaver [26] presented a dynamic, context-aware 
security infrastructure for healthcare applications. The access 
control model extends the role based access control mecha-
nism by associating access permissions with context-related 
constraints. They described the capability of their model by 
showing authorization decisions approach based upon con-
text information in addition to roles.  

A mechanism for modelling complex and interwoven 
sets of context-information by extending ambient calculus 

with new constructs and capabilities is presented by 
Kjægaard and Pedersen [27]. According to the authors, the 
calculus is a step in the direction of making formal methods 
applicable in the area of pervasive computing. In particular, 
the authors identified the key area of the expressiveness of 
formal models of context-awareness which are represented 
as hierarchical and independent sets of information. 

3) Graphical modelling: 
Feng et al. [28] incorporated contextual information to 

improve user authentication by presenting a touch based 
identity protection service. In order to authenticate a user on 
continuous basis, they analysed real life touch data as well as 
underlying contextual information.  

Lenzini [29] presented trust-based and context-aware au-
thentication in a software architecture for context and prox-
imity-aware services. The author described context manage-
ment architecture for context-aware services. The software 
based architecture collects, arranges, and elaborates high-
level contextual information from a sensor network. The 
author used contextual information to distinguish among 
different identities, and to evaluate to which extent they are 
authentic. 

Bandinelli et al. [30] presented a context-aware security 
framework for next generation mobile networks. The authors 
introduced a context-aware security framework for address-
ing the problems of end-to-end security on behalf of end-
users in a next generation network scenario. Their security 
framework uses contextual graphs to define security policies 
encompassing actions at different layers of communication 
systems while adapting to changing context. 

4) Object oriented modelling: 
Badram et al. [31] presented context-aware user authenti-

cation, supporting proximity-based login in pervasive com-
puting environment. The authors introduced a concept of 
proximity-based user authentication in a pervasive compu-
ting environment. User identification is performed through a 
Java smart card and a context-aware system. 

5) Logical modelling:  
Zhang et al. [32] presented the context-aware access con-

trol model for pervasive applications using dynamic role 
based access control scheme. Based on the context infor-
mation, the operation of the model extends the role based 
access control model to dynamically adjust the role assign-
ments, and permission assignments. However, their access 
control scheme may not be sufficient alone until it is com-
bined with feasible authentication mechanisms to secure 
pervasive applications. 

To improve existing network security protocols in an In-
tranet environment, Wullems et al. [33] introduced context-
aware authorization architecture. The proposed architecture 
is an extension to role based access control mechanism fa-
cilitating context-aware access control policy. They de-
scribed the implementation of the architecture using dynamic 
context services and also presented the description of an ap-
plication utilising their proposed architecture. 

An adaptive access control model for medical data in 
body and wireless area network is designed and developed 
by Maw et al. [34].  They evaluated the framework using 
medical scenario in which they included a user behaviour 
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trust module along with the access control module. They 
concluded that the overriding policy is useful to handle unan-
ticipated situations and showed that by incorporating user 
behaviour into access control model, one can make better 
security decisions. 

Malek et al. [35] presented a framework for context-
aware authentication services in context-aware computing 
environments. The proposed framework is capable of ena-
bling the users to take initiatives in the context-aware com-
puting environments depending on their desired confidence 
level. To establish trust and to share secrets between parties, 
the context-aware authentication service uses context-data. 

Hulsebosch et al. [36] described the theoretical back-
ground for a context-sensitive adaptation of authentication. 
The authors designed and validated the system to adaptively 
authenticate a user on the basis of the location of his sensed 
identity tokens. The authors argued that authentication and 
access control can be made less intrusive, more intelligent, 
and able to adapt to the rapidly changing contexts of the en-
vironment. 

Brosso et al. [37] presented a continuous authentication 
system based on user behaviour analysis. The system utilises 
environmental context information, user’ behaviour analysis, 
and neuro-fuzzy logic. The authors verified the system with 
tests and simulations to authenticate a person’s identity using 
behaviour analysis and trust restriction. They used contextual 
information to establish evidence of user behaviour. The 
trust levels were decided based upon user behaviour.  

6) Ontology modelling:  
To provide a security framework suitable for people with 

disabilities, Mhamed et al. [38] suggested using various con-
textual data monitored through sensors. The approach shows 
how to model trust and access control based on user behav-
iour and capabilities that can be extracted from the moni-
tored data through sensors. The proposed access control 
model is based on the semantic web technologies. 

Wrona and Gomez [11] investigated different aspects of 
security related to context information. According to them, 
security challenges in context-aware systems include integri-
ty, confidentiality, availability of context information, and 
end user’s privacy. Trustworthiness of context information is 
also an important element, which a context information re-
quester can put in the delivered context information.  

V. DISCUSSION 
Understanding the contextual information is an important 

element for the IoT. A context-aware system can be consid-
ered different from traditional systems because of their capa-
bilities to capture and incorporate environmental factors into 
decision making process. Particularly, in case of the IoT 
where device and user attributes such as, location, time, and 
behaviour can change rapidly, it may be very important for 
security mechanisms to react based on the changing parame-
ters and adapt accordingly. 

Authentication and access control are important security 
services for the IoT that are needed to check the identity of 
users and to decide which resources they can access to. The 
existing authentication mechanisms that are developed for 
traditional computer network environments are mostly con-

text unaware, and usually do not incorporate contextual in-
formation while authenticating a user and a device. But due 
to dynamic environment and changed context, the threat pro-
file can vary and static authentication mechanism may not be 
sufficient enough to continue securing a system. Contextual 
information can help authentication system to know user 
state and make better identification decisions. The strength 
of an authentication mechanism can be improved if we 
broaden our authentication scope beyond the identification of 
user credentials. Rather, if we can also incorporate the con-
text information, such as user location, user state, and sur-
rounding environmental state, along with user credentials. 

While adding context into authentication and access con-
trol mechanisms, sometimes incomplete or imprecise context 
can lead to false positives and false negatives. For example, 
user and environmental context may be inaccurately deter-
mined or context determination may be affected by environ-
mental conditions, etc. Thus, if context acquisition is per-
formed wrongly, it can possibly generate false positives and 
false negatives. However, if context acquisition and reason-
ing are performed correctly, and proper context composition 
techniques are used, then adding context into security deci-
sion can reduce the rate of false positives. 

VI. CONCLUSION AND FUTURE WORK 
Although, developing authentication and access control 

mechanisms has been an active research areas among re-
searchers, but mostly the existing mechanisms work on the 
principles of user credential based approach. Context-
awareness has a tendency to enhance the effectiveness of 
those mechanisms by incorporating contextual data into a 
decision making process. In this paper, we highlighted the 
necessary concepts of context, context awareness, and con-
text based security. In addition, the approaches proposed in 
the existing literature, regarding incorporating context-
awareness into authentication and access control mecha-
nisms in the IoT are presented. 

Previously, we have developed an authentication frame-
work based on biometric and radio fingerprinting for the IoT 
in eHealth. In future, the work in this paper will be used as a 
basis for the development of context-aware authentication 
mechanisms for the IoT in eHealth. Precisely, we will carry 
out context-awareness modelling for our earlier developed 
framework. 
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