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Foreword

The Twenty-First International Conference on Autonomic and Autonomous Systems (ICAS 2025),
held between March 9 - 13, 2025, was a multi-track event covering related topics on theory and practice
on systems automation, autonomous systems and autonomic computing.

The main tracks referred to the general concepts of systems automation, and methodologies
and techniques for designing, implementing and deploying autonomous systems. The next tracks
developed around design and deployment of context-aware networks, services and applications, and
the design and management of self-behavioral networks and services. We also considered monitoring,
control, and management of autonomous self-aware and context-aware systems and topics dedicated
to specific autonomous entities, namely, satellite systems, nomadic code systems, mobile networks, and
robots. It has been recognized that modeling (in all forms this activity is known) is the fundamental for
autonomous subsystems, as both managed and management entities must communicate and
understand each other. Small-scale and large-scale virtualization and model-driven architecture, as well
as management challenges in such architectures are considered. Autonomic features and autonomy
requires a fundamental theory behind and solid control mechanisms. These topics gave credit to specific
advanced practical and theoretical aspects that allow subsystem to expose complex behavior. We aimed
to expose specific advancements on theory and tool in supporting advanced autonomous systems.
Domain case studies (policy, mobility, survivability, privacy, etc.) and specific technology (wireless,
wireline, optical, e-commerce, banking, etc.) case studies were targeted. A special track on mobile
environments was indented to cover examples and aspects from mobile systems, networks, codes, and
robotics.

Pervasive services and mobile computing are emerging as the next computing paradigm in
which infrastructure and services are seamlessly available anywhere, anytime, and in any format. This
move to a mobile and pervasive environment raises new opportunities and demands on the underlying
systems. In particular, they need to be adaptive, self-adaptive, and context-aware.

Adaptive and self-management context-aware systems are difficult to create, they must be able
to understand context information and dynamically change their behavior at runtime according to the
context. Context information can include the user location, his preferences, his activities, the
environmental conditions and the availability of computing and communication resources. Dynamic
reconfiguration of the context-aware systems can generate inconsistencies as well as integrity problems,
and combinatorial explosion of possible variants of these systems with a high degree of variability can
introduce great complexity.

Traditionally, user interface design is a knowledge-intensive task complying with specific
domains, yet being user friendly. Besides operational requirements, design recommendations refer to
standards of the application domain or corporate guidelines.

Commonly, there is a set of general user interface guidelines; the challenge is due to a need for
cross-team expertise. Required knowledge differs from one application domain to another, and the
core knowledge is subject to constant changes and to individual perception and skills.

Passive approaches allow designers to initiate the search for information in a knowledge-
database to make accessible the design information for designers during the design process. Active
approaches, e.g., constraints and critics, have been also developed and tested. These mechanisms
deliver information (critics) or restrict the design space (constraints) actively, according to the rules and
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guidelines. Active and passive approaches are usually combined to capture a useful user interface
design.

We take here the opportunity to warmly thank all the members of the ICAS 2025 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to ICAS 2025. We truly believe that, thanks
to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICAS 2025 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICAS 2025 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the fields of autonomic and
autonomous systems.

We are convinced that the participants found the event useful and communications very open.
We also hope that Nice provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city.

ICAS 2025 Chairs:
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Claudius Stern, biozoom services GmbH - Kassel | FOM University of Applied Sciences – Essen, Germany
Philippe Martine, INRIA Sophia Antipolis, France

ICAS 2025 Publicity Chairs
Francisco Javier Díaz Blasco, Universitat Politècnica de València, Spain
Ali Ahmad, Universitat Politècnica de València, Spain
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Abstract—This paper discusses an approach that integrates 

data generation capabilities into the Autonomic Computing 

MAPE-K (Monitor Analyse Plan Execute and Knowledge 

Loop) to mitigate problems with data scarcity in autonomous 

space missions. The purpose of this work is to enhance the 

decision-making abilities of an Autonomic Manager by 

providing it with the ability to use simulation and data 

generation. A Conditional Tabular Generative Adversarial 

Network (CTGAN) is used to generate new synthetic datasets. 

Synthetic datasets are then evaluated to assess their utility. The 

evaluation results show that synthetic data can closely 

resemble the original data. However, this paper does not 

address the challenges of equipping a swarm with the 

necessary hardware, focusing instead on the feasibility of the 

proposed data generation pipeline.  

Keywords-Autonomic Computing; conditional generative 

adversarial networks; ctgan; autonomic manager; mape-k loop. 

I.  INTRODUCTION 

Integrating data generation capabilities into the MAPE-
K loop can address data scarcity challenges in space 
missions. The current trend in space exploration involves 
the development of autonomous swarms of small spacecraft 
that collaborate with each other to complete a common goal. 
NASA’s Autonomous Nano Technology Swarm (ANTS) 
mission proposed using a swarm of a 1,000 small craft 
organized into 10 different classes depending on the 
instrument they carry [1][2]. Managing a large swarm 
requires a high degree of autonomy since human operators 
cannot manage each craft individually [3] .   

The field of Autonomic Computing [4] aims to solve the 
complexity associated with managing a large swarm of 
autonomous craft. By incorporating Autonomic Computing 
concepts, such as the MAPE-K loop [5][6], each individual 
craft can self-manage its internal state and plan its actions. 
This work contributes to the concept of the MAPE-K 
control loop by adding simulation and data generation 
capabilities to enhance the analysis and planning stages. An 
in-built component that enables each swarm member to 
monitor and adapt its internal state helps decrease the 
complexity involved when designing a large swarm. 
Additionally, a Mission-level Autonomic Manager craft 
could be designated to oversee higher-level reasoning and 
planning tasks for the entire swarm. The MAPE-K loop 
could incorporate predictive analytics within the Analyse 
and Plan phases to improve decision-making. Prediction 
algorithms generally require substantial amounts of data to 
provide accurate results [7].  

Recent advancements in Machine Learning (ML) have 
introduced techniques such as Generative Adversarial 
Networks (GANs)  to help solve the issue of data scarcity 
[8] [9]. A generative model can be trained to produce new 
synthetic data that is statistically similar to the training 
dataset. This is particularly useful for ML prediction 
algorithms, as larger datasets can lead to better accuracy 
when identifying trends and relationships between features. 
However, the quality of the data is as important as the 
quantity; therefore, evaluation of the synthetic data is 
necessary to determine its usefulness. An area that could 
benefit from data generation is space exploration. Collecting 
sufficient data from space missions is a significant challenge 
due to high costs and risk associated with operating in a 
hazardous environments [10]. Deploying large swarms of 
spacecraft to unforgiving environments adds further 
complexity to mission management. Attempting to gather 
enough data to cover every possible scenario could prove 
costly and inefficient. Generative models address data 
scarcity by augmenting existing datasets with synthetic data 
that reflects the statistical properties of the real data. 

 By integrating data generation into the MAPE-K loop 
the issue of data scarcity can be mitigated, especially at the 
beginning of missions. A data generation pipeline could 
increase the dataset size so that there is enough data for 
prediction analytics. Additionally, the pipeline could 
enhance the dataset by interpolating new scenarios not 
captured by the swarm. This would allow the mission to 
gather comprehensive data at a lower cost. This synthetic 
data could then be used to inform more precise planning and 
deployment strategies. Enhancing real data is a step up from 
simulation and more cost effective than a full scale mission 
deployment. Synthetic data reduces reliance on real world 
data and can help augment the data and improve planning 
and prediction for future missions.  

This work focuses on enhancing the capabilities of a 
Mission-level craft that oversees the mission as a whole. By 
equipping this craft’s Autonomic Manager with a simulation 
capability it could help improve planning by simulating the 
future mission data. This data can then be analysed and used 
to train prediction algorithms. In addition to prediction 
modelling, simulation data could be used to train a 
Conditional Tabular Generative Adversarial Network 
(CTGAN) [11] model that generates new synthetic data. The 
purpose of this step is to evaluate the ability of the 
Autonomic Manager’s data generation pipeline to produce 
synthetic data that is a good proxy for the real data. By 
using simulation data to train the generative model, it 
functions as a first pass of the data generation pipeline. 

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-241-8

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org
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Once generated, the synthetic data  is evaluated to check 
whether it is similar to the original simulation data. The 
purpose of this is to provide assurance that any future real 
data gathered by the swarm and used for data generation 
will result in high quality synthetic data.  

The data generation process could also include an 
interpolation feature that produces new data for unseen 
scenarios. This interpolated dataset could then be used to 
train the CTGAN to produce synthetic data for scenarios 
that aren’t present in the original dataset. Data augmentation 
would help enhance real data that is scarce or incomplete. 
Enhancing limited datasets could reduce cost and 
unnecessary wastage of craft. For this work, we assume the 
AM has sufficient GPU resources to perform data 
processing. Hardware issues, such as power consumption, 
memory, and bandwidth in space missions are important 
considerations, however, these are outside the scope of this 
paper. 

In Section II, we provide background information on 
previous work; Section III discusses the main contribution 
of Data Generation in the MAPE-K Loop; Section IV 
discusses the data evaluation experiments and results.  

II. BACKGROUND AND RELATED WORK 

In our previous work [12], we developed a simulation 
tool for testing communication strategies for robot swarms, 
varying cooperation and cohesiveness. The ideas discussed 
in this paper build upon the previous work, the simulation 
output datasets were used to train a CTGAN model that 
produced synthetic data similar to the simulation output. 

The Autonomic Computing concept of an Autonomic 
Manager (AM) that exists within each craft could be 
expanded so that the overseer craft processes the mission 
data and uses this to plan future tasks. Having an in-built 
component that enables each swarm craft to self-manage by 
monitoring and adapting their internal state helps to 
decrease the amount of complexity involved when designing 
a large swarm. The overseer AM could simulate mission 
data and use this simulated data to test a data generation 
pipeline that produces good quality synthetic data.  

To prove that simulation and data generation are a useful 
addition to the MAPE-K loop, it is important to evaluate the 
synthetic data’s quality [13]. The evaluation of the synthetic 
data is necessary so that there is confidence in the quality of 
the synthetic data produced.  If the simulated data is 
evaluated to be of high quality, the AM could use the real 
data and generate synthetic data to increase the dataset size. 
This data could also be enhanced to include swarm 
configurations that were not gathered by the swarm. The 
purpose of this would be to save on the cost of sending a 
large swarm. A relatively small swarm could gather a 
sample of data. The small dataset could then be used to 
generate a large amount of synthetic data. If the real data is 
insufficient for training prediction algorithms, the AM 
would have the option to use the synthetic data to train 
machine learning prediction algorithms used by its planning 
component. 

The purpose of this paper is to show that data generation 
could be used as a proxy for real data, to prove this we have 

performed several comparative tests that evaluate the quality 
of the synthetic data. This is an important step as the data 
must be an accurate representation of the original dataset in 
terms of statistical similarity and feature relationships [14] 
[15]. Section III discusses the data generation process using 
CTGAN, 20 models were trained with various parameters.  

III. DATA GENERATION IN THE LOOP 

Data generation is accomplished by training a neural 
network that can learn the statistical properties of the 
training dataset. The goal of synthetic data generation is to 
improve the accuracy of machine learning models by 
increasing the size and diversity of datasets. They can also 
be used to enhance the privacy of individuals by creating 
synthetic data that anonymizes personal information 
contained within the original dataset.  

A Generative Adversarial Network (GAN) consists of 
two neural networks models that compete against each other 
during the training process. The Generator model creates 
new data and the Discriminator model acts as a binary 
classifier that scores the new data on its accuracy to the 
training set. The adversarial training process continues until 
the Generator can produce data that can fool the 
Discriminator into classifying it as real.  

Traditionally, GANs perform best with image data, 
however, a CTGAN was designed specifically for tabular 
data. It can work with categorical and numerical data it is 
also capable of learning the relationships between the 
features/columns. The GAN architecture consists of two 
models, each with an input layer, several hidden layers and 
an output layer. The input layer of the Generator takes a 
random noise vector and transforms it into output data 
resembling the training dataset. The Discriminator’s 
classification of the output data is then used to calculate the 
loss function, a backward pass is performed through the 
Discriminator’s network to update it’s internal weights and 
improve its predictions.  

The Discriminator is also used to help guide the 
Generator, a backward pass through the Generator network 
uses the Generator’s loss value to determines how much the 
Generator’s internal weights need to be adjusted in order to 
improve the data quality during the next iteration. The 
Generator never sees the training data; it relies on the 
feedback from the Discriminator. This learning technique is 
known as backpropagation and continues iteratively until 
the training process ends. 

The training duration can be adjusted by modifying the 
number of Epochs. The Batch Size determines how many 
training samples are processed during one pass through the 
model. For this paper, we trained 20 CTGAN models and 
varied the Epochs and Batch Size parameters. In future 
work, additional hyperparameters may be considered to 
improve training performance. This could involve adjusting 
the Generator and Discriminator learning rates. 

The tabular dataset outputted by the simulation includes 
many features, such as: ‘Simulation Time’, which robot 
discovered and found each item, and what time the items 
were discovered and found. The rules of the simulation 
stipulated that items could only be analysed by a robot of 
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the same type as the item. This was simulated by rules that 
state that only a robot that is the same colour as the item can 
analyse that item. However, items could be discovered by 
any type of robot, messages would then be sent to the rest of 
the swarm asking for help from other robots. The swarm 
simulation output included all of the information discussed 
above, the dataset was compiled from 270 simulation runs 
and consists of ~50,000 rows. This was reduced to 4,600 
rows for training, a sub-set of the data was used to train the 
CTGAN as this improved the chance of learning the 
distribution of the data. The subset also significantly 
reduced the amount of  time required to train the CTGAN. 
The subset of data consisted of only the simulation runs in 
which the signal range was set to the lowest range and the 
robot swarm was split unevenly with 90% one type of robot 
and only 10% of the other type.  

The flowchart in Figure 1 outlines the stages of the 
control loop for data generation using a CTGAN. The 
processing, training and evaluation code was written in 
Python. An AM could implement this pipeline to prepare 
real or simulated data for data generation. The pipeline 
performs data pre-processing to convert the time features to 
seconds so that there is consistency when performing 
calculations on the data. The original dataset is then filtered 
to a subset of the data based on key attributes such as robot 
split, signal type or type of communication protocol. Unique 
IDs were added to help maintain data integrity.  

 
 

 
 

Figure 1.  Flowchart of simulation and data generation pipeline. 

Constraint rules are applied to ensure that the model 
learns the relationships between certain features and 
respects the rules of the original simulation. The constraint 
rules are essential to ensure that the synthetic data generated 
by the model follows the rules and relationships defined in 

the original simulation that produced the training dataset. In 
the swarm simulation, the following rules were defined: 

 

• Time Relationship Rule: the Found (analysed) 
Time of the item must be greater than or equal to 
its Discovered Time.  

• Robot and Item Matching Rule: this dictates that 
items can only be found/analysed by a robot of the 
same type (e.g., Colour).   

 
An item can be discovered by robots that are unequipped 

to analyse it, but can only be found/analysed by robots that 
have the correct instrument. A robot that discovers but 
cannot analyse the item sends a help request to find a robot 
that has the correct instrument. If an item is discovered at 
time=10 seconds, it cannot have a found time less than this 
value. A Time Constraint check is added so that item 
‘Found Time’ is always greater than or equal to ‘Discovered 
Time’. The Matching Constraint rule is added so that items 
can only ever be found and analysed by a robot of the same 
type (e.g., Colour).  If a blue item is discovered by a red 
robot, the robot must send a help request to find a red robot 
that can analyse the item. Applying a constraint that 
enforces this rule ensures that the relationships between 
robots and items are preserved in the new data. The 
constraint step is necessary to maintain the fundamental 
rules of the simulation and ensure the synthetic data is 
realistic.   

The ‘Train CTGAN’ step uses the Synthetic Data 
Vault’s (SDV) [16] implementation of CTGAN to train the 
model. The trained model can then be used to produce data 
that is similar in structure to the original data. The ‘Evaluate 
Data Quality’ stage uses a variety of metrics to assess the 
similarity of the generated data to the original test dataset. 
An overall composite score was then calculated from the 
key metrics were identified as most important. The 
composite score  assigns a weighting to the key metrics 
tests.  

IV. EXPERIMENTS  

To assess the ability of the CTGAN to generate 
synthetic data similar to the original data, we conducted 20 
training experiments. For each experiment, we varied the 
Epochs training time (100, 500, 1000, 1500, 2000), and 
Batch Size (50, 100, 250, 500), all other parameters stayed 
consistent. The Generator Learning rate was set to 0.0001 
and the Discriminator Learning rate was 0.0002. The 
learning rate controls how much the models can learn within 
an iteration, with a lower value allowing the model to learn 
at a gradual rate. A lower batch size results in a longer 
training time as a smaller number of samples are viewed 
within each iteration. The entire dataset must be covered per 
epoch, therefore a lower batch size results in more iterations 
per epoch. Using a large batch size results in faster 
processing times and fewer iterations per epoch, however 
this can lead to less accurate weight updates and less 
accurate synthetic data. A larger batch size may require 
more epochs to reach the same results as a lower batch size 
and less epochs.  
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The CTGAN model training script was implemented in 
Python, it used PyTorch [17] to enable GPU acceleration. 
An NVIDIA RTX A500 GPU was used for training the 
GANs. The training script used an instance of SDV’s 
‘CTGAN Synthesizer’, this is an implementation of 
Conditional Tabular GAN (CTGAN) [11] which was 
designed to work with tabular data. The script saves the 
trained CTGAN model as a pickle (.pkl) file and generates a 
new synthetic dataset for comparison. The model .pkl file 
can be reused to generate more data if necessary.  

A. Evaluation Metrics 

To evaluate the synthetic data generated by the CTGAN, 
we used the open-source SDV library that provides a suite 
of evaluation metrics. These SDV metrics assess the quality 
of the Synthetic Data in terms of its similarity to the original 
data. In addition to the SDV tests, we also implemented 
tests that check for similarity. These tests used Python 
libraries such as Scikit-learn, SciPy and Pandas to perform 
regression, statistical and correlation tests. 

The primary objective was to generate synthetic data 
that closely mimics the real data, especially in terms of how 
the simulation time varies with different communication 
protocols. The goal was to have the CTGAN capture the 
same feature relationships and distributions.  

 

• SDV Evaluation Metrics 

 
The SDV metrics verify that the synthetic data adheres 

to the schema as the original data. The schema refers to the 
data types, categories, and numerical ranges. The Validity 
Score result should always be 100%, indicating the data 
adheres to the schema but is not a similarity check. For all 
tests shown below the Validity Score was 100%. The results 
for each test are shown in Table 1, along with the number of 
Epochs and Batch Size.  

TABLE I.  SDV EVALUATION METRICS 

Test Eps Batch 

Size 

Data 

Quality  

Column 

Shapes 

Pair 

Trends 

1 100 50 91% 91% 91% 
2 100 100 91% 92% 90% 

3 100 250 90% 90% 90% 

4 100 500 90% 90% 89% 
5 500 50 91% 91% 91% 

6 500 100 92% 93% 91% 

7 500 250 92% 93% 92% 

8 500 500 91% 91% 91% 

9 1000 50 93% 92% 93% 

10 1000 100 92% 92% 93% 
11 1000 250 92% 92% 91% 

12 1000 500 91% 91% 90% 

13 1500 50 92% 92% 92% 
14 1500 100 93% 93% 92% 

15 1500 250 91% 91% 91% 

16 1500 500 92% 93% 92% 
17 2000 50 93% 93% 93% 

18 2000 100 91% 91% 91% 
19 2000 250 92% 92% 92% 

20 2000 500 93% 94% 92% 

 

The Data Quality metric is a composite score calculated 

from the ‘Column Shapes’ and ‘Pair Trends’ values. 

Column Shapes measures how well the distribution of 

features in the data matches those in the real data. The Pair 

Trends metrics analyses the relationships between columns. 

All tests scored similar results, it was therefore necessary to 

perform additional tests to gain more insight into the quality 

of the data. 

• Statistical Similarity Metrics 

 
This Kolmogorov-Smirnov (KS) test checks whether the 

distributions of continuous variables are similar. The 
variables checked were ‘Discovered Time’, ‘Found Time’, 
‘Simulation Time’ and ‘Time Difference’. The ‘Time 
Difference’ variables gives the time between an item being 
discovered and found. The results for ‘Simulation Time’ and 
‘Time Difference’ are shown in Table II.  

The KS Test consists of the KS Statistic and the KS 
Complement, it measures the difference between the 
numerical values in the two datasets. It helps assess whether 
the distributions are similar and if the synthetic data is a 
reliable replacement for the real data. 

The KS Statistic measures the maximum difference 
between the two datasets, a smaller KS Statistic results 
indicates that the datasets are similar. The KS Complement 
test transforms the KS Statistic into a score that is more 
intuitive for comparison purposes, the closer the score is to 
1 the higher the similarity between the datasets. 

Model 20 had the best KS Complement result for ‘Time 
Difference’. Models that were trained with higher epochs 
generally show higher KS Complement scores. This suggest 
that longer training times are better at capturing the 
distribution of the data. For ‘Simulation Time’, Model 18 
performed best as it had the highest KS Complement score 
of 0.950. This indicates that the synthetic data closely 
matches the simulation times of the original data. Figure 2 
shows the distribution for ‘Simulation Time’ for Model 18, 
the Synthetic data approximately matches the pattern of the 
real data.  

 

 

Figure 2.  Simulation Time numerical distribution. 
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TABLE II.  STATISTICAL SIMILARITY TEST 

Test Eps Batch 

Size 

Simulation 

Time KS 

Stat 

Simulation 

Time KS 

Comp 

Time 

Diff 

KS 

Stat 

Time 

Diff 

KS 

Comp 

1 100 50 0.148 0.851 0.396 0.603 

2 100 100 0.096 0.903 0.309 0.691 
3 100 250 0.091 0.908 0.372 0.627 

4 100 500 0.087 0.912 0.367 0.632 

5 500 50 0.122 0.878 0.355 0.645 
6 500 100 0.069 0.931 0.205 0.785 

7 500 250 0.069 0.931 0.331 0.669 

8 500 500 0.107 0.893 0.358 0.642 
9 1000 50 0.098 0.902 0.296 0.704 

10 1000 100 0.073 0.926 0.265 0.735 

11 1000 250 0.118 0.882 0.259 0.741 
12 1000 500 0.106 0.894 0.311 0.689 

13 1500 50 0.072 0.928 0.290 0.710 

14 1500 100 0.069 0.930 0.282 0.718 
15 1500 250 0.079 0.921 0.330 0.670 

16 1500 500 0.087 0.913 0.345 0.655 

17 2000 50 0.075 0.925 0.356 0.644 
18 2000 100 0.050 0.950 0.325 0.675 

19 2000 250 0.061 0.939 0.438 0.562 

20 2000 500 0.069 0.931 0.174 0.826 

 

 

• Regression Results for Simulation Time 

 
The Regression Analysis Test compares how well a 

Random Forest Regressor model that’s trained on the 
synthetic data performs against the real data when 
predicting ‘Simulation Time’. This test demonstrates the 
utility of the synthetic data and how useful it is as a proxy 
for the real data. We trained Random Forest models on both 
the real and synthetic data. A combined model (Model B) 
was also created by augmenting the real data with synthetic 
data.   

Table III shows the Mean Squared Error (MSE), Root 
Mean Squared Error (RMSE), and R² scores for models 
trained on the real data, synthetic data and the combined 
dataset. The MSE is the average of the error rate between 
actual values and those predicted by the model. The RMSE 
value gives the root of the MSE, it shows how much the 
predictions deviate from the actual values, this value is in 
seconds and is easier to interpret. A lower MSE and RMSE 
indicates that the model’s predictions are closer to the actual 
real values. The R² value indicates how much the changes in 
the ‘Simulation Time’ variable can be explained by the 
independent variables – ‘Discovered Time’, ‘Found Time’, 
‘Communication Protocol’.  

The range for the ‘Simulation Time’ variable is ~90-700 
seconds. The results for the real data are, MSE 12,495 sec², 
RMSE 111.78 sec, and R² 0.26. The model trained on the 
real data has a prediction error rate of 111.78 seconds, this is 
high and suggests that the data may be too variable for the 
Random Forest to learn effectively. However, the error rates 
for the models trained using the Synthetic data are similar to 
those for the real data, demonstrating that the synthetic data 
is a good proxy for the real data in predictive modelling.  

The model trained in Test 5 performs best and has a 
lower RMSE than the real data. Of the combined models, 

Test 14 gives the lowest RMSE result. Several models 
trained on the synthetic data and the combined data 
outperform the model trained on the real data. 

The limited number of independent variables may 
explain the poor R²  result. The CTGAN training dataset 
was reduced from having all signal ranges and robot swarm 
splits to just one signal range and one type swarm split. This 
may have hindered the Random Forest from learning as it 
cannot use the signal and robot split as independent 
variables. The lack of dataset variation means both variables 
are constants in the dataset and do not contribute to 
explaining the variance in ‘Simulation Time’. Despite the 
low R² values, the results are consistent across models 
trained on both real and synthetic data. This suggests that 
the CTGAN has been able to capture the relationships 
within the subset of data. 

The results show that models trained on the synthetic 
data perform similar to, and in some cases better than the 
models trained on real data. This demonstrates the utility of 
synthetic data in improving predictive performance. 

 

TABLE III.  REGRESSION RESULTS FOR SIMULATION TIME 

Test MSE 

(sec²) 

RMSE  

(sec) 

R²  

 

Comb. 

MSE 

Comb.  

RMSE 

Comb. R² 

1 10,320 101.59 0.25 11,325 106.42 0.33 
2 10,969 104.74 0.22 12,051 109.78 0.28 

3 12,608 112.28 0.04 12139 110.18 0.28 

4 18,654 136.58 -0.20 13,947 118.09 0.17 
5 9,623 98.10 0.31 11,990 109.50 0.29 

6 10,894 104.38 0.32 11,217 105.91 0.37 

7 10,270 101.34 0.28 11,473 107.12 0.32 

8 9,902 99.51 0.28 12,495 111.78 0.26 

9 11,041 105.08 0.21 11,401 106.78 0.33 

10 10,316 101.57 0.25 11,800 109.09 0.30 
11 10,534 102.64 0.18 12,070 109.86 0.29 

12 10,208 101.04 0.25 11,080 105.26 0.35 

13 11,088 105.30 0.23 11,742 108.37 0.31 
14 10,220 101.09 0.24 10,426 102.11 0.38 

15 10,084 100.42 0.22 11,954 109.34 0.29 

16 10,015 100.08 0.29 11,553 107.49 0.32 
17 10,584 102.88 0.35 11,477 107.13 0.32 

18 10,473 102.34 0.29 11,252 106.08 0.33 

19 9,777 98.88 0.29 10,858 104.20 0.36 
20 11,682 108.09 0.24 11,973 109.42 0.29 

 
 

• Correlation of Feature Importances 

 
The purpose of this test was to determine the degree to 

which the CTGAN preserved the relationships between 
features. To do this, we compared the results from a Feature 
Importances Test to assess the correlation between feature 
importances values for real and synthetic data. The 
correlation of Feature Importances results are shown in 
Table IV. 

Figure 3 shows the Feature Importances results for Test 
10, the blue bars show the amount of importance assigned to 
that feature when predicting the ‘Simulation Time’ feature. 
The red bars show the importance assigned to the synthetic 
data features. The Feature Importances Test measures how 
much each feature contributes to predicting the target 
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variables ('Simulation Time’ and ‘Time Difference’). Two 
Random Forest Regressor models were trained on both real 
and synthetic data, and the importance of each feature 
calculated. 

 

 

Figure 3.  Feature Importances for Simulation Time. 

To calculate the correlation of Feature Importances, we 
used the Pearson correlation coefficient. This compares the 
importances scores for both datasets and outputs a 
Correlation of Features result. A high correlation close to 1 
indicates that the relationships between the features are 
preserved in the synthetic data. If the models disagree on 
which features are the most important then the correlation 
result will be low and closer to zero. The Correlation 
Similarity Score is a composite score for the Correlation of 
Features for both ‘Simulation Time’ and ‘Time Difference’. 

 

TABLE IV.  CORRELATION OF FEATURE IMPORTANCES 

Test Eps Batch 

Size 

Corr. of 

Features 

(Sim. 

Time) 

Corr. of 

Features 

(Time 

Diff.) 

Corr. 

Similarity  

Score  

1 100 50 0.950 0.996 0.960 

2 100 100 0.910 0.996 0.959 

3 100 250 0.683 0.990 0.919 
4 100 500 0.442 0.982 0.880 

5 500 50 0.981 0.999 0.970 

6 500 100 0.980 0.995 0.968 
7 500 250 0.980 0.999 0.923 

8 500 500 0.985 0.999 0.966 

9 1000 50 0.943 0.987 0.958 
10 1000 100 0.997 0.973 0.967 

11 1000 250 0.941 0.994 0.952 

12 1000 500 0.974 0.999 0.966 
13 1500 50 0.966 0.999 0.970 

14 1500 100 0.960 0.999 0.964 

15 1500 250 0.945 0.999 0.967 
16 1500 500 0.984 0.993 0.957 

17 2000 50 0.995 0.977 0.964 

18 2000 100 0.993 0.995 0.968 
19 2000 250 0.972 0.998 0.961 

20 2000 500 0.964 0.982 0.962 

 
 

Most tests show a high correlation above 0.9, this 
suggests that the synthetic data has preserved the 
relationships between features. Test 10 had a result of 0.997 
for ‘Simulation Time’, indicating that the real and synthetic 
scores for feature importances are nearly identical. 

 

B. Composite Results 

The key metrics chosen to create the composite score 
were SDV Pair Trends, Overall Quality, Simulation Time 
KS Complement, Correlation of Feature Importances 
(Simulation Time), Correlation Similarity Score. These 
metrics were chosen to assess the statistical similarity 
between the synthetic and real data.  

To derive an overall quality assessment, we used a 
weighted composite score to rank each model, the top five 
performing models are listed in Table V. A weighting was 
applied to each metric as follows: Data Quality 20%, Pair 
Trends 30%, Simulation Time KS Comp 20%, and Feature 
Importances Correlation 30%. By combining different 
evaluation metrics, the composite score provides a balanced 
view of each model’s quality.  

TABLE V.  COMPOSITE METRIC SCORE 

Test Epochs Batch Size Composite Score 

17 2000 50 0.9485 

10 1000 100 0.9473 
18 2000 100 0.9429 

7 500 250 0.9402 

19 2000 250 0.9394 

 

 

 

Figure 4.  Composite score for 20 CTGAN models. 

Model 17 (2000 Epochs, Batch Size 50) produced the 
highest composite score of 0.9485, this indicates a good 
similarity between the two datasets. The results suggest that 
using longer training times with low to moderate Batch 
Sizes are best for learning the distribution of the data. The 
poorest performers were models trained with only 100 
Epochs, the composite score decreased as the Batch Size 
increased from 50 to 500. A larger batch size can speed up 
the training process but it results in fewer updates to the 
Generator’s weights per epoch. Smaller batch sizes allow 
for more updates per epoch but they also increase training 
times. The composite scores are visualized in Figure 4, the 
bar chart shows the results of all 20 models for each of the 
key metrics. The visualization ranks the models from best to 
worst, with the best performing model ranked first.   
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V. CONCLUSION 

In this paper, we discussed integrating a data generation 
pipeline into the MAPE-K loop, with the goal of alleviating 
data scarcity in autonomous space missions. Training a 
CTGAN often involves trial and error, making the 
integration of an evaluation component vital. Training 
parameters can greatly influence the quality of the synthetic 
data produced so it is important to evaluate the quality of the 
synthetic data produced. The results demonstrated that 
synthetic data generated by a CTGAN can closely mimic the 
real data in terms of feature relationships and distributions. 
Training the CTGAN for a high number of  Epochs 
combined with a low Batch Size (2000 Epochs, Batch Size 
50) produced the highest quality synthetic data. Future work 
will focus on the data interpolation component to generate 
new configurations of the swarm not present in the original 
dataset.  

While synthetic data can offer a solution to the problem 
of data scarcity, it is vital that the practical utility of the data 
is evaluated. This presents a new challenge that requires a 
suite of metrics to give a comprehensive evaluation of 
quality. In addition to post-training evaluation metrics, it is 
important to pre-process the training dataset to remove errors 
and biases that could be propagated into the synthetic data.  

This paper demonstrates the utility of using synthetic 
data to increase the size of an existing dataset. However, it 
does not address the practical constraints associated with 
equipping craft with hardware capable of performing the 
data generation. Generating synthetic data requires 
significant computational resources which may not be 
practical when operating in a constrained environment. 
Future work will look at solutions such as distributing 
computational load across the swarm or extending 
processing times to simulate hardware limitations, and 
increase system resilience by distributing the reliance of the 
Swarm away from one AM in case of damage or 
malfunction. 
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Abstract— Unexpected downtime and IT system outages can 
cost organisations millions of dollars in lost revenue, loss of 
opportunity, and negatively impacted reputation. Third party 
cloud services and infrastructure are commonly used by 
individuals and organisations as it offers the ability to create 
highly scalable applications without the huge cost of 
purchasing and maintaining their own hardware facility. 
Consequently, cloud service providers are challenged with 
ensuring that their data centres are reliable, as they have 
shared responsibility for the applications deployed in them. 
One of the most common causes of IT system failure in data 
centres is failing Hard Disk Drives (HDDs). It is proposed that 
if data centres were able to accurately predict imminent HDD 
failures, then appropriate action could be taken to prevent 
potential outages. This paper investigates the relationship 
between Self-Monitoring, Analysis, and Reporting Technology 
(SMART) attributes and HDD failure, implementing 
supervised machine learning methods to predict drive failure 
at various prediction horizons. Random Forest and XGBoost 
classifiers are observed to achieve the best prediction 
performance, with the Area Under the Receiver Operating 
Characteristic Curve (AUROC) calculated at 0.9185±0.0066 
and 0.9162±0.0066 respectively at the shortest prediction 
horizon (0-24 hours prior to failure). Reallocated sectors count 
(SMART 5), reported uncorrectable errors (SMART 187), 
current pending sector count (SMART 197), and uncorrectable 
sector count (SMART 198) were found to be the most 
important SMART attributes for HDD failure prediction. 

Keywords-hard disk drive; hdd reliability; machine learning; 
failure prediction. 

LIST OF ABBREVIATIONS 
Abbreviation Definition 
AUROC Area Under the Receiver Operating Characteristic Curve 
DT Decision Tree 
FAR False Alarm Rate 
FDR False Discovery Rate 
FPR False Positive Rate 
HDD Hard Disk Drive 
k-NN K-Nearest Neighbour 
LR Logistic Regression 
ML Machine Learning 
MLP Multi-Layer Perceptron 
RF Random Forest 
RUL Remaining Useful Life 
SLA Service Level Agreement 
SMART Self-Monitoring, Analysis, and Reporting Technology 
TPR True Positive Rate 
XGB XGBoost 

I.  INTRODUCTION 
Unexpected downtime or outages of IT systems can have 

major consequences for businesses and users. It is reported 
that a single outage can cost an organisation millions of 
dollars through the loss of revenue, loss of opportunities, and 
diminished reputation, and that this cost impact is increasing 
year on year [1]. Many organisations today use cloud 
computing as part of their products and services, reducing 
the need for purchasing and maintaining their own IT 
infrastructure while improving the scalability of their 
applications. As cloud adoption continues to grow, cloud 
service providers have shared responsibility for their users’ 
applications and are tasked with providing highly available 
services and reliable IT infrastructure. Application downtime 
or system unavailability can be detrimental for both the 
cloud provider and the cloud user, with cloud providers 
liable to fines for breaches of Service Level Agreements 
(SLAs). 

Data centre outages occur from time to time, which may 
result in application unavailability or system downtime. The 
most common causes of data centre outages are on-site 
power-related problems, such as generator or grid failures, 
followed by network problems and IT system failure [2]. 
With respect to IT system failures, which include hardware 
and software failures, Hard Disk Drives (HDDs) are believed 
to be one of the main offenders of causing problems. HDDs 
are one of the most replaced hardware components and one 
of the least reliable, with [3] reporting that 78% of faults or 
replacements are attributable to hard disks. Another 
investigation [4] of the data centres of a major internet 
service organisation observed that 82% of hardware failure 
tickets were attributable to HDDs. Therefore, data centres 
could potentially improve their reliability by monitoring the 
health of HDDs in their IT estate and take appropriate action 
before a drive failure occurs.  

Self-Monitoring, Analysis, and Reporting Technology 
(SMART) was developed in 1995 and is commonly used by 
manufacturers today, providing measurements collected by 
sensors within HDDs to report on various indicators of 
reliability and drive health. SMART attributes are numbered 
from 1 to 255 giving raw and normalised values of each 
measurement. For example, SMART 9 reports the power-on 
hours, the total count of hours that the drive has been in a 
power-on state across its operational lifetime. SMART 190 
and 194 give measurements of internal temperature within 
the HDD unit. SMART 240 records the total time in hours 
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that the read-write head has been operating to position itself 
across the surface of the disk, while SMART 241 and 242 
record the lifetime data (in bytes) written to, and read from, 
the drive respectively. Other attributes count the number of 
errors, such as SMART 1, which records the rate of read 
errors between the read-write head and the disk surface. 

The aim of this paper is to investigate the relationship 
between SMART metrics and HDD failure, and to assess if 
Machine Learning (ML) methods can accurately predict 
imminent drive failure using reported SMART attribute 
measurements. Additionally, a comparative study will 
determine the best ML algorithm for application in this 
problem domain. 

The remainder of the paper is organised as follows: 
Section II highlights existing work in the field, describing 
research approaches and their effectiveness for HDD failure 
prediction. Section III describes the dataset analysis and ML 
methods used in this paper. Section IV reports the results and 
performance of the ML implementation. Section V discusses 
the limitations of the work, highlighting improvements and 
opportunities for extension. Section VI summarises the 
research and concludes the paper. 

II. EXISTING WORK 
“Autonomic systems are examples of accelerated AI 

automation. They are self-managing physical or software 
systems, performing domain-bounded tasks that exhibit three 
fundamental characteristics: autonomy, learning and agency. 
When traditional AI techniques aren’t able to achieve 
business adaptability, flexibility and agility, autonomic 
systems can be successful in helping with implementation. 
Autonomic systems will take five to ten years until 
mainstream adoption but will be transformational to 
organizations” [5].  This work on supervised Machine 
Learning for HDD failure prediction fits generally with that 
Autonomic vision [6][7]. 

The ability to predict HDD failures would allow data 
centres to mitigate against potential outages by proactively 
replacing drives before they reach a state of failure. 
Unsurprisingly, there have been many works of research 
investigating and attempting to address this problem. 
Machine learning and probabilistic techniques are popular 
among researchers, applying traditional ML classification 
and regression methods, Bayesian networks, deep learning, 
or combining multiple methods with ensemble learning.  

 The approach taken in [8] uses SMART attributes to 
create HDD failure prediction models using classification 
and regression trees. Their experiments show the 
classification tree model was able to successfully predict 
95% of failures with a False Alarm Rate of less than 0.1% 
when applied to a real-world data centre containing 25,792 
HDDs. Additionally, they propose a regression tree model to 
evaluate the health status of the drives, where the probability 
of a fault occurring is predicted. Also using a tree-based 
model, [9] takes a binary classification approach to predict 
the health of HDDs in Meta’s Tectonic storage fleet. The 
SMART metrics of 53,000 failed HDDs were used, 
alongside a random sample of non-failing drives, to 
categorise the HDDs as healthy or unhealthy at 1 and 30 

days prior to failure. Their XGBoost classifier showed 
limited prediction performance, achieving low precision 
when applied to unseen data from a different time window. 
However, they report noticeable improvements when using 
the difference, or delta, between SMART measurements over 
time as opposed to using the singular measurements from a 
set prediction horizon. 

Highlighting the limitation of using SMART attributes 
with their default thresholds to detect failing HDDs, [10] 
proposes a failure prediction method using a Bayesian 
network to provide Remaining Useful Life (RUL) estimates 
of drives. Using a subset of SMART attributes and their 
temporal trends, the proposed Bayesian Network for Failure 
prediction in HDDs (BNFH) was applied to a dataset 
containing 49,056 drives from Backblaze’s data centres. 
Their evaluation showed the model outperformed standard 
reliability-based methods and other Bayesian network-based 
methods presented in [11]; and achieved similar relative 
accuracy to a Recurrent Neural Network presented in [12]. 
The work in [13] utilises ensemble learning to create a 
Combined Bayesian Network (CBN), where the learning 
results from four individual classifiers are combined to 
predict the remaining time before a drive fails. The 
individual classifiers used backpropagation neural networks, 
evolutionary neural networks, support vector machines, and 
classification tree methods. Experimental results indicate the 
CBN performs similarly to the classification tree model and 
outperforms the other models. However, the CBN has 
additional benefit over the classification tree model by 
indicating when the drive will fail, not just that it will fail.  

Other research papers propose deep learning methods for 
HDD failure prediction. The work in [14] uses bidirectional 
LSTM models with multi-day lookback periods to learn the 
temporal progression of key health indicators present in 
SMART data. The proposed model achieved 96.4% accuracy 
in predicting HDD failure for a 15-day lookback period, 
outperforming a standard LSTM implementation. However, 
due to the inconsistency in SMART measurements recorded 
by different HDD manufacturers and models, the data used 
in this work only related to a single Seagate model 
(ST4000DM000) over the course of 9 months. Another deep 
learning approach, presented in [15], proposes a model based 
on Gated Recurrent Unit (GRU) neural networks and 
TimeGAN adversarial networks to analyse the temporal 
sequences of SMART attributes in HDDs, while addressing 
data imbalance issues. Their proposed approach achieved an 
average failure detection rate of 95% and a false alarm rate 
of 0.2%. This work also only applies to a single Seagate 
drive (ST6000DX000). 

While existing work has achieved success in HDD failure 
prediction, it is not always clear which method performs best 
in this problem domain. The listed works in this section 
apply numerous ML algorithms to HDD SMART metrics 
using data centre drives. However, the data centres, drive 
manufacturers, drive models, and timeframes within the 
datasets will vary from paper to paper. Therefore, it is not 
necessarily viable to make direct comparisons. As such, the 
purpose of this paper is to apply multiple machine learning 
methods to the same dataset of operational data centre hard 
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drives. The comparative study will derive insight into the 
best performing methods for HDD failure prediction. 

III. METHODOLOGY 
The dataset used in this paper was obtained from 

Backblaze [16], which records the daily SMART metrics of 
HDDs within their data centres. Each row in the dataset 
contains the date, serial number, model, capacity (in bytes), 
and raw and normalised values for various SMART metrics 
reported by each HDD. Additionally, a failure column 
records a binary value indicating if the drive is functional 
(0), or if the entry represents the last operational day before 
the drive failed (1). This paper uses the reported data across a 
10-year period, from 1st January 2014 to 31st December 
2023.  

A. Data Exploration 
Initial analysis of the dataset was conducted to gain a 

better understanding of the size and complexity of data, the 
HDD models that are reported on, and the prevalence of 
drive failures. Over the 10-year period, the dataset contained 
over 450 million rows, reporting the daily SMART metrics 
of 388,485 unique hard disk drives (identified by their serial 
number). In that time, 21,356 rows indicated that an HDD 
had failed. It appears that the data centre organisation 
preferred to replace failed drives, rather than repair them, as 
only a very small proportion of drives (0.005%) were seen to 
fail more than once. Table I shows that most of the drives 
(94.5%) did not experience failure, and nearly all failed 
drives only failed once. 

Using the model number provided in the dataset, it was 
possible to analyse the failure rate with respect to drive 
manufacturer and drive model. Seagate models accounted for 
the largest proportion of drives in the data centre throughout 
the years. Hitachi models also made up a large proportion in 
the earlier years, but their presence almost entirely 
disappeared by 2018. Other drive manufacturers present in 
the data include Toshiba, HGST, and WDC. Of the 193,378 
Seagate drives, 16,177 resulted in failure accounting for 
75.75% of all failures in the dataset and indicates an 8.37% 
failure rate for all Seagate HDDs. Table II shows the top 10 
models with the highest number of failures, indicating the 
model failure rate and their proportional contribution to the 
overall failures present in the data. Models prefixed with 
‘ST’ are Seagate drives and Table II shows that 7 of the top 
10 most failing drives belong to this manufacturer.  

One of the known issues with SMART attributes is that 
manufacturers do not always use them equally, as mentioned 
in [14]. The same SMART attribute may be used to report  

TABLE I.  DRIVE FAILURE COUNTS ACROSS ALL HDDS IN THE 
DATASET SHOWING PROPORTION OF DRIVES WITH MULTIPLE FAILURES 

Number of 
Failures 

Number of 
Drives % of HDDs % of Failures 

0 367,147 94.51 - 
1 21,320 5.49 99.92 
2 18 0.005 0.08 

 

TABLE II.  TOP 10 HDD MODELS WITH THE HIGHEST NUMBER OF 
FAILURES 

Model Total 
HDDs 

Total 
Failures 

% of All 
Failures 

Model 
Failure % 

ST4000DM000 36,983 5,602 26.23 15.15 
ST12000NM0007 38,838 2,106 9.86 5.42 
ST8000NM0055 15,680 1,718 8.04 10.96 
ST3000DM001 4,354 1,454 6.81 33.39 

ST12000NM0008 20,836 1,349 6.32 6.47 
MG07ACA14TA 39,292 1,173 5.49 2.99 
ST8000DM002 10,305 1,037 4.86 10.06 

HUH721212ALN604 11,166 600 2.81 5.37 
HMS5C4040BLE640 16,349 426 1.99 2.61 

ST14000NM001G 11,154 418 1.96 3.75 
 
different measurements by different manufacturers.  This 
would make it difficult to train a machine learning model and 
therefore, for the purposes of this paper, HDDs belonging to 
a single manufacturer will be used for failure prediction. As 
Seagate drives are the most prevalent model of HDD in this 
dataset, and account for the most failures, the Seagate 
models from Table II were selected. These are the top failing 
drives and include the following models: ST4000DM000, 
ST12000NM0007, ST8000NM0055, ST3000DM001, 
ST12000NM0008, ST8000DM002, and ST14000NM001G. 

B. Features 
Analysis of the data quality measured the prevalence of 

null or missing values to determine which SMART columns 
in the dataset could be used as features for machine learning. 
The HDD model, capacity (in bytes), and the raw and 
normalised SMART measurements were used for training 
and evaluating the ML classifiers.   

TABLE III.  SMART ATTRIBUTE FEATURES AND THEIR SPEARMAN 
RANK CORRELATION WITH HDD FAILURE 

ID Attribute Name Null 
% 

Correlation 
with Failure 

1 Read Error Rate 0.39 -0.001 
3 Spin Up Time 1.32 - 
4 Start/Stop Count 1.32 0.1015 
5 Reallocated Sectors Count 0.38 0.5352 
7 Seek Error Rate 1.32 0.0584 
9 Power-On Hours 0.38 0.0314 

10 Spin Retry Count 1.32 - 
12 Power Cycle Count 1.32 0.0959 
187 Reported Uncorrectable Errors 1.32 0.6114 
188 Command Timeout 1.32 0.1378 
190 Temperature Difference 1.32 0.0429 
192 Power-Off Retract Count 1.32 0.0455 
193 Load Cycle Count 1.32 0.0448 
194 Temperature 0.38 0.0429 
197 Current Pending Sector Count 0.38 0.5056 
198 Uncorrectable Sector Count 1.32 0.5056 
199 UltraDMA CRC Error Count 1.32 0.0705 
240 Head Flying Hours 1.32 -0.002 
241 Total LBAs Written 1.33 0.0368 
242 Total LBAs Read 1.33 0.0482 
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Furthermore, the Spearman rank correlation was 
measured to indicate which SMART metrics were more 
associated with drive failure. Table III shows the list of 
SMART metrics used and their Spearman rank correlation 
coefficients. 

C. Machine Learning Implementation 
The failure prediction in this paper was treated using a 

classification approach to determine if an HDD will fail or 
not at specific prediction horizons, or lookahead days. The 
SMART metrics were collected at 0, 1, 2, and 7 days prior to 
failure occurrences of the selected Seagate models described 
previously. As most drives in the dataset do not fail (94.5%), 
the datasets are highly imbalanced with vastly more 
examples of non-failing drives than failed ones. As 
imbalanced data can introduce bias to machine learning 
models, the non-failing class was under-sampled. A random 
sample of non-failing drives was collected to create 
balanced, unbiased training and testing datasets, where each 
Seagate model had equal representation of failure and non-
failure. The models were trained using 80% of the balanced 
datasets, reserving 20% for testing on unseen data. Any 
categorical fields, such as the HDD model and capacity, 
were converted to numerical values using ordinal and one-
hot encoders.  

The machine learning classifiers implemented in this 
paper include Random Forests (RF), XGBoost (XGB), 
Decision Trees (DT), Neural Networks (Multi-Layer 
Perceptron or MLP), k-Nearest Neighbour (k-NN), and 
Logistic Regression (LR). These methods were selected as 
they have shown good performance in other existing works 
of research. Appropriate hyperparameters were selected for 
each model using Bayesian optimisation, grid search, or 
random search with 5-fold cross-validation to measure the 
combination of parameters that achieved the best mean 
performance.   

Feature importance was assessed for each model, 
collected if available from the classifier, or measured using 
permutation. Permutation calculates the decrease in model 
performance as a result of randomly altering the values of 
each feature after the model has been trained. If the model 
performance is not greatly affected by permutations of a 
feature, then it is assumed that the model does not consider 
that feature important. Conversely, if the model’s 
performance reduces then the feature is considered 
important, with larger performance reductions implying a 
relatively more important feature. 

D. Model Evaluation 
The performance of each model was evaluated by 

generating failure predictions using the test dataset, and by 
comparing these predictions to the true failure status of the 
drives. A confusion matrix of the test predictions allowed for 
calculation of several evaluation metrics using the True 
Positive (TP), False Positive (FP), True Negative (TN) and 
False Negative (FN) values, as shown in Fig. 1. 

The accuracy and failure detection rate, or True Positive 
Rate (TPR), were calculated for each classifier at each 
lookahead window. Accuracy measures the percentage of  

  Predicted Label 
  0 (Not Failed) 1 (Failed) 

True 
Label 

0 (Not Failed) TN FP 
1 (Failed) FN TP 

Figure 1.  Confusion matrix used to evaluate binary classifiers. 

correct predictions made by the model and the TPR measures 
the proportion of failed drives that were correctly predicted 
as failing by the classifier. The accuracy and TPR 
calculations are as follows: 

  

In addition to accuracy and TPR, the False Alarm Rate 
(FAR) was also measured, which calculates the percentage 
of drives that were incorrectly labelled as failing. Two 
measurements were used to determine the FAR: the False 
Positive Rate (FPR), which is the proportion of non-failing 
drives in the test dataset that were incorrectly labelled as 
failing; and the False Discovery Rate (FDR), which 
measures the proportion of predicted drives labelled as 
failing that are incorrect. The FAR calculations are as 
follows: 

  
Another measure of performance used to evaluate the 

models is the Area Under the Receiver Operating 
Characteristic (AUROC) curve. The ROC curve plots the 
TPR against the FPR and the area under the curve gives a 
measure of the model’s prediction performance. An AUROC 
value of 1 represents a perfect classifier, and a value of 0.5 
represents the performance obtained by a random classifier. 
While accuracy is commonly used and important for 
evaluating the likely real-world benefit of the prediction 
model, the AUROC represents the goodness of the model. 
Using the prediction probabilities of belonging to a particular 
class, rather than the resulting binary label of the 
classification, the AUROC can give a better indication of 
model performance and is useful for comparing the 
performance between different models. Consequently, the 
AUROC was measured for each classification model, and for 
each lookahead window, using 5-fold cross-validation of the 
test datasets to measure the mean prediction score. 

IV. RESULTS 
The model prediction performance is shown in Table IV, 

comparing the mean AUROC scores of each of the models 
and the standard deviation from the 5-fold cross-validation 
evaluation on test data predictions. The random forest 
classifier achieved the highest AUROC score of 
0.9185±0.0066 at a lookahead window of 0 days. This was 
followed very closely by the XGBoost classifier, which 
achieved an AUROC score of 0.9162±0.0066 for the same 
lookahead window. In all cases, as the prediction horizon 
increased, the model performance decreased. The worst 
performing classifier was logistic regression, achieving an  
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TABLE IV.  AUROC AND STANDARD DEVIATION OF FAILURE 
PREDICTION CLASSIFIERS USING 5-FOLD CROSS-VALIDATION  

Method 
Lookahead Days (N) 

0 1 2 7 
Random 
Forest 0.9185±0.0066 0.8976±0.0142 0.8830±0.0092 0.8653±0.0068 

XGBoost 0.9162±0.0066 0.8954±0.0126 0.8841±0.0083 0.8653±0.0071 

Decision 
Tree 0.8818±0.0086 0.8648±0.0084 0.8477±0.0132 0.8293±0.0053 

Neural 
Network 0.8721±0.0105 0.8526±0.0132 0.8517±0.0131 0.8254±0.0133 

k-NN 0.8617±0.0121 0.8414±0.0111 0.8482±0.0150 0.8176±0.0088 

Logistic 
Regression 0.8484±0.0117 0.8166±0.0135 0.8192±0.0117 0.7871±0.0099 

 
AUROC score of 0.8484±0.0117 at the shortest prediction 
horizon. The AUROC scores are generally higher in this 
paper compared to [17], but the prediction performance 
ranking of classification methods agrees with their findings.  

The accuracy of the models generally follows the same 
trend and rankings as the AUROC scores, as shown in Table 
V. As accuracy uses the predicted label of the HDDs, and not 
the prediction probabilities associated with each class, they 
are lower than the AUROC as expected. Again, random 
forest and XGBoost performed the best at a lookahead 
window of 0 days with accuracies of 0.862 and 0.864 
respectively.  

Although the AUROC and accuracy scores are important 
evaluators of prediction performance, it is likely that a real- 
world application would place importance on how well the 
classifiers predicted failing drives. Therefore, the failure 
detection rate, also known as the True Positive Rate (TPR), 
was calculated for each model, and at each prediction 
horizon, as shown in Table VI. The XGBoost classifier 
achieved the best failure detection rate at most prediction 
horizons, successfully identifying 77.6% and 74.8% of 
failing drives with lookahead windows of 0 and 1 day 
respectively. It was able to successfully predict the imminent 
failure of 70.7% of drives 7 days in advance, better than any  

TABLE V.  ACCURACY OF FAILURE PREDICTION CLASSIFIERS ON 
TESTING DATASETS AT EACH LOOKAHEAD WINDOW (N) 

 N RF XGB DT MLP k-NN LR 

A
cc

ur
ac

y 0 0.862 0.864 0.854 0.810 0.801 0.778 
1 0.841 0.844 0.832 0.793 0.788 0.753 
2 0.822 0.822 0.813 0.787 0.786 0.752 
7 0.800 0.804 0.790 0.753 0.753 0.720 

 
of the other classifiers. Additionally, any model used in a 
real-world scenario would require false alarms to be 
minimised to gain the confidence of users. Also shown in 
Table VI, the FPR and FDR for each model at each 
prediction horizon was measured. Random forest and 
XGBoost show the best ratios between TPR and FAR. At the 
shortest prediction horizon, the random forest classifier 
achieves 76.7% TPR with 4.1% FPR, while XGBoost 
achieves 77.6% TPR with 4.5% FPR. 

The feature importance ranking for each classifier is 
shown in Table VII, obtained from the model where 
available, or estimated with feature permutation. Features 
with smaller values of ranking order indicate more 
importance to the classification model. Missing values 
indicate that the feature was not present in the top 5 most 
important features for that classifier. SMART 187, reported 
uncorrectable errors, is a key indicator for HDD failure and 
is the most important feature for almost all classifiers.  

TABLE VII.  MOST COMMON IMPORTANT FEATURES AMONGST 
CLASSIFIERS INDICATED BY FEATURE RANKING ORDER  

 Feature Ranking Order of Importance if Present in Top 
5 Most Important Features 

 RF DT XGB MLP k-NN LR 
SMART 5 2 3 4 3 1 2 

SMART 187 1 1 1 1 4 1 
SMART 197 3 2 3 4 2 - 
SMART 198 4 - 2 2 3 - 
SMART 240 - 5 - - - - 
SMART 241 5 - - - - - 
SMART 242 - 4 - 5 - - 

 

TABLE VI.  TRUE POSITIVE RATE (TRP), FALSE POSITIVE RATE (FPR) AND FALSE DISCOVERY RATE (FDR) OF CLASSIFIERS AT EACH 
LOOKAHEAD WINDOW (N) 

 N RF XGB DT MLP k-NN LR 

TPR 

0 0.767 0.776 0.759 0.761 0.682 0.599 
1 0.738 0.748 0.746 0.728 0.669 0.566 
2 0.707 0.717 0.695 0.726 0.681 0.582 
7 0.689 0.707 0.701 0.689 0.636 0.507 

FPR 

0 0.041 0.045 0.049 0.139 0.077 0.040 
1 0.052 0.058 0.078 0.141 0.089 0.056 
2 0.061 0.072 0.066 0.150 0.106 0.074 
7 0.085 0.095 0.118 0.182 0.130 0.065 

FDR 

0 0.049 0.054 0.060 0.153 0.100 0.062 
1 0.064 0.070 0.092 0.160 0.116 0.088 
2 0.078 0.090 0.086 0.168 0.132 0.111 
7 0.107 0.116 0.140 0.208 0.169 0.114 
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Comparing these results with Table III, the four features with 
the highest correlation coefficient are the top four most 
important features in Table VII. 

V. DISCUSSION 
The classification approach adopted in this paper 

achieved relatively high levels of prediction performance. It 
highlighted the most accurate machine learning classifiers 
for failure prediction using a common dataset of HDDs from 
an operational data centre. It proved that SMART metrics 
can be used as an indication of imminent failure, with some 
more useful than others. However, there are some limitations 
and weaknesses that need to be highlighted. 

 As HDDs are constructed of both mechanical and 
electrical components, there are a number of potential 
reasons for their failure. Over time the subcomponents 
within the hard drive unit can degrade, causing problems 
with reading and writing data, and eventually leading to 
failure. In this scenario, where the drives fail slowly with 
accumulated usage and workload, SMART metrics may be a 
good indicator of HDD health. However, hard disk drives are 
susceptible to external factors, such as physical disturbances 
from knocks and vibrations, water damage, and power-
related problems, including voltage spikes. It is therefore 
unlikely that SMART metrics would indicate imminent 
failure for quick-failing drives due to external factors. With 
the best TPR of 77.6% achieved in this paper, at least 22.4% 
of failed drives were not detected. Without knowing the root 
cause of failure, it could be possible that those drives did not 
contain any indication of failure in their SMART metrics.  

The decision to approach the research as a binary 
classification problem means that the prediction only has the 
option to label a drive with a failure status of failing or non-
failing. However, the health of HDDs may indicate that the 
drive is at low, moderate, or high risk of failing, in which 
case a multi-class classification approach might be better 
suited. Using the same logic, it may be desirable to predict 
the probability of drive failure. In the case of the binary 
classification approach, if a drive is predicted to have a 51% 
chance of failing it would be labelled as a failing drive 
(assuming a 50% threshold). However, data centre 
maintainers may dismiss that drive as a low risk if they were 
presented with the probability of failing, whereas they would 
be forced to investigate the drive if the binary classification 
prediction was presenting its impending failure. Hence, the 
AUROC was used in this project to better evaluate the 
classifiers’ prediction performance using the prediction 
probabilities of belonging to a particular class. 

A well-known issue with SMART metrics is that the data 
they report isn’t always consistent between various 
manufacturers and drive models. Some attribute fields may 
be used to record a particular measurement by one 
manufacturer, but a completely different measurement by 
another. And the format or scale used may not be consistent 
even when reporting the same measurement. Therefore, to 
mitigate against this, the drive models used in the ML 
implementation of this work only considered drives of a 
single manufacturer, Seagate. Consequently, it is not 

guaranteed that the prediction classifiers would generalise 
well for predicting failures or other manufacturers’ drives.  

The prediction horizons examined in this paper use the 
SMART attribute measurements from 0, 1, 2, and 7 days 
prior to HDD failure. The prediction performance improved 
as the lookahead days decreased, with 0 days achieving the 
best AUROC, accuracy, TPR, and FAR rates. The 0-day 
lookahead window means that the drives failed sometime in 
the next 0-24 hours. In a real-world application it is likely 
that this prediction window is too short, not allowing for 
enough time to act. Increasing the window would decrease 
the prediction accuracy, potentially reducing the likelihood 
for users to trust the classification output.  

The features used to train and evaluate the ML classifiers 
consisted only of the raw and normalised SMART 
measurements with scaling applied. As indicated in [9], the 
rate of change of SMART measurements over a given period 
can provide additional features that potentially improve the 
prediction performance of HDD failure prediction models. 
The work presented in this paper would benefit by extending 
to include temporal disparities of SMART measurements as 
features for machine learning. 

Further work may include extending the scope to 
compare the prediction performance of the classification 
methods implemented here with other methodologies, such 
as time series prediction, and analysing the AUROC, 
accuracy, TPR, and FAR at varying prediction horizons. 

VI. CONCLUSSION 
In this paper, the SMART attributes of operational HDDs 

in a large data centre were analysed with respect to drive 
failure. SMART attributes 5, 187, 197, and 198 (reallocated 
sectors count, reported uncorrectable errors, current pending 
sector count, and uncorrectable sector count) were observed 
to have the highest correlation with HDD failure.  

A subset of the SMART attribute measurements, reported 
daily by the data centre HDDs, was used to create machine 
learning classifiers for drive failure prediction. The ML 
classification models implemented in this work include 
Random Forest, XGBoost, Decision Tree, Neural Network 
(Multi-Layer Perceptron), k-Nearest Neighbour, and Logistic 
Regression methods. The SMART metrics were collected at 
0, 1, 2, and 7 days prior to drive failure to evaluate the 
prediction performance at multiple prediction horizons. It 
was found that as the prediction horizon decreases, the 
performance of the failure prediction increased for all 
classifiers.  

Random Forest and XGBoost classifiers achieved the 
best results, with 86% prediction accuracy and 4-5% False 
Alarm Rate (FAR) at the shortest prediction horizon. The 
failure detection rate ranged from 67% when making 
predictions 7 days prior to HDD failure, to 77% when using 
the SMART measurements recorded in the last 24 hours 
before failure. The AUROC was calculated to make better 
comparisons between the classifiers, which again showed 
Random Forest and XGBoost as the best performing, with 
AUROC scores of 0.9185±0.0066 and 0.9162±0.0066 
respectively at the shortest prediction horizon. 
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The relative feature importances of the ML models were 
obtained, either directly from the classifier or estimated 
using feature permutation. It was found that, in all but one of 
the classifiers, SMART 187 was regarded as the most 
important metric for predicting HDD failure. The top four 
most important features across all classifiers were those with 
the highest Spearman rank correlation coefficient relating to 
failure as described above (SMART 5, 187, 197, and 198). 

The classification models generated in this work could 
benefit from future advancements, and enhanced feature 
engineering would likely improve the performance of the 
models. Additionally, SMART attributes do not account for 
many of the external factors that can affect the health of 
HDDs, such as physical disturbances. Therefore, it may be 
valuable to extend the work of this paper by considering 
other relevant datasets alongside SMART data for predicting 
failure. For example, force sensor data may indicate knocks 
or jolts to the HDD, and [18] has shown success in using 
machine learning to classify force signals and determine if a 
collision occurred. Other future work may include 
incorporating the classification models with autonomic 
computing, where the failure predictions can inform 
autonomic actions. Such actions may involve pre-emptively 
backing up data to another storage device to mitigate the risk 
of data loss.  
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Abstract— This study presents a control design for an active 
lathe cutting tool aimed at effectively suppressing vibration and 
chatter during internal turning operations. To address the 
variability in dynamic behavior caused by uncertainties in 
cutting parameters, a robust 𝑯ஶ controller was developed using 
a Linear-Parameter-Varying (LPV) model of the machining 
dynamics. This parametric approach allows real-time tuning of 
the control system properties in a workshop environment for 
optimal vibration reduction. The controller manages time-
delayed feedback from cutting forces and mitigates spillover 
instability from unmodeled high-frequency modes. Integrated 
with piezoelectric actuators and sensors, the active tool holder 
maintains its original size and shape, ensuring ease of use in 
industrial applications. Experiments using a laboratory system 
that emulates chatter showed that the proposed system reduces 
root-mean-square vibration levels by over 65%, with peak-to-
peak values reduced by approximately 47% in unstable cutting 
regimes. These results demonstrate the system’s feasibility for 
real-world machining environments, enabling higher material 
removal rates with improved surface finish. 

Keywords- Active vibration control; Chatter suppression; 
Internal turning; Linear parameter varying control; H-infinity 
control. 

I.  INTRODUCTION 

Machining processes are crucial in the production of high-
precision components, with the global machining market 
projected to reach approximately USD 100 billion by 2025, 
based on a Compound Annual Growth Rate (CAGR) of 7% 
between 2019 and 2025. CNC lathes represent around 20% of 
all machine tools, playing a significant role in modern 
manufacturing [1]. However, mechanical vibrations, 
particularly chatter, remain a persistent challenge in these 
processes. Chatter is a type of self-excited vibration that leads 
to poor surface finish quality, increased tool wear, and 
elevated noise levels. In Computer Numerical Control (CNC) 
lathes, avoiding chatter typically requires setting conservative 
values of machining parameters such as reduced cutting depth, 
slower spindle speeds, and decreased feed rates, all of which 
lower production efficiency [2]. 

Additionally, the avoidance of vibration problems in 
internal turning operations imposes limits on tool holder 
geometry. As the ratio between tool overhang and diameter 
(L/D, Length-to-Diameter ratio) increases, the stability 
margins decrease due to reduced bending stiffness [2]. This 

limitation restricts the length of standard tools, with current 
solutions ranging from L=4D to 14D depending on what 
materials and vibration control methods are used. For 
instance, the length of steel shank tools is limited to 4D, while 
solid carbide tools can reach 7D, and passive vibration-
controlled tools can achieve up to 10D. Solid carbide tool 
shanks with passive control devices can reach up to 14D [3].  

This study explores the significant potential of tool-
integrated active vibration control to reduce chatter in internal 
turning. We focus on the development of a robust LPV 
feedback control system, which is demonstrated and evaluated 
through a laboratory emulator system. The experimental setup 
incorporates a piezoelectric actuator, and a PZT-type 
vibration sensor mounted to a standard turning tool. The goal 
is to create a control system that not only enhances vibration 
suppression but also allows the flexibility of on-the-job tuning 
to optimize performance according to the setup conditions. 

Piezoelectric materials can operate as transducers in a dual 
manner: the direct piezoelectric effect involves the conversion 
of mechanical forces into electrical potential, while the 
inverse piezoelectric effect can convert an applied electric 
field into mechanical deformation of the material [4]. 
Piezoelectric components are widely used for active vibration 
suppression. Examples include vibration reduction of thin-
walled rotors [5][6], cables [7], composite laminated plates 
[8], aerospace applications [9], and research for CNC lathes 
[10][11]. 

Various active control approaches for suppressing 
vibrations in cutting tool holders have been studied and are 
still actively being researched. These include the use of PID 
controllers [12], H-infinity state feedback control strategies 
[10], H-infinity controller design based on Linear Matrix 
Inequalities (LMI) [13], model-free finite frequency 𝐻ஶ 
control [11], and input shaping control [14], among others. 
The model-based design of a robust control algorithm for 
vibration suppression in the turning process presents many 
challenges. In this work, the effect of parametric uncertainties 
and time-delay feedback—both inherent in machining 
processes—are taken into consideration. 

To address the uncertain dynamics, a robust parameter-
dependent 𝐻ஶ  controller is synthesized, where the 
robustness/gain properties can be adjusted in real-time within 
a workshop environment to achieve optimal vibration 
reduction, making it more practical in machining processes 
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subject to parametric uncertainty. The controller design 
considers uncertain time-delayed feedback effects from 
cutting forces and aims to prevent spillover instability of 
unmodeled and uncertain higher-order modes. Laboratory 
experiments conducted using a cutting emulation system 
demonstrate that the proposed approach can successfully 
transition the system from unstable to stable operation 
achieving a vibration reduction of approximately 65%. 

Within the paper, Section II defines the dynamic model of 
the active tool system and presents the methodology for 
designing the robust 𝐻ஶ  controller based on the LPV 
framework. Section III describes the experimental setup, 
followed by Section IV, which provides the practical 
evaluations and results from the turning emulation tests 
conducted in the laboratory. Section V concludes the paper 
with key findings and recommendations for future work.  

II. DYNAMIC MODEL 

This section presents the mathematical formulation and 
modeling approach used to describe the tool’s dynamic 
response during internal turning operations. 

A. Turning process model 

The internal turning process involves dynamic interactions 
between the tool structure and the rotating workpiece at the 
material removal point. Modeling principles for these 
dynamics have been established in previous studies [15][16]. 
For practical approximation, the forced excitation of the tool 
can be effectively modeled using a single-degree-of-freedom 
dynamic representation that captures the dominant bending 
mode of the tool holder. With the inclusion of actuation force, 
a lumped mass model is found to be suitable: 

 𝑚�̈�(𝑡) + 𝑐�̇�(𝑡) + 𝑘𝑥(𝑡) = 𝐾𝑢(𝑡) + 𝑓(𝑡) 

where 𝑓  represents the radial cutting force, 𝑢 is the control 
input (voltage), and 𝐾  is the coupling coefficient for the 
piezoelectric actuator. The parameters 𝑚, 𝑐 and 𝑘 denote the 
effective mass, damping, and stiffness of the dominant mode, 
respectively. Converting this expression into the Laplace 
domain gives: 

 𝑋(𝑠) = Φ(𝑠) ∙ ൫𝐾ଵ ∙ 𝑈(𝑠) + 𝐾ଶ ∙ 𝐹(𝑠)൯ 

where Φ(𝑠) =
ଵ

௦మାଶఠ௦ାఠ
మ  with 𝜔 = ඥ𝑘/𝑚  being the 

natural frequency, and 𝜁 = 𝑐 ൫2ඥ𝑘/𝑚൯⁄  the damping ratio. 
The static gains are 𝐾ଵ = 𝐾/𝑚 and 𝐾ଶ = 1/𝑚. 

To predict chatter, the cutting force model must connect 
the time-varying tool deflection 𝑥(𝑡) to the instantaneous chip 
thickness ℎ(𝑡)  and corresponding cutting force 𝑓(𝑡) . In 
longitudinal cutting, an overlap factor Ψ = 𝑏ௗ/𝑏 is used to 
account for the influence of previous tool deflections on the 
current chip thickness [17]. This concept is illustrated in 
Figure 1 for a standard bull-nose end cutter. The effective chip 
width 𝑏 is determined by the cutting-edge shape, while the 
overlap length 𝑏ௗ  depends on the feed per revolution. For 

small radial deflections 𝑥(𝑡), the instantaneous chip thickness 
can be expressed as: 

 ℎ(𝑡) = ℎ(𝑡) − [𝑥(𝑡) − Ψ𝑥(𝑡 − 𝜏)] 

where ℎ(𝑡) is the mean chip thickness over the width of the 
cut, and 𝜏  is the time delay from one period of spindle 
rotation: 𝜏 = 60/Ω where Ω is the rotational speed in rpm.   
The radial cutting force can be expressed 

 𝑓(𝑡) = 𝑓௧(𝑡) cos 𝛽 + 𝐶௦



�̇�(𝑡) 

where 𝑓௧(𝑡) = 𝐾௦𝑏ℎ(𝑡) is the cutting force projected onto 
the 𝑥 − 𝑦 plane, 𝛽 is the angle between the cutting force and 
radial direction, 𝐶௦  is the process damping, and 𝑉 = 𝜋𝑑Ω/
60  is the cutting velocity, where 𝑑  is the workpiece 
diameter, and 𝐾௦ is the specific cutting force appropriate to 
the material properties and cutting conditions. The turning 
process model is represented by the block diagram in Figure 
2, where 𝑒ିఛ௦ represents the time delay. 
 

 
Figure 1.  Schematic diagrams of internal turning process. 

 
Figure 2.  Turning process dynamics with active tool holder. 

B. Robust stability and controller synthesis for cutting 
processes with delayed feedback 

The optimization of the feedback control algorithm must 
balance high performance with avoiding excessive controller 
gain, which could lead to actuator voltage saturation, system 
instability, or noise amplification. Robust controller design 
must account for potential differences between the actual 
system dynamics 𝐺(𝑠) and the model transfer function 𝐺(𝑠). 
This can be represented by a multiplicative error factor Δ(𝑠) 

16Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-241-8

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ICAS 2025 : The Twenty-First International Conference on Autonomic and Autonomous Systems

                            26 / 58



such that 𝐺 = 𝐺 + Δ𝐺. When a bound for Δ is known or 
estimated, the small gain theorem can be used to ensure 
stability and performance of the closed-loop system. 

A key challenge is that model accuracy can vary 
depending on the tool setup, and precise determination of Δ, 
or its bounds, may not always be feasible. Additional 
uncertainty arises in the cutting force model due to factors like 
material hardness, cutting speed, and feed rate. Therefore, a 
systematic approach is needed to handle both model and 
cutting process uncertainties in the controller design. 

The system dynamics for controller synthesis are depicted 
in Figure 3, where the multiplicative model error (Δ) and the 
time-delayed feedback block (𝑒ିఛ௦) are treated as uncertain 
external feedback loops. The lumped parameter 𝜅 =
𝐾ଶ𝐾௦𝑏 cos 𝛽 𝐾ଵ⁄  is both uncertain and potentially time-
varying, depending on the current cutting conditions. 
Designing a controller for the maximum expected value of 𝜅 
may ensure suitability for the maximum depth of cut but could 
compromise robustness. Instead, a 𝜅-dependent controller is 
proposed, which can be tuned online to match system setup 
and cutting conditions. This synthesis is done using the gain-
scheduled 𝐻ஶ  framework, which requires the plant model's 
state-space matrices to have an affine dependency on the 
parameters, i.e., be in LPV form. The parameter 𝛿 =
𝐶௦ (𝑉 cos 𝛽 𝐾௦)⁄ , representing process damping is also 
uncertain; however, designing the controller for the smallest 
value of 𝛿  is appropriate as larger values increase damping 
and improve stability. 

The LPV control synthesis problem is defined by 
considering 𝑑  and 𝑥ఛ  as exogenous inputs, and 𝑓  and 𝑥  as 
outputs, as shown in Figure 3. The impact of Δ  and the 
delayed feedback (𝑒ିఛ௦) are handled using 𝐻ஶ  norm-bound 
criteria for robust stability [18, 19]. Three design 
specifications are defined: 
1. Robust Stability under Delayed Feedback: 
              ฮ𝑇௫௫ഓ

(𝐾 , 𝜅)ฮ
ஶ

< 1 ↔ ‖𝜅𝑇௫ௗ(𝐾 , 𝜅)‖ஶ < 𝛹ିଵ. 
2. Forced Disturbance Attenuation: 

ฮ𝑊ଵ𝑇௫
(𝐾 , 𝜅)ฮ

ஶ
< 1 ↔ ‖𝜅𝑊ଵ𝑇௫ௗ(𝐾 , 𝜅)‖ஶ < 1, 

where 𝑊ଵ(𝑠)  is a weighting function representing the 
disturbance spectrum. 
3. Robust Stability under Model Error (Δ):  

ฮΔ𝑇ௗ(𝐾 , 𝜅)ฮ
ஶ

< 1 ← ‖𝑊ଶ𝑇௨ௗ(𝐾 , 𝜅)‖ஶ < 1, 
where 𝑊ଶ(𝑠) is chosen to satisfy |𝑊ଶ(𝑗𝜔)| > |Δ(𝑗𝜔)| ∀ 𝜔. 

Since specification 2 with |𝑊ଶଵ(𝑗𝜔)| > Ψ ∀ 𝜔  is 
sufficient to achieve specification 1, all three can be unified 
into a single 𝐻ஶ norm-bound criterion. The block diagram for 
the weighted plant is shown in Figure 4. 

The LPV control synthesis can be formulated using LMIs, 
solvable through convex optimization techniques [20]. This 
formulation applies to systems with state-space equations in 
the general form: 

 �̇� = 𝐴(𝜅)𝑥 + 𝐵௪(𝜅)𝑤 + 𝐵௨𝑢 

 𝑧 = 𝐶௭(𝜅)𝑥 + 𝐷௭௪(𝜅)𝑤 + 𝐷௭௨𝑢 

 𝑦 = 𝐶௬𝑥 + 𝐷௬௪𝑤 + 𝐷௬௨𝑢 

where the matrices are affine in a parameter 𝜅  that varies 
within a fixed interval. The LPV controller solution (𝐴, 𝐵 , 
𝐶, 𝐷) is similarly parameter-dependent: 

 𝐾(𝜅) = [𝐴(𝜅), 𝐵(𝜅), 𝐶(𝜅), 𝐷(𝜅)] 

The controller is synthesized by solving the LMIs for the set 
of vertex systems, producing vertex controllers to form the 
parameter-dependent controller matrices. For this problem, 
the controller can be expressed as: 

 𝐾(𝜅) = 𝐾(𝜅) + 𝛼൫𝐾(�̅�) − 𝐾(𝜅)൯ 

where the scheduled parameter is 𝛼 = ൫𝜅 − 𝜅൯/൫�̅� − 𝜅൯ ∈
(0,1). Note that 𝛼 will be the adjustable parameter for 
the controller. 

 
Figure 3.  System definition for robust LPV control synthesis. 

 

Figure 4.  LPV plant definition with weighting functions. 

The multiplicative model error (as shown in Figure 5) was 
calculated based on the error between the single-degree-of-
freedom dynamic model (Eq. 1), obtained using the peak 
picking method for identifying the modal parameters of the 
first mode, and the FRF results from frequency response 
testing. Simultaneously, sensitivity calibration was performed 
around the first resonance frequency, converting from voltage 
units to meters by matching the piezoelectric bending sensor 
with the accelerometer data. The results of this stage are 
presented in Figure 6. The transfer function from the PEA 
input (in volts) to the PES measurement (in µm) was thus 
determined as: 

 𝐾ଵΦ(𝑠) =
(௦)

(௦)
=

భ

௦మାଵଶ௦ା(ଶగ×ସ)మ 
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where 𝐾ଵ = 4.161 𝜇𝑚/Vsଶ  and 𝐾ଶ = 2.575 𝜇𝑚/Nsଶ . For 
the tested design case, the maximum value of the force 
coefficient was set to  κത = 𝐾ଶ𝐾௦𝑏 cos 𝛽 𝐾ଵ⁄ = 0.22 V 𝜇𝑚⁄  
(based on 𝐾௦𝑏 = (7.5 × 10଼) × (1 × 10ିଷ) N/m  and 𝛽 =
15°).  
 

 
Figure 5.  Design weighting functions and model error. 

 
Figure 6.  Frequency response measurements from sine-sweep tests with 
PEA excitation, alongside model-based data for comparison (after tuning). 

To align with the robust stability condition outlined in 
design specification 1 and to reduce the complexity of the 
synthesis process, 𝑊ଵ(𝑠) was selected as a flat weighting with 
a unity gain scaling. In contrast, 𝑊ଶ(𝑠) was chosen to bound 
the model error for 𝐺(𝑠) , based on the FRF measurement 
results. 

The transfer functions used for robust LPV control 
synthesis, along with the vertex LPV plant models, are shown 
in Figure 7. The design results demonstrate that the approach 
enables real-time tuning of a critical parameter, allowing 
adjustment of the trade-off between achieving high 
performance and avoiding excessively large controller gains. 

 
Figure 7.  Transfer functions for robust LPV control with vertex plant 

models. 

III. EXPERIMENTAL SYSTEM 

The active tool system, shown in Figure 8, was constructed 
using a commercially available internal turning tool holder 
(model S32T-MCLNL12 from K. CUTTER), measuring 300 
mm in length with a 32 mm diameter. Actuation was achieved 
through two multilayer piezoceramic stacks (model P-888.31 
from PI Ceramic GmbH), each measuring 10 × 10 × 17 mm, 
with a nominal displacement range of 11 μm and a blocking 
force of 3500 N. To ensure proper dynamic operation, a 
preload of 15 MPa was applied via a wedge mechanism with 
a preload screw. The actuator slots were machined near the 
clamping area, resulting in an overhang of 180 mm and an L/D 
ratio of 5.625. 

A piezoelectric patch sensor (model P-876.SP1 from 
Physik Instrumente (PI) GmbH) was installed to measure 
longitudinal strain, which correlates with radial bending of the 
tool holder, and was positioned near the actuators. For sensor 
calibration, an IEPE accelerometer (model CA-YD-1181 
from Sinocera) was mounted near the tool insert in the radial 
direction. 

The experiments utilized a cutting force emulator system 
in a laboratory hardware setup of the tool, as shown in Figure 
8. The control block diagram is depicted in Figure 9. The setup 
included two main real-time subsystems: one for chatter force 
emulation and the other for active vibration control. Chatter 
emulation was performed using an electromagnetic actuator 
powered by an Escon 24/2 amplifier from Maxon Motor, 
operating in current control mode. The pair of piezoelectric 
actuators were driven differentially using two piezo amplifiers 
(model E-617 from PI Ceramic GmbH). 

Data acquisition and control were managed using a real-
time target machine from Speedgoat, equipped with an IO397 
analog input/output card. Both the control algorithm and 
chatter emulator were implemented in Simulink and 
MATLAB. A High-Pass Filter (HPF) with a cutoff frequency 
of 30 Hz was applied to prevent the controller from 
compensating for quasi-static measurements. Additionally, a 
real-time user interface enabled online adjustment of 
controller parameters. The upper part of Figure 9 shows the 
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chatter emulator, which incorporates chip processing 
parameters and simulates the chatter force using the 
electromagnetic force driven by the current amplifier. 
 

 
Figure 8.  Experimental setup. 

 
Figure 9.  Block diagram of experimental implementation hardware. 

IV. EXPERIMENTAL RESULTS 

Turning emulation experiments were conducted using the 
experimental setup (Figure 8). The gain-scheduled 𝐻ஶ 
control law was synthesized using MATLAB. To demonstrate 
the control effectiveness in a laboratory setting, several key 
results are presented here. Figure 10 shows the measured FRF 
of the internal cutting tool for the uncontrolled case, along 
with three cases using robust LPV control with the two vertex 
models and one interpolation case. The results support the 
design and demonstrate that high damping was achieved in the 
system's resonant frequency range. 

Time-domain results from the chatter emulator are shown 
in Figure 11 for three different cases: Case 1 (red) and Case 2 
(black) represent unstable machining conditions without and 
with control, respectively. Case 3 (blue) represents stable 
machining parameters without control. Table 1 presents 
quantitative measures for these cases and an additional Case 4 
(without the chatter emulator), which yields results similar to 
Case 3, thereby confirming the absence of chatter in Case 3. 
The results show approximately a 65% reduction in chatter 
vibration (in terms of Root-Mean-Square, RMS value) and 
about a 47% reduction in the peak value. The value of the 
dynamic chatter force (𝑓) also decreases from Case 1 to Case 
2 due to the reduction in the chip thickness parameter 
(emulated), where PEA is a piezoelectric actuator and PES is 
a piezoelectric sensor. Quantitative and comparative results 
with and without control in an internal turning machine were 

validated in a subsequent study [21], demonstrating 
improvements consistent with the trends observed here under 
laboratory conditions with the emulator. 
 

 
Figure 10.  Measured FRF for LPV control with vertex models. 

TABLE I.  QUANTITATIVE MEASURES 

Parameter Case 1 Case 2 Case 3 Case 4 Units 

PES(rms) 1.82 0.63 0.383 0.379 µm 

PES(max) 5.88 3.10 0.910 0.855 µm 

fc (rms) 9.34 2.87 0.157 0.000 N 

fc(max) 29.68 13.77 0.633 0.000 N 

Control(rms) 0.00 0.32 0.000 0.000 V 

Control(max) 0.00 1.19 0.000 0.000 V 

 

 
Figure 11.  Experimental results for emulator turning: (red) case 1: unstable 
cutting regime without control, (black) case 2: control applied in unstable 

cutting regime, (blue) case 3: stable cutting regime withought control. 
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V. CONCLUSIONS 

This study investigated the effectiveness of a robust gain-
scheduled 𝐻ஶ  control strategy for suppressing chatter in 
internal turning processes. Experimental validation using an 
emulator setup showed that the proposed controller 
significantly reduced vibrations in the system’s unstable 
operating region, achieving a reduction of approximately 65% 
in RMS values and 47% in peak values of chatter forces. 
These results confirm the practical feasibility of the tunable 
real-time controller in machining environments, including 
adaptation to varying cutting conditions. 

The research emphasizes the importance of addressing 
both model uncertainties and time-delayed feedback in 
controller design. By employing LPV control synthesis with 
vertex models, the system could maintain robust performance 
across different machining setups, effectively mitigating 
instability without compromising operational efficiency 

Future work will focus on validating the control design 
through practical turning experiments in a workshop 
environment. Additionally, the control algorithm will be 
extended to more realistic scenarios, such as when the turning 
tool is connected to CNC machines at varying lengths, causing 
changes in resonance frequency. This extension will further 
enhance the adaptability and effectiveness of the control 
strategy in industrial applications. 
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Abstract— This paper presents a bioinspired pipe-climbing 

robot that can grasp various columnar objects with unknown 

shapes by utilizing a passive mechanism. Through this 

proposed passive mechanism, the arm replicates octopus-like 

behavior, allowing it to conform to unknown objects without 

sensing their shape. In this paper, we improved our previous 

robot and installed current sensors to measure the motor 

current and estimate the grasping force. Using the current 

information, the robot controls the grasping force and climbs 

various columnar objects with different shapes. To 

demonstrate the effectiveness of the proposed robot, an 

improved version was developed, and experiments were 

conducted. As a result, we confirmed that the proposed system 

works well and that the robot could grasp various unknown-

shaped objects using a preset grasping motor current. 

Keywords-climbing robot; flexible mechanism; passive 

mechanism; bio-inspired robot; octopus-like robot. 

I.  INTRODUCTION  

Autonomous systems operating in unknown, complex 
environments—such as autonomous vehicles, domestic 
robots, agricultural robots, construction robots, and rescue 
robots—have attracted great attention, and various research 
efforts are being conducted in this area. In general, 
controlling these robots in complex environments is very 
challenging because, in unknown environments, robots need 
various sensors to gather extensive information about their 
surroundings, and significant computational resources are 
required to process this information. Additionally, 
controlling the robots’ many degrees of freedom also 
demands considerable computational power. 

On the other hand, even lower organisms in nature can 
exhibit intelligent behavior in natural environments. In 
particular, some of these organisms do not possess enough 
processing ability to control the many degrees of freedom of 
their bodies in complex natural surroundings. Nevertheless, 
their behavior remains adaptive.  

The mechanism by which they achieve adaptive behavior 
is not yet fully understood. However, it is thought that the 
interaction between the body and environment plays an 
important role, and that flexible or passive mechanisms are 
crucial for making use of this interaction. Based on this 
concept, various soft robots have been developed [1]-[14]. 

In our previous work, we developed various bio-inspired 
robots with flexible or passive mechanisms, among which 
the pipe-climbing robot TAOYAKA [1]-[3] is one example. 
TAOYAKA’s arms have multiple passive joints, and by 
simply pulling a string with a motor, octopus-like 
movements are achieved, allowing the arm to hold pipes of 
unknown shapes. In the earlier version of this robot [1], 
motion control was successfully realized through the 
interaction between the robot and the pipe. However, 
controlling the grasping force remained a challenge.  

In summary, the biggest challenge in our projects is how 
to control the many degrees of freedom of a robot in a 
complex environment. The solution lies in utilizing the 
interaction between the body and the environment by 
mimicking the strategies of real creatures.   

In particular, this research focuses on grasping force. We 
improved the previous robot by adding a function to control 
the grasping force using a simplified method that employs 
motor current sensors. 

The remainder of this paper is organized as follows. 
Section II introduces the strategy of the octopus. Section III 
reviews related work and previous research. Section IV 
proposes an improved robot design. In Section V, we present 
an experiment to demonstrate the effectiveness of the 
proposed approach. Finally, Section VI concludes the paper. 

 

II. RERATED WORK AND PREVIOUS WORK 

We introduce the behavior of octopuses that inspired us 

to develop our robot, and we explain earlier and related 

robots. 

A. Strategy of octopus 

The octopus can grasp various objects of unknown 
shapes without seeing them. To achieve this intelligent 
behavior, the octopus uses a strategy in which it gradually 
contacts its flexible arm with the unknown object from the 
root to the tip, as shown in Figure 1. Through this strategy, 
the shape of the arm is determined by the interaction with the 
object, allowing it to cover the object without sensing its 
shape. 

Our robot, TAOYAKA, is designed to replicate this 
strategy and can climb pipes or pillars of unknown shapes.  
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Figure 1. Grasping strategy of octopus 
 
 

B. Soft robots 

Recently, various soft or flexible robots have been 
developed because they can adapt to complex environments 
through interaction [4]-[8]. Many conventional soft robots 
are driven by air, and a pushing force is used to move the 
body [4]-[8]. However, high pressure reduces softness, and 
adaptability decreases when generating large forces.  

In our previous study [9], we took this disadvantage into 
account and proposed a novel mechanism driven by the 
pulling force of a string. In another study [10], we confirmed 
the advantages of the pulling mechanism through 
experiments. Using this mechanism, we developed an 
octopus-like manipulator, as shown in Figure 2 [9][10]. This 
manipulator can easily pick up objects of unknown shapes by 
replicating the octopus's strategy. In [10], we proposed 
utilizing the dynamics of a soft body to reproduce octopus-
like behavior and demonstrated its effectiveness through 
experiments. Subsequently, we applied this grasping 
mechanism to a pipe-climbing robot, TAOYAKA (Figure 3) 
[1]-[3]. This robot can grasp pipes or pillars of unknown 
shapes and climb them. TAOYAKA has two versions based 
on size: in [1][2], we developed larger versions made with an 
aluminum frame for structural support and passive rubber 
joints for flexible movement. In [3], we developed a smaller 
version using silicone rubber, which can climb real tree 
branches thanks to its flexibility (Figure 4). 

These robots were able to achieve adaptive behaviors 
despite their simple mechanisms. This provides a significant 
advantage over conventional complex control mechanisms. 
However, the grasping force was not adjustable and 
remained constant. As a result, it was necessary to set an 
appropriate grasping force in advance, and autonomous 
control of the grasping hand was anticipated.   

In this paper, we introduce a simple controller for 
regulating the grasping force, utilizing a current sensor to 
enhance the adaptability of TAOYAKA VI. 

 

 
 
 
 

 
 

Figure 2. Octopus-like manipulator 
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Figure 3. TAOYAKA V 
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No.3 No.4
 

 
Figure 4. TAOYAKA-SII 

 

III. TAOYAKA VII 

We develop TAOYAKA VII by improving previous 
robot. Figure 5 shows the robot that we are developing, and 
Table 1 shows its specification.  

 
TABLE I. SPECIFICATION OF THE TAOYAKA VII 

Weight 3.0 kg

Length 105 cm

Height 149 cm

Servomotor KRS-2572HV ICS

Worm Gear TAMIYA Woem Gear Box HE

Microcomputer Arduino Mega 2560

Power supply DC power supply 12V25A
 

 
To reduce the weight, the size of the robot is slightly 

smaller than the previous one. The passive mechanism and 
moving motion are the same as the previous one, but in this 
version, we install grasping force control. Details are as 
follows. 

 

 
Figure 5. TAOYAKA VII 

 

A. Mechanisn of the arm 

Figure 6 shows the proposed arm mechanism. The arm is 
composed of seven passive joints and is driven by one motor 
with worm gear. A string is installed through the arm, and by 
pulling the string, the arm is closed. Rubber bands are 
attached between links, and the rubber strength gradually 
increases from the root to the tip. Owing to the difference of 
rubber tension, the arm moves from the root to the tip by just 
pulling the string, and the octopus-like movement is 
replicated. Figure 7 shows the octopus-like movement. 

At TAOYAKA VII, we install current sensors on the 
motor that pulls the string. By monitoring these sensors, we 
can detect excessive torque and cut off the current. Since the 
motor has a worm gear, even if the electrical power is turned 
off, the arm remains locked, and the robot can keep holding. 
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Figure 6. Arm mechanism 
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No.3      No.4 

Figure 7. Octopus-like movement 
 

B. Control method and motion pattern for Climbing 

The robot consists of four segments, and each segment 

has two arms, as shown in Figure 5. Each arm is connected 

to the trunk via a servomotor. When the servomotor rotates, 

the trunk rises, as illustrated in Figure 8. Figure 9 shows the 

flowchart for controlling the robot, and Figure 10 shows the 

climbing pattern.  

 
 

Figure 8. Rising motion 
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Figure 9. Flowchart for controlling the robot 

 

 
 

Figure 10. Climbing Pattern 

 

By repeating the pattern of Figure 10, the robot ascends 

the pipe. 

IV. EXPERIMENT 

We conducted experiments to validate the proposed 

control scheme for grasping force. To control the grasping 

force, we used the motor current. We applied the same 

control algorithm to three pipes with different diameters. 

Figure 11 presents a typical behavior for one arm, and 

Figure 12 shows the motor current. 

As shown in Figure 12, in the no-control case, the current 

was saturated at a high level, indicating that the grasping 

force was too high to grasp soft objects. In contrast, in the 

case of the proposed control, the current was cut off around 

the desired value. 
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In each experiment, the maximum current exceeded 1500 

mA even though the desired value was set to 1500 mA. This 

is because the sampling time in this experiment was set to 

0.2 seconds, meaning that the current value was measured 

every 0.2 seconds. The motor power was cut off only when 

the current first exceeded 1500 mA. Therefore, if more 

precise control is required, this can be addressed by 

shortening the sampling time. 

Since the proposed mechanism employs a worm gear, as 

shown in Figure 6, the arm can maintain its grasp even 

when the motor current is cut off. Thus, the maximum 

grasping force can be easily controlled by the simple control 

scheme shown in Figure 9. 

 

No. 1

No. 2

No. 3
 

Figure 11. Realized movement 

Our next step is to apply the control scheme to all the 

arms and conduct climbing experiments on various soft 

columnar objects. 

 

 

a) Small paipe (diameter = 144 mm) 

 

 

b) Medium paipe (diameter = 216 mm) 

 

 

c) Large pipe (diameter  = 257 mm) 

 
Figure 12. Experimental result of the current control 
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V. CONCLUSION 

In this paper, we focus on the adaptive mechanisms of 
animals and apply a passive and flexible mechanism to a 
pipe-climbing robot. We improved the previous robot by 
adding a function to control the grasping force using a 
simplified method that employs motor current sensors. 

With the proposed mechanism, the arm replicates 
octopus-like behavior and can grip the pipe using a preset 
grasping motor current. Our future work is to apply this 
robot to columnar objects with unknown dents and bumps to 
demonstrate the effectiveness of the proposed mechanism. 
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Abstract— Automotive radar technology has rapidly advanced, 

providing increasingly sophisticated functionalities that are 

essential to achieving the vision of fully autonomous vehicles. 

Modern radar sensors are equipped with enhanced detection 

ranges that now reach up to 300–400 meters, improved angle 

separability within 0.1°–1°, and Artificial Intelligence (AI)-

driven object recognition capabilities, making them 

indispensable for automated vehicle systems. These 

improvements enable radar systems to detect and differentiate 

multiple objects, including vulnerable road users, even in 

complex urban settings and at high speeds. Automotive radar 

operates reliably in various environmental conditions, 

including rain, fog, and low light, thus providing stability and 

accuracy critical to safe vehicle autonomy. This paper reviews 

the latest innovations in automotive radar and explores its 

essential role in the automotive industry’s journey toward 

achieving fully autonomous vehicles. By examining cutting-

edge radar sensor features and applications, this study 

demonstrates how automotive radar technology effectively 

addresses perception and safety challenges, ensuring robust 

and consistent performance even under adverse conditions. 

Keywords - Automotive radar; Autonomous driving; 

Perception systems; Enhanced detection range; Waveguide 

antenna. 

I.  INTRODUCTION  

Radar systems have long been integrated into vehicles 

for applications like Adaptive Cruise Control (ACC) and 

collision avoidance. However, traditional radar technology 

has limitations in resolution, interference, and robustness, 

impacting performance in urban environments. With the rise 

of autonomous driving, demand has grown for high-

precision radar systems [1]. 

Modern automotive radar plays a key role in driver 

assistance and automation, excelling in detecting objects, 

measuring distances, and tracking velocity in real time. 

These capabilities ensure reliable operation in challenging 

conditions such as poor visibility and dense traffic. Recent 

advancements, including extended range, higher resolution, 

and improved object classification, further support 

autonomous vehicle needs [2]. 

Despite these improvements, challenges remain, such as 

interference from other sensors, difficulty in distinguishing 

stationary objects, and resolution limitations in complex 

environments. Integrating radar with Light Detection and 

Ranging (LiDAR) and camera systems introduces 

challenges related to cost, computational power, and sensor 

fusion accuracy [3]. 

This paper is structured as follows: Section II discusses 

radar’s role in vehicle autonomy. Section III covers recent 

radar advancements, focusing on signal processing and 

sensor integration. Section IV examines radar’s impact on 

safety and industry regulations. Section V presents 

performance insights from the latest radar models. Section 

VI concludes with key findings and future research 

directions. 

 

II. ROLE OF RADAR TECHNOLOGY IN ACHIEVING FULL 

AUTONOMY 

Fully autonomous vehicles rely on precise and reliable 

sensing in various environments. Radar sensors enable key 

automation functions such as ACC, Automatic Emergency 

Braking (AEB), and lane-keeping assistance [4]. Their 

capability to detect range, speed, and object positions 

enhances perception system redundancy, essential for safe 

operation. 

Modern radar can track multiple objects simultaneously, 

crucial for navigating intersections and high-traffic areas. It 

contributes to high-definition mapping and real-time 

updates via cloud-connected databases, improving 

situational awareness and hazard response [5]. Figure 1 

illustrates improvements in sensitivity and accuracy in 

handling complex scenarios. 

III. ADVANCED AUTOMOTIVE RADAR TECHNOLOGY 

Recent advancements in automotive radar technology 
have led to significant improvements in signal processing, 
sensor integration, and radar architecture, which contribute 
to better detection and resolution. Contemporary radar 
sensors, such as 4D imaging radar, operate in the 76-81 GHz 
frequency band, providing detection ranges up to 391 meters. 
This high-frequency range enhances range sensitivity, angle 
separability, and speed detection, which are essential for 
accurately identifying vehicles, pedestrians, and other 
obstacles in complex traffic environments. 

A significant innovation in automotive radar technology 
is the use of waveguide antennas, specifically designed to 
improve radar performance in terms of directivity and 
efficiency. Waveguide antennas are highly efficient in 
transmitting and receiving high-frequency signals, thus 
enabling better accuracy and range in radar applications. 
They are also less susceptible to interference, which 
improves signal clarity and reduces noise. When used in 
radar systems, waveguide antennas facilitate sharper 
beamforming, allowing for precise detection of objects even 
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in densely packed traffic scenarios. With these 
characteristics, waveguide antennas play an essential role in 
enhancing radar performance and contribute to more reliable 
detection and tracking in autonomous driving [4].  

 

 
 

Figure.1 Radar sensor hardware architecture. 

IV. POTENTIAL AND IMPACT OF ADVANCED RADAR ON 

AUTOMOTIVE INDUSTRY 

As autonomous driving technology matures, the role of 

radar in perception systems becomes increasingly 

indispensable. Radar’s resilience to challenging weather 

conditions, along with its high accuracy, ensures that 

autonomous systems can perform reliably in various adverse 

scenarios, such as rain, fog, or low-light environments. 

Additionally, AI-enhanced object recognition in radar 

technology allows sensors to continuously adapt and 

improve, making radar a scalable solution for different 

levels of vehicle automation [5]. 

The implementation of advanced radar systems in fully 

autonomous vehicles has the potential to improve road 

safety by significantly reducing human error, which 

accounts for most traffic accidents. As radar technologies 

progress, they will be pivotal in meeting safety and 

performance standards set by regulatory organizations like 

the New Car Assessment Program (NCAP). The integration 

of automotive radar not only aligns with regulatory demands 

but also serves as a cost-effective, reliable, and scalable 

solution, aligning with the industry's vision for future 

mobility. 

V. RESULTS AND DISCUSSIONS 

The latest advancements in automotive radar technology 

exhibit remarkable improvements in detection accuracy, 

range, and operational resilience. Bosch’s front radar model 

offers a 35% increase in range sensitivity compared to its 

predecessor, improving object detection, tracking, and angle 

separability for ACC and AEB applications. Meanwhile, the 

premium 4D imaging radar delivers a 20% increase in 

detection range and enhanced object identification, with 

angular precision of approximately 0.1° (Figure 2). 

Future work will focus on integrating advanced AI 

algorithms to enhance real-time decision-making and 

adapting radar systems for higher automation levels. 

Additionally, optimization for power efficiency and size 

reduction remains a priority, particularly for electric and 

compact vehicles. Continued innovation in waveguide 

antennas could further improve directional accuracy, reduce 

interference, and enable multi-beam capabilities, enhancing 

robustness in complex traffic conditions. Increased data 

integration across radar, LiDAR, and camera systems may 

further refine autonomous navigation, advancing the 

industry toward fully autonomous vehicles. 
 

   

Figure. 2 Results from latest generation of Bosch Radar. 

VI. CONCLUSION 

Automotive radar technology has achieved impressive 
advancements, bringing the automotive industry closer to the 
vision of fully autonomous vehicles. Enhanced radar sensors 
enable vehicles to navigate complex environments, ensure 
safety, and maintain high operational efficiency. The critical 
role radar plays in object detection, target tracking, and 
environmental perception makes it an essential component of 
autonomous vehicle design. With ongoing improvements in 
radar architecture, such as waveguide antenna integration, 
and AI-driven decision-making, radar technology will be 
instrumental in shaping the future of autonomous driving. As 
radar systems continue to evolve, their integration into 
vehicle automation will be a defining factor in the 
automotive industry’s journey toward fully autonomous 
mobility. 
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Abstract—Breadth-first search is used as a brute-force ap-
proach to parallelizing graph computations over a distributed
graph structure, such as the shortest path, closeness centrality,
and betweenness centrality search. As a smart alternative, we
integrate Q-learning capabilities into agents, dispatch them over a
distributed graph, have them populate the Q-table, and accelerate
their graph computations. We developed the Q-learning agents
with the Multi-Agent Spatial Simulation (MASS) library and
measured their parallel performance when running over a
distributed graph with 16K or more vertices. This paper identifies
the graph scalability, static/dynamic graph structures, application
types, and Q-learning hyperparameters that take advantage of
Q-learning agents for parallel graph computing.

Keywords-Q learning; agent-based modeling; cluster computing;
graph algorithms.

I. INTRODUCTION

Graphs play a critical role in data representation across
diverse domains, such as social networks, transportation sys-
tems, and biological networks. The exponential growth of
graph sizes and complexity necessitates scalable solutions to
handle vast datasets. Distributed frameworks, such as Google’s
Pregel [1] and Apache Spark GraphX [2], address this need
by partitioning graph data across multiple computing nodes
for parallel processing. While these solutions provide robust
support for large-scale static graphs, their predefined com-
putation models fall short when adapting to dynamic graph
environments.

In contrast, reinforcement learning, particularly Q-learning,
introduces a paradigm shift by enabling agents to learn
graph structures and adapt their strategies dynamically. Q-
learning’s flexibility demonstrates a promising approach to
handling static and dynamic graphs, especially in scenarios
with frequent and unpredictable topology changes. To evaluate
the Q-learning agents’ adaptability, flexibility, and parallel
performance, we implemented them within the Multi-Agent
Spatial Simulation (MASS) Java library [3].

Our work applied MASS-enabled Q-learning agents to
three fundamental graph problems: shortest path, closeness
centrality, and betweenness centrality. Experimental results
demonstrated the efficiency of this approach, including per-
formance gains of 66% to 99% and a 190% reduction in
training time when executed on eight computing nodes. These
improvements highlight the potential of combining distributed
Q-learning agents to effectively tackle graph analysis.

The remainder of this paper is structured as follows. Sec-
tion II reviews related work on parallel graph computing,

reinforcement learning, and dynamic graph processing. Sec-
tion III details the design and implementation of Q-learning
agents within the MASS framework. Section IV presents
the experimental setup and results, comparing Q-learning-
based solutions with existing MASS implementations. Finally,
Section V concludes our work on distributed graph computing
using Q-learning agents.

II. RELATED WORK

This section reviews some libraries and algorithms related to
our MASS-parallelized Q-learning agents from the following
three viewpoints: (1) parallel graph computing, (2) Q-learning
graph computing, and (3) tolerance to dynamic graphs.

A. Parallel graph computing

The exponential growth of graph sizes has necessitated
distributed platforms, such as Google’s Pregel [1] and Spark
GraphX [2], to handle large-scale graph computations. In
Pregel, the master computing node partitions a graph dataset
across worker computing nodes for parallel computation.
Pregel simulates message propagation or breadth-first search
over the graph in iterative supersteps, where each vertex ex-
changes messages with its neighbors. GraphX utilizes a similar
vertex-centric message propagation approach, facilitated by the
Pregel API and enhanced through Spark’s Resilient Distributed
Datasets, enabling efficient in-memory computation and fault
tolerance.

While GraphX and Pregel are robust for static graphs, they
struggle with dynamic environments where changes in the
graph necessitate complete recomputation. Depending on the
size of the graph, this can result in significant computational
costs as the frameworks have no native mechanism to respond
incrementally to these changes. In this way, adaptive solutions
have a significant advantage over purely static implementa-
tions.

B. Q-Learning Graph Computing

Q-learning [4] has seen wide adoption in reinforcement
learning due to its ability to learn and adapt to unknown
environments and derive optimal policies for navigating them,
particularly in the shortest path problem. In this context, graph
vertices represent states, edges represent possible actions, and
rewards are based on the edge weights. As the Q-learning
agent navigates the graph, it iteratively populates the Q-table,
capturing the optimal policies for efficient traversal.
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In literature, Q-learning has successfully addressed the
shortest path problem. Sun [5] utilized Q-learning to navigate
a static city graph, demonstrating its effectiveness in road
network-like graph structures. Wang et al. [6], applied Q-
learning to autonomous robots in a grid-like environment,
prioritizing the shortest path and obstacle avoidance. The study
highlighted Q-learning’s ability to enable intelligent decision-
making in uncertain environments driven by learned agent
intelligence. Nannapaneni [7] introduced a novel path-routing
algorithm based on a modified Q-learning algorithm for dy-
namic network packet routing, underscoring its adaptability to
evolving environments. However, these studies often focus on
small graphs with fixed hyperparameters on single-machine
setups.

Two extensions of the shortest path search are closeness and
betweenness centrality computation [8]. The former computes
the shortest path from each vertex u to all other vertices
v, sums all the path lengths, and takes its reciprocal with
C(u) = N−1

sum(u) . The latter determines all shortest paths
between each pair of vertices u and v in a graph, counts how
many paths pass through a given vertex, and computes the
centrality with B(s) =

∑
u̸=s̸=v

σuv(s)
σuv

, where σuv is the total
number of the shortest paths from vertex u to vertex v, and
σuv(s) is the number of those paths passing through s. For
dynamic graphs, recalculating these metrics with each change
can be computationally expensive. Parallel approaches, such as
using landmarking techniques [9] or GPU acceleration [10],
have been proposed to address this complexity. However, these
methods often require extensive preprocessing or specialized
hardware, limiting their practicality.

C. Dynamic graphs

Dynamic graphs, where changes to the graph’s vertices or
edges occur over time, better emulate real-world situations
like those in traffic networks. Changes to the graph can be
incremental, adding vertices and edges or increasing weights,
or decremental, removing vertices and edges or decreasing
weights [11]. Traditional algorithms, such as Dijkstra’s or
Bellman-Ford, are designed for static graphs as they require
complete recomputation for each change. This recomputa-
tion becomes prohibitively expensive when handling frequent
changes.

To address the challenges associated with dynamic graphs,
several approaches have been explored. Early efforts adapted
traditional algorithms like A* [12] for incremental changes.
Techniques like those employed in Dynamic Dijkstra’s [13]
and D* [14] utilized incremental search strategies that recom-
pute only affected portions of the graph. Subsequent methods
used landmark-based techniques [15] for real-time shortest
path approximation and distributed techniques [16] to partition
the graph data and subgraph computation across a distributed
cluster of computing nodes. While these approaches improve
performance, they often rely on knowledge of where changes
occur, which is impractical for unpredictable, real-world en-
vironments. Additionally, landmarking requires extensive pre-
processing to select landmark vertices accurately. Our work

focuses on measuring dynamic performance without prior
knowledge of graph changes or the underlying structure of
the graph.

D. Challenges and Agent-based Solutions

Our project seeks to expand on these studies by exploring
a diverse range of graph sizes, assessing the performance of
Q-learning on dynamic graphs using the MASS framework,
and improving the algorithm’s efficiency through performance-
based hyperparameter tuning and MASS-enabled agent fea-
tures. For this purpose, we take the following four strategies:

1) MASS constructs and maintains a distributed graph over
a cluster system for repetitive graph computing [17].

2) MASS agents build a Q-table over a distributed graph
and dynamically tune hyperparameters during training.

3) MASS facilitates dynamic graphs by adding or deleting
vertices and their edges.

4) MASS agents adapt to graph changes by reaching semi-
optimal solutions when the initial graph structure is
altered.

III. AN IMPLEMENTATION OF Q-LEARNING AGENTS

This section details the Q-learning algorithm for the shortest
path problem and its application to closeness and betweenness
centrality. It also covers the implementation details for the Q-
learning shortest path, closeness centrality, and betweenness
centrality in MASS, including MASS-specific performance
improvements.

A. MASS Library

The MASS Java Library [3] uses two primary components:
Places and Agents. Places represent individual data members
of a larger dataset, whereas Agents comprise individual agent
execution entities that traverse Place objects to perform com-
putation. Individual Place objects are allocated across a spe-
cific number of computing nodes within a cluster and can be
referenced using a universally recognized set of coordinates.

After mapping each Place within the cluster, they are
assigned to threads, allowing them to communicate with other
Place objects and the agents residing on them. Agents are
organized into groups on each computing node and can move
between nodes using serialization and TCP communication.

The MASS library has been extended to support explicit
graph structures in a multi-node cluster. GraphPlaces, an
extension of the original Places class, consists of Vertex-
Place objects that store graph vertex information. Graphs can
be manually created by invoking the addVertex() and
addEdge() methods, or users can load graph data from a
supported graph format, including Hippe, Matsim, or a few
propriety formats [17]. MASS enables parallel file processing,
making graph creation far more efficient than serial methods.
Keeping with its tradition of distributed cluster computing,
vertices are balanced across the entire cluster in a round-robin
fashion to ensure an even distribution of graph data between
all the cluster nodes.
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B. Algorithm Design

The Q-learning shortest path algorithm models the environ-
ment as a graph G = (V,E), where vertices V are states
and edges E are actions connecting them. An agent learns
the optimal path by iteratively updating the Q-table Q(s, a),
which stores the value of taking action a in state s. The Q-
value update rule is given by:

Q(s, a)← Q(s, a) + α
[
r + γmax

a
Q(s′, a)−Q(s, a)

]
Here, α is the learning rate, γ is the discount factor, and r

is the reward received for the state transition. Rewards guide
the agent by assigning penalties for non-terminal states as
the edge cost, a positive reward for reaching the destination,
and a penalty for encountering dead ends. The parameter ϵ
controls the exploration-exploitation tradeoff in an epsilon-
greedy action selection process (see Figures 1 and 2), where
agents explore new paths with probability ϵ and exploit the
highest Q-value action otherwise. Training continues until the
Q-values converge or the maximum number of episodes is met.

To improve on traditional Q-learning, dynamic hyperpa-
rameter tuning is utilized to enhance learning efficiency and
adaptiveness. This approach uses a distributed reward win-
dow, a linked list that stores cumulative rewards received
during training episodes. If the current average reward in the
window decreases relative to the previous average, α and
ϵ are increased to promote exploration. In contrast, if the
reward improves, these parameters are decreased to stabilize
learning and encourage exploitation. This dynamic adjustment
enables agents to adapt to changing performance, improving
convergence and efficiency compared to fixed parameter decay.

Beyond finding the shortest path, the Q-table also enables
suboptimal path enumeration. By defining a Q-value and path
length threshold, agents can explore alternative paths within
a certain percentage of the optimal Q-value and path length.
This flexibility allows the agent to identify viable alternative
routes in the event of changes in the graph structure, such as
blocked paths or updated edge weights. The Q-table’s compre-
hensive knowledge provides a robust basis for exploring these
alternative paths without requiring additional training.

The Q-learning shortest path algorithm naturally extends
to calculating graph centrality metrics like closeness and
betweenness. In MASS, this is achieved by assigning a Q-
learning agent to each source-destination pair, with Q-tables
organized in a two-dimensional array of hashmaps at each
vertex. For betweenness centrality, agents are further tasked
with enumerating all optimal paths between vertex pairs.

C. Algorithm Implementation with MASS

The MASS library streamlines the application of the Q-
learning shortest path algorithm by distributing computation
and facilitating multi-agent collaboration. The algorithm is
built upon the fundamental abstractions of MASS: Places
and Agents, utilizing the graph-specific extension of Places,
GraphPlaces, to enable easy-to-use MASS graph functionality.
Furthermore, the Node class, representing individual graph

nodes and an extension of VertexPlace, is created to incor-
porate Q-learning functionality related to distributed Q-table
storage and dynamic hyperparameter tuning.

Figure 1. Action Selection algorithm in the Q-learning process.

The primary agent, QLAgent, navigates the graph, updates
Q-values, and dynamically adjusts hyperparameters based on
feedback from the reward window. During training, the QLA-
gent iteratively explores the graph, storing the learned values
in the distributed Q-tables. The action selection process is
handled by the chooseAction function, detailed in Fig-
ure 1, which implements the epsilon-greedy policy to balance
exploring new actions and exploiting the highest-value actions
stored in the Q-table. At the end of each episode, the QLAgent
evaluates its performance and fine-tunes its hyperparameters
using the adjustAlphaEpsilon function, described in
Figure 2. This adaptive function increases exploration and
learning rates when performance declines and decreases when
performance improves, ensuring efficient learning throughout
the training process. The adjustment factors of 1.035 and 0.95
for α and ϵ were identified through manual testing as values
that provide balanced yet gradual change without excessive
oscillation. Once training is complete, the QLAgent uses the
learned values from the Q-table to identify the optimal path.

Figure 2. Dynamic α and ϵ tuning algorithm.

Suboptimal paths are explored using the PathAgent, a sim-
plified version of the QLAgent designed for path enumeration.
The PathAgent identifies routes within user-defined Q-value
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and path length thresholds, enabling the discovery of both
optimal and viable alternative paths.

MASS significantly enhances Q-learning performance on
large-scale graphs by optimizing resource utilization and scal-
ability. The distributed architecture efficiently shares memory
and computational load across computing nodes and enables
the sparse Q-table representation focused on only relevant
state-action pairs. Moreover, MASS’s multi-agent training
support allows numerous agents to explore the graph si-
multaneously, accelerating the training process and ensuring
comprehensive graph coverage.

IV. EVALUATION

This section presents the experimental results for the Q-
learning shortest path, closeness, and betweenness central-
ity applications, comparing their performance against current
MASS implementations. Experiments were conducted on the
CSSMPI cluster at the University of Washington Bothell,
comprising eight virtual machines allocated four cores at
2.10GHz from an Intel Xeon Gold 6130 processor and 16GB
of RAM. The MASS Q-learning applications utilized MASS
Java Core version 1.4.3, enhanced by Fastutil version 8.5.8
for optimized data structures. Performance metrics focus on
training time, adaptability for dynamic graph changes, and
efficiency improvements through multi-agent training.

TABLE I. GRAPH DATASETS PROPERTIES

Dataset Vertices Edges Avg Deg Max Deg
Synthetic (Shortest) 500-16K 63K-64M 126-4038 189-5833
Road Networks 1861-19K 4K-50K 2.35-5.3 5-10
Synthetic (Centrality) 8-256 16-16K 2-64 3-97

Table I summarizes the datasets used for evaluation, in-
cluding synthetic graphs for shortest path testing, real-world
road network graphs for dynamic performance analysis, and
synthetic centrality graphs for closeness and betweenness
centrality testing.

A. Shortest Path

Figure 3 demonstrates the training performance of the Q-
learning shortest-path application on synthetic graphs. The
application performs best on single-node executions for graphs
up to 8000 vertices, as the need for communication between
nodes in the cluster is minimized. For the 16,000-vertex graph,
multi-node execution becomes necessary, with eight comput-
ing nodes achieving optimal performance due to distributed
agent coordination and parallel execution.

After training, the Q-learning shortest path algorithm sig-
nificantly outperforms the current MASS shortest path imple-
mentation in output speed, as shown in Figure 4. The trained
QLAgent efficiently navigates the graph using the trained Q-
table to produce the shortest path, demonstrating the inherent
advantage of pre-trained Q-learning models.

Dynamic benchmarking evaluates the adaptability of the Q-
learning application to graph changes. Figure 5 compares Q-
learning performance with the current MASS shortest path

Figure 3. MASS Q-learning Shortest Path Synthetic Training Time

Figure 4. MASS Shortest Path vs. MASS Q-learning Shortest Path

application when faced with the removal of a single vertex.
The Q-learning implementation excels in well-connected syn-
thetic graphs, quickly adapting to minor changes due to the
knowledge stored in the Q-table. More substantial disruptions,
such as the removal of five vertices, resulted in increased
retraining times, thereby making rerunning the current MASS
implementation more efficient for significant changes.

B. Closeness and Betweenness Centrality

The Q-learning approach for centrality analysis demon-
strates potential but faces scalability challenges. For closeness
centrality, training individual Q-tables for all vertex pairs re-
sulted in quadratic scaling with the number of vertices, making
the approach inefficient for larger graphs as shown in Figure 6.
Similarly, betweenness centrality incurred additional overhead
from enumerating all shortest paths between vertex pairs,
further amplifying scalability issues. The scalability issues and
the need to retrain extensively for dynamic graph changes
made the Q-learning approach less competitive compared to
the current MASS implementation.

Overall, while the Q-learning-based centrality method
showed promise for small, static graphs, its scalability and
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Figure 5. MASS vs. MASS Q-learning Shortest Path One Vertex Removal

Figure 6. MASS vs. MASS Q-learning Closeness and Betweenness Centrality

adaptability fell short of the success in the shortest path
application. Future work could explore hybrid approaches or
optimizations, such as combining Q-learning with heuristics
or leveraging pre-computed graph partitions, to address these
limitations and improve centrality analysis performance.

C. MASS Enabled Q-learning Performance Improvements

The Q-learning shortest path application incorporates key
innovations enabled by the MASS framework: multi-agent
training, distributed reward window, and dynamic hyperpa-
rameter tuning. Multi-agent training, facilitated by MASS’s
distributed multi-agent architecture, significantly reduces train-
ing times by allowing agents to operate in parallel across
all computing nodes. As shown in Figure 7, this approach
achieved a 190% reduction in training time on an 8-node
cluster with 1750 training agents compared to a single agent
execution. The MASS framework facilitates this improvement
by efficiently managing agent migration, synchronization, and
data sharing across distributed nodes, enabling seamless multi-
agent parallelism.

In multi-agent Q-learning scenarios, a considerable chal-
lenge is the need for agents to share the knowledge gained
during training, often requiring costly synchronization meth-

Figure 7. MASS Q-learning Shortest Path Multi-Agent Training Time

ods. Our implementation of a distributed reward window,
enabled by the MASS framework, was a key enhancement
to the Q-learning applications. Figure 8 illustrates that the
distributed reward window allows agents to share their cumula-
tive episodic rewards without costly synchronization methods,
enabling efficient hyperparameter tuning and reducing train-
ing times. MASS’s distributed architecture provides a simple
and effective mechanism for aggregating these rewards. By
streamlining communication and eliminating costly synchro-
nization overhead, the distributed reward window significantly
increases the scalability and efficiency of Q-learning as applied
to large-scale graph analysis.

Figure 8. MASS Q-learning Independent vs. Distributed Reward Window

Dynamic hyperparameter tuning further enhances the train-
ing process by adjusting exploration and learning rates based
on the aggregated rewards from the distributed reward window.
Figure 9 demonstrates how this capability minimizes unneces-
sary computations, reducing overall training time without com-
promising accuracy. By leveraging MASS’s robust distributed
communication and state management features, agents can
adapt their hyperparameters dynamically, ensuring a balanced
and efficient approach between exploration and exploitation.

These improvements underscore the critical role of the
MASS framework in enhancing the Q-learning implementa-
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Figure 9. MASS Q-learning Static vs. Dynamic Hyperparameter Tuning

tions. By providing a robust distributed parallel environment,
MASS enables efficient multi-agent operations, adaptive learn-
ing, and scalable performance for large-scale graph analysis.

V. CONCLUSION AND FUTURE WORK

We successfully demonstrated the capability of MASS to
accelerate reinforcement learning algorithms like Q-learning
through its distributed and parallel multi-agent programming
paradigm. In our experimentation, MASS’s multi-agent fac-
ulties resulted in up to a 190% reduction in training time
compared to a single agent, and the distributed architecture
enabled Q-learning for large-scale graph analysis. MASS’s
ability to support distributed graph computing and facilitate
adaptive learning presents a promising framework for future
multi-agent machine learning applications. Furthermore, the
Q-learning applications, particularly the shortest path imple-
mentation, exhibited promising performance, especially in
their adaptability to dynamic data, and served to highlight
where MASS can be improved to better align with machine
learning workloads.

Our future work will focus on expanding the scope of
machine learning in MASS by exploring advanced graph-
based techniques, such as Graph Convolutional Networks
and embedding techniques like FastRP. Additionally, research
into efficient agent communication, reduced agent overhead,
and more dynamic graph modifications could unlock new
capabilities and improve MASS’s adaptability for a broader
range of applications.

Finally, the MASS library and the applications featured in
this project are available at: http://depts.washington.edu/dslab/
MASS/.
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Abstract—In the context of smart structure maintenance, the
positioning of data measurements (e.d. radar, thermal camera,
etc..) is crucial. Most of this data is meant to be collected in
the proximity of the structure. In this paper, we address the
challenge of accurately localizing a drone within GPS-deprived
environments. This issue arises particularly near large structures,
where the GPS signal can be significantly distorted or entirely
absent. One of the most common solutions to the problem is to
use a vision sensor and a Simultaneous Localization and Mapping
(SLAM) system to reconstruct the environment and localize the
drone. However, existing SLAM approaches may not be robust
and precise enough, especially when the cameras lose perspective
due to the proximity of the structure. In this paper, we propose a
novel framework that computes a dense map of the environment to
exploit it using direct odometry which excels in precise localization.
The main contribution of this paper is the use of dense maps
that enable localization in scenarios with narrow perspective.
Experiments in realistic simulated environments demonstrate the
capability of the system to localize the drone within 16 centimeter
accuracy and to outperform existing State Of The Art approaches.

Keywords-robotics; autonomous vehicles; vision and scene
understanding; volumetric image representation.

I. INTRODUCTION

Coastal cliff monitoring has become increasingly critical
in the face of climate change, as rising sea levels and more
frequent extreme weather events accelerate coastal erosion
[1]. Cliffs are particularly vulnerable to processes such as
landslides and collapses, which threaten both natural ecosys-
tems and human settlements. Monitoring using Unmanned
Aerial Vehicles (UAVs) may allows for early detection of
instability, helping to mitigate the risks to infrastructure and
communities while informing coastal management strategies
to adapt to a changing environment. Commonly used onboard
monitoring instruments include cameras and LiDAR (Light
Detection and Ranging) systems. Recently, geophysical systems
have been developed to enable subsurface imaging directly
from UAVs. Among them, Ground-penetrating radar (GPR)
has proven to be a powerful non-invasive tool for rocky cliffs,
enabling 2D or 3D visualization of subsurface conditions
and the detection of internal structural weaknesses [2]. For
optimal results, the antennas must be positioned very close to
the surface, typically within a few centimeters, to maximize
signal-to-noise ratio, without compromising the security of the
flight. Performing close-range measurements poses a major
challenge for conventional localization methods that rely on
GNSS systems, especially for UAVs. This scenario introduces

several issues regarding the accuracy of the measurements:
on one hand, satellite signal occlusion caused by proximity
to surfaces or multi-path interference can compromise GPS
(Global Positioning System) positioning accuracy. On the
other hand, onboard applications are limited by the vehicle’s
weight capacity and energy consumption, reducing operational
efficiency. Among the different tools used for localization
in GPS-denied environments, SLAM (Visual Simultaneous
Localization and Mapping) methods, especially feature-based
sparse approaches, have gained considerable popularity [3].
Notable examples include methods like ORB-SLAM [4], which
are particularly advantageous when computational resources
are limited. However, these methods face challenges when
dealing with repetitive textures or low-textured images.

Prior work has explored the creation of dense maps from
sparse key-frames, as demonstrated by Zhang’s work on
stereo mapping [5]. Zhang and Shu introduced a dense
mapping module into the ORB-SLAM2 workflow, enabling the
generation of dense maps from the key-frame database. This
method explored the post-processing of the mapping session,
but it did not address the problem of localization in close-range
inspection scenarios. Kerb et al. [6] introduced a novel approach
to modeling and rendering dense maps using Gaussian splatting.
This work revisited an older rasterization technique, now more
feasible due to advancements in hardware architectures and
rendering methods. As a result, it reignited interest in dense
mapping approaches, leading to the emergence of new SLAM
techniques inspired by [6] within the open-source community.

In this paper, we present a V-SLAM framework tailored
for close structure inspection using UAVs. To overcome UAV
constraints, we employ a two-step system. In the initial step, a
stereo camera captures images during a mapping flight, using a
feature-based method for ego-pose estimation [7]. The system’s
modular design allows for flexibility in choosing various ego-
localization methods. The resulting dense map serves dual
purposes: aiding mission planning and enhancing localization
in the second step. In this subsequent stage, precise localization
is achieved using a monocular camera, addressing weight and
energy constraints posed by embedded measurement equipment
such as radar and thermal cameras.

The rest of the paper is structured as follows: In Section
II, we will describe the proposed method, beginning by
the mapping workflow and then describing the scanning
functioning. Then, in section III the results of the method
will be presented, as well as the conditions of test. Finally, the
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performance of the method and future work will be discussed
in section IV.

II. PROPOSED METHOD

In this section, we present a novel Visual SLAM (V-SLAM)
method that integrates feature-based and direct methods to
generate a dense global map useful for odometry and navigation
tasks. The generated dense map plays a pivotal role in localizing
the agent when the SLAM system faces challenges, such as
loss of perspective or low-texture environments. Its richness
offers an additional layer of information to estimate poses in
situations where traditional methods may fail.

During the localization step in our target use case, as
the agent approaches structures, the descriptors generated by
feature-based methods during the mapping session may become
invisible. This typically occurs due to a change in scale of the
incoming image flow, resulting in low density data. Our dense
map overcomes this obstacle by storing maximal information,
enabling the agent to formulate better pose hypotheses.

A. Mapping

1) Input: During the mapping flight the ego-localization
system is expected to select a set of key-frames composed
of a pair of stereo images Ik and an estimated pose 0T̂k.
The selection criteria may vary, but the frames shall respect
some conditions for photogrammetry reconstruction such as
the overlap and the coverage of the target area. Once the key-
frames have been collected, the system carries the point-cloud
registration process.

The registration process (see Figure 1) is carried out by
aligning the incoming image Ik with a render of the global
map Iv and its depth map Dv at the current estimated pose 0T̂k.
The alignment procedure leverages the map data observable at
the current pose Mv .

2) Rasterizer: Inspired by the work of [6], the framework
uses the EWA (Elliptical Weighted Average) volume splatting
method [8] to render (the process of converting the point-cloud
into an image) Iv and Dv without need of a mesh. To do
so, the EWA method propose a projection of the covariance
matrices by means of a projection model linearized around the
center of the ellipsoid uj .

Jj =


fpx

(uj)z
0 − fpx(uj)x

(uj)2z

0
fpx

(uj)z
− fpx(uj)y

(uj)2z
(uj)x
|uj |

(uj)y
|uj |

(uj)z
|uj |

 (1)

Specifically, we use an implementation of the EWA method
that suppose an irregular volume which implies non-circular
kernels (see Figure 2). As proposed in the original EWA method,
the weights are gathered from a lookup table using a radial
distance function defined by the conic matrix Qv (inverse of
the covariance Vv). The radial distance is computed using
the ellipsoid equation and the difference in pixels between the
center of the ellipsoid projected in the image plane pv and the
cells inside the kernel pi (see Figure 3).

rvi(dvi) = dT
viQdvi where dvi = pv − pi (2)

The radial function is scaled by the lookup table size so
every pixel in the kernel corresponds to a given integer index
in the lookup table (rvi in Figure 3).

Nevertheless, as our scenario contemplates a decrease in the
point density, instead of deforming the kernel with a low-pass
filter (described by an identity matrix), we change the shape
of the lookup weights for an exponential decay function in
the table wtab (see Figure 3). This allows the rasterizer to fill
the unpopulated areas with the information of the neighbors
without excessively blurring the points in the center of close
kernels.

As the first key-frame is used as reference and therefore
directly saved into the map, no rendering is needed. However,
for the next frames the map manager will collect the visible
map points Mv , their colors Cv and its respective covariance
matrices Vv into a virtual surface that will serve for rendering.
The surface is then projected into the image space to generate
a new image and depth-map (Iv,Dv). This process involves
selecting a weight from the look-up table wtab based on
the radial distance index derived from the ellipsoid equation
rvj .Each color value cv is then aggregated, weighted by the
selected weight wvj .

cj =
1∑v
wvj

v∑
wvjcv where wvj = wtab(rvj(dvj)))

(3)
3) Dense visual odometry (DVO): Then, the DVO module

[9] computes the pose vT̃k that represents the estimated error
between the estimated pose and the real pose. The corrected
pose of the Keyframe can then be composed from the estimated
pose and the error estimation.

The corrected pose is then used to align the incoming point-
cloud data with the global map data. This map is build as a
graph of surfaces Ss, composed of a set of 3D points Ms, a
set of colors Cs, a set of covariance matrices Vs and a pose
0T̂∗

s . This serves to model a fictitious camera that organizes
the data in a grid corresponding to an image plane Is. This
simplifies the process of updating the map and the selection
of points to render.

4) Point-cloud computation: Once the pose is corrected,
a new data-cloud is computed and filtered. In the current
implementation, the depth-maps are computed by two al-
gorithms chosen depending on the scenario. The Stereo
Block Matching algorithm of the OpenCV [10] library for
unstructured environments and the CREStereo pre-trained
model for structured environments. The new depth-map is
compared with the existing data in the map, if this information
is too different, that region of the map is considered an anomaly.
Abnormal depth estimations can appear for many reasons,
specially with StereoBM, errors in the depth estimation or
unveiling of occluded objects. Spurious information in known
regions of the map tends to be visually similar but spatially
incoherent. In contrast, revealed object are both visual and

36Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-241-8

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ICAS 2025 : The Twenty-First International Conference on Autonomic and Autonomous Systems

                            46 / 58



Stereo Image Video

Feature-based
Ego-localization

Algorithm
DVO Point cloud

computation

Map 
managerRasterizer

Stereo key frame Corrected stereo key frame

Pointcloud data

Visible
Map data at

Reference data 
for odometry assimilate

Figure 1. Workflow for the mapping phase. Most computations are currently computed offline due to constraints related to the current implementation. One
frame takes 300 seconds to be treated, execution time profiles indicate that 90% of the time is expended in object instances creations and single-threaded
operations that could be parallelized.

𝑽𝑣

𝑽1

𝒎1

𝑽𝑣

𝑽1

𝒑𝑣

𝒑1

𝒎𝑣

𝑖

𝑗

𝑰𝑣

Figure 2. The 3D covariance matrices in camera frame V̂1, . . . , V̂v are
mapped as ellipsoid regions in the image space V1, . . . ,Vn through per-
spective projection linearized around the center of the ellipsoids m1, . . . ,mv

whose coordinates in the image plane are p1, . . . ,pv . Then the colors are
merged by means of a weighted average.
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Figure 3. The weights are gathered from a lookup table using a radial function
defined by the covariance matrix. This distance is computed for each pixel
covered by the ellipsoid of the kernel pi around the projected center pv . The
size of the kernel is determined by the covariance matrix.

spatially incoherent. This can be exploited to reject defective
stereo images of noisy depth computations at the same time
that legitimate new information is kept.

5) Map manager: Accepted data-clouds are then processed
by the map manager which decides either to generate a new
surface or update an existing one. This decision is done based
in multiple criteria. The first criterion is the distance from
the last reference surface, a straightforward measure ensuring
proximity for alignment in image space. The second one is the
overlap of the reference surface and the incoming point-cloud.
If visible area of the key-frames changes significantly, a new

Figure 4. point-cloud alignment is achieved through the minimization of
distance between the renderings at the estimated positions Iv and the key-
frame images Ik . The set of points that fall in the same pixels of Is are used
to update the covariance matrix of the map ellipsoids ms. The projection
done is similar to the rendering process (linearization around the center of the
ellipse).

surface is generated to maximize information gathering. The
third criterion is a custom measure based on the coverage of
interesting areas. Even with substantial overlap, is still possible
to neglect some interesting areas observed just once or twice
during the mapping session. The current implementation uses
saliency maps computed by the Static Saliency module of
OpenCV, a human-centered measure of local image relevance,
but objective relevance metrics will be tested to enhance the
probability of convergence in localization algorithms. At the
moment, the system computes a salient map of the incoming
point-cloud and compare it with the reference surface saliency
map projected in the same image space. If interesting areas are
not covered by the reference surface, the system will generate
a new one.

Finally, there is a pixel size check. Lower depth values
indicate that the camera is closer to the surface. When this
occurs, a new node is created and initialized with data from a
neighboring node. The covariance matrices for the new node
are adjusted based on the characteristics of the incoming image,
ensuring that the map keeps all available information to enhance
performance during the next phase.

New key surfaces Ss are initialized with the information
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from the surrounding surfaces and the incoming point-cloud.
The matches of points are obtained through alignment in the
image space. By projecting the 3D ellipsoids into the same
image plane, the system can compare the points of the surfaces
with the incoming point-cloud(see Figure 4). In the empty cells,
the grid assimilates the values of the neighbors or the incoming
point-cloud. In populated cells, the new value is averaged with
the current one if the distance between them is within a certain
threshold. Otherwise, the system overrides the existing point
with the new one. This update process mimics the splatting
method for rendering so the misalignment of image pixels and
reference pixels do not affect the quality of the update. The
covariance matrix Vs is merged with a new one with the shape
of the current pixel size. The center of the ellipsoid is updated
as the result of an iterative mean computation from all the
point observations after alignment. Currently, the fusion of
the color information Cs is done with a mean computation
in the LAB color space with the intention to better capture
the perceptual changes in the color. After processing all key-
frames, the system has generated a surface graph that will be
used in the localization step.

Scan path
waypoints Virtual keyframes

poses generation

RasterizerGlobal map
 manager

Mission control Simulator/drone
Waypoints

Scan keyframes
 poses

User input

Virtual
Surfaces

Last known
Pose

Sensor
data

Command

Figure 5. The global map manager will take any pose and generate a virtual
surface that will be used to generate a depth and color images necessary for
the odometry.

B. Localization

1) Input: In this step, a scanning path is defined either by an
algorithm or by the user. In the current state of the framework,
the user shall choose the shape of the scan path. After defining
the way-points of the scanning path, the mission control will
generate a set of virtual key-frames to assist the scanning
operation.

2) Virtual frames generation: First, the map produced by
the offline registration is loaded. Then, the system generates
a set of frames with a co-visibility criteria (see Figure 5). By
projecting the scanning path’s lines onto the virtual image
plane, the visible distance covered by the virtual camera’s FOV
(field of view) is computed. With this information, the next
pose of the virtual camera is chosen by overlap criterion. In
the current implementation, the path generator computes the
portion of the parametric line between two way-points that is
covered by the virtual camera FOV. The selection of the point
along this line is based on achieving the specified percentage
of overlap. This chosen point becomes the image center for the
next virtual image frame. The path generator maps this pixel
to the 3D space and adds an offset to get the next pose of
the virtual camera. This offset places the camera at a distance

behind the scan trajectory, relative to the expected position,
allowing the image to cover a larger area than the real camera
will capture. This approach ensures that incoming images along
the scan path can be reliably tracked from at least one virtual
key-frame.

3) Frame management: During the scan path, the global
map manager module picks the closest virtual key-frame for
localization. The selection is based on an estimation of the
current pose got by the mission control module. If the DVO
module fails to converge, a new virtual key-frame is generated
by the rasterizer at the last known pose to restart the tracker.
Since the DVO module estimates the pose from the incoming
images to the reference virtual key-frames, the system can
recover the global pose without accumulating any errors. The
localization is carried out with the same direct odometry method
used during the global map generation. However, it is worth
noting that the DVO module can localize the agent using
different camera configurations than those used during mapping.
This can be done by configuring the rasterizer to emulate the
camera settings from the incoming images.

III. RESULTS

This section presents the results of the experiments to
characterize the performance of the method. First, the test
conditions and the baseline for comparison are described,
followed by a discussion of the method’s performance.

A. Simulations with realistic data

The data used for the experiments was collected in a simu-
lated environment in Airsim [11] Since our color profile for the
color fusion is too simple, we decided to carry the simulation
in a lighting-controlled environment. The observed site is
the Sainte-Marguerite-sur-Mer cliff (Normandy), monitored
in the framework of the Defhy3geo project [12]. The scene is
composed by a segment of a cliff model reconstructed using
the Agisoft [13] metashape software with centimeter-lever
precision. A drone acquired geo-referenced images, allowing
the generation of a 3D model of the cliff. The effective visible
area is equivalent to a 60x20 meters wall with non-structured
texture. This map demonstrates the performance of the system
in low texture environments.

To benchmark the performance of our method, we use ORB-
SLAM3 [7] in localization mode as a baseline. In this mode, the
system focuses solely on agent localization, sacrificing mapping
capabilities for computational efficiency. Both methods are
submitted to the following test. First, a set of key-frames is
selected during a mapping flight, a path far from the surface
to inspect and done in an arbitrary way to simulate human
pilot behavior. Then, the drone performs a "scanning flight",
a path close to the surface with a structured path (see Figure
9) to simulate a measuring mission. We first tried to perform
the scan mission with the ORB-SLAM3 in monocular mode,
but the system gets lost when the agent is too close to the
mapping trajectory. Then, we tried to perform the mission in
stereo mode. Figure 6 displays the absolute translation error
(ATE) in meters during the scan mission in this mode. Despite
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Figure 6. ORB-SLAM3 ATE (absolute translation error) in meters during the
scan path with stereo camera. Being stereo the best configuration, the closest
ORB-SLAM3 could get to the structure is 5 m from the structure, i.e. 8 m
from the mapping path.

being the best configuration, the closest ORB-SLAM3 could
get to the structure was 5m from the structure (8 meters from
the mapping path). Prior to establishing correspondence with
the map, localization error may escalate to 3m with possibility
of recovery. Upon successful alignment with the map, the error
returns to 15cm. Although the system is capable of maintaining
this level of accuracy post-alignment, its performance falls short
for close-range structure inspection.

The hardware used for the experiments is a custom-built
computer with a Xeon processor and an Nvidia Quadro P2200
GPU. For the moment, the mapping is too slow for online use.
The time of execution can be improved once the system is
implemented with optimized code architecture for parallel and
image processing. Our framework is built upon the following
software components:
• Airsim as the simulation environment [11].
• ROS for communication between different software compo-

nents.
• A Python-based offline registration node for map generation.
• A direct odometry algorithm from the OpenROX library

(developed by the ACENTAURI team).
• A mission control module to load the map, generate the

virtual frames and control the drone.

B. Performance

The first outcome of our method is the dense map. Figure 7
depicts the dense map generated by our approach alongside the
reference ground-truth model. This map effectively captures
the structural details of the environment as well as color
information. Comparing the generated dense map with the
ground truth, 50% of the points have less than 10cm of error,
36% are under 20cm and 10% under 30cm. In summary, the
mean error of the points in the map is 11cm. The second result
of our method is the capability to generate virtual frames.

In Figure 8, one can see a virtual frame generated by
our method. As shown, our method is capable of generating

Figure 7. The map generated during the offline registration can be used to
provide information for subsequent navigation tasks. The left image shows
the dense map generated by our method, the right image shows the ground
truth model.

Figure 8. Virtual frames. a) Image seen by the camera, b) image rendered
from the dense model and c) centers of the kernels used for rendering.

useful images even with relative low density point-clouds.
Our method’s third contribution is global pose estimation,
demonstrating the system’s resilience in adverse conditions.
Figure 9 illustrate the dense map with the set of virtual reference
poses. The Figure 10 shows that the agent was able to maintain
the global pose estimation with mean ATE (absolute translation
error) of 0.16m at 2m from the structure.

Figure 9. Path followed by the agent during the scan mission, a set of virtual
poses is generated and a virtual image is rendered.

Pose estimation accuracy depends on the stereo pair-derived
point cloud quality and dense odometry module accuracy. While
odometry is fairly precise, depth estimation can be improved.
The significant error between frames 1300 to 1500 in Figure 10
results from poor map quality in that area. This region has
not been correctly modeled during mapping, which shows as
under-performance of the registration module. Despite this, our
method exhibits a accuracy similar to that of ORB-SLAM3
but operates at a distance 4 meters closer to the structure (2m
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Figure 10. Our method exhibits consistent ATE behavior over 1900 frames,
showing stability at various distances across multiple experiments. However, a
notable shift occurs when the model is observed in regions with extremely
low-texture conditions.

from the structure and 11m from the mapping path). It is worth
mentioning that the position estimation results showed are not
treated by any kind of filter, the error metrics were computed
only with the output of the odometry module which computes
an instantaneous pose estimation from the last estimated pose
but does not keep track of the dynamic evolution of the images.

IV. CONCLUSION AND FUTURE WORK

In this paper, we introduced an innovative framework
designed to tackle the challenge of localization close to
structures where traditional methods may fail. Our approach
focuses on creating and using a dense environmental map to
enhance accuracy, particularly in scenarios involving narrow-
perspective cameras and low-texture images. We achieve this
by accurately estimating camera ego poses and applying the
projection model for efficient matching of dense point clouds
and generation of synthetic images.

This versatile map proves invaluable not only for localization
but also for mission control and cost-effective creation of
digital twins for multi-session autonomous navigation. In
the current version of our method, we seek virtual key-
frames based on pose estimations, which may deviate from
actual surface positions. To further strengthen our system,
we plan to integrate sensor fusion techniques, such as Ultra-
Wideband (UWB) and Inertial Measurement Units (IMU),
streamlining surface identification and simplifying the odometry
initialization process. Likewise, ongoing work aims to improve
the characterization of the surface modeling data-structures
and data aggregation.

Despite these advances, several challenges remain. Although
a dense map augments the robustness of the system across
sessions, this map representation could benefit from richer
visual data-representations. First, color information modeling
can be improved by considering the dynamic nature of outdoors
illumination across sessions. Secondly, the registration method
could be formulated in a more effective way, instead of an

optimistic computation of the covariance matrices with aligned
point-clouds, the map could capture this information with a
more realistic representation and less susceptible to errors of
depth and pose estimation.

The results show that the quality of the localization depends
heavily on the quality and coverture of the map. This implies
that the criteria to create new map nodes are critical in the
creation of a good quality map. Ongoing work focuses on
the detection of relevant information in the surfaces, detail-
centered registration and memory optimization. Likewise, the
creation of reference of key-frames during localization present
a research venue worth exploring. So far, the main challenge
is to formulate data-wise criteria to efficiently manage the map
registration and the reference rendering.

While the results presented here are based on simulations
with realistic data, ongoing work has shown promising results
in real-world scenarios, which align with the findings presented
in this study.
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Abstract—The focus of this work is the development of a 

comprehensive system for the automation of shunting 

processes in marshalling yards, based on an electrically driven 

dual-mode (Road-rail) vehicle as an autonomous shunting 

vehicle (ASV) and a highly available localization and 

communication system. Possible areas of application are 

shunting locations where a low volume of traffic does not 

justify large shunting yards. In addition, individual subsystems 

can also be used across different modes of transport, as key 

innovation pillars - secure communication and reliable 

localization - are also essential prerequisites for highly 

automated driving in road transport. The associated research 

project AZubiG lays the foundation for electromobile logistics 

in rail freight transport. AZubiG enables automatic and highly 

flexible 24/7 operation in shunting and rail operations. This 

strengthens the competitiveness of rail transport by improving 

the “last mile” and exploiting its ecological and economic 

advantages. The main requirements were a system architecture 

for reliable localization and secure communication, system 

design, implementation and integration of the electronic 

components for the implementation of automated shunting 

operations. In functional terms, this affects the shunting 

vehicle on the one hand and the freight car itself during the 

coupling process on the other. In specific terms, the design of 

the components of the positioning system based on a radio 

sensor network (WSN) consisting of permanently installed 

anchors and mobile tags is explained in this context. The TDoA 

(Time Difference of Arrival) method proved to be suitable for 

dynamic deployment scenarios. However, this requires highly 

synchronized infrastructure points, which are usually 

implemented using wired solutions. In the railroad sector, 

cabling of this type is difficult to implement, as infrastructure 

points are required on both sides of tracks and subsequent 

cabling is therefore not feasible or economical. For this reason, 

a concept was developed that is completely wirelessly 

synchronized and uses ultrawideband (UWB) runtime signals 

between the anchors in order to synchronize them with each 

other continuously. In the end, the work presents laboratory 

and field tests of varying granularity (railway laboratory, 

railway research hall, research operating yard) and their 

evaluations in terms of feasibility of an autonomous shunting 

vehicle. 

Keywords- Railway; automated shunting; marshalling yard; 

shunting yard; automation; intelligent transport systems; 

autonomous shunting vehicle (ASV); UWB; TDoA 

I.  INTRODUCTION 

Today's transportation systems face a multitude of 
complex social, economic, environmental and technological 
challenges. While innovative and disruptive technologies, 
such as the use of Unmanned Aerial Vehicles (UAVs) in 
transportation, are opening up new opportunities, historically 
evolved transport infrastructures continue to be of central 
importance. An outstanding example of this is rail transport, 
whose roots go back to the early 19th century. A significant 
milestone was the commissioning of the first steam 
locomotive with 36 attached wagons for public rail transport 
between Stockton and Darlington in 1825 - an event that laid 
the foundations for the modern rail industry and continues to 
shape global passenger and freight transport today [1], [5]. 
While rail freight transport makes an important contribution 
to sustainable mobility thanks to its high energy efficiency 
and comparatively low emissions, many processes still face 
considerable challenges. Particularly in the areas of shunting 
and train composition, numerous procedures are still 
characterized by manual processes that are both time-
consuming and inefficient. The digitalization and automation 
of these workflows offer enormous potential for optimizing 
logistics chains, increasing transport capacities and reducing 
operating costs. The increased use of modern technologies 
such as artificial intelligence, automated coupling systems 
and digital control systems could help to make rail freight 
transport more efficient, economical and environmentally 
friendly. In this regard, the Section II of the article examines 
the current status of shunting in a marshalling yard and 
discusses the shortcomings of current shunting systems. 
Building on this, Section III introduces the autonomous 
shunting vehicle (ASV) and explains the components 
relevant for automation, as shown in Fig. 1. In addition, 
Section IV takes a closer look at concepts for secure, high-
availability localization and communication. The article 
concludes with a discussion of current laboratory and field 
tests in a railroad research depot (City of Dresden, 
marshalling yard, Germany) in Section V and further work in 
Section VI. 

II. STATE OF ART - AUTOMATION OF SHUNTING 

PROCESSES IN MARSHALLING YARDS 

As highlighted in [2], [3], current shunting systems face 
significant limitations that hinder their efficiency and 
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adaptability. This is particularly critical given the increasing 
demand for freight transport, with rail freight playing a 
crucial role as a low-emission alternative. Additionally, the 
ongoing digitalization of rail transport and the integration of 
smart freight wagons exert growing pressure on shunting 
yard systems to incorporate digital solutions. The presence of 
media discontinuities within these systems would 
compromise the feasibility of an end-to-end digital transport 
chain. 

 
Figure 1.  Abstraction of the automated shunting process [2]. 

A. Overview of relevant components for shunting 

We have the following components for shunting in this 

order: 

 Shunting management process 

 Localization especially multisensor data fusion 
of Realtime Kinematic Satellite based 
localization (RTK GNSS), Inertial Navigation 
System (INS) and Wireless Sensor Network 
(WSN) for seamless localization in-/outdoor 

 Communication Systems especially leaky 
coaxial cables  

 Obstacle and railtrack detection by AI-camera 

 Digital Automated coupling 

 Smart infrastructure and onboard systems 

 Human machine interface 

 Safety and security concept 

 … 
 
In the following, we will focus on the explanation of 
components for understanding and specifically on scientific 
and technical innovations. The systematic shunting process 
with its individual stages is shown below. In this regard, the 
coupling process requires a particularly high degree of 
accuracy in the position and alignment of the ASV 

 
Figure 2. Shunting process 

B. Introduction of Wireless Sensor Networks for 

Positioning and Navigation  

In order to realize an autonomous coupling process 
indoor and outdoor in freight yards, a WSN is adapted for 
positioning in combination with RTK GNSS and an INS 
combined in an Onboard Unit (OBU) [6]. The technical basis 
for this was the recent increase in miniaturization and the 
progressive development of microsystems technology for the 
construction of highly complex sensor nodes, which are 
combined as individual systems in an infrastructure-free and 
self-configuring WSN based on Ultrawideband (UWB). 

 
Figure 3.  System overview for the ASV and freight wagon technologies 

required for an autonomous coupling process [2] 

 
In this context, the focus in the following will be on 
positioning and navigation with radio sensor networks and 
not on RTK-GNSS (a sufficiently well-known and 
established method). In generally broadband radio systems 
can be used for providing distance relations in the form of 
distance and angle measurements in corresponding real-time 
performance e.g. on the basis of the licensed ultra-wideband 
spectrum (UWB). Within a WSN typically with at least four 
permanently installed anchor nodes, an ASV equipped with a 
tag can autonomously run a corresponding necessary 
trajectory to the track and then to the wagon. The anchor 
nodes are statically attached in pairs to appropriate 
infrastructure in buildings or outside in the marshalling yard, 
e.g. to lanterns (see Figure 4). A total of 6 indoor anchors 
and 12 mobile outdoor anchors were used for the test area. 
These are PoE-capable and time-synchronized to a central 
unit. 
 

 
Figure 4. One of six installed UWB indoor Anchors in the test area 
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In principle, the tags fitted to vehicles can also change their 
role to an anchor under appropriate boundary conditions, 
such as when a vehicle is stationary. nodes can be integrated, 
for example, in the clothing of forest workers or directly on 
mobile devices such as drones, chainsaws. Operationally and 
algorithmically, static and mobile nodes can switch 
properties [2]. The shunting vehicle can move freely and 
must therefore be located freely in 2-dimensional space 
regardless of track layouts and environments. The accuracy 
and the update interval should therefore be as high as 
possible. During rerailing, it is necessary to localize in the 
cm range. The control system runs on the shunting vehicle 
itself and therefore the position must also be available on the 
vehicle itself. A direct calculation of the position on the 
vehicle would be useful so that external influences and 
interference can be excluded and the fusion of wireless 
localization with intertial sensors etc. can be carried out with 
very low latency. The up-link time-difference-of-arrival 
method is used to localize the wagons, while the shunting 
vehicle is to be located using the down-link time-difference-
of-arrival method. Both methods are described in more detail 
below. With UL-TdoA (see Figure 5: Uplink TdoA in 
CoreZone Specification), a tag (usually battery-operated) 
sends a message via UWB, which is received by the 
infrastructure. A single packet is sufficient for localization, 
which makes the implementation very energy-efficient. The 
position is then determined by algorithms in the server, 
which evaluate the runtime differences in the installed 
satellites (infrastructure on the site, which is permanently 
installed and whose positions do not change). The position 
calculation itself therefore takes place centrally and can be 
saved directly on the server. 

 

 
Figure 5.  Uplink TdoA in CoreZone Specification 

 
With the DL-Tdoa method, on the other hand (see Figure 6: 
DL-TdoA in CoreZone Specification), the individual 
components of the infrastructure send their own signals 
permanently (every 125ms) with additional information on 

position and time synchronization. These signals are used 
among each other to keep the entire network time-
synchronized on a UWB basis. At the same time, by 
receiving these signals at an end point, the own position can 
be calculated using the runtime differences. However, this 
process requires more energy, as a UWB transceiver in the 
receiver module has an increased energy requirement and the 
reception of such messages must be permanently guaranteed. 
The shunting vehicle provides a receiver with sufficient 
energy, as the energy required to move a wagon or the 
vehicle itself is much higher and the vehicle must therefore 
generally be charged regularly. The onboard calculation can 
therefore be carried out centrally on the vehicle and made 
available in combination with inertial sensors without high 
latencies. 
 

 
Figure 6.  Downlink TdoA in CoreZone Specification 

 

This technique enables energy-efficient, highly dynamic and 

flexible 2D positioning of the shunting vehicle in 

appropriately equipped areas of marshalling yards and 

buildings. In this context a special feature is realized, the 

challenge of seamlessly locating the ASV from indoors to 

outdoors and vice versa. These areas are as shown in the 

following Figure 7, for example roll-up doors. 

 

 
Figure 7.  indoor/outdoor transition 
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III. AUTONOMOUS SHUNTING VEHICLE (ASV) 

In generally, the shunting process with an ASV is 

illustrated in the following subtasks (see Figure 8). First, a 

preliminary positioning of the ASV is initialized on the basis 

of existing positioning signals. This is already based on 

integrity approaches based on technologies such as GNSS, 

LCX, WSN), some of which are independent of each other. 

In this phase, an operator also specifies a destination point 

for rerailing on the track plan and a travel trajectory is then 

computed. The ASV then travels autonomously along this 

trajectory to the destination point and a new phase of fine 

positioning on the track begins. 

 

 
Figure 8.  Shunting process scheme 

 

This is essential so that the rerailing process can be realized. 

A very precise angle-based alignment in +/- 1 angle 

accuracy of the ASV is absolutely necessary here. This is 

achieved through the combination of INS and an AI-

supported camera that recognizes the tracks. Once again it is 

made clear that in this context it is not the absolute position 

accuracy on the track that is relevant but only the exact 

orientation of the ASV at a track point. Once the ASV has 

rerailed, the coupling process can begin. 

A. Technologies Used on ASV 

The two-way vehicle used is a vehicle with so-called tank 
steering, i.e., no axle is steered. Steering movements are 
achieved by speed differences between the left and right 
wheels, which also enables the vehicle to turn on the vertical 
axis. According to a literature search, it was found that a 
Stanley controller [8] can be used for these vehicles under 
certain conditions [9] (see Figure 10).  
 

 
Figure 9.  ASV side view  

 
To control the vehicle, the Stanley controller had to be 
integrated into the vehicle in such a way that it can control 

the vehicle in accordance with the tractor specifications. Due 
to the system, this was realized via the technology of the 
control unit, specifically the radio remote control (FFB), 
which an operator uses to send driving commands to the 
vehicle (see Figure 9). The receiver unit of this FFB on the 
vehicle converts the specified control commands into signals 
on the vehicle bus (CAN bus). It is at this point that a CAN 
gateway is installed, which reads the CAN bus coming from 
the receiver unit and transmits a modified bus with the same 
messages to the vehicle. This allows the control commands 
for steering and driving to be manipulated or specified by a 
controller. 

 

 
Figure 10.  Simulation model of the control loop consisting of Stanley 

controller and kinematic vehicle model of a tank steering system. 

 
The control center sends the desired movement trajectory 

via WLAN. This data must be received and processed so that 
it can finally be used by the controller to control the vehicle. 
Real-time capable hardware and software was used for this 
purpose. Specifically, this involves a CarPC “Mexcom 
VTC7230-BK”, which receives the data from the railroad 
area via a standard wireless LAN (WLAN). In addition, the 
CarPC runs software that processes the data received from 
the control center and makes it available to the real-time 
capable prototype control unit “dSpace MicroAutoBox II” 
(MABX) via a UDP Ethernet connection. A CAN gateway 
was implemented on the MABX. In addition, the Stanley 
controller runs on the MABX so that it can manipulate the 
control signals on the CAN directly in order to keep the 
latency times as low as possible. The laboratory tests and the 
tests in the railroad environment were successful in terms of 
real-time capability and control of the ASV (see Figure 11). 
 

 
Figure 11  ASV integrated hardware for autonomous driving 
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B. Technical Realizing of the Rerailing Procedure 

The system interfaces for communication, localization 
and control were used to create a corresponding 
configuration and control interface for a control center.  
 

 
Figure 12.  Operation control center and ASV 

 
In addition to entering the basic information and parameters 
for the shunting area, other areas such as the single-track 
area were also implemented for driving operations. This area 
is specially designed (like a railroad crossing) so that the 
vehicle can drive into it in road mode and then access the 
track. In addition to the rerailing points, there are other 
important points for the operation of a vehicle, e.g. the 
shelter or the loading point. Everything the operator needs to 
enter such points was also implemented in the control center 
and tested using the defined test sites in Dresden and 
Wustermark. Once the system has the basic information for 
route planning, it implements the path planning using the 
implemented controller so that destination points can be 
approached.  
 

 
Figure 13.  Control Center 

dashboard with trajectory 
computing 

 
Figure 14.  Control Center 

dashboard with ASV position and 
heading (MAP view) 

 
The red arrows in Figure 13 clearly show that the path is 
planned towards the middle of the rerailing area, and that the 
vehicle on this area should already have the same 
longitudinal alignment as the track (green) itself. The 

heading points in the direction of the wagon. The system has 
automatically defined all dark shaded areas as passable from 
the data entered and has planned the path only in the 
passable areas, thus providing the prerequisites for executing 
complex driving maneuvers. Typical destination points are 
the rerailing point and the loading station; in rail mode, the 
wagon. As soon as the ASV is connected to the system, a 
valid position and an initial heading are automatically 
determined. Position and direction are indicated by an arrow 
- similar to navigation systems (see Figure 14). From the 
system's point of view, there are three main steps in a driving 
process. Driving in road mode, rerailing and driving in rail 
mode. Different algorithms are required in all three steps. 
When driving on the track, for example, no real path 
planning is required, as the vehicle cannot leave the track 
and therefore has perfect longitudinal guidance. However, 
the speed is important in this step, e.g. to carry out a 
successful coupling process without moving the wagon far 
beyond the shunting position. The ASV also reacts 
differently in rail mode than in road mode and also moves a 
significant load when a wagon is coupled. This changes the 
braking distances in particular and the speed controller has a 
significantly longer distance to travel before coming to a 
standstill. 
 

 
Figure 15.  Finished ASV indoor rerailing process 

 
However, it is technically irrelevant on the system side 
whether a shunting operation is aborted in the middle or not. 
The system only needs to ensure that the ASV can still safely 
leave the track. The system can check this via the positions 
and the map data and then abort the operation if the ASV has 
taken up a safe position. It is precisely this check that takes 
place in all steps of a shunting process. If, for example, the 
selected wagon fails during the operation, e.g. during 
rerailing, the process would be aborted after rerailing, as 
there would then be no target position for the next step. In 
principle, the system always performs the same steps: 
 

 Find the best rerailing position for the operation 

 Guide the ASV to the rerailing position 

 Rerail (in the correct direction) 

 Drive to the wagon and couple 

 Check/wait that the path to the next shunting 
position is clear 

 Drive with the wagon to the next shunting 
position 
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 Repeat the two previous steps until the 
destination position of the wagon is reached 

 Uncouple 

 Drive to the rerailing point 

 Rerail 
 
Once the process is complete, the ASV is available for the 
next process (see Figure 15). If another operation is stored in 
the system for the vehicle, it is started. The system can 
operate several ASVs in parallel. When coupling a wagon, in 
principle only the coupling of the wagon is driven against. 
This then engages and locks automatically. The vehicle is 
then steered to the target position with the coupled wagon. 
Automatic uncoupling then takes place by pneumatically 
opening the coupling (see Figure 16) 
 

 
Figure 16.  Coupling process  

IV. HIGHLY AVAILABLE LOCALIZATION AND 

COMMUNICATION SYSTEM  

For the goal of autonomous shunting, a system concept 
“integrity of localization and communication” was 
developed, see Fig. 17. A distinction is made between 
statistical integrity and systematic integrity. In the case of 
statistical integrity, the sensor measurement data is evaluated 
on the basis of the available sensor measurement values; this 
procedure is used to evaluate the UWB and Bluetooth Low 
Energy (BLE) data. A quality factor (DQF, Distance Quality 
Factor) returns an evaluation of the current measured value 
and can be integrated into the calculation. RAIM (Receiver 
Autonomous Integrity Monitoring) can be integrated into the 
satellite position data determined. This procedure can 
intervene to support the acquisition of measured values and 
sort out faulty satellite data before a position is calculated. In 
systematic integrity monitoring, all available information 
from the systems used is used and merged into a position 
solution.  

 
Figure 17.  Concept Integrity Localization 

 
If the overall solution deviates significantly from the 

solutions of the individual systems, as in the case of a 

threshold-based deviation of the ASV position of 10% for 
three seconds in the longitudinal and lateral directions, a 
warning can be sent to the control system of the ASV in 
order to initiate emergency braking of the freight wagon. In 
order to ensure the permanent transmission of a position to 
the central control component of the UAV, the development 
of a redundant communication infrastructure is proposed. 
The system concept provides for the transmission of data via 
the UWB (IEEE802.15.4z) and BLE (IEEE802.15.1) radio 
standards used for positioning. In the event of interference 
via the air interface, the use of other transmission media is 
planned. In the approach investigated, leaky waveguides and 
slitted coaxial antennas were used. 
Figure 18 shows the basic use of LCX for locating and 
transmitting information. 
 

 
Figure 18.  Basic use of leaky waveguide cable for localization and 

information transmission 

 
Initial investigations with leaky waveguides (LCX) as a 
communication medium under laboratory and test side 
conditions have shown that this medium is suitable as a 
redundancy system for the transmission of communication 
data (Figures 19 and 20). 

 

 
Figure 19.  Laboratory tests on the use of leaky waveguide cables for 

localization and information transmission 

 

 
Figure 20.  Real-world test investigations into the use of leaky waveguide 

cables for localization and information transmission in the rail sector 
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The methods developed for multisensor-based integrity 
monitoring were combined on the basis of the individual 
algorithms tested in the conceptual phase on the basis of 
synthetic data. In this context, the radio channel in particular 
was implemented using software with regard to a “control 
loop” for integrity monitoring (see Figure 21) based on the 
above-mentioned radio parameters. 

 

 
Figure 21.  Representation of the “control loop” of integrity monitoring for 

radio communication [4] 

V. LABORATORY BASED AND FIELD TESTS IN RAILROAD 

RESEARCH DEPOT 

The following approach has proven itself scientifically 
and practically as a way of finding objectives. First, 
computer-aided simulative investigations with modeling and 
simulation. Secondly, laboratory-based tests of selected 
promising components (e.g. UWB radio sensor network, 
LCX cable). Thirdly, after systematic laboratory tests, the 
transfer to the real test environment, in this case the Railroad 
Research Depot takes place. In the following, individual 
results that are considered important are shown. Figure 22 
shows a simulative evaluation of the distance estimates of 
the UWB radio system actually used on the basis of a 
multipath-free and a multipath-strong 3D modeled railroad 
operating area. It is clearly visible that a good position 
estimate can be derived despite the strong multipath 
propagation [7]. 

 

 
Figure 22. UWB distance estimates. a) free space propagation, b) strong 

multipath influence 

 
Furthermore, the possible use of an LCX cable was also 
investigated, which was initially evaluated in the laboratory 
(multipath-free room) under best-case conditions (see Figure 
19). The results are shown below in Figure 23. 

 

 
Figure 23.  Measurement result of the channel impulse response at point 2-2 

(marked in red) for determining the position along an LCX in a multipath-
free room 

VI. CONCLUSION AND FURTHER WORK 

In In this work, we have shown the implementation of an 

automatic shunting system with an ASV and dealt with the 

most important system components for the realization, in 

particular with the implemented system concepts and 

components for localization and communication based on 

radio sensor networks and leaky waveguides cables. It can 

be stated that the complexity of autonomous navigation of 

ASVs in densely occupied marshalling yards was 

underestimated. For this reason, ongoing research and 

development work is focusing on evaluating and fine-tuning 

the system components for control, communication and 

localization. This will focus in particular on improving the 

object recognition of the rails to initialize the rerailing 

process using AI-supported image processing, as this has so 

far proven difficult for different marshalling yard 

environments. 
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