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Foreword

The Seventh International Multi-Conference on Computing in the Global Information
Technology [ICCGI 2012], held between June 24-29, 2012 - Venice, Italy, continued a series of
international events covering a large spectrum of topics related to global knowledge concerning
computation, technologies, mechanisms, cognitive patterns, thinking, communications, user-
centric approaches, nanotechnologies, and advanced networking and systems. The conference
topics focus on challenging aspects in the next generation of information technology and
communications related to the computing paradigms (mobile computing, database computing,
GRID computing, multi-agent computing, autonomic computing, evolutionary computation) and
communication and networking and telecommunications technologies (mobility, networking,
bio-technologies, autonomous systems, image processing, Internet and web technologies),
towards secure, self-defendable, autonomous, privacy-safe, and context-aware scalable
systems.

This conference intended to expose the scientists to the latest developments covering a
variety of complementary topics, aiming to enhance one’s understanding of the overall picture
of computing in the global information technology.

The integration and adoption of IPv6, also known as the Next Generation of the Internet
Protocol, is happening throughout the World at this very moment. To maintain global
competitiveness, governments are mandating, encouraging or actively supporting the adoption
of IPv6 to prepare their respective economies for the future communication infrastructures.
Business organizations are increasingly mindful of the IPv4 address space depletion and see
within IPv6 a way to solve pressing technical problems while IPv6 technology continues to
evolve beyond IPv4 capabilities. Communications equipment manufacturers and applications
developers are actively integrating IPv6 in their products based on market demands.

IPv6 continues to represent a fertile area of technology innovation and investigation.
IPv6 is opening the way to new successful research projects. Leading edge Internet Service
Providers are guiding the way to a new kind of Internet where any-to-any reachability is not a
vivid dream but a notion of reality in production IPv6 networks that have been commercially
deployed. National Research and Educational Networks together with internationally known
hardware vendors, Service Providers and commercial enterprises have generated a great
amount of expertise in designing, deploying and operating IPv6 networks and services. This
knowledge can be leveraged to accelerate the deployment of the protocol worldwide.

We take here the opportunity to warmly thank all the members of the ICCGI 2012
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to ICCGI
2012. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICCGI 2012 organizing



committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that ICCGI 2012 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the area of
computing in the global information technology.

We are convinced that the participants found the event useful and communications very
open. We also hope the attendees enjoyed the charm of Venice, Italy.
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Abstract— E-business and strategic management
problems in Digital Information Management (DIM)
methodologies, Smart Environments (SE) and e-services
can be efficiently solved by using a class of adaptive
algorithmic modeling (ADAM) procedures. A class of
implicit and explicit relationships and attitudes in
strategic management and performance in DIM is
presented by considering the proposed adaptive
algorithmic  approach. The adaptability and
compactness of the proposed algorithmic schemes
combined by the proper choice of singular perturbation
parameters allow the (near) optimum solution of a wide
class e-business and strategic management problems in
Digital Information Management and e-services
environments. This research work is based on key-field
concepts of four interrelated sciences, i.e., Computer
Science  (adaptive algorithmic theory), Applied
Mathematics (singular perturbation theory and partial
differential equations), Management Science (strategic
management and e-business) and Economic Science
(performance). The proposed adaptive algorithmic
approach has been applied to a class of case studies of
characteristic e-business and strategic management
problems and their corresponding dynamical
algorithmic schemes have been presented. The ADAM
technique has been used for constructing the basic
questionnaire containing the “Phillips-Lipitakis” model,
methodology and assumed hypotheses.

Keywords - adaptive algorithms; digital information
management; e-business; e-services; quality performance
evaluation; strategy management; the ADAM methods.

I. INTRODUCTION

In recent years, extensive research has been directed to
the dynamic fields of e-services computing, digital
information management and context management for smart
environments [3, 6, 11, 14, 20, 29, 32, 34, 35]. Intense
investigations have been also focused in various challenging
issues related to the above fields, resulting from the usage
and application of other important technological and
scientific  branches, such as e-business, strategic
management, knowledge management, algorithmic theory

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-202-8

Evangelia A.E.C. Lipitakis

Kent Business School,University of Kent
Canterbury, Kent CT2 7PE, England
eael2@kent.ac.uk

and computational methodologies, in order to identify
novel concepts, theories, methods and techniques that
enable their efficient application in the new emerging hybrid
technological and scientific environments [2, 7, 10, 13, 16,
29, 31, 40, 42, 43].

In this research study, we present an alternative
approach for evaluating certain e-business performance and
strategy management methodologies based on a class of
Adaptive Algorithmic Modeling (ADAM) procedures.

Specifically, we consider the so-called “Philips-
Lipitakis” (PL) model for e-business strategy planning and
performance measurement [22] and the corresponding basic
algorithmic procedure (in the form of a special
questionnaire) for the PL methodology and assumed
hypotheses. The PL model, in conjunction with the ADAM
methods, by using the fundamental principles of adaptivity
(adaptive algorithms) and uncertainty (singular perturbation
parameters), is presented in a parameterized dynamic
algorithmic form, which for a suitable selection of the
considered parameters leads to an (near) optimum solution
of the e-business performance evaluation problem. In
comparison to other related research methodologies, it
should be noted that the main advantages of our proposed e-
valuation quality performance methodology, in conjunction
to ADAM methods, allow the efficient applicability for e-
business strategic planning and performance measurement
problems in e-business and e-service environments [22].

The basic principles of ADAM methods with their
advantages and limitations have been presented in [20, 23].
A synoptic general description of the functionality and
applicability of these methods is given in the next sections.

1I. THE ADAPTIVE ALGORITHMIC APPROACH AND
SINGULAR PERTURBATION CONCEPTS

The basic concepts of the adaptive algorithmic approach
on e-business problems and strategic management
methodologies have been presented in [19, 20, 21, 23]. It is
known that an algorithm can be simply defined as a finite
set of rules which leads to a sequence of operations for
solving specific types of problems, with the following 5
important characteristic features: Finiteness, Definiteness,
Input, Output and Effectiveness, as described in [16, 20, 39].
The algorithms can be easily presented by the so-called
‘pseudo-algorithmic’  form, that is also called
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‘pseudoalgorithm’ or ‘pseudocode’ in the case of
preparation computer programs/codes.

The usage of the pseudoalgorithms, with the additional
important features of compactness, adaptiveness and
incorporation of singular parameters that allow the
computation of (near) optimum solutions, can be extended
for the efficient solution of e-business and Strategic
Management (SM) problems and in a wide area of
corresponding applications, a part of which is presented in
the references and bibliography section [2, 10, 17, 19, 25,
38, 41]. It should be noted that the stated second basic
feature of the algorithm, i.e., the definiteness as described by
Knuth [16], in the case of our proposed algorithmic
approach for solving e-business problems can be ‘loosely’
interpreted, 1i.e., certain computational steps can be
described in an approximate way. This is particularly useful
for the qualitative nature of certain variables and procedures
involved in the given e-business problems.

The concept and application of algorithms
(algorithmization) can be defined as ‘The Art of Designing
and Practicing Algorithms’, while the term ‘adaptive
algorithm’ denotes here an algorithm which changes its
behavior based on the available resources. The adaptive
algorithm functions provide a way to indicate the user’s
choice of adaptive algorithm and let the user specify certain
properties of the algorithm. The concept of adaptive
algorithm is closely related to the corresponding concept of
‘adaptive’ or ‘variable’ choices of the parameters (input
elements) of the algorithm. Adaptive algorithms are
algorithms that adapt to contention, often have adjustable
steps that repeat (iterate) or require decisions (logic or
comparison) until the task is completed, are simple and easy
to program. The general technique of adapting simple
algorithmic methods to work efficiently on difficult parts of
complex computational problems can be a powerful one in
the algorithm design, evaluation and practice [18, 19, 20,
21, 23].

According to a recent McKinsey Global Institute research
study [26], today’s business leaders need to incorporate
algorithmic decision-making techniques to successfully run
their organizations. This exploratory study attempts to
investigate and bridge the gap between e-business strategy
and algorithmic procedures.

In the last decade, research has been directed in the
study of a class of initial/boundary-value problems and the
behavior of the approximate solutions of the resulting linear
systems by considering a small positive perturbation
parameter, affecting the derivative of highest order [42, 24].

The singular perturbation (SP) parameters have been
firstly used by Tikhonov [42] for solving numerically
certain classes of initial/boundary value problems.
Following this approach, a class of generalized fully
parameterized singularly perturbed (sp) non-linear initial
and boundary value problems can be considered and the
way that the SP parameters variation affects their numerical
solution can be studied [24].
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In this article, adaptive algorithmic modeling (ADAM)
methods are used for providing proper data input for
algorithmic modeling verification of implicit/explicit
relationships and attitudes in strategic management and
performance in Digital Information Management (DIM)
methodologies and e-services environments. Furthermore, it
can be shown that suitable adaptive algorithmic procedures
can be efficiently used for solving a wide class of complex
computational problems, including e-business and strategic
Management problems [22]. We also point out that the
selective usage of both algorithmic and SP-concepts, i.e.,
the usage of ADAM methods in combination with the
dynamical choice of SP-parameters, can lead to (near)
optimized solutions. The applicability of the proposed
adaptive algorithmic approach and SP-concept methodology
is demonstrated by considering a characteristic case study in
e-business and strategic management applications.

The main advantage of the proposed algorithmic
approach for solving e-business and strategic management
problems is twofold. Firstly, the adaptive algorithms can be
efficiently used for solving a wide class of e-business and
SM problems [19, 21, 21A, 22A]. Secondly, the dynamical
choice of the SP-parameter values, which can be related to
both quantitative and qualitative nature of the input
parameters (data) of the given problem, can lead to (near)
optimum solutions. The efficient application of such adaptive
procedures requires extensive numerical experimentation
[20, 22].

III. ON CERTAIN ADVANCES IN E-BUSINESS AND
STRATEGIC MANAGEMENT

A. E-business concept

The term e-business was initially used by IBM
marketing and Internet teams in 1996 referring to strategic
focus of business with emphasis on several functions that
occur using electronic capabilities. E-business is the conduct
of business on-line including global communication media
(Internet or other electronic networks). In general e-business
can be defined as the transformation of key business
processes through the use of Internet technologies and is
concerned with the application of information and
communication technologies in support of all activities of
business [1, 4, 27].

E-business can be also defined as the administration of
conducting business via the Internet, including the buying
and selling goods and services with providing technical or
customer support through the Internet, collaborating with
business partners on sale promotions and doing jointly
research with business partners. It should be noted that e-
business refers exclusively to Internet businesses, but also
refer to any business that use Internet technologies in order
to improve productivity and profitability [8, 12, 37].

B. E-business adoption

The e-business adoption can be defined as the readiness
of the organization by having appropriate attitudes, skills,
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knowledge and technology to facilitate e-business
operations. The e-business adoption can be achieved
through the TOP  (technology-organization-people)
dimensions, which are closely inter-related in such a way
that a change to one of these components could have (great)
effect on the others [36]. A value chain model has been
developed by Porter [34] with independent activities in
business, where competitive strategies can be best applied
and information systems are likely to have strategic impact.
Porter pointed out that the important issue is how to deploy
e-business to take advantage of the Internet technology
(Porter [35]) and the competitive advantage requires
building on proven principles of effective strategies either
by operational effectiveness or strategic positioning. In his
latter paper Porter characteristically mentioned: ...the next
stage of the Internet evolution will involve a shift in thinking
from e-business to business, from e-strategy to strategy.
Only by integrating the Internet into overall strategy will
this powerful new technology become an equally force for
competitive advantage’.

C. Quality measures of e-business

The assessment of quality in e-business is a challenging
subject of research studies. In a recent paper by Mohanty et
al., [28] the existing quality measures of e-business are
reviewed to include the emerging success dimensions of
service quality, work group impact and provide
comprehensive methods for organizing various measures. A
comprehensive set of quality assessment measures are
presented that could provide managers with the guidance
necessary to develop their own assessment systems. The
authors indicate that such assessment systems have the
potential to provide the required feedback for
competitiveness’ enhancement of the e-business.

The study presents a review of quality dimensions in e-
commerce, in order to provide the following:

. Better understanding about the value of quality at a
conceptual level,

. Deep insight to quality management processes and
practices in e-commerce,

. The basic relationships between quality and e-
commerce in such a way that it will enable future research
for constructing developments.

It is pointed out that quality is a multi-dimensional
construct and the contributions of different quality
dimensions to business performance are related to
customer’s satisfaction. Note that quality has properties
which are measurable or non-measurable.

The study presents a review of quality dimensions in e-
commerce and their possible measures. Specifically, the
following class of different quality dimensions with their
attributes and corresponding measures are considered [28]:

° Reliability, Time and timeliness, Transcendence,
Serviceability,
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o Security and System Integrity,
Accuracy/Clarity,
e  Responsiveness, Courtesy/empathy, Communication &
Feedback, Retrievability,
e  Structure, Reputation/Brand, Website Intractability,
Customization,
e  Usability/Navigability, Availability
Integrity & Trust, Functionality & Features,
e Performance, Service Differentiation, Objectivity and
Flexibility.

It is also stated that the process of building an
integrated e-commerce quality strategy is a dynamic,
relentless and iterative procedure [28].

Accessibility,

of Website,

D. Metrics and e-Business

Researchers often require metrics in order to build
analytical models and conduct empirical research studies on
the impact of e-business strategies on organization and firm
performance. Since the importance of metrics in all fields of
studies is increasingly accepted, researchers rely on
accepted metrics to construct analytical models of the
impact of managerial strategies on organization
performance and to validate empirical field research on
specific managerial tactics

In the same lines managers engaged in net-enabled
business planning look for appropriate metrics to help them
analyze the success of their business investments. Managers
are also relying on established metrics to validate several
assumptions about their business environments and to
evaluate the results of the related managerial practices.

It has been reported that recent development of metrics
in several scientific fields, such as finance, management
information  systems, marketing, human resources,
accounting etc., has been mainly motivated by the
traditional management saying ‘You cannot manage what
you do not measure’ (International Center for Information
Technology [13], Kaplan et al., [14, 15], Hauser et al. [11],
Straub et al., [40]).

Managers, in the framework of the new net-enabled
business strategic planning approach, are using metrics in
order to easily analyze the success of their online initiatives
and the old traditional saying has been accompanied by a
recent report related comment ‘You cannot measure what
you do not define’ (NetGenesis [29]. This particular
comment actually is closely related with the ancient Greek
mathematical and geometrical theories about measurements,
metrology and definition of measure unit [22].

A thorough examination of the existing e-commerce
and e-business literature reveals the fact that it relies almost
exclusively on several selected case studies and conceptual
frameworks. Few research studies use empirical data to
characterize the Internet based initiatives and indicate their
impact on organization performance (Brynjolfsson et al.,
[3], Zhu et al., [44]). Furthermore, there is a lack of theory
to guide the empirical work (Wheeler [43]), and an
increasingly number of researchers argue that the literature
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is weak in making the linkage between theory and measures
apart from subjecting proposed measures for empirical
validation for reliability and validity (Straub [40]).

Towards these lines and in order to make such a linkage
between theory and measures, a new algorithmic treatment
of e-business, e-commerce and strategy management in
digital information management methodologies, based on an
adaptive algorithmic approach, has been proposed by
Lipitakis [19, 20, 21], Lipitakis and Phillips [23].

Recent advances in e-business applications and
technologies offer many opportunities for contemporary
businesses to redefine their basic strategic objectives,
transform services, products, markets and improve their
work processes, business communications etc. In a recent
research study by Coltman et al., [7] the drivers of the e-
business strategy and performance are examined by
considering the perspective of strategy content and the
perspective of strategy process. By integrating these two
perspectives the authors explain why, when and how certain
firms are successful with e-business systems, while others
remain unwilling or unable to change. A class of modeling
techniques is used to show that the considered variables are
heavily influenced by the unobservable heterogeneity across
firms.

It is noted that a single model cannot explain the
relationships between critical e-business factors such as
structure, environment, feasibility, managerial beliefs and
performance [6, 7].

A general model of e-business performance is used and
the basic questions why and how the adoption of e-business
should lead to operational and competitive advantage are
explained. Four basic hypotheses have been developed and
their importance has been tested by using a survey of 293
organizations and field interviews. A cross-sectional survey
of senior managers has been conducted and this survey was
mailed to 2,000 organizations selected from a random
sample of firms across main industry sectors, such as
business services (including IT and telecommunications),
financial services, manufacturing, primary industries,
transport/ distribution, government. Experimental results
and statistical analysis for the proposed class models on
business performance are presented [7].

An extended literature review on recent advances in e-
business and strategic management can be found in
Lipitakis [22].

IV. ADAPTIVE ALGORITHMS FOR E-BUSINESS
PROBLEMS AND DIGITAL INFORMATION STRATEGY
MANAGEMENT METHODOLOGIES

In the following sections, we consider a class of
certain characteristic case studies concerning the
investigation of implicit and explicit relationships and
attitudes in strategic management and performance in
Digital Information Management methodologies and e-
services environments [22].
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Case Study 1: a research survey of strategic management
of e-business and performance

In the framework of a research study in e-business
strategy and performance [22] a pilot survey, including a
dynamic adaptive algorithmic procedure, has been
conducted aiming to investigate implicit and explicit
relationships and attitudes in strategic management and
performance. This case study is the main basis of the survey
formulation that has been conducted in a related doctoral
research programme [22]. In the following, we present the
corresponding adaptive algorithmic procedure (in pseudo-
algorithmic form) of the considered questionnaire
containing certain basic information, according to our
proposed model, methodology and assumed hypotheses [21,
22, 23]:

Algorithm ALQUE-1 (QOIL, BUS, LOA, FOR, THO, PAR,
SOP, PER, QUE)
Purpose: This algorithm constructs the corresponding
Questionnaire to the proposed model, methodology and
assumed hypotheses.
Input: Questionnaire’s optional information (QOI), Business
sector (BUS), level of online activities (LOA), Formality
(FOR), Thoroughness (THO), Participation (PAR),
Sophistication (SOP), Performance (PER)
Output: Finalized form of Questionnaire (QUE)
Computational Procedure
Stepl: Set up Questionnaire’s optional information (QOI):
Stepl.1: Company/Organization Name,
Stepl.2: Answering Person’s Name,
Stepl.3: Position in Company,
Stepl.4: Postal Address,
Stepl.5: Telephone/Fax number,
Stepl.6: E-mail
Step2: Define the Sector the Company/Organization does
business in (BUS),
Step2.1: Business sector
Step2.1.2: Banking/ Financial services
Step2.1.3: Tourism/ Hospitality
Step2.1.4: Publishing
Step2.2: Industry sector
Step2.3: Other Public or Private sector
Step3: define the level of online activities by using a
five-point scale (LOA)
Step3.1: determine the Business to Business (B2B)
activity
Step3.2: determine the Business to Customer (B2C)
activity
Step3.3: determine the Business to Government (B2G)
activity
Step4: Compute Operational measures by using a five-
point scale

Step4.1: Determine Formality (FOR)
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Step4.1.1: usage of Total Quality Management (TQM)
programs
Step4.1.2: determine level of company’s formality by
using a five-point scale
Step4d.1.2.1: explicit goals
Step4.1.2.2: written long term plan
Step4.1.2.3: assign implementation responsibility
Step4.1.2.4: commit to long range plans
Step4.2: Determine Thoroughness by using a five-point
scale (THO)
Step4.2.1: utilize experience
Stepd.2.2: employ a number of external & internal
source

Stepd.2.3:  follow appropriate time scheduled for
plan’s development
Step4.2.4: utilize a umber of organization &

motivational factors
Step4.3: Determine Participation by using a five-point
scale (PAR)
Step4.3.1: Senior Manager participation in planning &
implementation of strategy
Step4.3.2: personal participation
implementation of strategy
Step4.3.3: evaluation of personal participation in
planning & implementation of strategy
Step4.4: Determine Sophistication by using a five-point
scale (SOP)
Step4.4.1: company as informal planner
Step4.4.2: company as operational planner
Step4.4.3: company as long-range planner
Step4.4.4: determine company’s strategic planning
activities by using a five-point scale
Step4.4.4.1: short range profit plan
Step4.4.4.2: final plans era accepted by the responsible
persons
Step4.4.4.3: coordinator person or group
Step4.4.4.4: planning effort supported by top
management
Step4.4.4.5: decision of what business the company
follows is taken by top management
Step4.4.4.6: judgment of managerial performance by
company’s plan
Step4.4.4.7: usage of Strengths-Weakness/Limitations,
Opportunities and Threats (SWOT) analysis
Step4.4.4.8: usage of benchmarking techniques
Step4.4.4.9: usage of investment appraisal techniques
Step4.4.5: determine degree of competitive method
Stage-1
Step4.4.5.1: pricing below competitors
Step4.4.5.2: new product development
Step4.4.5.3: broad product range
Step4.4.5.4: extensive customer service capabilities
Step4.4.5.5: efforts for highly experienced personnel
Step4.4.5.6: product quality procedures

in planning &
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Stage-2
Step4.4.5.7: concern for lower cost per unit
Step4.4.5.8: high inventory levels
Step4.4.5.9: narrow limited range of products
Step4.4.5.10: build brand identification
Step4.4.5.11: refine existing products
Stage-3
Step4.4.5.12: influence over channels of distribution
Step4.4.5.13: effort for availability of raw materials
Step4.4.5.14:  expenditure on production process
oriented R&D
Step4.4.5.15: serve specific geographic markets
Step4.4.5.16: promote advertising expenditures
Stage-4
Step4.4.5.17: manufacture of specialty products
Step4.4.5.18: build reputation within industry
Step4.4.5.19: innovation in manufacturing process
Step4.4.5.20: products in higher priced market
segments
Step4.4.5.21: products in lower priced market segments
Step4.4.5.22: Innovation in marketing
Stage-5
Step4.4.5.23: Innovation in marketing
Step4.4.5.24: expectations in return on investment (after
tax)
Step4.4.5.25: expectations in return on assets (after tax)
Step4.4.5.26: expectations in return on equity (after tax)
Step4.4.5.27: expectations in return on sales (after tax)
Step5: Compute Organization’s Performance by using a
five-point scale (PER)
Step5.1: determine Profitability
Step5.1.1: return on investment
Step5.1.2: return on assets
Step5.1.3: return on equity
Step5.1.4: return on sales
Step5.2: determine Growth
Step5.2.1: expectations in terms of market share
Step5.2.2: expectations in terms of sales
Step5.2.3: expectations in terms of cost of transactions
with customers
Step5.2.4: expectations in revenue growth
Step6: Finalize the requested Questionnaire (QUE) and
apply the data to your model for verification

Note that the e-business strategic planning key-
variables of our proposed model, namely (Formality,
Thoroughness, Participation, Sophistication), the business
performance main components (Profitability and Growth)
and the 5 stages for the determination of the competitive
method are indicatively marked in the above pseudo-
algorithm with bold characters. A single execution of the
above algorithm can express the corresponding views of
each participant of the research survey on the computation
of the operational measures of the considered e-business and
the organizational performance by determining both
profitability and growth factors. Furthermore, on the
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completion of the required execution of the ADAM methods
combined with our proposed model for all the research
survey participants the e-valuation quality performance of e-
business can be achieved.

The algorithm ALQUE-1 provides a research survey
(questionnaire) for the proposed model and strategic
methodology under the assumed conditions and hypotheses,
Lipitakis [22].

It should be noted that, in the framework of our
proposed adaptive algorithmic approach, the given pseudo-
algorithms  describe the corresponding  successive
algorithmic steps in a general descriptive form and each of
the used input (output) parameter variable names, depending
on the complexity of the original considered problem, could
be a (complex) computational procedure or a set of such
computational procedures, which in turn may contain
several other related computational modules and
submodules. The algorithmic scheme can be further refined
including several iterative and control computational
procedures according to the specifications of the original
problem.

V. TOWARDS OPTIMIZED ADAPTIVE ALGORITHMIC SCHEMES
FOR E-BUSINESS AND DIM METHODOLOGIES

A special class of the ADAM methods, i.e. optimized
adaptive algorithmic procedures for the research survey of
strategic management of e-business and performance
leading to optimized questionnaire forms, can be obtained
by using the singular perturbation concept with appropriate
values of SP-parameters [20, 21].

Case Study 2: an optimized research survey of strategic
management of e- business and performance

A (near) optimized adaptive algorithm can be designed
by calling the corresponding dynamic algorithmic procedure
OALQUE-I in the following manner:

Algorlthm OALQUE-I (8QO QOI, EBU BUS, €Lo LOA, €F0
FOR, ETH THO, Epa PAR, €30 SOP, Epg PER, EUF QUE)

where €qo, €U, €10 > €F0, ETH > EPA > €50 » Epp are singular
perturbation parameters applied respectively to the input
parameters and eyr the uncertainty factor parameter applied
to the output of the algorithm ALQUE-1 of section 3. These
SP-parameters are determined in the course of the
computational procedure. The computational procedure of
the algorithm OALQUE-1 can be easily constructed by
following the corresponding part of the algorithm ALQUE-1

The values of the singular perturbation parameters
affecting the corresponding input variables of the optimized
algorithm OALQUE-1 can be determined experimentally or
approximately from corresponding appropriate
mathematical model. Note that the algorithm ALQUE-1 of
Section 3 can be considered as a special case of the
algorithm OALQUE-1 for the choice of SP-parameters

€Q0 = EBUT ELO TEFO = €TH ™ €pAa = €50 = €pE = €UF = 1
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The selection of the appropriate SP-parameters leading
to (nearly) optimized solutions is dependent on the nature of
the considered problem and often requires extensive
numerical experimentation [20, 24].

Finally, it should be noted that in the framework of e-
valuation quality performance by ADAM methods the
dynamical choice of the SP-parameter values, which can be
related to both quantitative and qualitative nature of the
input parameters (data) of the given problem, can lead to
(near) optimum solutions of a wide class of e-business and
strategic management problems.

VI. CONCLUSIONS AND FUTURE WORK

In the framework of the application of basic sciences
(computer science, applied mathematics, economic science)
by combining several of their key-field topics (adaptive
algorithmic  theory, singular  perturbation theory,
performance) in certain important topics of the general
management science (e-business performance and strategic
planning) and in the search of new efficient methodologies
and techniques of improving e-business strategy planning
and performance management, we consider the usage of
innovative extendable models incorporating certain
independent variables and measures in combination with the
ADAM methods.

The proposed adaptive algorithmic approach has been
applied to a class of case studies of characteristic e-business
and strategic management problems and their corresponding
dynamical algorithmic schemes have been presented. The
proposed algorithms with the main advantages of their
compactness, adaptability [16, 20] and by incorporating the
proper singular perturbation parameters that allow the
efficient computation of (near) optimum solutions can be
extended for solving efficiently a wide spectrum of e-
business and strategy management problems and related
applications in DIM and SE [22].

Future research work is focused on the dynamical
choice of the singular perturbation parameter values of
adaptive algorithmic schemes representing a wide area of e-
business problems in Digital Information Management
applications. This choice that is closely related to both
quantitative and qualitative nature of the input parameters
(data) and computable variables/ procedures/ modules, can
lead to (near) optimum solutions of e-business problems and
strategic planning management methodologies by optimized
ADAM methods.
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Abstract - Mobile agents are autonomous processes that are
used to assign various tasks. Those processes are migrating to
several nodes to execute those tasks locally, instead of RPCs.
Their migration way may be different according to the
application type and it is based on a design pattern. Here, we
present comparative results of three different travelling design
patterns for mobile agents (ltinerary, Branching and Star-
shaped) with the use of an application that we developed.
Derived results showed that the branching pattern performs
better than the other two in terms of turnaround times,
whether we use constant size or variable size of answers to
mobile agent requests to servers.

Keywords - Mobile Agents; Travelling Design Patterns;
JADE Application

. INTRODUCTION

An agent is a special software component providing an
interoperable interface to an arbitrary system and/or
behaving like a human agent working for some clients in
pursuit of its own agenda. Some common tasks for such
software components are monitoring of systems, searching
for specific information, managing a system, etc. Agent —
based methods are becoming more and more popular as time
goes by and they are used in many different fields (like
economics, e.g., [22]). Some common characteristics of
agents are autonomy, sociality, intelligence and mobility [5].

Agents can have a combination of various characteristics.
Mobile agents (having as basic characteristic the mobility)
are able to migrate from one computer to another
autonomously and continue its execution on the destination
computer. They are used instead of RPCs (Remote Procedure
Calls), exchanging remotely various data. The most basic
advantage of mobile agents is the reduction of the used
bandwidth, because the agent migrates itself and there is no
data exchange between different procedures hosted on
different computers (Figure 1) [5].

Also, these procedures are asynchronous and
autonomous, so their function depends on network
connectivity. That means that there is no need for continuous
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connection between nodes for data exchange. In the RPC
model, if the connection stops when the processes are
exchanging data, then the connection has to be restarted. In
the meantime, a process waits for a response from the other
process aimlessly. But, with the use of a mobile agent a job
can be completed locally while the connection is down, and
finally waits to migrate until the connection is established
again (Figure 2). This is also useful in mobile phones in
cases of unstable connections [5].
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Figure 1. Agent migration vs data migration in RPC.
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But also, it must also be considered that there are several
difficulties/disadvantages of the mobile agent technology
application into the internet infrastructures. The most
important difficulties are various security problems, the high
computation cost required by a server in order to host and
serve a lot of mobile agents concurrently and the high
difficulty of the creation and the application of those
infrastructures.

Multi Agent Systems (MAS) are systems in which many
agents interact in order to solve a common problem. The
problem is divided into several sub problems distributing
each one to different agents in the MAS system. A MAS
system works on a set of various computers connected via a
specific network (LAN or WAN, etc). A MAS system is
very appealing for building open and distributed applications
[13]. Various MAS systems can communicate in order to
achieve several user needs [5].

It should also be stated that software agents, which bring
together the two concepts “process” and “object”, are
interesting building blocks for flexible system architectures,
even if they are not always mobile. On the one hand, mobile
agents provide a novel and useful example for an open and
distributed MAS ([14], [15], [16]). On the other hand, static
agents (non-mobile) are probably as important as mobile
agents: they encapsulate autonomous activities in a stronger
way than classical objects, they communicate with other
(mobile) agents via the same protocols and interfaces, and
they provide (with mobile agents) a uniform way to structure
large distributed systems [2].

A variety of design patterns for mobile agents have been
proposed in the past organized in different categories [6]. A
basic task pattern is the Master-Slave pattern. On this
pattern, a master agent delegates a task to be done on a given
agency to a slave agent(s). The slave agent visits the
indicated agency where it accomplishes the task, and then
returns to the source agency carrying the results. The master
agent receives the results and then the slave destroys itself.
The migration procedure of an agent varies also, creating the
category of travelling design patterns [6]. The itinerary
pattern (Figure 3) provides a way to execute the migration of
an agent, which will be responsible for executing a given
task in remote hosts. The agent receives an itinerary on the
source agency, indicating the sequence of agencies it should
visit. Once in an agency, the agent executes its task locally
and then continues on its itinerary. After visiting the last
agency, the agent goes back to its source agency [1].

On the branching travelling pattern (Figure 4), the agent
receives a list of agencies to visit and clones itself according
to the number of agencies in the itinerary. Then, all clones
will visit an agency of the received list. Each clone has to
execute its corresponding task and notify the source agency
when the task is completed. The importance of this pattern is
that it splits the tasks that can be executed in parallel [1]. A
typical example would be a search agent that sends out slave
agents to visit multiple machines in parallel. Of course,
mechanisms to control the high degree of dynamism of such
agent-enabled parallel computations then become a necessity

[2].
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So, we can imagine the World Wide Web consisting of
servers and clients working on mobile agent platforms
exchanging mobile agents. Also, by integrating extra
characteristics like intelligence and sociality we will have
smarter applications offering high level services (e.g., auto-
learning) and achieving better and more specific results.

On the Star-Shaped travelling pattern (Figure 5) the agent
receives a list of agencies that it has to visit. So, it migrates
to the first destination agency, where it executes a task, going
back to the source agency. The agent repeats this cycle until
visiting the last agency on its list [1].

In this paper we compare the three above mentioned
design patterns with the use of a mobile MAS application
that we have implemented. The application contains two
static agents representing a web client and a web server
(hosted on different machines). Both client and server
exchange mobile agents. We developed all those agents
using the JADE platform and we execute them in many
nodes. A lot of implementations for different design patterns
have been proposed in the past (e.g., [1], [6], [8]), but it is
not our purpose to present another alternative
implementation on the same subject. The contribution of our
work is the presentation of comparative results for those
patterns in terms of turnaround times, for constant and
variable sizes of answers to mobile agent requests from the
implemented servers.

Maobile Agent
and Clones

S e e
—— e,
.

Figure 4. Branching pattern.
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Mabile Agent

Migrating

Figure 5. Star-shaped pattern.

Il.  RELATED WORK

Aridor and Lange [6] reported on several design patterns
for mobile agencies classified in three different categories:
travelling, task and interaction patterns. Travelling patterns
encapsulate mobility management of an agent for one or
more destinations. Task patterns are concerned with the
breakdown of a task and how these tasks are delegated to one
or more agents. Interaction patterns are concerned with
locating agents and facilitating their interactions. They also
implemented three of them (master-slave, meeting and
itinerary) and shared their experiences with it. Eight different
agent design patterns are implemented in [1] in JADE:
Itinerary, Star-Shaped, Branching, Master-Slave, MoProxy,
Meeting, Facilitator, and Mutual Itinerary Recording. The
itinerary, branching and star-shaped patterns were proposed
in [11].

Kendall et al. [17] present several patterns of intelligent
and mobile agents based on a layered architecture
considering mobility and intelligence separately. A set of
seven patterns related to agent communication mechanisms
are discussed in [18], but they do not take into account the
intelligence and mobility together.

Eshtay [7] proposed the Hierarchal Traveling design
pattern, which is a combination of the itinerary pattern and
the depth first algorithm. This pattern was implemented in
JADE, too. Wang et al. [9] uses the branching pattern to
develop in JADE an agile supply chain management model.

Ojha et al. [12] propose a design pattern for intelligent
mobile agents. It helps in efficient mobility of these agents,
which are more often fatty. It enables dynamic on-demand
behaviour specific to a network host environment. It
describes the pattern using a suitable pattern template and
reported the results of its implementation (using JADE) in a
prototype multi-agent system for e-commerce domain.

Maamar and Labbe [10] described two strategies (servlet
and applet) that could enhance the operations of software
agents and showed that both strategies could suit them.
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Agents should be embedded with mechanisms that allow
them to make the correct decision: either move or invite.
There are also a lot of design patterns proposed in the
past, that they do not consider mobility of agents, but they
are based on social and intentional characteristics of an agent

(e.g., [19],[20], [21]).
I1l.  OUR APPLICATION: A WEB AGENT EXPLORER

We developed a web application that informs the client
about the latest registrations that are added to various e-news
sites that interests him. Several mobile agents (each one
representing a user) are migrating to various servers to
retrieve information that the user is interested in.

The application developed with the use of the JADE
platform. It was developed to help us compare the itinerary,
star-shaped and branching design patterns under various
circumstances and extract useful conclusions. We chose to
compare only these three patterns because, one the one hand,
they are of the most famous patterns in the research
community. On the other hand, our application is too simple
and does not involve collaboration or interactions between
agents and does not check permissions. So, patterns like the
Meeting, or MoProxy, etc, are not suitable for it. The
application obeys the master — slave model containing two
static agents (masters) representing a web client and a web
server. Both client and server exchange mobile agents
(slaves) obeying the three above mentioned design patterns,
alternatively and we execute them in many nodes. We
mention here, that our system is still in prototype level.

IV. The JADE Platform/Framework

JADE (Java Agent Development Framework) is a
platform supporting agent processes and also offers libraries
(framework) for multi agent application development written
in JAVA. It is ideal for distributed application development
based on multi agent systems. For application development,
JADE has an IDE with useful tools and a GUI for platform
administration. The platform offers all the necessary services
to the agents that they are installed on it. With some of those
services, agents can identify and communicate each other,
and they can search each other after they have registered on
specific platform catalogues [3].

Each platform constitutes a MAS with at least one
container. Each container is installed to a computer and it
can support agents and offer them all the necessary services.
Consequently, a platform can constitute a network of
containers (e.g., a LAN) (Figure 6). Two basic services are
the AMS (Agent Management System) and DF (Directory
Facilitator) directories that are local agents [3], [4].

Agents are java classes inheriting the Agent class of
JADE libraries. The actual job, or jobs, an agent has to do is
carried out within ‘behaviours’. A behaviour represents a
task that an agent can carry out. An agent can execute several
behaviours concurrently. The scheduling of behaviours in an
agent is not pre-emptive (as for Java threads), but
cooperative. This means that when a behaviour is scheduled
for execution its method is called and runs until it returns.
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Figure 6. JADE architecture overview.

Therefore, it is the programmer who defines when an
agent switches from the execution of a behaviour to the
execution of another [3]. Here, we use three different
behaviour types:

e OneShotBehaviour: executes once and dies.

e  CyclicBehaviour: stays active as long as its agent is

alive and is called repeatedly after every event.

e  TickerBehaviour: periodically executes some user-

defined piece of code.

V.  Functional Description

Each user interacts with a local agent via a GUI. User
enters to GUI the web domains he is interested in.
Consequently, the local agent sends mobile agent(s)
according to the mobility pattern that has been set. When the
above mobile agent(s) returns having the available pages of
each domain, the user is able to select the pages he wants to
retrieve the latest updates of them. Next, the user declares the
frequency for a mobile agent(s) to visit the selected domains
in order to check if the selected pages have been updated.
For instance, a user may want the mobile agent(s) to migrate
to check those pages every 5 minutes. For the first time, a
mobile agent returns the latest registrations from those pages,
and only when there have been updates since his latest visit
for all the other times. When a mobile agent arrives at a
server, it is served by a local agent that “lives” there.

VI. Architecture

Client and Server processes are hosted in different JADE
platforms and each one constitutes a different MAS (JADE
platforms). Until now, JADE does not support agent mobility
between containers that belong to different platforms (inter
platform mobility). We used the IPMS addon that provides
this feature [23]. The client corresponds to one container
(computer) and the server may be distributed to many
containers, but in our approach it is constituted by one
container.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-202-8

1) Client Components Description: The client side
container hosts a local agent except the basic JADE agents
(like AMS) (Figure 7). When the application starts, AMS
creates an object of this agent. This local agent is static and
provides the user a GUI to enter his preferences and receive
the results. It also checks and manages the information that
mobile agents return. So, according to the Master-Slave
pattern, the local agent forwards tasks to a mobile agent(s).
It is able to save data to disk, while a mobile agent is not.
The mobile agent sends data to a local agent. We created
those mechanisms for system security reasons. The static
agent has to be capable to authenticate the returned mobile
agent preventing from malware attacks. The local agent
creates different types of mobile agents classes for each
migration pattern. When a mobile agent returns back to the
client host, it sends the data collected during migration to
the local agent and then destroys itself.

2) Server components description (Figure 8): The
server side container hosts a local agent too, except the basic
JADE agents (like AMS and DF). When the application
starts, AMS creates an object of this agent. The local agent
publishes in DF the services provided. Those services
correspond to the pages that mobile agents can retrieve
updates. The local agent is static and serves the incoming
mobile agents. The arrived agents send requests to the local
server about the info a user is interested. So, the role of this
agent is to provide an interface between the arriving agents
and the database and to protect the system from malware
attacks.

VII. EXPERIMENTAL RESULTS

We compared the three travelling patterns which were
mentioned before using our application. We set up one client
and three servers into a LAN network. The client was set up
on a four core 64bit CPU at 3.3 GHZ with 8GB RAM.
Servers were created as 4 virtual machines. One of the
servers was set up in a virtual machine of the client’s
machine having 512 MB RAM, while the others were set up
on another machine containing a CPU at 2 GHZ with
512MB RAM.

Throughout the paper we use the term task to refer to the
trip of a mobile agent to the 4 servers mentioned above in
order to collect data. Specifically, the client agent keeps a
hash table, where each key corresponds to the name of a site
the user is interested (e.g., e-news.com, games.com, e-
shop.gr). Each key indexes a data structure containing the
specific pages inside a site, as well as the date and time of
the last visit. All data exchanged between a server and a
client, are encrypted with SSL. An instance of a mobile agent
is created in the client side for each task, containing the
appropriate records from this table. The server receives those
records and registers the data collected into a message, along
with other information like the structure of the page,
formatting of the page, etc. Since the information exchanged
is in text format, there is no significant overhead for the
server to serve a mobile agent.
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Using itinerary and star-shaped patterns we have one
mobile agent for each task. Each task starts when a mobile
agent is created and ends after having visited all the nodes
and returning to client sending the results to the Master
Agent. The turnaround time of an agent depends on the
workload of the server and the number of the exchanged
messages. In the branching pattern case, a mobile agent is
sent in parallel for each task. The turnaround time of the task
ends when the last mobile agent returns back. The size of the
answer to a query imposed by a Server Agent, corresponding
to a mobile agent request, is small because their content is in
text format. We consider constant and variable size of an
answer to measure the turnaround time (in seconds) for each
task for the three travelling patterns (itinerary, branching and
star-shaped).

A. Constant Size of Answers

We consider 20 tasks arriving sequentially. Upon the
arrival of a task, a mobile agent(s) migrates automatically,
from the client to the above servers and retrieves 28 database
records of the same size from each server. We run the
application for each pattern separately.
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Figure 9 presents the derived results of turnaround times
per task for constant size of answers. Results show that the
branching pattern achieves the best turnaround times for all
tasks. The itinerary pattern performs a bit better than star-
shaped on the average, but results are comparable. This is
due to that some servers are hosted on the same machine as
different virtual machines, although the star-shaped pattern
sends more messages (48 messages vs 42, respectively). This
performance difference would be greater if servers could be
hosted in different machines.

B. Variable Size of Answers

We consider again 20 tasks arriving sequentially. But in
this case we have different sizes of answers in each task. We
developed a simple application (News Generator) in JAVA
that runs in each server and adds some fake news updates
(text format) to the database for various categories (like
sports, weather news, politics, etc). The database update
frequency varies, but it is less or equal to the task arrival
time frequency in any case. We run again the application for
each migration pattern separately and Figure 10 illustrates
the derived results. Results show that the branching pattern
achieves the best turnaround times for all tasks. The itinerary
pattern performs better than star-shaped on the average.
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VIII. CoNcLUsIONS AND FUTURE WORK

A lot of design patterns for mobile agents have been
proposed in the past. In this paper, we focus only on
travelling design patterns and we try to compare three of the
most commonly used of them: itinerary, branching and star-
shaped, with the use of a mobile MAS application that we
have implemented. The application contains two static
agents representing a web client and a web server (hosted on
different platforms). Both client and server exchange mobile
agents. We developed all those agents using the JADE
platform and we execute them in many nodes. The above
mentioned design patterns are compared in terms of
turnaround times, for constant and variable sizes of answers
to mobile agent requests from the implemented servers. The
derived results show very clearly that the branching pattern
performs better under both circumstances.

In our future work, we intend to investigate hybrid
implementations of design patterns and evaluate them on our
platform. Derived results will be compared with the
evaluation results of the current work and with other results
assuming hybrid implementations.
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Abstract—This paper deals with discovering M2M overlay
entities in Machine-to-Machine (M2M) service networks. The
eXtensible Messaging and Presence Protocol (XMPP) is used as
a basic building block for the M2M communication. XMPP
does not offer mechanisms for discovering unknown entities
from unknown contacts, and this paper’s goal is to provide a
protocol enabling this. The presented protocol does this by
using asynchronous remote procedure calls (RPCs), unicast
messages and friend-to-friend type of communication. The
paper proposes new XMPP subscription statuses to enable
exchange of roster items in the M2M overlay entity discovery
protocol without compromising privacy, and presents the
protocol for discovering unknown M2M overlay entities from
unknown M2M overlay entities.

Keywords - distributed systems, service discovery, privacy

I INTRODUCTION

Machine-to-machine (M2M) is a buzzword meaning a
bagful of technologies that allow devices to communicate
with one another using different communication channels.
Terms such as M2M, Internet of Things (IoT), Smart Objects
(SO), and Web of Objects basically all mean the same,
including e.g., remote management of devices. Technologies
used commonly in M2M include at least naming and
identification of entities, service discovery (SD), security
services such as authentication, and communication
technologies. End-to-end M2M communication can be
established with one or more protocol conversion gateways
running between the actual M2M devices, but the trend is to
build systems where end-to-end communication is possible
for example using IPv6 [1]. Overlay networks in M2M are
sometimes called middleware and they are often used on top
of other networks to make naming easier, to improve routing,
and/or to improve Quality-of-Service (QoS). In M2M service
networks, a SD protocol can be thought of as a
comprehensive discovery protocol including at least
functionalities of M2M device, overlay entity and service
discovery mechanisms, and mechanisms for selecting
discovered M2M services that are to be used. The selection
can be based on discovery order, location, etc.

The M2M service network presented in this paper is
based on the eXtensible Messaging and Presence Protocol
(XMPP) [2]. M2M overlay entities are identified as XMPP
Jabber Identifiers (JIDs) running in XMPP clients. M2M
services are running in M2M overlay entities. XMPP’s SD
mechanisms do not offer the possibility for discovering
unknown overlay entities from unknown rosters, which is
discussed more in details in Section II. The protocol
presented in this paper provides a solution to this problem.
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Later in this paper this M2M overlay entity discovery
protocol is called only service discovery (SD) protocol.

The rest of this paper is organized as follows: Section II
gives information about XMPP and existing related SD
protocols, Section III introduces the main contribution, the
SD protocol and how XMPP is used, Section IV gives
evaluation and presents some of the use cases, which were
used to test the protocol, while Section V concludes the
paper and gives proposals for future work.

II.  RELATED WORK

XMPP is a set of open XML technologies for presence
and real-time communication. It is continuously extended
through the standardization process of XMPP Standards
Foundation. XMPP was originally created for near-real-time
messaging, presence, and request-response services [3][4],
but it has been used to build e.g., Smart Grids [5], M2M
architectures [6][7], and sensor networks [8]-[13].

XMPP offers built-in publish-subscribe (“pubsub’)
functionality [14], so polling is not necessarily required
between clients and services. The specification of pubsub is
long, but the idea is simple: 1) An entity publishes
information to a node at pubsub service, and 2) the pubsub
service pushes a notification to all entities that are authorized
to learn about the published information.

XMPP uses Transport Layer Security (TLS) to secure
server-to-server and client-to-server connections [2] and
offers end-to-end signing and object encryption [15]. In
addition to these, security extensions exist or are proposed,
including e.g., privacy [16]. XMPP is distributed; anyone can
have their own servers with several clients. Client-server
architecture commonly enables connectivity through
firewalls, because clients initiate sessions. XEPs such as
[17][18] exist to help with firewalls.

XMPP has four presence subscription statuses. In ‘none’
state the user does not have a subscription to the contact's
presence information, and the contact does not have a
subscription to the user's presence information. In other
words, you are not interested in the item's presence, and the
item is not interested in yours. In ‘to’ state the user has a
subscription to the contact's presence information, but the
contact does not have a subscription to the user's presence
information. In ‘from’ state the contact has a subscription to
the user's presence information, but the user does not have a
subscription to the contact's presence information. In ‘both’
state both the user and the contact have subscriptions to each
other's presence information [2]. These statuses do not tell
anything about how (if at all) your presence information
should be told by your contacts to their contacts or contacts
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unknown to you and/or to your contacts. This paper
discusses how these kinds of situations with existing XMPP
statuses should be handled and how new presence
subscription statuses could be used to improve privacy
wishes.

XMPP  creates  long-lived  sessions  between
communicating entities. Sessions might shut down because
of many reasons and repeating session initialization might be
problematic and/or slow. XMPP uses XML stanzas, and
XML parsers may become a bottleneck in embedded devices
and in networks that have limited bandwidth capabilities.
However, Binary XML might become more common in the
future: XMPP is presented as one use case in WC3’s XML
Binary Characterization Use Cases [19] and it has been
proposed to be used with Efficient XML Interchange (EXI)
[20]. If XMPP is used in mobile devices in the same way as
in PCs with fixed power, problems such as battery running
out will certainly arise. Because of this, an extension
providing knowledge of mobile handset behavior has been
described [21]. In addition, other XEPs to decrease
bandwidth exist, e.g., Stream Compression [22]. Although
XML takes resources, the smallest interoperable XMPP
client implementations work in embedded devices such as
sensors [8]-[13], and there are client and server
implementations for mobile phones.

XMPP has two different types of SD protocols [23][24].
In the basic XMPP SD protocol [23] entities are servers,
clients or gateways. The protocol provides methods for 1)
discovering entities (disco#items) and for 2) discovering
features supported by a given entity (disco#info). An XMPP
client knows at least one other entity, its server. The client is
able to discover services (multi-user chatrooms (MUC) [25],
pubsub, etc.) offered by the server and features that are
supported in those services. XMPP’s serverless messaging
specification [24] defines mechanisms that enable working
without servers, e.g., in body area networks, or LANs:
Principles of zero-configuration networking (Zeroconf) [26]
are used. Zeroconf uses multicast DNS (mDNS) [27] and
DNS-Based Service Discovery (DNS-SD) [28]. In XMPP
roster item exchange can be done e.g., with service
administration [29] or roster-item exchange [30].

In social networks, discovery protocols have been used
for finding friends, groups, links, etc. “Google’s Search plus
Your World” (earlier “Google Social Search”) [31] has
features that allow your friends to affect your search results.
The SD presented in this paper lets the XMPP client
answering the SD request to build the answer. Facebook
social search [32] includes information about the frequency
of clicks on the search results by members of the social
network who are within a predetermined degree of separation
from the member who submitted the request. This degree can
be compared to a hop limit in the presented SD protocol.

III. THE SD PROTOCOL

This section presents the main contribution of this paper,
the SD protocol. The purpose of the SD protocol is to
discover M2M overlay entities from unknown M2M overlay
entities without compromising privacy. Protocol must work
without centralized naming services, which keep track of
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M2M overlay entities, it must not broadcast huge amount of

messages and flood the network, and it must work over

XMPP, but also in XMPP clients without support for service

administration [29] or roster-item exchange [30]. This paper

presents a SD protocol that meets these requirements, using
ideas coming from the following real life examples:

A tap in Eemil’s bathroom has started to leak and has
caused moisture problems in the bathroom. Eemil wants to
find a person who could fix these problems. If he already
knows someone who has fixed bathrooms or taps before, he
will probably ask these people to help first. If Eemil does not
know anyone who is able to fix his bathroom, he might ask
from his friends if anyone has a friend who has fixed
bathrooms before. If one of his friends knows such a person,
it is likely that he or she gives this information to Eemil. If
none of Eemil’s friends know such a person, they can ask
from their friends. If any of Eemil’s friends’ friends know
such people, they can send this information directly to Eemil
(if Eemil’s friends have told who is the original requester), or
to the last requester (Eemil’s friend who asked it) and they
can forward the reply to Eemil. When thinking the example
further, Eemil can select friends from whom he wants to ask
the fixer. If Eemil thinks that some of his friends should
certainly know about people working with bathroom fixing,
or that some of his friends know more people than an
average person, he will probably ask from them first.

Based on this real life example and to enable discovering
unknown entities from unknown M2M overlay entities, the
hop limit was selected to be two. Hop limit is analyzed in
Section IV.

XMPP offers basic building blocks listed in Section II,
such as message transmission, naming of M2M overlay
entities (nodeid @domainid/resourceid) and rosters, for the
protocol. In used M2M service network, every XMPP JID in
XMPP client has its own private roster, which is called a
private M2M overlay. Rosters are stored to XMPP servers.
XMPP servers can be clustered. Roster includes other XMPP
JIDs. The overlay can be constructed in several ways: by
adding roster items after registration, using different
presence subscription statuses [2], or accepting all XMPP
client subscriptions from the XMPP server it is registered to.
These are mainly implementation and configuration issues.
MUC [25] rooms can be thought of as second type of a M2M
overlay. Describing usage of MUCs in the SD protocol is out
of the scope of this paper. A M2M device runs one or more
XMPP clients. An XMPP client has one or more JIDs
registered, which can be registered to one or more XMPP
Servers.

The following list contains required features of a M2M
overlay entity, which are not offered by XMPP:

1. The entity can ask from its contacts to parse a string
presenting the wanted M2M overlay entity name.

2. The entity can forward the parsing request to its
contacts.

3. If the entity finds a wanted string from its roster list, and
contacts in the answer accept forwarding their
information, the entity answers to the requester, who
might be the original requester or forwarder of the
parsing request.
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4. The entity can parse rosters with additional information
such as reputation.

The SD protocol works at the application layer inside an
XMPP client implementation. It can be categorized as a
unicast protocol, as it sends direct discovery messages to
known receivers. Its purpose is to discover M2M overlay
entities presented as JIDs.

Our proposal is that when using XMPP’s four existing
presence subscription statuses ‘“none”, “from”, “to”, and
“both”, by default the entities should not advertise the
existence or the presence of one another to anyone else.

Because some, but not all, M2M overlay entities or their
owners might want to share their JIDs to unknown entities,
there is a need for new XMPP presence subscription statuses.
They could be such that the entity replying to a SD request
knows if the JID in the answer allows giving its name to
other entities. At least the following new additional presence
subscription statuses to XMPP are needed:

subscription="from-anyone’: This means the same as the
XMPP state ‘from’ but also that your contact can advertise
you and your presence information to anyone. Notice that
this does not mean that anyone who tries to subscribe to your
presence information is necessarily accepted by you.

subscription="from-contacts’: This means the same as the
state ‘from’, but also that your contact can advertise you and
your presence to any of her contacts.

subscription="both-anyone’: You and the contact are
interested in each other’s presence information and can
advertise it to anyone.

subscription="both-contacts’: You and the contact are
interested in each other’s presence information and can
advertise it to your own and your contact’s contacts.

Adding more new subscription statuses such as
advertising presence only to certain server is possible, and
instead of using new subscription statuses, new fields can be
used to tell about these privacy wishes.

The SD protocol uses one-way RPC. It is a variant of
asynchronous RPC in which the client continues
immediately after sending the request to the server without
waiting for the server’s acknowledgement [33]. The SD
protocol messages are formatted as JSON-RPC [34]. JSON-
RPC is a remote procedure call protocol following the same
principles as XML-RPC [35]. JSON-RPC’s “notification”
provided asynchronous RPC for the SD protocol.
Notification is a special request which does not have a
response, it has same properties as request object except the
id must be null. In the prototype, the SD messages are
transmitted and processed as XMPP Instant Messaging (IM)
messages in XMPP clients.

Some XMPP clients might have service administration
[29] or roster-item exchange [30] support, and they can be
used with the SD protocol. For instance, if there is an entity
authorized to get all rosters from the server, it can give more
comprehensive answers for queries.

The SD protocol’s JSON-RPC messages’ params field
has to include at least information about the searched string.
A forwardedParseRoster method call’s params field includes
also information about the original sender. This enables
XMPP clients to reply directly to the original parseRoster
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message sender. Examples of JSON-RPC formatted
notification messages are presented in Table 1.

TABLE 1. JSON-RPC FORMATTED NOTIFICATION MESSAGES
{”method”: “parseRoster”, “params”: [{"“value”: “weather”}], “id”:
null}

{“method”: “forwardedParseRoster”, “params”: [{“value”: “weather”
“originalsender”: “tempsensor.313@vtt.fi/kaitovaylal”}], “id”:

null}

{“method”:
“id”: null}

“reply”, params”: [{“value”: weatherservice@vtt.fi”}]

In a pseudo code, the SD protocol works as presented in
Table 2.

TABLE 2. THE SD PROTOCOL IN PSEUDO CODE

STRING wanted_service;
XMPP ROSTER own_roster;

JSON-RPC MESSAGES parseRoster, forwardedParseRoster, reply;

IF (own_roster includes wanted_service) Service is discovered;

ELSE Send parseRoster request to selected contacts in own_roster;

IF (proper reply is received) {
IF (reply includes wanted_service) Service is discovered;

}

IF (proper parseRoster function request is received) {

IF (own_roster includes wanted_service) Service is discovered
and reply is sent to the requester.

ELSE Send forwardedParseRoster request to selected contacts in
own_roster;

}

IF (proper forwardedParseRoster function request is received) {

IF (own_roster includes wanted_service) Service is discovered
and reply is sent to the original requester;

IV. EVALUATION

The SD protocol was tested in different use cases with 1-
3 modified XMPP clients. Each client had 1-3 XMPP
accounts (JIDs) registered to 1-3 XMPP servers. Three
unmodified XMPP clients were used for debugging.

A.  Hop limit

This section presents two use cases used to test the SD
protocol and to get information about the hop limit. Figures
1-2 present use cases, where users A, B, C, D, and E are
M2M overlay entities, and boxes next to them represent
contacts in their rosters. Each JID has their own different
M2M overlay (JIDs in their roster).

mo o

b.

- — C.
" A
bscriby
E subscribe

D c

parseRosler(C)
fa—"
alO ‘H_‘_‘_,,_;Za f
D

]

Figure 1. E tries to find C, hop limit is unlimited.
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Figure 1 presents an example, in which E tries to find C,
or a string that is in C’s JID.

1. E sends a roster parsing requests to its contacts A
(1a) and D (1b). It could be possible to send them
only to the ones who are currently available, not
e.g., in Do-Not-Disturb (DND) status.

2. A and D parse their own rosters. A’s roster matches
and it sends a reply (2a) to E. A and B have already
done a presence subscription. Same way D checks
its roster and it does not find C. It forwards the
request to its contacts A (2b) and B (2c), except E,
who is the original requester.

3. B receives the request from D, it parses its own
roster, match is found, and it replies to E. The reply
includes B’s parsed roster and information about C.
At this point B could also subscribe to E, and/or
exchange roster item [30]. At the same time E
already subscribes to C (3a), because it got
information about C from A (2a).

Optimizing the hop limit is a complex problem. Using
unlimited hop limit was not possible because without proper
timeouts it can flood the network and jam devices. One
requirement was that the protocol must be able to discover
unknown entities from unknown M2M overlay entities. This
means that the hop limit must be at least two. If the hop limit
is one, the protocol enables discovering unknown entities
only from known M2M overlay entities (your contacts).

If thinking about real world, sharing things with or
borrowing them to your friends is usually ok. Section III
presented an example of Eemil finding a fixer, in which a
maximum of two hops was used. Then again, two hops
might be too much because borrowing things to or sharing
them with friends of you friends might be something most
people do not want to do.

When moving these thoughts of human behavior from
real-life to M2M and to the SD protocol, it was decided that
a limit of two hops would be used: If a wanted M2M overlay
entity is not found from contacts, the entity can ask it from
its contacts (the first hop). If contacts do not know it, they
can forward a message to ask the wanted entity from their
contacts (the second hop). If they do not know it, the wanted
M2M overlay entity is not found. Selecting two also keeps
the protocol as simple as possible but still fulfills the
discovery requirement.

[ ] parseRoster(E)
1.
H% A
E B
3. Hop limit i
c|Q reached -> .l
E C drops the
SD request

D c

Figure 2. A tries to find E, hop limit is 2.

Figure 2 presents an example in which the M2M overlay
entity E is not found, because of the hop limit is two, and
because C does not know E. As it can be seen, if M2M
overlay entities have only few contacts in their rosters,
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discovery process is short, may not succeed and only few
messages are sent.

B. Replying mechanism

After selecting the hop limit, the amount of transmitted
messages was calculated. In the worst case situation, the
maximum amount of SD and forwarded SD messages (with
considering neither XMPP nor TCP/IP acknowledgements
etc.) can be calculated using (1)-(8).

M = Maximum amount of messages.

o = Number of unique contacts in the roster of the SD
request message sender A.

B = Number of unique contacts in the roster(s) of unique
contact(s) of A.

Case A: All XMPP clients are registered to the one and
same XMPP server. Replies are sent directly to the original
sender (1) or through the SD request forwarder (2):

M =20 + 4a. (1)

M =20+ 60p. 2)

Case B: The SD request sender XMPP client is the only
client registered in the first XMPP server and two other
XMPP clients are registered in the one and same XMPP
server. Replies are sent directly to the original sender (3) or
through the SD request forwarder (4):

M = 3a + 5a. 3)

M =30+ 708. 4)

Case C: 2 XMPP clients (the SD request sender and the
first contact) are registered in the one and same XMPP
server, and the third XMPP client in another XMPP server.
Replies are sent directly to the original sender (5) or through
the SD request forwarder (6):

M=2a + 60p. %)

M=2a + 3ap. 6)
Case D: Every XMPP client is registered in its own

separate XMPP server. Replies are sent directly to the

original sender (7) or through the SD request forwarder (8):

M = 30 + 6a. 7

M = 30 + 9ap. (8)
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Using a=P=16 in (1)-(8) a chart in Figure 4 has been
drawn. It presents total amount of SD messages (requests and
responses). Y axis presents the amount of transmitted SD
messages. X axis presents cases A, B, C, D and (1)-(8). In
cases C and D the amount of SD messages are approximate
when answering directly to the requester (5) and (7). In fact,
(5)/(7) approaches 1 when a and § approach infinity.

The difference between direct replies and sending replies
through the forwarder can be calculated by subtracting
answers in each case A, B, or C. For example, when using
three servers with =32 and p=32 (7) gives M = 6240 and (8)
gives M=9312, so the difference is 3072. When o and B
approach infinity, result of (2)/(1) approaches the ratio 1,5.
(4)/(3) approaches the ratio 1,4, (6)/(5) approaches the ratio
1+1/3 and (8)/(7) approaches the ratio 1,5.

If communication between clients and servers is not
taken into consideration, in the simplest case when a=p=I,
only three messages are transmitted: 1) from the SD request
sender A to its contact B, 2) B forwarded the SD request to
its contact C, and 3) C replies to A (9). If C would answer
through B, there would be 4 messages instead (10). These are
presented in Figure 5.

M=o+ 20p. 9)

M=o+ 30. (10)

When a=p=1 and all clients are using only one server, the
number of messages increases to 6 (1), with two servers to 8
(3) and (5) and with three servers to 9 (7) respectively. If the
contact C would send the reply through B, numbers would be
with one server 8 (2), with two 10 (4) and (6) and with three
12 (8). These cases are described in Figures 6-8. S1, S2, and
S3 are servers.

(2) (3) (4] (5] (8] (7
case C case D

case A case B

Figure 3. Number of SD messages, a=p=16.

(10)
() D oDprmon()
3—

Figure 4. Number of SD messages, no servers, a=p=1.
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To save messages and bandwidth, the first approach was
selected: XMPP clients reply directly to the original SD
requester.

C. Answer handling

When the M2M overlay entity tries to find strings that are
too commonly used in JIDs, the SD request sender is likely
to get answers including several JIDs, from several different
senders. In some cases, this can also be thought of as an
advantage if entities known by several other entities are
thought to be more popular, and as such also more suitable.
The SD request message sender could use this suitability
information to categorize found JIDs. Currently the JID in
the first reply is selected.

D. Security

XMPP offers security services for the M2M service
network, but this section includes information about new
security issues coming from the SD protocol. In one-way
RPC the original sender cannot know for sure whether its
request will be processed if the reliability is not guaranteed,
but this also allows the requester to be able continue its work
without the need to wait for the reply. Direct replies to the
original SD requester generate threats, related to forging the
original sender. This makes flooding and Denial of Service
(DoS) attacks possible. Risk of the threats can be decreased
in servers, by asymmetric cryptography and processing only
certain messages (including proper information or coming
from certain domain, for example). In real life, when
answering directly to the original requester, request
forwarders would not necessarily get information if the
answer is found.
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V. CONCLUSION AND FUTURE WORK

XMPP offers several building blocks, such as naming,
rosters, message transmission and remote commands,
pubsub, SD and security for M2M service networks, but no
mechanism for finding roster entities from unknown XMPP
entities. Therefore, this paper presented a simple M2M
overlay discovery protocol for discovering XMPP JIDs
behind several hops, in an XMPP based M2M service
network. Hop limit was two, which was selected based on
real life examples and in order to keep the protocol simple,
but so that it also fulfilled the discovery requirements. The
amounts of messages with synchronous or asynchronous
RPC were analyzed. Asynchronous one-way RPC and direct
replies to original requester were selected to decrease the
amount of messages. Each entity or owner of the entity
should be able to choose whether its presence and/or JID are
shared to unknown entities, or not. The proposed four new
XMPP subscription statuses enable describing when
information can be advertised only to contacts or to anyone.

Future work includes applying some ideas of the paper to
be submitted to XEPs. Mechanisms for handling different
JIDs received in different SD replies must be designed and
implemented. The SD protocol presented in this paper uses
JSON-RPC formatting [34], but the format of the SD
messages can be changed to Jabber-RPC format [35][36].
Distributed Hash Tables (DHT) could be used to enable
serverless communication between XMPP nodes. Xeerkat
[37] is one example implementation of a P2P computing
framework that utilizes XMPP as a communication protocol.
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Abstract— Number of visually impaired people around the
world is increasing year by year. However, companies that
develop the games for visually impaired people are very few.
For the visually impaired people, we have to create a fair
environment, and enhance their entertainment. In recent years,
somatosensory device has been introduced. Through the body
to control the game is more attractive than the traditional
joystick. In this paper, we design an interactive game for the
visually impaired people, through somatosensory device and
infrared-gun, and combined with Text-to-Speech technology to
implement a flash game for the visually impaired people's to
enhance entertainment quality of daily life. We invited five
subjects to play this game, and complete a questionnaire and
interview after the experiment. Our questionnaire divided into
three parts: interested, audio guide and novelty of the game.
The results showed that most subjects were very interested in
interactive games. Through Text-to-Speech technology, most
of the subjects were able to smoothly play the game with audio
guide. A lot of subjects feel the game is very useful and
innovative.

Keywords - Visual Impairment People; Somatosensory
Device; Interactive Game; Text-to-Speech.

. INTRODUCTION

Vision is the most important and the natural way for
humans to receive the message from the environment. We
rely on vision to handle most things in daily life. Not only
are the assistive devices, the amount of the games for the
visually impaired people, are very few, too. Currently,
most entertainment activities for the blind people are static,
such as e-book. Moreover, most are have inconvenience
user interface. For these reasons, considering the demands
of visually impaired people, and design an interactive
game for the visually impaired people is very important.

The “Wii” has been introduced by the Nintendo
company in 2006 [1, 2]. Different to the traditional games,
Wii uses the wireless controller to control it. In this way, it
is providing a new way to play the games. Moreover, the
wireless controller has a friendly user interface; the player
is able to control instinctively. For these properties, the
Wii’s controller can be used in other domains, such as
education and physical therapy.

In this paper, we are going to develop an interactive
game for visually impaired people. The game can assist
them to play the game by wireless controller, audio and
text-to-speech technology (TTS). In addition, this game
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will improve and be more interesting for the visually
impaired people. For the game testing, we invite five
persons to provide us assistance, such as play this game
and give some suggestion. Finally, we got some data
which about game testing from these people. So far, it is
perceived that this game “very interesting”, "have a good
voice and sound guidance”, and "has novelty" The paper is
going to introduce related work about our game and how

we implement this game.

Il.  BACKGROUND AND RELATED WORK

We should to know some sensors and development kit
before implement the game. First, the Wii’s controller that
named “Wii Remote [3, 4].” In the shape of Wii Remote
is look like a bar, it is a small and light handset. It can be
divided into three modules: the G sensor [5, 6], CMOS [7]
IR receiver and Bluetooth module [8]. The G sensor can
calculate X, Y and Z axis acceleration. Next, determine the
player's actions on real time. The CMOS IR receiver can
receive the infrared from the sensor bar. Then, we find the
different position of infrared point to determine
controller’s movement. After, Wii or computer handles
these data which receive from Bluetooth.

Secondly, if we to drive the components which on the
Wii Remote, and communicate with computer, it should
use the Wiiflash [9] API to do that. The Wiiflash API is an
open source development Kit; it is good for designer to
write the flash program which linked the computer and
Wii Remote. About this development, the kit includes: (1)
Wiiflash API library, (2) Wiiflash Server: providing a way
and the computer is able to communicate with Flash, (3)
examples, and (4) documents.

Today, the studies for the Wii Remote are more than
before. Some people have used the Flash to develop many
fun games, and control by Wii Remote [10]. Yi-nung Lin
designs a pantomime games for children with cerebral
palsy. They wear the simply IR transmitter on their wrist,
and lead those children to do rehabilitation with the
interactive teaching materials. Children were felt
interesting in these teaching materials. So they learn how
to play this game really hard.

About the research of the infrared sensor on the Wii
Remote, Johnny Lee’s Wiimote whiteboard [11] is the
first study. Since the Wii Remote can track the sources of
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infrared light, Johnny Lee make a pens that have an IR led
in the pen’s tip. Wii Remote can combine with IR pens,
rear-projected, and notebook, it will become a low-cost
interactive whiteboards.

Chien-Yu Lin et al. [12] wore a simple infrared
emitter for children who is a cerebral palsy usually. It is
very interest for her to use interactive teaching materials,
so she works hard to raise her hand and do some exercise.
The most current study on the Wii Remote is research in
education and rehabilitation. In this paper, we design set of
interactive games for the visually impaired people and our
purpose is to increase the quality of entertainment for the
visually impaired. We combine the Wii Remote with Flash,
and designed a game like "Whac-A-Mole". We redesign
the mode of operation of the game. We consult the concept
of infrared pen, to design an infrared gun, so that the
visually impaired people have more immersive in play his
game. To allow for the visually impaired can play game
alone. Interactive game system that we purpose also has
the following function and characteristics:

e Easy to use, visually impaired people can operate

independently without others help.

e  Use speech in the game to identify the location of

hamster through audio.

e Everyone can adjust the scope of the game to

increase the applicability of system fitness.

IV. SYSTEM DESIGN

We develop an interactive game for visually impaired
people that use the Wii Remote and infrared-gun. For the
visually impaired people to have interest in the game, we
add the audio and speech.

A.  Experimental Equipment

1) Wii Remote: Unlike most operate method of Wii
Remote general; we use the CMOS sensor camera and
Bluetooth to receive the location data from infrared-gun.
Then CMOS sensor camera can send the data to the
computer.

2) Infrared-gun: The process of making infrared-gun:
a) Soldering the wire with the infrared LED's
positive pin and negative pin.

b) Add a button in the middle of the negative wire
to control the flow of the circuit.

c) Connect the power with wire.

d) Complete. The infrared-gun image is presented
in Figure 1.
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Figure 1. The infrared-gun.

B.  System Architecture

In this paper, the computer is our data server. When
visually impaired people move the infrared-gun, Wii
remote will send the location value to data server through
Bluetooth technology. Then Wii Flash server can interpret
a position value and transmit the value into flash. Flash
can process the data and display in computer screen. The
position value can determine whether the gun hit the
mouse. The system architecture is presented in Figure 2.

C. Game Flowchart

We designed a game like "Whac-A-Mole" and use
Flash CS3 as our development environment tool.
Therefore the code written is ActionScript3.0 [13, 14].
Because of this game is design for visually impaired
people, we use audio and speech in game as the main
navigation tool to help the visually impaired people to
operate the game. The game flow chart is presented in
Figure 3.

3. Wii remote send
value to computer
through Bluetooth.

4. Wii Flash server
transmit the value
into flash.

5. Flash can
m process the data

A and display in (((
@. computer screen. 3 328
:ﬁ’ L
.«

;a__—_ by |

1. The System assisting
user to play the game
through the voice.

s’

2. User move the
infrared-gun to hit
the mouse.

Figure 2. The system architecture.
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Figure 3. Game flow chart.

The screen of game beginning is presented in Figure 4.
After entering the game, that will enter calibration mode
first, and assisting visually impaired people to stand the
best place and to confirm the game through the speech.
Then, let visually impaired people to set the range of the
game. When calibration is completed, the system will
explain how to play the game by audio message, in this
way, visually impaired people can choose the game mode
and into the game.

Game screen is divided into nine blocks with squared,
is presented in Figure 5. When the hamster appears, the
visually impaired people can identify the site of hamster
through the different voice, then the visually impaired
people use infrared gun to shoot hamster. If successfully
shoot, the system will make a sound, and increase the
score.

The game were divided notes, such as “Do, Re, Me”
and music two modes. In the notes mode, hamster will
randomly appear; in the music mode, the system will
choose a song, then the hamster will follow the song’s tone
appearing. When the visually impaired people shoot
hamster successfully, the system will make the next one to
appear. When the visually impaired people shoot
completely all the tunes, the system will calculate the time
it takes and convert into the corresponding scores.

When the game is over, the system will calculate the
scores and read out, and then, asked the visually impaired
people whether playing again. If the answer is yes, the
game will back choose the game mode. The over screen
see the Figure 6.
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Figure 4. Start of the game.

Figure 6. End of the game.

D.  Experimental Design

Visually impaired people are the main user for this
game. In addition, the blind people are harder to interview
than the sighted people. When the game testing, we ask the
subjects to wear goggles or close the eyes to making
simulation. Before the game starting, we tell to user why
we designed this game. And then, the user enters and plays
the game.

Another important is, we want to know whether the
users are able to follow the audio message to play the
game or not. Therefore, we record the time when the users
starting the game until the game over.

V. RESULTS

In this paper, we use the questionnaire and the user's
experiences as a basis for experimental analysis. We
invited five persons to be user and test the game. Theirs
age from 11 to 50 years old. The average test time is 252
seconds and only one user restart the game, because he
forgot the range which he set, and the other users caught a
game complete.
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A.  Questionnaire

Table 1 is the results which investigating by
questionnaire from five users. Our questionnaire is
using Likert scale and it has three questions. The first
one, there are 80 percent users fell that this game is
funny and very interesting. The second, about
guidance, the game has audio message and voice to
guide user, there are 60 percent feel that this game is
smooth. And the third, all users are thinking this game
is very novelty.

TABLE I. RESULT OF QUESTIONNAIRE
Neither
Strongly Agree agree Disagree Strongly
agree nor disagree
disagree
Do you
think this
game can 1 3 1 0 0
catching
your eye
Do you
think the s
peech
and sound
can 2 2 1 0 0
guidance
you play
the game
smoothly
Do you
think the 4 1 0 0 0
game is
novelty

B.  Experience

Besides the questionnaire, we also asked the user
about the experience or suggestions in this game.

We found that the most of the users had a high degree
of interest in this game. After the end of the experiment,
the users will be asked to play again. A few users share
the experience with others.

Most of the users believe that this game is novel
because they never had an experience to play game like
that. However, a few users expressed that they did not
find the scope of games when game is started. And they
cannot continue the game.

In the future we may refer to these comments, and fix
the game problems to remind users who cannot find the
scope of game.

VI. CONCLUSION

In this paper, we developed an interactive game for
visually impaired people. The game is equipped on the
computer, and let the Wii Remote be an IR receiver. The
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blind people just need taking an infrared-gun target at Wii
Remote’s CMOS receiver. The communication between
the computer and Wii Remote, the game used WiiFlash
API to drive the sensors which on the Wii Remote. And
then, we also send the position information that got from
CMOS receiver. On the other hand, we have designed a
friendly user interface which using text-to-speech and
voice to guide the blind user. After the game prototype

was completed, we invited five users to play and test game.

In the results, 80 percent users think the game is funny and
interesting, 60 percent think the audio message and voice
guide let game smoothly, and all users think the game is
really novelty. In the future, we are going to improve the
game’s quality and let it work well.
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Abstract—In this paper, an impulsive control approach is
developed for controlling Chua’s circuits that are generalized
into rule-wise linear computational verb systems, which are
used to approximately segment the dynamics of Chua’s circuits
into four qualitatively different patterns. Based on the new
systems, several theorems are then presented to find conditions
under which the chaotic Chua’s circuits can be asymptotically
controlled to the origin by impulsive control. One example is
provided illustrate the effectiveness of the proposed methods.

Keywords-Computational verb system; Chua’s circuit; rule-
wise linear system.

I. INTRODUCTION

Since Yang presented computational verb concept in 1997
[1], [2]. computational verb theory has been successfully
applied to many industrial products, such as visual card
counters [3], visual flame detecting system [4], and so on.
The building blocks of computational theory are computa-
tional verbs [5], [6], which are applicable to different kinds
of control problems [7], [8].

A rule-wise linear computational verb system consists of
a set of computational verbs of which the antecedents are
conditions specified by using computational verbs and the
consequences are linear dynamic systems [6]. In [9], the
author presented the structure of verb proportional-integral-
derivative (PID) controllers. Robust stability and stabiliza-
tion of Takagi-Sugeno fuzzy systems that were presented
in [10], were analyzed in [6]. Yang designed an asymptot-
ically stable rule-wise computational verb controller for a
class of high-order systems based on inverse solutions of
Lyapunov equations in [11]. In [8], Tonelli and Yang used a
computational verb controller to control the chaotic Chua’s
circuits based on rule-wise linearization and designed the
controller through linear matrix inequalities. However, in
their work, the closed-loop control system is constructed by
a continuous input control method which is not available for
the development of digital control devices.

This paper is devoted to providing an alternative and
novel approach that combines computational verb control
methodology with impulsive control for controlling a class
of chaotic systems. The computational verb rule-wise linear
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models of Chua’s circuits will be used to approximately
segment the dynamics of Chua’s circuits into those dynamics
in the inner region, in the outer region and at boundaries of
both regions. Instead of state feedback controllers for each
subsystem, impulsive controllers are introduced and may
offer a simple and efficient method to deal with systems
based on the development of digital control devices which
generate control impulses at discrete moments [12]. One
numerical example is provided to show the effectiveness of
the approach.

The rest of the paper is organized as follows. Section
I gives some definitions of computational verb and verb
similarity. Section III develops the rule-wise model for the
Chua’s circuit. Section IV presents the main results for
controlled Chua’s circuit under computational verb rules. In
Section V, an example is provided to show the effectiveness
of the main results. Conclusions appear in Section VI.

Throughout this paper, we use the following notations. R™
denotes the n-dimensional real space. Z represents the set of
positive integer numbers. AT and A denote the transpose
and inverse of matrix A, respectively. Apmax(A) denotes the
maximum eigenvalue of the real symmetric matrix A.

II. THE DEFINITION OF COMPUTATIONAL VERB AND
VERB SIMILARITY

A. Computational Verb

As stated [9], the definition of computational verb in
[7] is too complex to be operational in the context of
engineering applications. Here, a light working definition
of computational verb from [6] is giving as follows.

Computational Verb: A computational verb V is defined
by the following evolving function

Ev:TxQ—Q, (1)

where T C R and 2 C R™ are the time and the universe of
discourse, respectively.
B. Verb Similarity

The similarity between verbs (verb similarity, for short) is
of the essential importance to the inference of verb rules [7].
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Since there is no crisp definition of similarity between two
dynamic systems, the verb similarity can be defined based
on many different concerns as addressed in [7].

Verb Similarity: Given two computational verbs V; and
'V, the verb similarity S(V1, V3) should satisfy the fol-
lowings.

1) §(V1, Vo) €[0,1];

2) S(Vl,VQ) = S(VQ,Vl);

3) §(V1,Va) = 1if Vi = V, almost everywhere, where
V1 = V3 means both computational verbs have the same
evolving function.

III. THE RULE-WISE LINEAR SYSTEMS

In this section, we shall control chaotic dynamics of the
well-known Chua’s circuit [13] whose dynamical behavior
is described by

W= & [Gvs — o) = flo1)],
%zgweruL 2
4L = —1[v2 + RoiLl,

where v1, v and iy, are the state variables, and G = % The

characteristic of the nonlinear resistor f(vq) is taken as the
well known piecewise-linear characteristic

f(v) =

where G, Gy < 0, E > 0 is the breakpoint voltage.
Assuming v; € [—d,d], d > E > 0, we obtain the
following sector to bound f(v1) :

fi(v) =G

fa(v1) = (Gb + @

Based on impulsive control, the state equations of the
control Chua’s circuit is given by

1
Gy + §(Ga — Gb)(|U1 — E| - ‘111 +ED,

aV1,

A
)Ul = Gl'l)l.

G = &G —v) — f(w)], t # t,

% = c'1 [(v1 —v2) +ip], t # tg,

% = 77[1}2 + ROZL]a 3 7é tk, 3)
A’Ul (t) = blkU1 (tk), t= tk,
A’Ug(t) = bgkvg(tk), t= tk,
AiL(t) = bgkiL(tk), t = tg,

where Av(t)|i=r, = v(t]) —v(ty ), k € Z. Here, z(t}) =
lim z(tp+h), z(t,) = lim x(t, —h) with discontinuity
h—07+ h—0+ X

instants 1 < tg < --- <t < -, khm tr = oo, where

—00
t1 > tg. For convenience, let t; = 0 and h > 0 be
sufficiently small. Without loss of generality, it is assumed
that z(ty) = x(t;) = hm+ x(tp — h). big, bog and by are
h—0
the impulsive control coefficients.
Choose two membership functions:

{ ﬂin(t) = max(0,1—|111/2|),
fout(t) =

min(1, [v1/2|), “)
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where p;,(t) and gyt (t) are for ’inner’ region and ’outer’
region, respectively. Then the state space of Chua’s circuit
is segmented into an ’inner’ region, where |v1| is not bigger
than E, and an ’outer’ region, where |v;| is bigger than
E. Denoting zT(t) = [v1, va, ir]T as the state vector
and following the similar design procedure presented in
[8], the closed-loop control system based on computational
verb rules can be transformed into the following region-wise
systems.
Rule 1: If |v1(t)| stays at the inner region, then

{:b(t) = Ayz(t),t # ty,
Azx(t) =

By (ty),t = tk,
Rule 2: If |v1(t)| increases from the inner region, then

{a'c(t) = Asx(t),t # t,
Ax(t) =

Bopw(ty),t = ti,
Rule 3: If |v1(t)| decreases from the outer region, then

&)

(6)

A:L'(t) = ngx(tk),t = tk,
Rule 4: If |v1(t)| stays at the outer region, then
z(t) = Ayx(t),t # tg, )
Ax(t) = B4k£12(tk),t = tk,
where
_G _Ga G 0
G 9 % 1
Ai=de=| & & & | O
0 _I _Re
T L
_G _G G 0
Gg O % 1
Ay = Ay = oA - o | (10)
. = G,
I3 L

and Bj, (j = 1,---,4) are diagonal impulsive control
matrices to be designed.

Therefore, the overall expression of the rule-wise linear
computational verb systems (5)-(8) is given by

4 4
ZSitAixt/ESit
Z 8 Birx tk / Z S
where S;(t) is the computational verb similarity between

waveform v (¢) and the computational verb in the antecedent
of the i*" computational verb rule.

s.
—
~
=

, t# t,
(1)
tZtk,

To calculate the computational verb similarities S;(t)
(¢ = 1,---,4), it follows from the methods presented
n [9] that the canonical forms of verb become’s for
verb rules in (5)-(8) are given by become;,i = 1,2,3,4,
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respectively, that is,

become; = become(inner region, inner region),
become; = become(inner region, outer region),
become; = become(outer region, inner region),
become, = become(outer region, outer region).

Let T,, be the length of the window and at mo-
ment ¢t let us consider the history of dynamics during
the period of [t — Ty, t], then the evolving function of
become;(state 1,state 2) is given by:

If state 1 # state 2, then

Ebecome, (state 1,state 2)(7) =

T =Te) [thw,tf&}
T 2 (13)
T—({t—Tyw/2) Tw
054 Tl L Do)
+ T, T E 5
otherwise,

Sbecome; (state 1,state 2)(1) =1, 7€ [t — Tu,t].
14
Now, denote Shecome (t) £ éa(state 1,state 2)(t)a and the
implementations for verb rules (5)-(8) are given by the
following steps.
1) The first half window

t—Ty /2
ai = / éabecome(T) A Hstate 1(’[}1 (T))dT7
T=t—Ty

t—Ty /2 (1)
by £ / Ebecome(T) V pistate 1 (v1(7))dT.
T=t—Ty
2) The second half window
t
az £ / Ebecome (T) A\ pstare 2(v1(7))d,
T=t—Ty /2
t (16)
ba = / gbecome(T) V fistate Z(Ul (T))dT
T=t—Ty /2
3) The balance factor w
. aq a
w H b1 + b2 by + by 4
4) The entire window
a1 + as
S(b t) = : 18
(become, vy (t)) b by~ (18)

Consequently, S;(t), i = 1,2,3,4, are calculated by
Si(t) = S(become;, v1(t))d; (vi(t)), i =1,2,3,4, (19)
where
L if vi(t)| < E,
0, otherwise.
1, if [vi(t)] > B,

0, otherwise.

(20)
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Note that S;(t), ¢ = 1,2, 3,4, are also computational verb
similarities.

IV. MAIN RESULTS

Now we are arriving at presenting our main theorems
for guaranteeing the stability of the impulsively controlled
Chua’s circuit under computational verb rules. Based on
the Lyapunov function V(t) = 2T (¢)Px(t) and impulsive
control theory, we obtain the following criteria.

Theorem 1: Let n X n matrix P be symmetric and
positive definite, and Q = PA; + ATP, i = 1,2,3,4,
and ); is the largest eigenvalue of P~1Q, )\, is the largest
eigenvalue of the matrix P~1(I + B;,)T P(I + B;1,), where
1 =1,2,3,4, k € Z, then the origin of impulsive control
system (11) is asymptotically stable if there exists a £ > 1
and a differentiable at ¢ # t; and nonincreasing function
K(t) > m > 0 which satisfies

DYK(t) 1 K(r)K (13, _,)
——= <A < n 5
K(1) (1+¢e)d2  K(7art1) K (12k)EN
(1)
or
+ +
D K(t) <M< 1 K(r) @
K(t) max{51,52} K(Tk+1)£)\2
where 61 = sup{tog+1 — lox} < 00, 0o = sup{tor —
k k

tar—1} < 00, and for a given constant € > 0, to41 —top <
€(t2k — t2k—1)7 Vk € 7.

Theorem 2: If there exist a symmetric positive definite
matrix P, and positive scalars a, S, such that the following
conditions are satisfied.

. (AiTP +PA; — %:P) <0,

fins (BEP 4+ PB; — 8P + B;fPBj) <0,

ak+ﬂk§03 ﬂszla

where i,j = 1,2,3,4, 6, = tx —ti_1, k € Z, then the origin
of impulsive control system (11) is asymptotically stable.

V. NUMERICAL SIMULATIONS

In this section, we shall provide simulation results to
illustrate the proposed method. For simplicity, here we only
illustrate the effectiveness of the criterion in Theorem 1. As
in [8], the parameters for Chua’s circuit (2) are chosen as
R=Y¥ Ry=0,C=01C =2 L=1 G, =4,
Gy, = —0.1, and F = 1. With these parameters, Chua’s
circuit exhibits chaotic dynamics under initial condition
[v1(0),v2(0),i1(0)] = [—2.6, —3.2,1.1] and state vy (¢) will
be bounded in the interval [—15,15]; therefore, let us take
d = 15. To control the Chua’s circuit, according to Theorem
1,weset P=1,K(t) =1, By = —0.531, By, = —0.611,
Bsp, = —0.551, By, = —0.621, and & = 1.1, which imply
that A\; = 66.8078, and A2 = 0.2209, In the simulation, let
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states

0 0.2 0.4 0.6 0.8 1

Figure 1. The state trajectories v1,v2, %y, of the controlled Chua’s circuit

Similarity

Figure 2. The waveforms of verb similarities S;(t) i = 1,2,3,4

the impulses be equidistant from each other, that is, ¢ = 1,
thus from (21) we have 0 < é; = do < 0.0219. Figure 1
shows the state trajectories of chaotic system (2) under the
designed impulsive control and the computational verb con-
trollers for t; — tx—1 = 0.02. Clearly, the time series of all
the variables of the system converge to zero. Figure 2 shows
the waveforms of computational verb similarity S;(¢) of the
it" computational verb control rule for i = 1,2,3,4. Note
that the similarity S;(¢) approaches 0.8571 asymptotically
while the similarity S5 (t) approaches zero at the meantime.
The third and fourth similarities only had non-zero values
at the very beginning and dropped to zero rapidly.

VI. CONCLUSIONS

In this paper, an impulsive framework for controlling
chaotic Chua system has been proposed through combining
impulsive control technique with intelligent rule-wise com-
putational verb methodology. Based on rule-wise lineariza-
tion, the dynamics of Chua’s circuits are approximately seg-
mented into four regions. Two criteria have been proposed
to guarantee the global asymptotic stability of the compu-
tational verb rule-wise linear systems. The applicability and
validity of the proposed control scheme have been illustrated
through numerical simulations.
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Abstract—The purpose of the modeling of the biological
processes is to understand better the complexity ofhese
phenomena; using various models. The following rearch is
an attempt to study the dynamics of the populatiorof cells
intervening during a human immunodeficiency virus @IV)
infection. This problem was mainly studied mathemactally by
using mathematical models which are based on theftérential
equations. We will use the approach of modeling Mtitagents
to simulate the 4D model of this bio-process and slv that the
multi-agents model is more close to the real biolazal
phenomenon than a mathematical model without
underestimating the mathematical approach. The obtaed
results are consistent with the biological phenomem and
encouraged us to further improve the model.

Keywords-Multi-Agents  Simulation; dynamic of the
populations; the human immunodeficiency virus infection; the
virtual community; bio-informatics.

l. INTRODUCTION

The mathematical modeling was for a long time used
study the complex phenomena and the efficiencyhdaf t
approach is not any more to be shown. HoweverMhki-
agents approach began to be particularly useckisttidy of
the dynamics of the populations relative to thelutas
biology so allowing exceeding some
mathematical approach.

This work studies the dynamics of the populatiocealfs
concerned by the human immunodeficiency virus itdec
There are several mathematical models that treat
dynamics of this phenomenon [3] [5]; the simplasthie 3D
model [2] which we modeled with the multi-agentpgach
in [9]. We are interested in this work by the 4Ddabwhich
is more complicated than the 3D model becausekéstan
consideration the dynamics of 4 categories of cells

This paper begins with a small presentation ofstuely
field; wish is the modeling of bio-process (by usithe
mathematical modeling). Followed by an explicatathe
multi-agent modeling approach and the studied biokl
phenomenon (the human immunodeficiency virus indagt

After that, the multi-agent system is presentech vét
discussion of the obtained results comparing witle t
mathematical model and the 3D system.

II.  DYNAMICS OF THE POPULATIONS

The dynamics of the population is the science shaties
the evolution of the individuals of the populationtime and
space as well as the interaction between them derstand
the global behavior of the population.
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The research field is not recent. In 1790, thers wa
mathematical model of Malthus [10] (the exponergiaiwth
of a population), and then, in 1838, the model dttistic
growth of Verhulst [7] was proposed. These two ni®de
described the evolution of a homogeneous populalion in
1925 the famous system prey-predator of Lotka-Viatl]
[11] was the first model describing the evolutioh tao
interacting populations and on which various modetse
proposed to today. However, the mathematical apprbas
some limits (complexity of the equations, diffigulin
updating the model, abstract models, etc.) thaareetrying
to overcome by using the multi-agents approach.

I1l.  MULTI-AGENTSMODELING APPROACH

The Multi-agents approach is suited well to thedgtaf
the complex systems constituted by several entities
interaction. It consists in representing every tgnkly an
agent, then in developing the system with time.

The evolution of different agents with their baa@ions
and interactions that link them will bring out ttignamic of
the studied phenomenon with the appearance of @hav
and unanticipated events [6].

This approach with its low degree of abstractidoves
to approach the model from the reality, where e\aggnt
moves, reproduces, interacts and reacts with thegds of
its environment. The most important is that thenéggeare
different than the others and that every agentdsked and
can be followed at any time during its evolutiom, $he
addition or the retreat of an agent or of a seag#nts is an

asy operation [8].

IV. INFECTION BY THE HUMAN IMMUNODEFICIENCY

VIRUS

An immune reaction is mainly expressed by the astio
of lymphocytes cells called CD4 and CD8. CD4 lymp}te
produced by the Thymus is responsible of the coatdin
and the activation of cytotoxic lymphocytes CD8isTED4
cell is an infection subject by HIV virus which iders
them as an adequate environment to carry out itk oyf
proliferation. So, the destruction of CD4 by the VHI
paralyzes the immune defense to its source [4].

The phenomenon of the infection takes place inethre
stages (see Figure 1):

* Primary infection: lasts from 3 to 8 weeks, it is
characterized by a fast diminution of lymphocytes
CD4 caused by an increase of the viral load,
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followed by a decrease of the viral load what atiow

increasing the number of the cd4.

state of balance (stability) between the numbéhef
CD4 and the viral load.

lymphocytes (less of 200 / mm3).

Primary infection

Asymptomatique phase

-\

Number of cells

A
HIVanti-corps

3 to 8 weeks Until 12 years 2 to 4 years

Figure 1. evolution of the biological phenomenon

A. The 4D Mathematical Model

We are interested in this study of the 4D modelchi
treats 4 types of cells: the cd4 lymphocytds)( the viruses
HIV (V ), the CD4 lymphocytes infected by the viruse

(T*) and the CD8 lymphocytesT(,, for Cytotoxic T-
Lymphocyte).
The phenomenon is modeled by the following equatio

[4], where T, T",Tcr. andV indicates respectively the

variation rates in density of CD4 cells, infecte®4Ccells
CD8 cells and the virus populations:

T =s-dT - BTV
T+ BTV —uT =TT
= “ul = dlgy
| ) @

' *
V =KT -¢V

The asymptotic phase: its duration is of around 10
years during which the immune system maintains a

AIDS: It is the phase in which the immune system is
depressed because of the fast decrease of CD4

TABLE I. PARAMETERS LIST OF THE4D MODEL
Parameters Definition
< Production of CD4 cells by thymus
) Mortality rate of CD4 cells
IB Virus infectivity
u Mortality rate of infected CD4 cells
q Cytotoxity of the CD8 against the infected cd4
A Production rate of the cd8 by the thymus
a Rate of proliferation of the cd8
a Mortality rate of CD8 cells
k Production rate of virus
C Mortality rate of virus

CD4 lymphocyte cells are produced by the thymua at
constant rate equal #® cells a day in 1 mfnof blood, and
die at a rate of natural mortality equalsdocells in a day.

The population of CD4 lymphocytes loses also a remb
of cells which are transformed in infected CD4 sélécause
of the infection by the virus with a rhythm @#TV where

[ represents the infectivity of the viruses HIV whishthe

probability that a contact between CD4 and virug/ hd
infectious.

The transformation rate of CD4 cells on infected4d®
the rate of production of this last one, dying abhatural
mortality rate equal tdl cells per day. An infected CD4

produces a number of viruses at a rateko¥irus HIV a

day, these viruses die at a natural mortality eafigals toC
virus a day.

n

1000 2000 3000 4000 5000

Time (days)

100
90
80
70
60 |
50 |
40
30 |
20
10

CD4

infec!

1000 2000 3000 4000 5000

Time (days)
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agents, CD8 cells agents and the virus HIV agédfits B).

180000 Each agent reproduces the behavior of a cell; we the
;2222 different biological actions of the phenomenon #tian of
S the cells, movement in the environment, infection,
100000 production of the viruses, immune defense, etc.).
wiruses 80000 ¢
;:22 In each class, there is a population of agents wishe
o in the environment. Hiv agents move in the envirentm
0 — — find the closest cd4 agent and infect it if possibl
° 1000 2000 3000 4000 5000 Infected CD4 agents move in the environment and

Time (days)

produce new HIV agents. CD8 agents move in the
environment, find the closest CD4 infected ageudt destroy

it if possible then proliferate to create new agent
The thymus Agent represents the thymus; his roteds

e production of CD4 and CD8 agents.

ooe The observer agent is required to execute thessyst
g °° because it provides information’s about all agerisr

so0 example, to find the closest cd4 agent the HIV ageust

e calculate the distance from all cd4agents, so hst mave

200 the coordinates of all these agents, it is the tagbeerver

° e T who gives this information.
0 1000 2000 3000 4000 5000

Time {(days

Produce / Thymus Produce
Figure 2. Results of the mathematical model [4].

The CD8 lymphocytes are cells of the immune system,
they have a toxic capacity that enables them ty pla
defensive role to destroy the infected cells cd¥ (foreign
objects in general).

The infected CD4 cells are destroyed by the CD8 at

rhythm of T T, whereQrepresents the cytotoxity of the

CD8 cells, in other words, the probability that entact
between a cd8 cell and a cd4 infected cell leadshéo
destruction of this second.

The CD8 cells are produced by the thymus with a
constant rate 71 cells per day, and die with a death rate = denn
a cells per day. During their defensive interventitirg cd8

are proliferated with a rhythm aTT T, proportional to :

the number of cd4, infected cd4 and the currentbemof 7| Opserver Agert
the cd8 cells.

This mathematical model gives the following results
(Figure 2), which represents the phase of the pyima Figure 3. Interactions in the Multi-agent system.

infection and the asymptomatic phase in the prooéshe . . . .
infection. ymp P P This model Multi-agents is closer to the realitarnhthe

We notice that the number of the cells CD8 increaseMathematical model, which is unable to express the
during the phase of the primary infection becaubghe Phenomenon of meeting (contact in the biologicaisep
proliferation of the cells, then it starts to stai during the ~Petween a virus and a CD4 cell (the action of ttiection)

asymptomatic phase after the stability of the rafae CD4 @nd between a CD8 cell and an infected CD4 ced dittion
and of the infected CD4 cells. of defense or the destruction of the infected CD4).

Will be after infection

Produce

Infected cpa

()

B. Multi-agents Model Effectively, in the mathematical model, the numbér

To simulate the phenomenon by a Multi-agents systenthe produced infected CD4 agents is calculated by
we created a virtual environment in which varioger#s ~ Multiplying the total number of the possible cosac
evolve and interact between them. It is an enviremnin 3  between the viruses and the CD4 cells (which isaletp
dimensions that corresponds to 1 frohthe blood. TV ) by the parametef3 which does not describe faithfully

We created four classes of reactive agents feigthieg the phenomenon.
studied cells (The CD4 cells agents, the infect&dl Cells
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In other words, by means of the mathematical maalel,
population of 100 CD4 cells and 10 viruses gives
100*10=1000 infected CD4 cells which are not socexa
because in the reality this population produces)aximum
10 infected cells CD4 if we suppose that everysinfects
one CD4 cell [9].

The same thing for the number of the infected CBisc
eliminated by the cd8 cells; the total number iswdated by
multiplying the number of the possible contactsaeen the

CD8 and the infected CD4 cells (which is equalltg, T")
by the parametey.

It is obvious that if there are 100 CD8 cells ari 1
infected CD4 cells, the number of destroyed celi$ be
10*1000 = 1000 cells if we suppose tlgit1l while there

were only 10 cells at the beginning.

The number of the CD8 is multiplied during the
destruction of the infected CD4 cells (by prolifésa),
consequently it depends on the number of the Qifd¢tied
cd4 and CD8 more exactly depends on the numbeheof t
contacts between cd8 and cd4 infected. The matheahat

model estimates this value by the multiplicat@h T T,

i.e., all cd8 are proliferated because it does make a

Result of the Mathematical model
1500 ‘
1000
cd8 cell
number
500
0
0 1000 2000 3000 4000
Time (days)
Result of the Multi-Agents model
cd8 eell
number
1500
1000
500
0
0 500 1000 1500
Time (days)

distinction between the cd8 cells contrary to thdtiagents
model where for each contact between cd4-infeateldGD8
the two cells (agents) members of this phenomer®mvall-
known because the agents are distinguished fromataer!

Figure 4. Evolution of the CD8 without infection.

We notice that the model Multi-agents convergesemor

That returns because the mathematical approacts tregqquickly than the mathematical model. The difference

the phenomenon on high-level (consider all the fadjmn)

contrary to the approach Multi-agents where thattnent is
made at the level of the individuals and each atritatween
cells is treated independently of the others, wigores a
more exact representation of the reality.

between both models appears also in the speedintiion

of an isolated population of CD8 cells, i.e., traer of

production is equal to zero (Fig. 5).

V. RESULTS

A. Evolution without infection

In the absence of the viruses or foreign dangerou
objects, the number of the cells cd8 remains cahsthwe
suppose that the thymus produces daily 1 CD8 etlia
mortality rated =0,002, that means that the lifespan of cellg
is 1/0 =500 days [4]. We can notice that from several
random initial states: O cells, 1000 cells and 1&8% with a

1500
Result of the Mathematical model

1000

S cds cell
number

500

N

1000

2000 3000 4000

Time (days)

random initialization of the age of cells (betwdkand 500

days to have a homogeneous population wish is ttsee
reality), the population of the CD8 will converga 600
CD8 cells and stabilizes around this value (Fig. 4)
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Result of the Multi-Agents model

1000

cd8 cell 5,
number

500

0 250 500 750 1000
Time (days)

Figure 5. Extinction of the CD8.

The Multi-agents model shows that the populatiothef
CD8 cells disappears immediately after 500 daysdfwis
the lifespan of cells), and that happens indepehdeh the
initial number of the cells.

B. Evolution of the infection

In an environment, which represents 1 frofhithe blood,
evolve four categories of cells: infected CD4, Cibected
CD4 and the viruses HIV which interact between them
feigning the phenomenon of the infection.

In the presence of the infection, the CD8 cellsy pa
defensive role. They exploit their cytotoxic capwacto
eliminate the infected CD4 cells and consequeritip she
production of the new viruses. The interventiorttef CD8
cells is accompanied by a proliferation of thesst lahere
new CD8 cells are produced according to the nunfeifse
other cells (according to the mathematical model).

We notice that the two first phases of the procégbe
infection are recognizable on the various curvég. ().The
phase of the primary infection is characterizedabgrowth
of the viral population (initially little numerousyhich
invade CD4 cells (initially numerous). The infectiof the
healthy CD4 gives infected CD4 cells which are goto
produce new viruses able to infect the others CDHis
growth persists until reach a maximal rate with ahhthe
reduced number of the population of the CD4 beccaese
resource, consequently lot of viruses die withaeihb able
to infect CD4 and to produce infected CDA4. In tbate we
notice a fall of the viral load and the number loé tCD4
infected.

The second phase of the infection is the asympiomat

phase in which a kind of state of balance is eistiaéxdi
between the rates of the various cells.

Figure 6 shows also the action of the CD8 cellsthin
beginning, the production of the CD8 follows a matu
production rate, but after the invasion of the s@s we
notice that the number of the CD8 agents was isedka
considerably.
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c4 celles :

350°
300 +
250
Infected % |
cdcelles 150
100

50 =

35000
30000 -
25000 -
viruses 20000
15000
10000

5000 -

0 100 200 300 400 500
Time (days)
800
700
600
500
Cd8
400
celles
300
200
100
0
0 100 200 300 400 500
Time (days)

Figure 6. Results of the Multi-Agents model.

The strong increase in the CD8 agents returns ¢o th
proliferation of the latter. The action of the CR8ents is
double: destruction of the infected CD4 cells arm t
proliferation to reinforce the immunity against timéected
CD4 cells (The proliferation of the CD8 reaches its
maximum when the number of the infected CD4 is iiax
during the phase of the primary infection).
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VI. CONCLUSIONAND FUTUREWORKS

The population of the agents could reproduce the
evolution of the biological phenomenon relatingthhe 4D
model. This model enriched the 3D model by the biehaf
the CD8 cells which influences the dynamics ofitifection
in accordance with the expected results from tlodogical
phenomenon. We can see that during the asymptomatic
phase the system maintains a rate of the CD4 oslie
important than the one which is in the 3D modehksato
the effect of the CD8 cells. Our multi-agent model
extensible, in future work we will add the behavidrother
cells involved in this bioprocess; because if we baild a
complete multi-agents model for the phenomenonhef t
infection, we will be able to predict the evolutiaf the
phenomenon and consequently to better direct ¢a¢nrent.
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Abstract — This paper surveys the applications of Radio
Frequency Identification (RFID) in incident
management to improve the accurate resource tracking
and tracing functionalities in disaster situations. The
paper started with an initial discussion on what the
possible goals working with the active RFID kit (FFID
Reader + RFID Tags), to provide a solution to monitor
an object for the purpose of identification and tracking
using radio waves. Afterwards, Incident Management
and its role in specifying the response process and
resource management from the Network Centric
approach will be determined with an applied approach.
It is concluded that what would be the process of
monitoring at any time for Dynamic Information
Collection to provide a real-time scalable decision
support framework built on rapid information collection
using RFID technology.

Keywords — RFID; Incident Management; Command
and Control; Network Centric Paradigm

l. INTRODUCTION

Radio Frequency ldentification (RFID) is defined as a
set of technology that provides network delivered
information services dependent on physical object
identification captured by radio waves. A typical RFID
system consists of four main components, a tag
(transponder), a reader (interrogator), an antenna and
middleware (Computer) [1]. When the tag is in the
electromagnetic field of RFID antenna the tag’s presence is
detected by the reader. The reader is interfaced to the
middleware using a network cable which displays the
number of reads on a screen. This entire process can be
completed with no human intervention hence RFID system
can be truly automatic. Hence this is the most preferred
methodology of tracking and tracing objects within and
beyond the organization’s borders.

In incident management, RFID is the use of an object
(typically referred to as an RFID tag) applied to or
incorporated into patients, responders, or emergency
transport vehicles involved in disasters to identify their
locations and status [1]. RFID is a technology that offers
huge potential for incident management activities by
automating processes and providing accurate, trusted data.
Its unique features include giving each physical object a
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globally unique digital identity read from a distance without
requiring line-of-sight capability, and often without using a
battery. These features provide new ways of measuring and
integrating the real world into information systems. The two
most talked-about components of a RFID system are the tag,
which is the identification device attached to the item one
wants to track, and the reader, which is a device that can
recognize the presence of RFID tags and read the
information stored on them. The reader can then inform
another system about the presence of the tagged items [1],

12].

Disaster response and recovery efforts require timely
interaction and coordination of emergency services in order
to save lives and property. Decisions about the selection of
new technologies such as RFID to track patients, equipment
and staff during the response to a disaster require significant
investment and can provide a real-time scalable decision
support framework built on rapid information collection and
accurate resource tracking functionalities. The purpose of
this paper is to improve managerial decision making about
the adoption of RFID in incident management. It discusses
the use of this technology from a managerial viewpoint for
disaster managers. This paper contains the following
subjects:

At first, the RFID Applications and the necessity of
attention to this technology are defined. Then differences in
scope and leveling between the terms incident response,
incident handling, and incident management are determined.
Section IV introduces resource management concepts. The
complexity of information age and disaster missions are
described in section V. Section VI discusses the RFID tag
readability and Section VII concludes the paper.

1. RFID APPLICATIONS

The two major areas of significant where this
technology is used are financial services for IT asset
tracking and healthcare with more than 60% of the top
medical device companies using passive ultrahigh-
frequency (UHF) RFID in 2010. RFID use in product
tracking applications begins with plant-based production
processes, and then extends into post-sales configuration
management policies for large buyers. On the other hand,
logistics and transportation are important areas of
implementation for RFID technology. For example, yard
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management, shipping and freight and distribution centers
are some areas where RFID tracking technology is used.
Locomotives and rolling stock are equipped with two
passive RFID tags (one mounted on each side of the
equipment); the data encoded on each tag identifies the
equipment owner, car number, type of equipment, number
of axels, etc. Aerospace applications that incorporate RFID
technology are being incorporated into Network Centric
Product Support Architecture [2]. This technology serves to
help facilitate more efficient logistics support for systems
maintenance on-board commercial aircraft.

RFID could also be used to mitigate a wide array of
logistical challenges such as monitoring evacuees and
managing the flow of medical supplies in the immediate
aftermath of major disasters, like an earthquake, to help save
lives. Researchers found there is a 72 hour ‘golden’ rescue
period following an earthquake during which the efficiency
of emergency response procedures is key to the rescue
operation [3]. Particularly challenging, is knowing how
many people are present in a damaged building or structure
that needs to be evacuated. In these scenarios, RFID can
facilitate the dispatch of rescue personnel and provide real-
time information that could be used to organize search and
rescue missions.

A real-world example of the value that RFID can
provide in emergency situations was realized immediately
following the 7.0 earthquake that struck Port-au-Prince,
Haiti on January 12th, 2010. As detailed in an RFID Journal
report, the U.S. Department of Defense leveraged its In-
Transit Visibility (ITV) network to track shipping
containers as they moved to and from the island. Lieutenant
Colonel Ralph Riddle, the commander of the 832nd
Transportation Battalion, in Jacksonville, FL described the
benefits of ITV network: "From a commander's point of
view, I'd say that the ITV was critical to the recent aid
operations in Haiti. This was a very complex mission, with a
rapid deployment. It's something we don't do every day, but
we prepare for every day, and the ITV network was
absolutely critical to its success" [3].

As an engineering solution, RFID is best understood as
technology cluster within the auto ID group of technologies
(which also includes, for example, barcode and optical
character recognition). Unlike auto 1D, however, RFID has
no line-of-sight requirement, which means it provides
wireless unique identification at the item level that can be
seamlessly retrieved at the group level. RFID systems can
operate on a stand-alone network of RFID readers and
collectors or can be imbedded into responder centers’ WiFi.

The following illustration, Fig. 1, shows how the RFID
Software modules connect RFID devices and generic
sensors with business applications.
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Figure 1. Layers of RFID systems.

The RFID Software consists of the RFID Event
Manager, the RFID Management Console and the RFID
Information Server modules. The RFID Event Manager
gathers information from RFID readers, filters the
information, and provides the processed information to the
RFID Information Server module or to a third-party ERP
system. The integration layer is optional as business
applications can obtain RFID sensor events through an
integration layer or directly through dedicated connectors

(2], [3].

1. INCIDENT MANAGEMENT

Historically, people have used the term “incident
response” and “incident handling” to define the activities for
tasks and projects of a disaster responder. Consider those
phrases also too narrow in scope to adequately address the
wide range of work and services a responder might provide.
It is shown that although incident handling and incident
response are part of that work, the range of work that can be
done actually encompasses a larger set of activities that we
refer to as incident management [4]. There is a defined
difference in scope and leveling between the terms incident
response, incident handling, and incident management. We
define incident handling as one service that involves all the
processes or tasks associated with “handling” events and
incidents. Incident handling includes multiple functions:

e Detecting and reporting: the ability to receive and
review event information, incident reports and
alerts.

e Triage: the actions taken to categorize, prioritize,
and assign events and incidents.

e Analysis: the attempt to determine what has
happened, what impact, threat, or damage has
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resulted, and what recovery or mitigation steps
should be followed. This can include characterizing
new threats that may impact the infrastructure.

e Incident response: the actions taken to resolve or
mitigate an incident, coordinate and disseminate
information, and implement follow-up strategies to
prevent the incident from happening again.

Incident response, as noted in the list above, is one
process, the last step in incident handling. It is the process
that encompasses the planning, coordination, and execution
of any appropriate mitigation and recovery strategies and
actions.

The term “incident management” expands the scope of
this work to include the other services and functions that
may be performed by disaster responders, including
vulnerability handling, artifact handling, security awareness
training, and the other services outlined in the service
management procedures. The definition of this term to
include this expanded set of services is important because
incident management is not just responding to an incident
when it happens. It also includes proactive activities that
help prevent incidents by providing guidance against
potential risks and threats, for example, identifying
vulnerabilities in software that can be addressed before they
are exploited. These proactive actions include training end
users to understand the importance of computer security in
their daily operations and to define what constitutes
abnormal or malicious behavior, so that end users can
identify and report this behavior when they see it [4].

Usually as part of the wider management process in
private organizations, incident management is followed by
post-incident analysis where it is determined why the
incident happened despite precautions and controls. This
information is then used as feedback to further develop the
security policy and/or its practical implementation. In the
USA, the National Incident Management System, developed
by the Department of Homeland Security, integrates
effective practices in emergency management into a
comprehensive national framework [4].

Fig. 2 illustrates the relationship between the terms
incident response, incident handling, and incident
management. Incident response is one of the functions
performed in incident handling; incident handling is one of
the services provided as part of incident management [5].

Information Technology and technological systems
provide supporting capabilities essential to implementing
and continuously refining the disaster domains. These
include wvoice and data communications systems,
information systems (i.e., record keeping and resource
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tracking), RFID technology and display systems [6]. These
also include specialized technologies that facilitate incident
operations and incident management activities in situations
that call for unique technology-based capabilities. Ongoing
development of science and technology is integral to
continual improvement. Strategic research and development
(R&D) ensures that this development takes place. Each
system should rely on scientifically based technical
standards that support the nation’s ability to prepare for,
prevent, respond to, and recover from domestic incidents

[5].

Maintaining an appropriate focus on science and
technology solutions as we relate to incident management
will necessarily involve a long-term collaborative effort
among nation’s partners. Effective communications,
information management, and information and intelligence
sharing are critical aspects of domestic incident
management. Establishing and maintaining a common
operating picture and ensuring accessibility and
interoperability are principal goals of communications and
information management. A common operating picture and
systems interoperability provide the framework necessary to

[4], [8]:

e Formulate and disseminate indications and
warnings.

e Formulate, execute, and communicate operational
decisions at an incident site, as well as between
incident management entities across jurisdictions
and functional agencies.

e Prepare for potential requirements and requests

supporting incident management activities.

e Develop and maintain overall awareness and
understanding of an incident within and across
jurisdictions.

Prior to an incident, entities responsible for taking
appropriate pre-incident actions use communications and
information management processes and systems to inform
and guide various critical activities. These actions include
mobilization or pre-deployment of resources, as well as
strategic  planning by preparedness organizations,
multiagency coordination entities, agency executives and

jurisdictional authorities. During an incident, incident
management  personnel use communications  and
information processes and systems to inform the

formulation, coordination, and execution of operational
decisions and requests for assistance [5]. Their goal is to
restore a normal service operation as quickly as possible and
to minimize the impact on responder operations, thus
ensuring that the best possible levels of service quality and
availability are maintained.
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Figure 2. Defining the relationship between incident response, incident handling and incident management.

V. RESOURCE MANAGEMENT

Resource management involves coordinating and
overseeing the application of tools, processes, and systems
that provide incident managers with timely and appropriate
resources during an incident. Resources include personnel,
teams, facilities, equipment, and supplies. Resource
management involves four primary tasks:

e Establishing systems for describing, inventorying,
requesting, and tracking resources;
e Activating these systems prior to and during an

incident;

e Dispatching resources prior to and during an
incident; and

e Deactivating or recalling resources during or after
incidents.

The basic concepts and principles that guide the
resource management processes allow these tasks to be
conducted effectively. By standardizing the procedures,
methodologies, and functions involved in these processes,
resources move quickly and efficiently to support incident
managers and emergency responders. The underlying
concepts of resource management are that [5]:

e It provides a uniform method of identifying,
acquiring, allocating, and tracking resources.

e It uses effective mutual-aid and donor assistance
and is enabled by the standardized classification of
kinds and types of resources required to support the
incident management organization.

e It uses a credentialing system tied to uniform
training and certification standards to ensure that
requested personnel resources are successfully
integrated into ongoing incident operations.
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Generally, preparedness organizations work together in
advance of an incident to develop plans for managing and
employing resources in a variety of possible emergency
circumstances [7]. Resource managers use standardized
processes and methodologies to order, identify, mobilize,
dispatch, and track the resources required to support
incident management activities. Resource managers perform
these tasks either at a customer request or in accordance
with planning requirements. Resources are categorized by
size, capacity, capability, skill, and other characteristics.
This makes the resource ordering and dispatch process
within jurisdictions, across jurisdictions, and between
governmental and nongovernmental entities more efficient
and ensures that incident management receive resources
appropriate to their needs.

V. INFORMATION AGE AND DISASTER MISSIONS

The most effective consequence of Information age
paradigms is deep changes in various fields including the
disaster environment. Growing complexity and diversity of
recent disaster missions, tasks and also methods have
affected deeply Command and Control (C2) structure [8]. In
fact, various missions in the disaster atmosphere require
faster and more flexible plans where the traditional central
and hierarchical C2 structure is not suitable. It is obvious
that without dynamic information collection and resource
tracking there is no guarantee for a smart response to the
environment change. Also, there is neither agility nor fast
movements and it is hard to plan complex operations in the
right place and at the right time. These facts necessitate a
new paradigm for the C2 and the main decision maker in the
disaster [8], [9]. The Network Centric approach using RFID
technology is a good substitution for the traditional C2. In
this way, various aspects of disaster environments such as
power transferring to the edge, self-similarity, sense
making, agility and effectiveness can be achieved more
easily [10], [11]. Concurrent planning and execution is one
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of the most fundamental subjects in which there is always
the opportunity to change, modify and/or heal the plans,
therefore complex missions can be done. Active RFID is
now being used to track and trace victims in a disaster
situation. Each tag generating a message each time when
passing a reader may be a desired outcome. Some RFID tags
can be read from several meters away and beyond the line of
sight of the reader. The application of bulk reading enables
an almost-parallel reading of tags. Data can be collected in
real time and made available to emergency workers
immediately, saving precious hours. Crisis management
teams, hospitals and other emergency personnel have access
to the information via a computer database. Hospitals, for
instance, can start planning for the arrival and treatment of
disaster victims. The combination of these components will
result in the creation of a mobile, scalable tool that can be
rapidly deployed at a disaster scene to enable an offsite
commander to visualize the location and triage condition of
the casualties as well as the available resources. This
information will improve the coordination of the response to
better match supply (care providers, ambulances, medical
equipment) with demand (number of patients, level of
acuity) [12], [13].

VI. RFID TAG READABILITY AND OPTIMIZATION
OF RFID SYSTEMS

For an incident commander, keeping track of resources,
equipment and products at the scene of an emergency is
vital. Current performance of RFID systems is highly
application dependent: tag-reader combinations behave
differently for different target applications, as well as under
variations of the environment for a given application. In
general, successful data transaction between tags and a
reader with a maximum reading range, and tag read rates (as
specified by the existing standards EPC Class 0 & 1, ISO
18000-6A/B, ISO 15693, etc.) with unrestrictive tag
orientations are the key aspects that measure performance of
an RFID system [14]. Currently, low frequency and high
frequency technologies perform reliably, but for ultra-high
frequency RFID the deployment needs careful tag, reader,
protocol and environment selection to achieve acceptable
tracking reliability. The main factors that effect the tag
readability are type of antenna, height of tag from the
ground, displacement of tag and distance of tag from
antenna. RFID system implementation always requires that
the system be optimized to every application. For
optimizing the RFID system experiments need to be
performed to identify the placement, location, orientation of
tag antenna and other factors which interact with the system.
The importance of optimization is explained by Ammu [14].
He identifies the effect of distance between tag and antenna
and performs design of experiments to analyze the resulting
data. The main measurement is the number of reads for
every experiment and its repetitions. The difference between
the levels of each factor is also analyzed using statistical
analysis software. The placement and location of the tag is
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identified using the factorial approach. This approach gives
an application specific optimization. The RFID system is
used as a trigger mechanism to a vision system which
determines whether the object is moving towards or away
from a particular position. Another similar invention is the
integration of video surveillance system with the RFID
tracking system. The calibration of RFID tracking system is
enhanced by the use of information provided by the video
surveillance system. Moreover, the calibration of the vision
system is enhanced by the information of the RFID system.
RFID systems are calibrated by placing RFID tags at
visually apparent locations to determine appropriate
correction factors for use in subsequent RFID locations.
This invention provides the advantages of RFID tracking
system and the video surveillance system to overcome the
disadvantages of either systems or both [14].

VII. CONCLUSION

The demand for effective and expediently-made
decisions is always in vogue. This is not surprising since
making correct decisions is essential for successful
operations in many places such as disaster environments.
Decisions require data to be processed for quality, concept
and context [13]. The goal of information gathering and
processing is focused on existing or arising problems. The
main conclusion of this paper is expanding the network-
centric paradigm allows for access to additional, previously
unreachable sources of information in addition to physical
and informatics scopes [15]. One the main points in this
conclusion is the development of security as well as quality
of services rendered by trust networks and reliability
systems using RFID technology. RFID is a non-line-of-sight
(capable of communicating remotely even when obscured)
and contact-less (without direct contact between the
transacting elements) automatic identification technology.
The identification data is stored on chips that can be
attached or embedded into products, animals or even
humans. The tag can be active (with on-board power source)
or passive (with no power source). These enable robots and
humans to use passive RFID tags and GPS devices to map
out a disaster area and send information to a command
center. While there is a benefit of getting more information,
the time spent to weigh information for quality, to fuse
information into concepts, and to package for contextual
relevance is also increasing.
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Abstract—Contract Net Protocol (CNP) is a high level
communication protocol. It is one of the most widely used
in multi-agent system (MAS) to resolve decentralized task
allocation problem. The main aim of the protocol is to
facilitate contract negotiation between a manager agent and
many contractor agents. A lot of works have been done for
the verification of the protocol and its extensions, but there still
lacks a formalism for representing temporal interaction aspects
which are an essential parameter in the protocol modeling.
This paper proposes to use Timed Colored Petri Nets (TCPN)
to model correctly and formally this temporal dimension
often defined as interaction duration and message deadlines.
We will verify by means of simulation techniques and state
space analysis important properties namely model correctness,
deadline respect, absence of deadlocks and livelocks, absence
of dead code, agent terminal states consistency, concurrency
and validity.

Keywords-Negotiation protocols; Contract net protocol; Multi-
agent systems; Timed Colored Petri Nets.

I. INTRODUCTION

A multi-agent negotiation protocol is a specification of
the rules that govern interaction among negotiation agents.
Formal modeling as well as validation and verification of
such protocols are of crucial importance in the design of au-
tomated negotiation systems. Based on FIPA standards [2],
the CNP, originally proposed by Smith [8], is one of the most
popular interaction protocols used in diverse negotiation
contexts. Developed to resolve decentralized task allocation,
the CNP represents a distributed negotiation model based
on the notion of call for bids. In this protocol, agents can
dynamically take two roles: manager or contractor (initiator
or participant according to FIPA terminology). CNP is
currently used as the basis for developing more complex
agent negotiation protocols, that is why it is important to
analyze this protocol and to verify that it satisfies various key
properties before implementation. Several formal models
were proposed in the literature [1], [4], [12]-[14], [17], [18],
but few works tackled the modeling of temporal interaction
aspects which are specified by FIPA.

This paper addresses this issue and proposes to use Timed
Colored Petri Nets (TCPN) to model formally the CNP with
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two temporal constraints:

o Deadlines: it is a time constraint for message exchange.
They denote the time limit by which a message must
be sent. Once the deadline expires, the manager starts
the evaluation of the received proposals. All proposals
which arrive after the due time will be considered to
be invalid and consequently ignored.

o Duration: it is the interaction activity time period. It
represents the time elapsed between the sending of
a request message and the reception of the response.
Duration includes two periods: transmission time and
response time (task duration).

To model these issues, we adopt TCPN models because,
besides their simplicity, they are particularly suitable in the
modeling, simulating and analyzing of timed concurrent
systems and, moreover, they enhance powerful tools for val-
idation and verification. Our model proposes the modeling
of these time constraints as well as the interaction sequence
following the contracting phase. Our work contributes to
the formal design of the temporal interaction aspects for
negotiation systems. This contribution can be enumerated as
follows: firstly, we present and we implement the proposed
model using CPN Tools. We analyze it by means of the
simulation and the state space techniques for various values
of the protocol parameters namely the deadline and the
number of participants. Secondly, we prove that the above
mentioned key properties of the protocol are satisfied.

The rest of this paper is structured as follows: Section
II introduces the contract net protocol. In Section III, the
temporal interaction constraints are described and a formal
definition of TCPN is presented. Section IV shows how the
CNP enriched by temporal aspects is modeled in terms of
TCPN. We verify this model in Section V. Lastly, Section
VI concludes the paper and gives some perspectives.

II. THE CONTRACT NET PROTOCOL
In CNP as described by FIPA [2], a manager and par-
ticipants interact with one another to find a solution for
a problem through a four-stage negotiation process. The
manager initiates the negotiation process by issuing a Call
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Figure 1. Internal behavior of the manager and the participant agents.

Table T
REPRESENTATION OF STATES.

Manager (Initiator)

READY (READY to send a CFP)
WAIT (Waiting for bids or for time-
out)

BID-RCVD (Bid received)
EXIT-NC (EXIT with no contract)
EXIT-C (EXIT with contract)
END-SUCCES (END of negotiation
with SUCCESS)

END-FAILURE (END of negotiation
with FAILURE)

Participant

W-CFP (Waiting for CFP)

TEBP (Task evaluation and bid
preparation)

W-RES (Waiting for result)

Exit-nc (exit with no contract)
Exit-c (exit with contract)
End-success (end of task execution
with success)

End-failure (end of task execution
with failure)

For Proposals (CFP) announcing the task specification to
a number of potential participants. The CFP includes a
deadline by which the participants must respond with bids.
Participants evaluate the CFP and decide whether to answer
with a refusal message or with a proposal to perform the
task. Once the deadline expires, the manager evaluate all
the received proposals (in due time) and, in turn, awards the
contract to the most appropriate participant which becomes
a contractor. The manager ignores any proposal that arrives
beyond the deadline. The contractor performs the task and
sends to the manager an informing message, which can be
an error one in the case of a failure. Consequently, the
negotiation process includes several scenarios depending on
whether the bid process ends with or without a contract,
and as the execution of the task ends with or without a
success. Therefore, the manager and the participants can
reach various states during this process. We suggest to
represent the internal behavioral of both types of agents by
means of AUML2 statesharts diagrams [3] . These diagrams
define the different states that will be later used in the TCPN
model of the protocol. Figure 1 (a) and Figure 1 (b) illustrate
respectively the internal behavior of the manager and the
participant agents. Table I summarizes the various states
and their semantics.

III. MODELING TEMPORAL ASPECTS OF INTERACTION

Two temporal interaction aspects are specified by FIPA
[2]: duration constraint and deadline constraint. The first
one is the interaction activity time period which includes
the two periods: transmission time and response time. In
our model, we have assumed that the transmission time
is infinitesimal and can consequently be ignored. On the
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Send
FAILURE @

End-failure

End-success

other hand, the response time would depend on the defined
deadline and hence we would propose a function to esti-
mate it. The second temporal aspect, deadlines, is a time
limit for the message exchange. The manager sets a time
constraint (timeout) on the CFP message and participants
must respond within this time limit, otherwise the response
will be ignored. It is a synchronous communication with a
limited waiting time. The expiration of the deadline implies
the execution of other alternatives, that is why we propose
to model this constraint by a timeout mechanism. We
adopt using TCPN techniques to represent these temporal
interaction aspects. In doing so, we assume a global clock.

A. Timed CPN

The concept of time was not explicitly provided in the
original definition of Petri nets. As described in [10], we
distinguish three basic ways of representing time in CPN:
Firing Durations (FD), Holding Duration (HD) and Enabling
Duration (ED). Choosing one of these three techniques
depends strongly on the system to be modeled and its
specifications. We should note, however, that it is natural
to use HD technique in modeling the most processes as
transitions represent operation event which, once starts, it
does not stop until it ends. It is exactly the case of the system
we are modeling. In HD technique, there are two types
of tokens: available and unavailable. Available tokens can
enable transitions whereas unavailable ones cannot. When
a transition, which is assigned a duration, fires, removing
and creating tokens are done instantaneously. However, the
created tokens are not available to enable new transitions
until they have been in their output place for the time
specified by the transition which created them. For more
details concerning these three techniques of time modeling,
the reader can refer to [10]. CPN versions which use HD
technique define implicitly the notion of tokens’s unavail-
ability by attaching to these tokens a timing attribute called
a timestamp.

B. Formal definition of TCPN with Holding Durations

To represent tokens with timestamps we adopt the notation
given by [11]. Each token carries a timestamp preceded by
the @ symbol. For instance, 2 tokens with timestamp equal
to 10 are noted 2@10. The timestamp specifies the time
at which the token is ready to be removed by an occurring
transition. Timestamps are values belonging to a Time Set
TS which is equal to the set of non negative integers N+. The
timed markings are represented as collection of timestamps,
there are multi-sets on TS: T'Sj;s. The formal definition of
TCPN using holding durations is as follows: TCPN = (%,
f, My) where:

e X is a colored PN as described in [11]

o f: T —TS represents the transition function which as-

signs to each transition t € T a non negative determinist
duration
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Table II
REPRESENTATION OF MESSAGES IN THE TCPN MODEL.

Messages issued by the manager
CFP (Call For Proposals)

GB (Grant Bid)

RB (Reject Bid)

Messages issued by the participant
BID (BID)

REFUSE (REFUSE CFP)
FAILURE (task Execution FAIL-
URE)

INF-DONE (INForm-Done)
INF-RES (INForm-RESults)

CB (Cancel Bid)

e M: P — TSys is the timed marking, M, represents
the initial marking of TCPN.

To determine whether tokens are available or unavailable, we
define functions over the marking set M. So, For a marking
M and the given model time (global clock), we have:

m: Px M xTS — N which defines the number of available
tokens and n: P x M xT'S — N which defines the number
of unavailable tokens for each place of the TCPN model at
a given instant k where k and the model time belong to TS.
There are several computer tools which perform automatic
validation and verification of Petri net models. Nevertheless,
only CPN Tools permits, besides time representation, the
modeling of high level petri nets particularly colored and
hierarchical ones.

IV. TCPN MODEL OF THE CONTRACT NET PROTOCOL

When modeling a protocol, there are several design re-
quirements and key characteristics that this protocol should
satisfy. Authors in [13] have summarized these issues in 5
factors: state set, role set, rule set, action set and message
set. By analogy with our case, study Table I describes
the various states that negotiation process should reach and
Table II defines messages exchanged between the manager
and the participants. This section highlights our contribution
and presents how Contract Net Protocol extended with the
temporal aspects described in section II can be modeled as
TCPN using CPN Tools. When creating the model, we
have assumed some assumptions such as the reliability of
the communication channel, and that participants have to
reply to the CFP. Moreover, when modeling the interaction
following the contracting phase, we should not take into
consideration task duration, given that this work focuses on
temporal interaction aspects. The manager starts evaluating
bids after deadline expiration and lastly, the details of
messages exchanged are excluded for an abstraction concern.

A. Declarations

Being inspired by [1], our TCPN model is readable
and has a compact structure: For each type of agents,
we use a single place which would store all its possible
states. Similarly, we distinguish two places which represent
a reliable channel for both directions of the communication.
Figure 2, taken directly from CPN Tools, shows all the
declarations used in the model.
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w CPN Tools (Version 3,03, Februaey 2011
*Tool box

= Halp

» Options

¥ CompletaTimedContractiet.con

Step: 0
Tima: 0
» Cptions
* History
¥ Dadarations
= Standard dedarations
¥ (*-—PARTICIPANTS--*)
¥val MaxParts=3;
¥ colset PART=index B with 1. MaxParts;
¥ var parts:PART;
¥ (*-—Statas-—-*)
¥ colset STinit=with READY|WAIT|BID_RCVD|EXIT_NC|EXIT_c|END_SUCCESS|END_FAILURE;
¥ colsat STpart=with W_CFP|TEBP|W_RES|eat_nclaxit_c|lend_success|end_failure;
¥ colset PART_STinit=product PART® STinit;
¥ colsat PART_STpart=produck PART* STpart;
¥(* e MESSAGES---* )
» colset MESinit
¥ colsat MESpart=with BID|REFUSE|FAILURE|INF_DONE|INF_RES;
» colsat PART_MESinit
» colset PART_MESpart
¥ colsat InfRes = subsat MESpart with [INF_DONE,INF_RES];
¥ colsat ResPart=subsat MESpart with{BID,REFUSE];
¥ var Res:RasPart;
¥ var rasp:MESpart;
®var Inform
¥(*-—-TIMEQUT--*}
¥ colsat IN=unit with i timad;
¥val deadiine=5;
¥ colset INTrange = int with 0..(2*deadline-1);
¥ colsat QUT=unit with out;
¥ colset LATE=unit with lata;
vvar random: INTrange;
¥ [——-GRANT-—*}
¥ colset GR1=with grl;
¥ Monitors
MY CPH

Figure 2. Declarations for the TCPN model of the CNP.

B. Model structure

Figure 3 shows the TCPN diagram of CNP. The manager
with the timeout mechanism is modeled in the left, the
participants in the right. They communicate via a reli-
able not ordered channel represented by the two places
INIT2PART and PART2INIT. The place INIT2PART only
contains messages issued by the manager to the participants.
Respectively, PART2INIT only contains messages of the par-
ticipants to the manager. In this model the timed messages
carry timestamps indicating when they should be available.
Initially, the manager is in the state READY with respect to
all the participants. Whereas, all the participants are in the
state W_CFP. The place GRonlyl contains one token GR1
and all the other places are initially empty.

V. VERIFICATION OF THE MODEL

Verification is a method to exhaustively examine a design
and check to make sure certain predefined key properties are
met. There are several software tools to automate this task,
however, CPN Tools [9] is currently the most used tool for
high level Petri nets particularly for the timed colored ones
(TCPN). This tool helps us to assess the correctness of the
model.

A. Simulation

Using CPN simulator, we have conducted several auto-
matic and interactive simulations which help us to identify
and resolve several omissions and errors in the design. In
addition to that, these simulations show that the protocol
always seems to terminate in the desired coherent state.
That is, it works correctly. Simulation also shows that
the characteristics such as concurrency and validity are
satisfied. This makes it likely that the protocol works
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Figure 3. TCPN diagram of the contract net protocol.

correctly but it cannot guarantee that simulation covers all
possible executions. That is why simulation cannot be used
to verify other functional and performance properties such as
the absence of deadlocks and others. However, State space
analysis techniques allow us to verify if the system satisfies
these behavioral properties.

B. State space analysis

With regard to untimed CPN models, calculating timed
state space is a non trivial task and can be quite difficult
and time consuming. This is because the reachability graph
is too large and can be infinite even if the state space of the
corresponding untimed CPN model is finite. This is due to
the fact that several timed markings including global clock
and timestamps can be different even if the corresponding
untimed markings are identical. That is why we have to
use some CPN ML queries to verify some properties.
Model Correctness. In this section, we verify the absence
of deadlocks and the consistency in beliefs between the
manager and the participants. Table III presents the state
space analysis results. It shows the properties of the state
space obtained by varying the parameter MaxParts from 1
to 4 and the parameter deadline from 1 to 5. The analyzing
of the property DeadMraking allows us to verify the model
correctness. Each dead marking corresponds to a terminal
state of the negotiation protocol. All dead markings are
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obtained after the deadline expiration, ie, from t=d to
t=2*d-1 (proposed estimation for the participants response
time), for each discrete value of t belonging to this interval.
For any value of MaxParts, one of the dead markings
corresponds to an end of negotiation without a contract. In
this marking, all the participants are in the state exit_nc
and the manager in the state EXIT_NC with respect to all
the participants. This is illustrated by the marking 14 in
Figure 4. The description of this node shows that the place
GRonlyl has still the token GR1 implying that none bid
had been granted. The place In is empty, signifying that
the deadline has expired and the timeout has fired. This
particular dead marking is acceptable because the manager
may reject all the bids or may not receive any bid in the due
time. Among the rest of the dead markings, we distinguish
those calculated at t=d and those obtained at t>d:

At t d and for any values of MaxPArts: besides
the particular dead marking mentioned above, the dead
markings calculated at this time corresponds to the end
of negotiations where a contract has been awarded to one
participant (i=1..MaxParts) while the rest of negotiation
with the rest of participants has ended without a contract.
Therefore, P; changes state to exit_c, performs the task
which can ends by a success or a failure. P; can, then,
be in the state end_success or end_failure respectively.
At the same time, the manager which was in the state
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Figure 4. State space for (MaxParts = 1 et d = 1).

EXIT_C with respect to P; ( and EXIT_NC with respect
to the rest of the participants) changes to END_SUCCESS
or END_FAILURE with regard to P;. All the other
participants P; (j#i) are in the state exit_nc. Thus, we can
deduce that at t=d and for any value of MaxPArts we have:

NumberDeadmarkings = (2*MaxParts +1).

The rest of the dead markings is calculated at t>d which
correspond to scenarios after the fire of the timeout where
at least one participant is not in the due time. Two cases
can be distinguished: a particular case of a single participant
(MaxParts=1) and a general case of several participants
(MaxParts > 1):

t > d and MaxParts = 1: this is particular because the
single participant may miss the deadline and, consequently,
changes state to exit_nc because of the canceling of its late
response. The manager is in the state EXIT_NC with respect
to this participant. This corresponds to the end of negotiation
without a contract caused by the deadline overrun. This
dead marking is reached for any discrete value of t where
d<t>=2%*d-1, ie, (d-1) times and thus we deduce:

Number Deadmarkings = 2« MaxParts+d (1)

which is equal in this case to (2+d).

t > d and MaxParts > 1: all the dead markings
calculated after the timeout and for each discrete value in
the interval (d..2*d-1) are similar to those obtained at t=d.
The only difference is that the global clock values and the
timestamps of the tokens differ. Thus, these are equivalent
timed markings. Consequently, we obtain (d-1) times the
same number of dead markings , ie, (d-1)* (2*MaxParts
+1) and, therefore, we deduce:

NumberDeadmarkings = (2 MaxParts + 1) xd (2)

All these dead markings are desired terminal states of the
protocol. This discussion justifies that the protocol works
correctly and the beliefs between the manager and the par-
ticipants are consistent. Also, it should be noted that if for a
given marking two or more transitions are enabled, then the
choice of the transition to fire is non-determinist. This means
that our system satisfies concurrency and non-determinism
which are key characteristics. About the communication
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Figure 5. Number variation of the reachability graph nodes according to
Maxparts and the deadline.

channel, we note that at the end of negotiations, the places
PART2INIT and INIT2PART are empty, signifying that there
is no unprocessed messages in the network, proving, hence,
that the property of cleaning the network from late messages
is satisfied.

Absence of livelocks and correct termination. Table III
shows that the size of the state space increases exponen-
tially with the number of participants and the value of the
deadline. This is illustrated by the graph of the Figure
5. The large number of nodes and particularly of dead
markings is essentially caused by the increasing value of the
deadline. The reason for this is that the timing information
makes more markings distinguishable and contributes to
the presence of more nodes in the state space leading to
several equivalent timed markings. To verify that all the
dead markings for all the values of MaxParts specified in
Table III form a home space, we have used the CPN ML
function HomeSpace (ListDeadMarkings()) which evaluates
to true. This confirms that there is no livelocks and the
system will always terminate correctly. Table III also shows
that, for all values of MaxParts examined, the number of
nodes and arcs in the SCC graph always remains the same
as that of the state space, this implies that there is no cyclic
behavior in the system, which is expected. From Table III,
we conclude that there is no live transitions because of the
presence of dead markings.

Absence of dead code. A dead code corresponds to a dead
transition. According to table III, there is no dead transitions
in the system for all values of MaxParts examined, this
implies that all the specified actions are executed.
Channel bound. Table III shows that the communication
channel is bounded by the MaxParts value examined, this
confirms that the manager issues a single message to each
of the participants and then MaxParts messages. Similarly,
each participant issues, at a given moment, one message to
the manager justifying the limit of MaxParts responses.

VI. CONCLUSION AND PERSPECTIVES

In this paper, we have proposed a TCPN model of the
contract net protocol with temporal aspects. We have used
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Table III
STATE SPACE ANALYSIS RESULTS AS A FUNCTION OF THE PARAMETERS MAXPARTS AND DEADLINE (D).

Properties MaxParts=1 MaxParts=2 MaxParts=3 MaxParts=4
d=1 d=2 d=3 d=4 d=5 d=1 d=2 d=3 d=4 d=5 d=1 d=2 d=3 d=4 d=5 d=1 d=2
State Space Nodes 28 40 52 64 76 317 605 989 1469 2045 3669 9165 18645 33216 54164 42337 140513
State Space Arcs 38 53 68 83 98 801 1357 2081 2973 4033 14113 30143 55863 93817 146549 221393 619193
Time (seconde) 00 00 00 00 00 00 00 00 01 02 07 33 161 404 831 1298 16119
SCC nodes 28 40 52 64 76 317 605 989 1469 2045 3669 9165 18645 33216 54164 42337 140513
SCC Arcs 38 53 68 83 98 801 1357 2081 2973 4033 14113 30143 55863 93817 146549 221393 619193
Dead Markings 3 4 5 6 7 5 10 15 20 25 7 14 21 28 35 9 18
HomeSpace true true true true true true true true true true true true true true true true true
Dead Transition In- None None None None None None None None None None None None None None None None None
stances
Live Transition In- None None None None None None None None None None None None None None None None None
stances
Channel bound 1 1 1 1 1 2 2 2 2 2 3 3 3 3 3 4 4

the simulation and the state space analysis techniques to
verify some key properties of the proposed model for dif-
ferent values of both parameters MaxParts and deadline. In
addition to have proved that the deadline is always respected,
we have also proved the beliefs consistency between the
manager and the participants and that the protocol works
and ends correctly. The properties namely concurrency,
absence of livelocks and absence of dead code were verified
too. Furthermore, we have shown how the number of dead
markings (terminal states) is related to both MaxParts and
deadline parameters. The channel bound is, however, related
to only the MaxParts parameter. As perspectives, we would
like to use advanced state space reduction methods [15] like
equivalence classes [5], [7] to alleviate the impact of the
state explosion problem which is most accentuated for timed
models. In doing so, we would verify the model for wider
values of MaxParts and deadline. We would also like to
model real time contract net [6], [16], [18] where, besides
interaction aspects, time constraints related to task execution
would be considered. These extensions would concern more
complex versions of CNP. On the other hand, we would like
to model a fault tolerant CNP so that the manager provides
a fault tolerant behavior if ever the contractor crashes during
task performing.
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Abstract—A Classification problem can be viewed as a problem of
assigning a category or class to a given input. The Hidden Markov
model is a well known stochastic model that is used to solve
classification problems and has been widely exploited in diverse
computing applications ranging from speech, acoustics, gesture
recognition to part-of-speech tagging, cryptography to Google page
rank and the list goes on. State Complexity of Deterministic Finite
automata is now a well established research area. State complexity
of Deterministic Finite Automata defines the total number of states
in the minimal Deterministic Finite Automata. State complexity, if
known, of a given automata helps to realize how expensive the
application would be that will exploit that automata. Similarly, if
known, the state complexity of the Hidden Markov Model will help
to know the complexity of a computing application that exploits
that Hidden Markov Model. In this paper, we have explored
several, yet unpublished, important facts about the Hidden Markov
Model including the state complexity of Hidden Markov Model and
the diagram of 2nd order Hidden Markov Model (Fig. 3). Our
discussion of the Hidden Markov Model is unique in the sense that
we present a complete diagram of the 1% order Hidden Markov
Model (Fig. 2) with all estimated parameters for a given input
sequence. We explicitly define a generalized rule to give
“Dimension of Transition probability matrix of HMM” which is
also not available in the literature yet. We present a generalized
rule to draw the M™ order Hidden Markov Model diagram for M
greater than 1. We present the generalized state complexity of the
M™ Order HMM, the state complexity of the diagram for the
“Training of M" Order HMM” and also present the diagram for
second order Hidden Markov Model.

Keywords — State complexity; Hidden Markov Model.

. INTRODUCTION

The Hidden Markov Model (HMM) has states, input symbols
and transitions much like a deterministic finite automata (DFA).
Transitions between states of HMM are labeled with the
probabilities, unlike DFA, defining how likely that transition is to
take place. States of HMM actually represent the classes or
categories that we intend to assign to the symbols of input
sequence. How it works is that first we define the classes or
categories that will be represented by the states of HMM. In order
to assign categories or states to input symbols, we process the
input sequence on the HMM. The sequence of states assigned to
as input sequence is called the output sequence. Many recent
techniques exploit the Hidden Markov Model as in [10] [11][12].

Section 1l defines the HMM as well as the related
terminology. State Complexity of Deterministic Finite automata
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is now a well established research area [8]. In Section IIl, we
define the state complexity of the 1% order HMM. In Section 1V,
we define the rule for drawing the M™ order HMM diagram for
M>1. In Section V, we define the transition probability matrix
dimensions of M"-Order HMM. In Section VI, we define the
state complexity of the M™-Order HMM for M>1. In Section VI,
we define the 2" order HMM Example. In Section VIII, the
diagram of the 2" Order HMM is presented. Section IX
concludes the paper.

Il. HIDDEN MARKOV MODEL
We present an overview and terminologies for the HMM.

A. Formal Definition

A HMM is a tuple (S, Y, [, A,B)

. A set of states: S={S.,S,,...Sn}
A set of input symbols: > ={04,0,....04}
Initial state probability: [M=>" 11 =1

Transition probability matrix: A={ai}
. Emission probability matrix: B={bi;}

In order to show the working of the HMM, usually, we add
two additional states “Start” and “End” states. Dimensions of the
transition probability matrix and emission probability matrix,
above, are for the 1* order HMM and are contingent to the order
of the HMM. Transition probability is termed as “P(t; | ti1)” as
mentioned in Section V.

B. Training of HMM

Processing of the input sequence on a given HMM develops a
HMM training diagram, which we call “HMM with all estimated
parameters”. Those parameters include transition/emission
probabilities. One such but partial HMM training diagram is
given in [1]. “HMM with all estimated parameters” is also called
“training of HMM” [9]. This “training of HMM” gives all
possible sequences of states or categories which can be assigned
to the input sequence. All these possible sequences of states or
categories are also called hidden states sequence because these
sequences are not known unless we train the original HMM for a
given input sequence. Each hidden state sequence of states or
categories assigned to the input sequence is also called the output
sequence. Brute Force expansion of the HMM is usually
intractable for most real world classification problems, as the
number of possible hidden state sequences is extremely high and
scales exponentially with the length of input sequence.
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All output sequences that are assigned to a given input
sequence have probability of likelihood. This probability defines
how likely the output sequence is as an appropriate assignment
for the input sequence. These probabilities of likelihood are
calculated with the help of transition probabilities and emission
probabilities of the original HMM. For a given input sequence,
HMM chooses the state sequence that maximizes in the following
formula.

P(input symbol/state) * P(state/previous ‘M’ states)

In the above formula, Transition probability
P(state/previous ‘M’ states) and Emission probability
P(input symbol/state) . Transition probabilities (TPs) of each
state of HMM either depend on one previous state or more than
one previous state. If they dePend on one previous state (i.e.,
M=1), this HMM is called a 1% order HMM. If all TPs of states
of HMM depend on two previous states (i.e., M=2), this HMM is
called a 2" order HMM and so on.

C. 1% Order HMM Example

Below, we have given an example HMM of two states, cold
and hot. Major components of the HMM are also mentioned in
the section ahead as well as the dimensions of the transition
probability matrix.

We simulate a real world phenomena in Fig. 1 related with
the ‘weather of a day’. We suppose we can have either a Hot or
Cold day. We know the probability (transition probability) of the
next day is either cold or hot depending upon the weather of the
previous day. This 1% Order HMM represents how many ice
creams servings, (e.g., 8, 7, 6 etc), a person is likely (emission
probability) to eat on a given day depending upon the “weather of
that day”. Further we show the training diagram of the 1* order
HMM diagram in Section F.

We can see in Fig. 1 that each state of 1% Order HMM
directly corresponds to one single category, e.g., Cold or Hot in
this example. This is also shown in [4].

P{6/cold)=0.5
P{7/cold}=0.4 \ 0.6
P{8/cold)=0.1

P({6/Hot}=0.2

P{7/Hot)=0.4

P(8/Hot)=0.4

Figure 1. 1% Order Hidden Markov Model

D. Components of our Example HMM

Components of our HMM given in the previous Section are
shown in the tabular form below.
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TABLE I. Components of Hidden Markov Model
Q-Set of states Q= {Hot, Cold}
={0..0:}

Transition probability Matrix
[2-dimensional 2*2 ]

au =0.7 , 3.12=0.3,
a21: 04 , a22: 0.6

V=1{6,78.9}
(876).1c.,
01 =8 ,02: 7, 03:6

Vocabulary of Inputs

Input Observation under
consideration for training of this
HMM

Emission Probability:
b1(6)=P[6/Hot],b,(7)=P[7/Hot],
b1(8)=P[8/Hot],b,(6)=P[6/Cold],
b,(7)=P[7/Cold],b,(8)=P[8/ Cold]

Start state and End state

b,(6)=0.2,
b1(7):0.4,

by(8)=0.4,b,(6)=0.5,
by(7)=0.4, b,(8)=0.1

qO ’ qF
aol =0.8 , 8.02:0.2

Transition probability from start
state to g; and

Transition probability to End

a1|: =0.8 ) aZFZO.Z
state from g, and g,

E. Dimension of Transition probability matrix of 1% Order
HMM

Dimensions of the transition probability matrix are based on
the simple principle, i.e., Transition probability matrix shows
probabilities of all the transitions from each state to all other
states as well as to itself.

If ‘S’ is the number of states and ‘M’ is the order of HMM
then the Transition probability matrix of the HMM is ‘M+1’
dimensional such as S' *...* S™! The superscript on S’
represents the dimensions, i.e., how many times ‘S’ should
appear.

In case S=3 and M=1, i.e., the 1* order HMM then the
transition probability matrix is 2 dimensional, i.e., 3*3. So, if
S=3, there are three states say Q={q1,0,,0s}, the two dimensional
(3*3) matrix will be as follows:

ay= probability of transition from state j to k, vV jke Q

F. 1st Order HMM Training Diagram

We show a training of the HMM of the 1% Order for the input
sequence “8 7 6”. We process this input sequence on the HMM
and try to find the most likely sequence of “weather of days”
corresponding to the given “number of ice creams™ a person eats
each consecutive day.

The terminologies we have used are such that the equation
“[CHH] X5(1)=0.0032 * 0.14 = 0.000448” from Fig. 2 represents
that this probability is the likelihood for assigning state sequence
[CHH] to the input sequence “8 7 6” and it is finally calculated in
the 39 column for State q;(HOT) by multiplying two other
probabilities [CH] X,(1) and P(H/H) * P(6/H) because of “(1)” of
Section H.
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[C]X(2}=0.2 *0.1=0.02

[HC]X,(2) =0.32 012 =0.384 [CHC]X,(2)70.0032 * 0.15=0.00048

[CCIXA2) =0.02* 0.24 =0.0048 [HHC]X:{2)=0.0896 * 0.15=0.01344

[HCC]X,{2)70.0384 * 0.3 =0.01152

[CCCI%(2)=0.0048 * 0.3 000144

0.7*0.2=0.14

[HHH]X,(1]=0.0896 * 0.14=0.012584

[HIX,[1}=0.8 *0.4=0.32 ‘ [HH]X,(1]=0.28 * 0.32=0.0896

[HCH]X,(1]=0.0384 * 0.08=0.003072

[CH]X:{1)=0.16 * .02 = 0.0032 )
[CCH]X,[1)=0.0048 * 0.08=0.000384

[CHH]X,(1)=0.0032 * 0.14=0.000448

8 7 6

Figure 2. 1* Order HMM Training diagram

[CHH] is one possible output state sequence of the “weather of
days” corresponding to the given input sequence “8 7 6 of the
“number of ice creams” a person eat each consecutive day.

G. All Possible Output Observations

This table shows all possible output observations that can be
assigned to the input observation along with their likelihood for
the given input observation.

Table II. Output Observation Probabilities
Output Observation Probability
HHH 0.012544
CCC 0.00144
HCC 0.01152
HHC 0.01344
CHH 0.000448
CCH 0.000384
HCH 0.003072
CHC 0.00048

We conclude that “H H C” is the most likely output
observation for the input sequence “8 7 6” because its probability
is found to be highest, i.e., 0.01344 using ““(2)”of Section H.

H. Training of 1* Order HMM

Transition probabilities (TPs) of each state of the HMM either
depend on one previous state or more than one previous state. If
they depend on one previous state (M=1), the HMM is called 1%
order HMM. If all TPs of states of HMM de(Pend on two
previous states (M=2) then, the HMM is called 2™ order HMM
and so on. We gave a HMM in Section C and then trained that
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model for the input sequence “8 7 6” in Section F. The trained
model shows all calculated parameters. Transition probabilities of
the 1% order model (i.e., M=1) are represented as below:

P(qi | Qi) V gi...0s

For our example model we have given these probabilistic
parameters along with the transitions of Fig. 1 in Section C. The
likelihood of each possible output observation is calculated from
the following formula.

[ ITP(ti | ti)P(W [ )] o )
The most likely output observation is calculated from the
following formula.

Argmax [ TTP(ai | 9i1)P(W | g3)] 2)
Q1....Gs

The 1% Order HMM training diagram shows all possible
output observations and their likelihood probability estimates by
a brute force approach. The viterbi algorithm calculates only the
most likely output observation sequences. For each input
observation, we calculate its likelihood for both states, i.e., for
both cold and hot. So, for three input observations we have
shown three columns. Each column has state i(cold) and
gz(Hot).

I1l. STATE COMPLEXITY OF 1°" ORDER HMM

Training of the HMM is a state diagram that shows how a
given input observation sequence is processed by the underlying
HMM. This Training model gives us all possible output
observations or all possible classifications for a given input
observation sequence.

If ‘H’ is a 1% order HMM, ‘S’ is the number of states of ‘H’.
‘X’ is an input observation sequence. ‘L’ is the training diagram
of ‘H’ for ‘X’. ‘K’ is the number of observations in ‘X’. ‘M’ is
the total number of hidden states of ‘L’ which are trained for ‘X’.

M= total number of hidden states of ‘L’
i.e., M= state complexity of ‘L’
Then, M=S*K

So, we can see the state complexity of the training diagram of
the 1% order HMM depends on S (number of states of underlying
HMM) and K (number of input observation of input sequence)
such that for each input observation (‘K’ in total), we calculate its
likelihood for all states (‘S’ in total). As we can see in Fig. 2, for
each of the three input observations, we have to find the
likelihood for both states, i.e., (K=3 and S=2, so M=2*3=6).
There are 6 likelihoods calculated in total represented by 6 states
of Fig. 2.

Two additional (‘start’ and ‘end’) states are also added to
complete the Fig. 2. This state complexity is of the brute Force
expansion, which is usually intractable for most real world
classification problems, as the number of possible hidden states
sequences is extremely high and scales exponentially with the
length of the input sequence.

IV. RULE TO DRAW M™ ORDER HMM DIAGRAM FOR M>1

First of all, we have to define ‘S’ basic categories or states we
intend to assign to the input symbols. In the case of the M™ order
HMM, each of these ‘S’ categories will depend on ‘M’ previous
categories.
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Then, we will fmd all possible combinations for ‘M’ previous
categories. The M™ order HMM diagram will have two kinds of
states.

(1) The ‘S’ original states (or categories) that we intend to be
ultimately assigned to input symbols.

(2) The states that represent all possible combinations of ‘S’
states of length ‘M”. (i.e., S™).

Each of these ‘S’ dlstlnct states and S™ distinct combinations
of states will be combined to form M™ order HMM as shown in
Fig. 3 for M=2.

Examplel: if we have two basic categories for “Weather of
the Day”, i.e., Cold (C) or Hot (H), i.e., S=2 and M=2. The total
possibilities for ‘M’ previous categories are as follows:

Table I11.
Possibility for M=2
previous state
YZ=HH, CH, HC, | Lastcategory is Z, second last is
CC Y. Each of the Y and Z represent
either Hor C
Since, the total possibilities of M previous categories are
sM=2%=4,

Example2: if we have two basic categories for “Weather of
the Day”, i.e., Cold (C) or Hot (H), i.e., S=2 and M=3. The total
possibilities for ‘M’ previous categories are as follows:

Possible Previous States for M=2
Remarks

Table IV. Possible Previous States for M=3
Possibility for M=3 previous | Remarks
state
XYZ=HHH,HHC,HCH,CHH,
HHC, HCC, CHC,CCC

Last category is Z,

second last is Y and

third last is X

Each of the X, Y and Z

represent either H or C
Slnce the total possibilities of M previous categories are

SM=23=8.

V. TRANSITION PROBABILITY MATRIX DIMENSIONS OF M™
ORDER HMM

The M™ order HMM means that the probability of transiting
to each state depends on last ‘M’ states.

If °S’ is the number of states (categories) and ‘M’ is the order
of HMM, then the Transition probablll’\)/ matrix of the HMM is
‘M+1’ dimensional such as S' * . The superscript on S
represents the dimensions, i.e., how many times S should appear.

In case S=2 and M=2, i.e., 2" order HMM then the transition
probability matrix is 3 dlmensmnal i.e., 2%2*2,

Further, A={a;i} such that Yaijjx =1

Transition a ; j « represents the transition probability to state
‘k’ depending upon the last two categories j & i respectively as
shown in Fig. 3.

V1. STATE COMPLEXITY OF M™ ORDER HMM FOR M>1

Theorem:

State complexity of M"™ Order HMM = S+SMand

State complexity of M"™ Order HMM training diagram= N*K.
v M>1.
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Proof:

Let °S” represent the total number of basic categories that we
intend to assign to input symbols and M is the order of the HMM.
Let ‘N’ be the state complexity of the M™ order HMM. Recall
our basic idea of the hlgher order HMM, that each state (or
category) depends on previous ‘M’ states. The M" order training
diagram of the HMM will have two kinds of states.

(1) The ‘S’ original states (or categories) that we intend to
assign to input symbols.

(2) The states that represent all possible combinations of ‘S’
states of length ‘M’. (i.e., S™)

Therefore comblnlng both the above kinds of states for the
" order HMM will give us a total number of states or state
compIeX|ty of the M"™ Order HMM as below:

N=State complexity of M" Order HMM = S+S".
For completeness, we add ‘2’ as well for the “start” and “end”
state.

N= 2+5+SM 3)
State complexity of its training model will depend on the
number of observations of the input sequence similar to what is
discussed in Section F.

Let ‘X’ be an input sequence. Let ‘K’ be the number of input
observations of ‘X’. Let ‘P’ be the total number of states of
training diagram of the M™ order HMM for ‘X’. Then,

P=N*K 4)
Equations “(3)” and “(4)” above prove the theorem.
All possible combinations of states, i.e., SV is calculated in
[7] as well. We have now given a generalized formula “(4)” for
the state complexity of the higher order HMM diagram.

Indeed, P(tsltp,t;) represents the transition probability of the
2" order model because it says the probability of “t;”depends on
the last two (i.e., M=2) states “t,” and “t;”. Similarly, we know
that P(t|t) is the transition probability of the 1% order model
because it says the probability of “t,” depends on the last single
(i.e., M=1) state “t;” and this is mentioned in [2] as well.

Law and Chan [4] also defined that, for the M™ order HMM,
all possible combinations of states should be S™ but do not
explain how each of these S™ states will be connected and any
higher order HMM diagram is also not illustrated.

VIl. 2"°orRDER HMM EXAMPLE

For M=2, transition probabilities should depend on the last
two states. We represent each transition probability by ‘ajj’.

This means that ay = transition probability to state k
depending on the last two states j & i respectively.

aij = P( | 9;,01)

In the 2" order HMM, the transition probability matrix is
three dimensional, i.e. aj, as the probability of transiting to a
new state depends on the last two previous states as mentioned in
[5] as well. Hence the dimension of the transition probability
matrix is S*S*S, where ‘S’ is the number of states.

Let’s suppose for our example diagram of 2nd order HMM,
the number of states, i.e., S=2. The transition probability for each
state will depend on all p0551ble ‘pairs of states”. If we have S=2
states then the total number of pairs of states = S2 =4
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The dimension of the transition probability matrix is S*S*S, i.e.,
2*2*2 , which means, in total, 8 transitions represented in general
by ajj.

Each a;j = the transition probability to state ‘k’ such that last
two states are j & i respectively.

We write the following formula using “(3)”.

Total number of states of the 2™ order HMM = 2+S + S?

=242+22 =8

VIII. DIAGRAM OF 2"° ORDER HMM

We draw in this section the 2" Order HMM diagram of the
example discussed in Section VII. Let’s suppose we have S=2
states. The first state is called ‘Cold’ represented by C; and the
second state is ‘Hot” represented by H,. The diagram of this
example second order HMM is given in Fig. 3 with two
additional start and end states. The transition probability matrix
will contain 8 transition probabilities, i.e.,
Aij={2111,8112,8121,8122,8211,8212,8221 8220},  The ~other transition
probabilities in the diagram gy and gy are just for completion of
the diagram and for the calculation of actual transition
probabilities, ajk.

2" Order Hidden Markov Model diagram

Figure 3.

We describe the transition probabilities, ajy, for the Fig. 3 in
Table V.

Table V. Transition probability Description for 2" Order Hidden
Markov Model diagram
Transition Transition Transition | Description
Probability From State To State
ain C.C, Cy The transition represents the
probability of occurrence of
day C, based on the last two
days C; & C, respectively.
a2 C,;C; H, The transition represents the
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probability of occurrence of
day H, based on the last two
days C; & C, respectively.

121 CiH; Cy The transition represents the
probability of occurrence of
day C; based on the last two

days H, & C; respectively.

a122 CiH; H, The transition represents the
probability of occurrence of
day H; based on the last two

days H, & C; respectively.

a1 H, Cy C; The transition represents the
probability of occurrence of
day C; based on the last two

days C; & H, respectively.

asne H, Cy H, The transition represents the
probability of occurrence of
day H ;based on the last two

days Ci & H, respectively.

821 Hz H C, The transition represents the
probability of occurrence of
day C; based on the last two

days H, & H, respectively.

a2 H, H; H, The transition represents the
probability of occurrence of
day H, based on the last two

days H, & H; respectively.

IX. CONCLUSION AND FUTURE WORK

In this paper, we presented the state complexity of the M™
Order HMM. We also presented the state complexity of the
diagram for “Training of M™ Order HMM”. We explicitly
defined HMM of different orders along with its training in a clear
cut way. We presented a complete diagram of the “1% order
training HMM” in which all possible sequences of categories are
mentioned along with their probabilities of assigning these output
observations to input observations. We explicitly defined a
generalized rule to give the “dimension of Transition probability
matrix of HMM?”, which is also not available in the literature yet.
We defined a generalized rule for drawing the M™ order HMM
diagram for M>1 and also drew the HMM diagram for M=2,
which is not available in the literature yet. Our study of the state
complexity of HMM will thus help researchers to analyze the
complexity of implementation of their proposed HMM based
scheme. This paper has introduced the terminology, i.e., “State
complexity of HMM?” that will lead researchers to explore the
state complexity of different kinds of HMM and similar
stochastic models. Diagrams for M™ Order HMM for M>2 can
also be explored. Since the complexity of computing applications
that exploit HMM depends on the complexity of HMM used.
Therefore, our analysis of state complexity of HMM will help to
analyze the complexity of those computing applications that
exploit HMM.
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The Application of Hierarchical Linear M odel

in the Study of Tumor Progression

Shuang Li
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Abstract—This paper presents how to analyze the tumor
progression data using hierarchical linear model. In the recent
20 years, cancer hasbeen a seriousthreat to the human health
and life; therefore, how to analysis the longitudinal data of
patients effectively has become an urgent problem to be solved.
In this article, we describe the principle of the hierarchical
linear model and its application in the longitudinal study.
Take a group of followed-up data of lung cancer patients for
example; the output is the estimation of various parameters. |
discussed the meaning of the various parameters in the
hierarchical linear model and find out the influence of
different fixed individual characteristics and the time-varying
factorson thetumor progression. At the sametime, we made a
reasonable analysis of the strengths and weaknesses of
hierarchical linear model.

Keywords - hierarchical linear model; longitudinal data;
cancer; time-varying.

l. INTRODUCTION

Longitudinal data, more specifically, can be coesd
as measurements on several variables for the sgroepé
of) individuals on a number of consecutive pointsime. In
this paper, we will be concerned with the analysfs
individual growth as well as the average growtmdref a
group of subjects [1]. For example, a longitudineddical
study offers a multifaceted way to analyze facteesling to
a certain disease. This paper makes a further dtrdghe
physical tests and the physical symptoms of thgestdh
who are tested in frequent and irregular interfatsa long
period of time.

Cross-sectional and simple time series approachest
make full use of data available. Longitudinal metlidata
has both cross-sectional and time series charstitsriThey
are cross-sectional because they include many galysi
symptoms; we say that these data are differentiatedss
‘space’ [2]. They are time series data because rtyeesent

Pu Wang, Li Yingfang, Pei Yuchen
College of Electronic Information and Control
Engineering
Beijing University of Technology
Beijing, China
{wangpu, fangliying}@bjut.edu.cn
530795037@qg.com

In the recent years, the techniques of longitudadeth
analysis had made great progress; the hierarchiozhr
model had been widely used in longitudinal reseafdte
term of the hierarchical linear model was firsthegented by
Lindley and Smith in 1972 [3]; however, the tralial
parameter estimation method (OLS) did not applyth®
model because of the limitation of computing tedbgg. In
1980s, iteratively reweighted generalized leastaseg and
other methods had been used to estimate paranzeter,
there were some calculation software such as HLM
(hierarchical linear model) [4]. In this articlegwise HLM
to analyze the medical followed-up data.

The remainder of this paper is organized as folldvirst,
we present the limitations of traditional statiatitechniques
and the advantages of hierarchical linear mod&8dction 2.
In Section 3, we discuss the theory of hierarchloaar
model. The application of hierarchical linear modelthe
study of tumor progression is discussed in Secton
Concluding remarks are given in Section 5.

Il.  THE ADVANTAGES OF THEHIERARCHICAL LINEAR
MODEL

A. The assumptions of the homogeneity of variance and
the independence of random error

In the traditional statistical techniques, we als/ayse
variance analysis and multiple regression analgstzandle
the longitudinal data. However, both of the two hoels
were used at the assumptions of the homogeneitsiraince
and the independence of random error, which wefiewt
to guarantee [5]. There were similarities betwearitipie
tracking data from the same individual, and systema
errors might exist in the observations at the same point,
these issues made the assumption of random error
independence hard to meet. Meanwhile, dependeizablar
occurred with a regular increase or decrease \wiitte,t
which caused the increase or decrease of the earidhose

many points in time. Longitudinal data methods arechanges had a great effect on the homogeneity rifnee.

appropriate for these types of data.

There are two aspects concerning longitudinal siatdy;
first, describing the individual development treadd the
differences of the development trend between iddiais,
and second, explaining the development trend amdetison;
the prediction variables can be unstable factoth wime,
and also can be fixed individual characteristicsdes.
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Therefore, traditional statistical techniques middad to
unreasonable or even wrong conclusions. Moreover,
hierarchical linear model does not require the mggions of

the homogeneity of variance and the independence of
random error, so it was more suitable for longitadi
studies.
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B. Problems of missing values and unequal measurement
interval

Longitudinal studies needed to do repeatedly tragki
observations of the same individual; it was pranée loss
of the sample. In the traditional statistical todigere were
two methods to handle the lost, one was removirg th
observed object which had missing values, anothas w
fitting the missing values, and the former cauded waste
of information, while the latter reduced the prawis While
the HLM allowed the existence of missing valuesalgo
made full use of the existing information. In aduit the
traditional statistical technique required thatdaddjects were
observed at the same time interval. The HLM notyonl
allowed the measurements of different time intervéiut

also allowed the observed objects to have differen

observation schedules, this feature enabled rdssrardo
have more convenience and flexibility [6].

C. The ability of dealing with the hypothesis

HLM allowed researchers to put forward different
assumptions in different levels, such as whethdraid a
significant increase or decrease? Whether the rdiffe
individuals had the same change rate? Which famtatd
predict the difference of change rate between rmdiffe
individuals? It also could create multiple develamn

intercept of the equation, it indicates the averafgthe i-th
observed objects. B, "is the regression coefficient, it
indicates the changing rate of the i-th observatioject."

X;; "means the values of the variable X when the i-th

observed object is in the j-th observation timﬁj-,j " means

residual, the implication is that the measured e/atuof the
i-th object in the j-th observation time that canrime
explained by the independent variable X.

Equation (1) is similar with the general regression
equation, the only difference is, intercept angslare not
constant [8]. Different observation object havefedint
intercept and slope, they may subject to the afiegariable

{of the second layer. In the second layer of the datictures,

the intercept and slope are used as the dependeable in
(1), and the individual characteristics or the dggp that
have been accepted are considered as independaities,
then we create two regression equations for themselayer:

Boi = Voot VoL + U (2)

By = Vit Vil + 1, &

In the above two equations, each parameter has two
subscripts, if the first subscript is “0”, thistise parameter
that relates to the intercept of (1). If the fesbscript is “0”,

models and select the assumption which is the mosthis is the parameter that relates to the slop€LpfIf the

consistent with observation data through the sqigste

I1l.  HIERARCHICAL LINEAR MODEL

Hierarchical linear model in different researcHdgehad
different terms, such as Multilevel Statistical MddMixed
Model, Random Coefficient Model and so on, the diig
of the term reflected that this method had beerelyidsed
in different fields. No matter what the term wase tcore
content of the method was same, mainly to handbed t
nested structure data. For repeated tests, these hda
nested structure that the measurement nested wWwéh t
individual [7]. This method could both solve thalividual
development trend and the differences of the devetmt
trend between individuals, also it could directbatiwith the
unequal measuring time interval, and at the same it
could analysis the missing value of data reasonably

We used the hierarchical linear model to analyze th
longitudinal data; data were found in differentrarehies.
At first, established a regression equation forftrst level
variables, in which the tracking results that cafrem
different observation times were the first layerd aihe
invariant individual characteristics or the dispdbat had

second subscript is “0”, it means the intercept parthe
second layer equation, if the second subscriptlis it
means the slope part of the second layer equation.

Voo is the intercept of (2), it can be understoodhes t

average of the dependent variable Y when the inctigre
variable W1 is 0.

Vo1 is the regression coefficients of the variables W1

(2), it can be understood as the impact of theabtei W1 to
the initial value of the dependent variable Y.

Vio is the intercept of (3),it can be understood &s th
changing rate of the observed object when the biarid/1
is 0.

Y, is the regression coefficients of the variable W1

(3), it can be understood as the effect of thealdei W1 on
the changing rate.

My is the residual of (3), it can be understood as th
changing rate of dependent Y that can’t be expthimethe

variables W1 [9]. If the variance statistical tisssignificant,
then the model needs to introduce new variablesxpdain

been accepted were the second layer data. Thrcugh t the variation of the rate.

processing, it could explore the effect of diffdrigvels on
the dependent variables. In the first floor of tHata
structure, the track observation result was comsilas the
dependent variable.

Yij = B, +:811Xij * & (1)
As in “(1)”, subscript “0” means intercept, subgtril"
means slope, subscript “i” means the i-th obsemwatbject,

Subscript "J" indicates the j-th observation timg,; " is the
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To simplified the problem, the second layer of éheve
regression equations only contains one variable ifhere
are multiple independent variables, accordinglg #hope
part of (2) and (3) are needed, respectively,

Yoz - Vos- Viz- Vsz@nd so on.

add
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IV.  THE APPLICATION OFHIERARCHICAL LINEAR
MODEL IN THE STUDY OF TUMOR PROGRESSION

A. Datadescription

In order to study the condition trend of patienithwhe
non-small cell lung cancer (NSCLC), treatment dzftd2
patients, including six treatment data which inééng one
month, were selected and two SPSS files were éstiall
One file contains the patients’ ID and the variadfiétype”
which is used as the number of measurement. The sto
fact and symptom of each inspection are also iredud it.
Fact score is used as the output, the symptom yguedare
used as the predictor variables. Another file dostshe id
and sex as well as whether smoking in the initatesof the
patients. Two SPSS files were read-in using HLMe Th
lengthways variation trend was analyzed respegtivel
through two models as following.

B. Unconditional growth model

The second layer of equations does not contain any

independent variable in the unconditional mean rhotiee
function of the model is to describe the variati@nd of the
total observed object, and to make decision dfweather
to introduce the second layer
variables. Then set the following two-layer equagidn this
model.

The first layer equatian

Fact= 5, + B type B symptodv +& )

The second layer equatians
By = Voot Ho (5)
B =Vt (6)

For the variable type,0,1,2,3,4,5 are used to aspie
respectively, for the variable of symptom, In thhir@se
traditional medicine, -1 indicates the astheniadsyme, O
indicates the compounding of the excess and defigie
syndromes, 1 indicates the old trauma sthenia. tise
software HLM to estimate the parameter, the rasult
showed in Table 1:

TABLE I. THE PARAMETER ESTIMATION1

fixed .- Sandard .

effects coefficient Error T-ratio
Voo 43.78 2.17 20.16
Vio -0.35 0.44 -0.79
Voo 1.23 2.76 0.45

Random Variance .

Effect Component df Chi-square
H 118.15 20 51.77
M 2.01 20 30.52
H, 153.54 20 44 .17

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-202-8

of the explanatory

The analysis indicates that in the first measurejrtan
average of the fact score of all patients is 42Bdery
month, the average of the fact score declined pdshts; at
the same time, the fact score increase 1.23 puiitts the
one level rising of the symptom.

In the following, we use the figures to explain #fects
of the predictor variables (symptoms) on the dgwslent
trends. For the patients whose symptoms are the
compounding of the excess and deficiency (symptdyl=
the trend is 43.78-0.35*ype, which is showed igufe
1.The figure2 shows that the patients whose symptien®
of the previous three times, -1 of the fourth tir@eof the
fifth time, and -1 of the sixth time.

48
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46 ——

45

44 T T T T T 1
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Figure 1. The variation trend1

50

40 T T T T T 1
1 2 3 4 5 6

Figure 2. The variation trend2

It can be seen from the figures, if the time-vagyin
predictor variables are included in the model, thedel
curve may vary based on the predictive value dedint
time points. The residual variation in (5) and (&e
significant that; indicating large differences hetfact score
and rate of change. And thus the variables of sbdayer
are needed to be introduced to get a better exjana

C. Combined model

In order to better explain the individual differesmf the
current score and the rate of change in (4), tworsg-level
variables are introduced: gender (male is 0, ferisal§ and
whether smoking in the initial state (smoker isidnsmoker
is 0), independent variables are included in this layers.

The first layer equatian

Fact= 5, + B type BL symptomi+y (7

The second layer equatians

By = Voot Vo(SEX 1+ y o, (SMOKe) 4
B = Viot Vil(SEX )+ yy, (smokey 1,

(8)
(9)
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By = Voot Var(SEX )T Y 5, (SMOKey 1 0
TABLE Il. THE PARAMETER ESTIMATION2
e];:‘)éce?s coefficient Sg?f;r d T-ratio
By
Yoo 44.79 5.60 8.00
Vou 4.06 5.68 0.71
Voo -5.74 5.66 -1.01
B
Vio -0.82 1.06 -0.77
Vi 0.12 1.12 0.11
Vio 0.83 1.11 0.74
B,
Voo 3.57 7.15 0.50
Vor -5.44 7.29 -0.75
Voo -0.48 7.26 -0.07
endom | Vaiwee | o | cnisaume
Ho 107.40 18 37.61
H 1.87 18 28.50
K, 149.01 18 43.59

The estimation results of fixed parameters shdvas, t
for the first level intercept)/,,, .it means that the average of

t=-0.75).Weather smoking in the initial time haslitde
effect on the ascending trend, the smoker hasveeslate

(V,,=-0.48 , s€=7.26 t=-0.07).

The parameter estimation results of the randoncisffe
show that, comparing with the unconditional growtbdel,
taking into account of the influence by the gended
smoking, the variance of the intercept and the eslbpve
decreased, indicating that the two new independanbles
explained a part of the intercept and slope vadahat from
the random effects of the test results, the remagini
unexplained variance is till significant; therefoitis also
needed to introduce a new variable to explain iddia
difference [10].Meanwhile, when increase the nundfehe
parameters, the running time has no significanteiase.

V. CONCLUSION AND FUTURE WORK

According to the analysis of tumor progression data
the hierarchical linear model, the model not ondsatibes
the individual dependent trend and the differerwetsveen
individuals, but also gives the explanation. Thedslois
specifically used with the medical data; it candgtuhe
influence of various factors on the fact score, ead study
the influence by the fixed individual charactedstior the
unstable time-varying factors. In the future wadrkporting
more variables to analyze the impacts on the ougmak
getting more favorable medical conclusions will taden
into consider.

Hierarchical linear model can handle the relatigmsh
between the tested data and the time variable dathit can
make a valid estimation of the parameters of the
non-equilibrium measurements. So by using the tdkieal
linear model to deal with the repeated measurenuaits it
needn’t require the individuals to have the samaber of
observation times, and does not require the same ti
interval between the different individual tests.wéwer the

the fact sores is 44.79 when the type equals O andnodel has its drawbacks, firstly, compare with itiadal

symptom equals O; there is a significant differebeeveen
female and male in the initial statg, =4.06,

se=5.68,t=0.71),
score than men have; smoking in the initial stad@eha

negative predictive effect on the average of there{g/,
=-5.74,se=5.66,t=-1.01). Smoking patients, haveowet
initial ~ fact  score.  Forthe slope 3,  of the first
level, the fact score has a significant descentliegd with
the increase of the check number W, =-0.82,

se=1.06,t=-0.77), over time, the gender has lgffect on
the rate of descending, the fact scores of smopat@gnts
has a fast rate of descending than the nonsmokers’.

the slope B, of the first level, the fact score has a

significant ascending trend with the increase ahstypm,
with the symptom changes, the gender has effeth®mate

of ascending, female has a slower rajg, € -5.44,se=7.29,

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-202-8

estimation methods, its more complicated [11]. 8dbg
using the hierarchical linear model to analyze datpiires
more than three times of tracking data, most ofdae is

the female patients have a highehard to meet the requirement. Finally, the outcammgable

in level 1 must be equivalent in each test. Itedts use the
same test tool, the equivalence of the outcomebias can
basically be assured, which means the measuremmsults
are comparable.
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Abstract— The nutrient concentration greatly influences the  concentration, nutrient competition is less impuoita

formation of various colony patterns generated by &cterial

populations. We consider a 2D cellular automaton gwth

model of bacterial colony in the case of nutrientiitation. The

present cellular automaton simulates the growth proess in
order to obtain these patterns in the case of rando

inoculation. We show that numerical patterns are dse to those
experimentally observed in the literature.

Keywords-Cellular automaton; bacterial colony; nutrient
limitation.

l. INTRODUCTION

Bacteria predominantly live in
communities [1]. They develop at any interfacest thie
suitable for microbial growth. Important examplesiere
bacteria develop are teeth [2], waste water treatr®,
problem of biocorrosion [4]. It is well known th#hese
biological systems are combination of several bitravof
interacting individuals. These interacting indivads are
able to produce higher-level patterns especiallthi case
of in-plane expansion of colonies.

In the case of random inoculation, the collaboratad
bacteria has been recently studied
Pseudomonas Aeruginosa [5].

competition between growth and nutrient accessvaying
the nutrient access, several patterns have beeervelos
such as: dense, labyrinth, worm-like, spots or barad big
holes (see Figure 1). The experimental setting istets in
cultivating a biofilm on glass coverslip submergéd
inoculated liquid medium. This study investigatedwh
evolutionary competition among individuals affectsdony
patterns. The main contribution was to providerant link

between higher level patterning and the potentiad f

evolutionary conflict in social systems. The "wolike"
configuration is obtained at the beginning of tkperience
when cells begin to colonize the surface. The entri

surface-associated

in the case of
This study shows the
existence of important links between patterns ahd t

between bacteria, growth becomes heterogeneoysaices
circular colonies deform due to fingering [6] [3]chleads to
the "labyrinth" configuration. Conversely, if theutrient
concentration is saturated, all bacteria have ariemit
access, the nutrient competition is lower, the plgrowth
is fast until reaching the "dense configuration".

GEANAATTRT

AR
7\ §§3‘?""
@

AN

Labyrmth

Nutrient limitation

ez A o8
"F—":‘ IA n.'":"-l _..
Worm-like

Spots

Figure 1. Different colony patterns depending on nutrientasoriration
[5].

Cellular automata are now commonly used in ecology
research. This modeling approach is appealing lsecéu
represents directly the individuals and their bébrav

competition between cells is very important dua fonited
substrate. The colony growth is therefore limited amall
colonies form the biofilm. If we increase the subt
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making easier the link with scientific expertiseoabthe purpose, we consider a bacteriinbocated aki, that gives
ecosystem than in more abstract models. They showirth to a new bacteria, located at x’ such as &ximize the
interesting spatio-temporal patterns that can bapeoed o oy .
with observations. Several individual-based modese probabilty B(x; ,X') as follows:
been used to model bacterial colony patterns incttse of
in-plane expansion.

The aim of the present study is to include the cefitipn B(X ,X) =baw (X' —x )xC(d(x')) (1)
phenomenon in the growth process and to highliglet t
advantages and the limitations of a such model. thisr
purpose, a simple cellular automaton based onuheerical This process represents the probability to a biacter
and experimental observations is proposed in thst fi
section by focusing on nutrient competition aspettss
model is then explored in the case of random iratmn  that is dispersed following the kerne}. This dispersion

and numerical pattems are compared (0 pateiMgemel allows us to model the cell spreading orudase

experimentally observgd in the literature. Resudte ... which is commonly observed in the literature [50]1The
analyzed so as to give new means about competition, . termC(d(X')) represents a competition function
between growth and nutrient access and explanatioribe P P '

emergence of higher-level patterns. The aim is to propose a relevant competition fumcti
C(d(x')) based on the numerical observations performed
in Section 2. This competition function dependgtonlocal
bacterial densityd(X') of the new bacteria, defined as
r{ollows:

located atX; , to give birth to a new bacteria, locatedXat

II.  CELLULAR AUTOMATON OF BACTERIAL COLONY

Discrete modeling of bacterial dynamics has bee
developed using individual-based models or cellular N
automata [7]. They have been already used in seaarh " — o
various domains in order to simulate patterns antiitute d(x) = zw2 (x —X) @)
an additional approach to the differential equaapproach. B
Since 10 years, a lot of individual-based modelbarterial N
biofilms have been developed, mainly by the Delétm [7] where @), represents a competition kernel. Tiig -
[8] [9]. Individual-based model and cellular autdorahave  function is based on circular uniform kernels pagterized
been de_veloped in orde-_r to model bacterial patti;rrtsne with g, and g, as follows:
case of in-plane expansion. Here, we propose asiargle
model of bacteria expansion that focuses on thevifro

rocess including a competition behavior with caafien . _ 1 '
P 9 p p @ (X-X) = —— [x-X < 0,

in order to obtain some of the patterns describedhe (o) @)
introduction. The main originality lies in the fatitat the , L

nutrient dynamics is not modeled. @ (X=x) = 0’|X_X| > 0

A. Spatial distribution of bacteria The functiond(X') takes into account the influence of

other bacteria in the growth process. The function
In the cellular automaton growth model, each bagter enaples us to model a nutrient competition due fova

is only represented by its spatial coordinates #&n ... . - .
dimensions). Letn be the number of bacteria. The diffusion coefficient through the value @f, . Indeed, if we

distribution of bacteria in the 2D space is giventbe list ~ consider a reaction-diffusion model, the distaneénvizen
two bacteria affects the bacteria growth, espaciall the
case of a low diffusion coefficient of the nutrierfthe
influence of the nutrient diffusion coefficient jpess can be
B. Bacteria dynamics represented by the value of, . In an experimental point of
view, this competition process is observed for exanin

Bacteria dynamics only includes a growth procese. Wthe DLA-like patterns [11]. The idea is to modelisth
assume that each bacterium cell has a constanalfgifipgb ~ competition term with a simple function. This cortifien
to produce a daughter cell during a time interdal function C(d(X')) has to have the following properties:

Moreover, we had a competition functidd(d(X')) in
order to take into account the competition behakor this

(% )1<icy Of 2D positions.
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C(0) =1

: "y — 4)
d!LrQlC(d(x)) =0

Furthermore, the function has to have a paraméiatr t
enables us to tune the intensity of the competitoa to the
nutrient concentration. Different functions canused such
as exponential or polynomial We have chosen tHewirhg
polynomial function:

C(d(x)) =[1-d(x)]" (5)

where n enables us to control the intensity of the

competition process. This function has been plotbed
Figure 2.

Value of the competition function C(x)

\
\1=20
o\ K,\
0 S I \ i L L I

0.6 0.7 08 0.9

05 1
Value of d(x")

Figure 2. Value of the competition functio€(d(x'")) following the
number of bacteria in the local environmeitx') .

In the case oh = 0, the competition terfC(d(X')) is
equal to 1, leading to no competition. It leadshewve a
classical growth process where the nutrient comagoh is
very important (limit case). For > 0, the competition term

C(d(x'")) tends toward 0 for a high bacterial density in the

local environment of the potential new bacteriathis case,
the bacteria become "non active". When there és n
bacterium in the local environment of the potentiaw

bacteria, the competition ter@(d(x')) is equal to 1, that

is to say there is no competition. As explainedvabm
enables us to tune the intensity of the competiijsee
Figure 2). For high values aif, the competition is very
important. It leads to slow down the growth of theecterial
population and to simulate bacterial behavioursoled in
Figure 1.
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Finally, the lower the valuef the competition function
C(d(x')), the higher the competition, the lower the value

of the probabilityB(X , X'). It leads that new bacteria has

a higher probability to be located in a new pladeie there
are few bacteria.

The cooperative aspect of bacterial biofilm hasnbee
described in [5] [12]. This cooperation is simphkén into

account through the maximization &(X ,X’) : bacteria

mechanically push the new bacteria where the enriemt
is the most favourable. It enables us to model
mechanical pressure with a preferential directishgfe the
competition is the lowest). Losses in biomass ao¢ n
considered because we consider that this phenomesron
be neglected in this phase of growth. Some simariathave
been done (not reported in this paper) and havershbat
losses in biomass influence the density of bactenid the
dynamics but not the obtained patterns in a quisé&aoint
of view. The aim here is to propose a new growtbcess
(including competition behavior) and to show that wan
obtain patterns observed in the literature with pheposed

growth process

the

C. Implementation
The current model depends on 4 variablgsg,, O,

andn. A cellular automaton has been implemented using a
200x200 um2 grid. The model was implemented in &katl
(7.2) for Windows with the following operations:

1. initialization of a population ofN bacteria randomly
located. The distribution of bacteria in the 2D P& given

by the list(X; )., of 2D positions. Go to step 2.1;

2. growth process:
2.1. initialization of index (i=1). Go to step 2.2;

2.2. the value ofB(X ,X’) is calculated for all

possible locations X following the process
defined above. Go to step 2.3;

2.3. the locationX, that maximizes the probability
B(X; ,X) is chosen. If there are several locations

that maximize B(X ,X’) , the location X, is

randomly chosen. Go to step 2.4;
2.4. a random numbex is chosen in the range
[0,1]. If the value ofa is inferior to the value of

B(X ,X,,), go to step 2.5. Otherwise, go to step
2.6;
2.5. a bacteria located &, is added;
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2.6. if i < N, advance bacterial indeéxand go to 1): no competition leads to a dense and uniform

step 2.2. Ifi = N, go to step 3; configuration; important competition leads to wolike
3. advance time and go to step (2) with the updatedienia  patterns and the labyrinth pattern corresponds he t
distribution. intermediate case;

- influence of g, : O, influences the competition

. RESULTS distance. When the value ©f, is low, the competition
between bacteria is not important. It leads to fembly
_In this section, we have computed the spatial p&téor  with small voids. On the contrary, when the valfiecb,
different values of the parameters. However, weehav is high, large voids are observed within the latyri
decided to fix the value off; (0;=1pm). It seems to be  _ influence of the competition on the bacterial signp:
unrealistic to have a higher value @t. Moreover, if we we can see that configurations are directly linkedhe

final bacterial density. Indeed, the steady stafgedds on
the competition between individuals and on the nema
individuals, that is to say the bacterial densihen the
competition is not importanh€5), bacteria can grow and
we have a high steady bacterial density. On théraon
when the competition is important, the growth iswstd

increase this value, spatial structures tends tarbfrm.
We have choseb = 1 bacterial, here. Note that for low
values ofb, spatial structures don't change but execution
times increase. In the following, we started sirtiales from

an initial state that represented a uniform incboitawith

individuals, placed at random locations. The ihitlansity down by the competition leading to a lower stead
of individuals is equal to 1% of the domain. We éa®sted | Dy petition ny . y
density. From a qualitative point of view, we have

different values ofi and 0, and highlighted their influence compared on Figure 7 the final density calculatexnf
on the competition process:= (1, 5, 15, 25) ands, = (4, the simulated patterns and the density calculated the
experimental patterns. It clearly shows that weehav
same qualitative correlation between densities and
patterns;
- main models enable us to converge to a steadg sta
using losses in biomass. The current model leada to
convergence of the bacterial density with the uka o
competition term in the growth process. We canthaé
patterns are directly linked to the final bactedansity
(see Figure 5).

6, 8) um. Simulations have been stopped when ttrease
of individuals between two time steps is inferior®t1% in
order to have a quasi-steady state. Results atteglon
Figure 3. Comments are:

- influence ofn: n is directly linked to the competition
between individuals. Then-parameter increases this
competition and leads to a decrease of the number o
individuals. Whenn=0 (not reported here) or 1, the
competition is weak and the distribution of the thda is
uniform. Then, whem increases, labyrinth appears and for
high values of n we have worm-like configuratiofitiese
results are concordant with the observed patteses Figure
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IV. CONCLUSION

Since twenty years ago, patterns of expansion jexiu
by bacterial populations have experimentally been
highlighted in the literature. Different models babeen
proposed in the literature, mainly based on difided
equations, in order to simulate these patterns.réwtn
process including competition has been proposedhii
paper that has been implemented in a cellular aattom
The competition aspect is taken into account by the
calculation of a local bacterial density that isigived by a
polynomial function. Results have shown that thieded
enables us to obtain observed patterns in theafasmdom
inoculations. This model leads to steady stateb thié use
of the competition term in the growth process. Resiave
also shown that the obtained patterns are linketthédinal
bacterial density. Finally, this growth process tkwia
competition term) can be used in more complex nmoselas
to take into account competition.
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Figure 5. Steady state densipyfollowing n and o,
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corresponds to the pattern obtained erpamtally in [5];
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obtained with the cellular automaton.
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Abstract— The concept of user experience has been given
much importance in the contemporary human computer
interaction research. However, modeling user experience
requires quality evaluation schemes that are not restricted to
the traditional concepts of usability only, where requirements
have generally been task oriented. On the contrary, in addition
to modeling of usability (or task oriented) requirements,
comprehensive methodologies to model subjective user needs
should be put forward. In this paper, we discuss and relate
various facets of user experience in order to lay foundation for
engineering user experience requirements. In doing so, we
propose a model to capture temporal requirements of user
experience. We further employ this model and integrate it with
the existing ISO 25010 standard to build a comprehensive and
flexible user experience modeling framework. The usefulness
of the proposed framework is also demonstrated by outlining a
general guideline for specifying and evaluating user experience
requirements.

Keywords-user experience modeling; user experience
temporal requirements; quality in use; user satisfaction.

I. INTRODUCTION

User Experience (UX) is an evolving concept to the
extent that we find lack in consensus for its definition [1].
ISO defines UX as a person's perceptions and responses that
result from the use or anticipated use of a product, system or
service [2]. As established in [3], the fulfillment of user’s
task-oriented goals (pragmatics) is not the only thing that
users seek; rather there are certain underlying hedonic needs
that they look and expect the product to fulfill. While
pragmatics (or “do-goals”) focus towards achievement of
user needs that are objective in nature, e.g.,, task
performance, effectiveness, etc., hedonics (or “be-goals™) on
the other hand, focus on the accomplishment of user needs
such as satisfaction, stimulation, evocation, etc. [1]. Also,
UX is not restricted to a momentary or instantaneous
interaction with a certain product or application. The
boundary of UX is wider than a mere user-product
interaction, spreading from anticipation of use to actual use
and further motivation to use. It is over time, that users adopt
certain products [4], retain their usage [4] and then bond
themselves with the product/product brand [5]. UX can
therefore be investigated during and after, even long after,
any interaction [6]. Time dimension or temporal aspects
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together with the environment (or the context of use) are,
therefore, among key factors that influence UX [7].

The “user” part of UX is the key driver towards
achieving UX; although, the product itself has to be well-
designed to enable the user achieve his pragmatic and
hedonic goals. Thus, modeling user experience calls for user-
centered designs (UCD); designs that take into account
traditional user needs as well as those that are abstract and
subjective in nature. Bevan [8] highlights this very approach
and discusses that despite the fact that the UCDs have been
put into practice, they still lack consistency in their
application. He further emphasizes that the UCD processes
need exclusive UX professions that should involve teams
covering aspects such as ergonomics, cognitive sciences,
information quality, etc.

The recent ISO 25010 [9] standard outlines two
perspectives of quality: product and in use. The product
quality perspective relates to the core product design
(internal and external characteristics), while the in use aspect
of quality relates the user interaction with a product in a
specified context of use. Recall, that the concept of UX
bounds itself to the user-product interaction in a certain
environment (context) as well as pre and post user-product
interactions and therefore evolves over time. ISO 25010
therefore can be potentially utilized for modeling UX, by
employing product quality (PQ) and quality in use (QinU)
for modeling respectively “product” and “user-product
interaction” entities of UX. However, if ISO intends usability
to cover the whole UX, it needs to encompass all of its
aspects [10]. Therefore, as a first step towards modeling UX
by employing ISO 25010, we need to assess the extent to
which the current standard captures all dimensions of UX.

Although the current ISO 25010 standard does cover
under QinU the pragmatics and hedonics aspects of UX and
product requirements under PQ, in order to completely
capture and model UX, there is a need to integrate the
temporal aspects [6] of UX along with its core pragmatics
and hedonic dimensions. Using this as our motivation, we
propose to define a UX temporal requirements (UXTR)
model and integrate it with the existing ISO 25010 quality
perspectives to develop a comprehensive and flexible UX
modeling framework. The proposed framework and its
models, i.e., PQ (P), QinU (pragmatics (P) and hedonics (H))
and temporal (T) (2PHT, for short) will represent a complete
picture of UX requirements and thus can be put to use for
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instantiating different models for understanding and
evaluation purposes. The proposed scheme is compliant with
the current ISO standard for quality and is in alignment with
recent related research contributions as well.

Ultimately, the contributions of this research are: (a)
modeling temporal aspect of UX and (b) devising an
integrated and flexible framework for modeling UX.

The rest of this paper is organized as follows: we review
the related work in Section II. Sections III and IV,
respectively, specify our integrated UX modeling framework
and its practical significance for evaluating UX for software
applications. We draw our conclusions in Section V.

II. RELATED WORK

UX has gained much attention in the field of human
computer interaction (HCI) in recent years. Even though
there is a lack of consensus on a unified definition of UX, we
still find in contemporary research, various approaches in
defining and modeling UX. In an earlier classification [11],
an experience is understood as something with a definitive
beginning and end, with whatever happening in between
constituting the UX. According to Bevan [12], user
experience can be conceptualized as:

e An claboration of the satisfaction component of

usability.

e Distinct from usability,

focuses on user performance.

e Broader term for all the user’s perceptions and

responses, subjective or objective in nature.

In one of our earlier works [13], we have listed and
categorized various UX definitions into actors and scenarios,
where actors represent the UX touch points that include user,
product, designer (organization) and environment, and
scenarios represent the interaction phase (interacting, pre-
interacting, design, post-interacting) of the UX. In the same
research a complete UX evolution lifecycle framework
(UXEL) was presented in order to understand the diverse UX
dynamics. In doing so, UX building blocks were identified,
explaining how they interact in three evolution stages of UX
namely: Designed UX, Perceived UX and Actual UX.

As established in Section I that UX involves aspects of
both product (PQ) and in-use (QinU) perspectives of quality
standard put forward by ISO, it is worth analyzing how the
two perspectives have been addressed in contemporary
research. For example, Lew et al. [14] draw relationships
among usability, information quality (IQ), QinU, and UX. In
doing so, they integrate the concepts of PQ, QinU, Actual
usability and Actual UX (2Q2U) in a flexible modeling
framework to evaluate and improve QinU of web
applications (WebApps). Similarly the current ISO 25010 [9]
standard divides the concept of system/software PQ into
eight characteristics and QinU into five characteristics as
shown in Tables I and II respectively. However, in the older
version of the standard (ISO/TEC 9126-1), the concepts of
PQ and QinU were respectively classified into six and four
characteristics. New characteristics and sub-characteristics
have been added and/or renamed in the recent version, to
enhance descriptiveness.

which conventionally
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TABLE 1. ISO 25010 PQ MODEL

(Sub)Characteristics Availability

1. Functional Suitability Fault tolerance

Functional completeness Recoverability

Functional correctness 6. Security
Functional appropriateness Confidentiality
2. Performance efficiency Integrity

Time behavior Non-repudiation

Resource utilization Accountability

Capacity Authenticity

3. Compatibility 7. Maintainability

Co-existence Modularity

Interoperability Reusability
4. Usability Analysability

Appropriateness recognizability Modifiability

Learnability Testability

Operability 8. Portability

User error protection Adaptability

User interface aesthetics Installability

Accessibility Replaceability

5. Reliability

Maturity

Hassenzahl et al. [3] model UX in terms of user’s
pragmatic (or do-goals) and hedonic (or be-goals) goals.
Pragmatic goals or pragmatic quality refers to the user’s
perception about the product quality in its ability to support
carrying out certain tasks, for example completing an online
transaction, and focuses on the product’s usability in making
the user achieving do-goals. Hedonics, on the other hand,
focus towards accomplishment of user’s be-goals, i.e., how
happy or satisfied the user feels after achieving his do-goals
through using the product. They further state that it is the
fulfillment of be-goals over time that the users strive for and
that do-goals are a pre-requisite in achieving user’s hedonic
goals.

Given the current state of research and notions
established on UX, it is clear why UX has become the most
sought after quality aspect in modern day products. Not only
do we expect them to help our tasks done, at the same time
we also expect them to be enjoyable to use and make us feel
satisfied. In light of [3], we can correlate the current ISO
25010 QinU model with the two dimensions of UX, i.e.,
pragmatics (do-goals) and hedonics (be-goals). For example,
satisfaction characteristic can be correlated with hedonic
goals (be-goals) of UX and measures of effectiveness or
efficiency can be correlated with the fulfillment of
pragmatics (do-goals). But since UX also involves a
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TABLEII.  ISO 25010 QINU MODEL

(Sub)Characteristics

1. Effectiveness

2. Efficiency

3. Satisfaction

Usefulness

Trust

Pleasure

Comfort

4. Freedom from risk

Economic risk mitigation

Health and safety risk mitigation

Environmental risk mitigation

5. Context Coverage

Context completeness

Flexibility

temporal dimension [7], it is important that while modeling
UX requirements, we not only consider its pragmatic and
hedonic dimensions, but also take into account its
longitudinal aspect.

III. INTEGRATED UX MODELING FRAMEWORK

The aim of our study is twofold: first, modeling the
temporal aspect of UX and second: integrate the proposed
UXTR model together with the existing ISO 25010 quality
model to build a complete UX modeling framework (as
shown in Fig. 1). The proposed framework can then be used
flexibly to instantiate models for achieving specific
objectives.

A. Modeling temporal aspect of UX

Regarding modeling UXTR, Fig. 1.c shows the following
two characteristics that collectively constitute our proposed
model for longitudinal aspect of UX:

1) Appeal: or “appealingness” (as Hassenzahl [1] calls
it) is defined as the degree to which a user gets motivated to
get engaged with a certain product. It involves phases where
the user associates certain anticipations and expectations
from the product use and is not necessarily restricted to the
direct intercation with the product. Appeal is further sub-
characterized into:

a) Adoption: Defined as the scale that indicates how
many users start using a certain product or application in a
given time period [4].

b) Retention: Defined as the scale that indicates how
many of the users from a given time frame are still using a
certain product or application in some later time period [4].

2) Brand Association: Defined as personal liking or
attachment with a certain service provider or an
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organization that manufactures certain product(s), and has
certain popularity rate in the market and among various user
groups.

Subsections III-B and III-C below, further develop
understanding of the two characteristics described above and
present reasoning for their inclusion in our proposed UXTR
model.

B. Appeal Characteristic

Appeal is a product’s attribute that makes it attractive to
the user as described above. Product characteristics such as
“user interface aesthetics”, “soft feel”, etc. among others,
contribute towards making the product appealing to the end
user. On the other hand, appeal has an in use aspect which is
triggered when the user is actually interacting with the
product in a specific context. Achieving a certain task-
oriented goal (do/pragmatic goal), for example, that satisfies
the user, can attract the user for exploring the product
further. Note that appeal here does not refer to the “visual
appeal”, which has more to do with the outlook or aesthetics
of the product. On the contrary, appeal here refers to the
desire for further interaction with the product.

A third perspective of appeal is temporal in nature and is
beyond product and in-use aspects. Take for example, a web-
based radio application that is to be launched in near future.
There has been a lot of advertisement regarding its potential
success among the listeners and fans of music, and this has
led to individuals having anticipations about their interaction
with the application as soon as it is launched and setting
certain expectations in the form of pragmatic and hedonic
goals. This pre-interaction phase is still motivating the user
towards adopting a certain product, although the interaction
has not begun yet. This form of appeal is still making the
user go through an experience. Similarly, user’s post-
interaction scenario with the application may involve
recounting the earlier experience over a time period and
therefore, making him feel compelled to interact and use
certain features, thus retaining his usage with the application.
This example explains how the dynamics of appeal (or
appealingness) are governed over time, thus making it an
integral part of UXTR. This example also explains our
classification of appeal into adoption and retention as we
have proposed in our UXTR model.

Our proposed addition of appeal characteristic to the UX
temporal requirements model is in alignment with
Hassenzahl’s [1] notion that UX changes over time; e.g., a
product that was stimulating in the beginning might become
less appealing with the passage of time or vice versa.
Further, Hassenzahl classifies appealingness into motivating
and inviting (among others). Our sub-characterization of
appeal into adoption and retention is based upon this
rationale.

C. Brand Association characteristic

Products or services that users interact with are not stand
alone entities. Each product or service is designed by a
certain organization and targeted for a certain user base. A
user-product interaction is not confined to a user’s
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2PHT (Product, Pragmatics, Hedonics, Temporal) Integrated User Experience Modeling
Framework
1SO 25010 PQ Model” ISO 25010 QinU UXTR Model
. Model” .
influences influences
Functional Suitability » [Effectiveness Appeal
Performance Efficiency Efficiency
Compatibility Satisfaction
Usability Freedom from risk
Reliability *depends On | |Context coverage *depends On ¥ |Brand Association
Security
Maintainability
Portability
Product (P) internal/ Pragmatic (P) and hedonic Temporal (T) aspects
external characteristics (H) aspects of UX of UX
(a) (b) ()

* For sub-characteristic level details for the characteristics of PQ and QinU models, refer to Tables I and II. Further details can be found in [9].

Figure 1.

engagement with the product or service, but implicitly
encompasses a hedonic relationship (a bond or association)
between the user and the creator of the product (the brand),
hence the name brand association. Each time a product is
interacted with, an unconscious engagement with its brand is
there. Likewise, when a certain brand is heard of or a brand
name is seen somewhere, an abstract (unconscious)
interaction with one of the brand’s products takes place. In
either case, an experience is triggered.

Association with a brand is not only on a moment by
moment basis. Loyalty with the brand evolves over time and
is therefore, temporal in nature. Since brand association
results in product bonding (and further product usage), thus
affecting the overall UX, this characteristic is included as
one of the characteristics of our UXTR model.

D. Integrating UXTR model with ISO 25010 Quality models

As established in the first section, modeling UX involves
specification of product requirements, the in-use
requirements covering the pragmatic and hedonic aspect of
UX, and finally the temporal requirements. As shown in Fig.
1, all the three constituents of modeling UX requirements
scheme are presented, whereby, our proposed UXTR model
(Fig. 1.c) is integrated with ISO 25010 PQ model (Fig. 1.a)

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-202-8

Proposed 2PHT UX modeling framework

(covering product requirements specification part) and ISO
25010 QinU model (Fig. 1.b) (covering the pragmatic and
hedonic dimensions of UX). Together, the three models form
our proposed 2PHT UX modeling framework, representing a
complete picture of UX requirements.

ISO 25010 states that there exist relationships between
the PQ and QinU views of quality whereby the former
influences the later and likewise the later depends on the
former (refer to Fig. 1). The same approach is extended
towards our proposed UXTR model. We argue that a good
QinU will influence the temporal aspect of UX which in turn
depends on the QinU perspective of the UX (as shown in
Fig. 1).

Our proposed 2PHT integrated framework is also in line
with our earlier work [13] where we define three phases of
UX evolution lifecycle (UXEL), namely Designed UX,
Perceived UX and Actual UX. The first phase (Designed
UX) involves determining UX requirements and involves
requirements elicitation processes leading to a UCD. This
phase, therefore, relates to the first part of 2PHT, i.e., the PQ
(Fig. 1.a). The second phase (Perceived UX) involves the
product specific expectations and anticipations based on the
advertisements, brand association, peer reviews etc. and
therefore relates to the temporal aspects of UX (Fig. 1.c).

66



ICCGI 2012 : The Seventh International Multi-Conference on Computing in the Global Information Technology

The third and last phase of UXEL (Actual UX) involves user
interaction with a product in a specific context of use
resulting in accomplishment of pragmatic and hedonic goals.
The in-use and context specific aspects of this phase relate to
the pragmatic and hedonic perspective (QinU) of UX (Fig.
1.b).

IV. INSTANTIATING 2PHT FRAMEWORK FOR SPECIFYING

AND EVALUATING UX REQUIREMENTS

The purpose of our proposed UX modeling framework is
to consistently evaluate UX from its three perspectives,
namely, PQ, QinU and temporal. Through our integrated
approach, different non-functional requirements related to
UX can be specified in order to meet specific evaluation
needs for improving UX. In this section we outline a general
guideline for instantiating our proposed 2PHT framework for
specifying and evaluating UX requirements.

A. Specifying UX requirements employing 2PHT
framework

Utilizing our proposed 2PHT UX modeling framework,
we choose “user interface aesthetics” (UIA) (a sub-
characteristic of “Usability”, refer to Table I) as an example
and specify its requirements from PQ and QinU perspectives
of UX. Requirements specification from both views (i.e., PQ
and QinU) is in alignment with ISO which categorizes a
quality construct into a collection of related sub-
characteristics providing a convenient breakdown of a
quality concept [9].

1) Specifying PQ UIA Requirements

For specifying UIA requirements from the product
perspective, the PQ model (Fig. 1.a) of our proposed 2PHT
framework can be employed to instantiate the UIA sub-
characteristic of wsability. In light of Pham’s [15]
categorization of aesthetic design principles, a complete
requirement tree for PQ UIA can be specified. For the
purpose of demonstration, a generic breakdown (sub-
characterization) of the PQ UIA sub-characteristic is shown
in Table III.

2)  Specifying QinU UIA Requirements

For specifying UIA requirements from the user (or in-
use) perspective, the QinU model (Fig. 1.b) of our proposed
2PHT framework can be employed. Further, the QinU model
can be supplemented with “Aesthetic Appeal” sub-
characteristic under “Pleasure”, which is a sub-characteristic
of “Satisfaction” (refer to Table II). The reason to add
aesthetic appeal under the Pleasure sub-characteristic is that
aesthetics affects the pleasure and harmony that users
experience while interacting with a product [16] and is a
strong determinant of user satisfaction [17]. Based on this
rationale, a generic breakdown of QinU Aesthetic Appeal is
shown in Table I'V.

B. Evaluating UX requirements Employing 2PHT
Framework

In this sub-section, taking the same example as in

subsection IV-A, we outline general principles for practically
evaluating UX requirements based on the requirements
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TABLE III. PQ UIA REQUIREMENTS TREE

2PHT.PQ UIA requirements

1 User Interface Aesthetics (UIA)

1.1 sub-characteristic 1

1.2 sub-characteristic 2

1.2.1 attribute 1

specified in subsection IV-A. We further lay foundation to
observe the resultant PQ and QinU evaluations effect on the
longitudinal aspect of UX utilizing our proposed UXTR
model (Fig l.c) of the 2PHT framework. Further, QinU
evaluation can involve subjective surveys asking users
questions about their interaction with a particular product,
whereas the PQ evaluation can be done through manual
inspection.

1) UIA evaluation from QinU perspective

As per the ISO premise, PQ influences QinU (refer to
Fig. 1). Therefore, at first, the current state of UIA of an
application can be evaluated during real time user
interaction. In order to carry out the subjective evaluation for
UIA, the QinU requirement tree specified in Table IV can be
mapped with standard subjective questionnaires for usability
testing. Users response, for example on a 7-point Likert [18]
scale with responses varying from “strongly disagree” to
“strongly agree” scale labels, can be used to evaluate the
corresponding characteristic/sub-characteristic of aesthetic
appeal. The overall rank of aesthetic appeal can then be
calculated by aggregating the scores of its constituent sub-
characteristics.

2) UIA evaluation from PQ perspective

For evaluating the UIA from the PQ point of view,
different metrics can be developed for objectively
quantifying UIA sub-characteristics and attributes. For the
purpose of demonstration, we define a metric for “object
clarity” (where object can represent text, image, or animation
on the Ul) that can be treated as a sub-characteristic of PQ
UIA requirements outlined in Table III. This metric
classification is shown in Table V.

C. PQ and QinU evaluation analysis

Evaluation results for both PQ and QinU perspectives of
UIA will set the stage for improvement considerations.

TABLE IV. QINU UIA REQUIREMENTS TREE

2PHT.QinU UIA Requirements

1 Satisfaction

1.1 Pleasure

1.1.1 Aesthetic Appeal

1.1.1.1 sub-characteristic 1

1.1.1.2 sub-characteristic 2

1.1.1.2.1 attribute 1
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TABLE V. METRIC CLASSIFICATION FOR PQ UIA EVALUATION

UIA PQ
Evaluation metric Details
item

Characteqst?c/Sub- User Inteface Aesthetics (UIA)

Characteristic

Attribute name Object clarity

Metric name Object clarity level

Obicctive Determine if the objects on the UI (such as text,

) image, animation, etc) are visually identifiable

The Ul is inspected to determine the object

Measurement clarity level rating on a scale of 0-3. Observers

method observe whether objects on the Ul are visually
identifiable.

Scale Numerical percentage ratio
(0) none of the objects on the Ul are visually
identifiable; (1) few of the objects on the Ul are

Allowed Values visually identifiable; (2) most of the objects on
the Ul are visually identifiable; (3) all of the
objects on the Ul are visually identifiable.

Based on the QinU UIA evaluation, improvement

recommendations from the design perspective can be
deduced. Improving the design on the basis of improvement
recommendations will call for another round of PQ and
QinU evaluations to see if the improvement from the PQ
perspective also resulted in improvement in the QinU aspect
of UX.

D. Evaluating temporal aspect of UX

Once the recommended improvements have been
performed on the PQ side and the desired level of QinU has
been achieved, we can assess the resultant effect of the
improvement on the temporal aspect of UX.

For example, we can examine our proposed UXTR
model to specify the temporal requirements. This
requirement specification is shown in Table VI. Based on
our proposed UXTR model, adoption and retention sub-
characteristics can be measured intrusively or as outlined in
[4], to evaluate the appeal requirement of the instantiated
model. Similarly, the brand association characteristic can
also be evaluated using subjective surveys. Collectively, the
evaluation measures for appeal and brand association can
give a measure for the temporal aspect of UX. Note that,
since the temporal aspect evolves over time, evaluating
UXTR will span over a specific time period, consisting of
multiple rounds of intrusive evaluations focusing on the
same group of users.

V. CONCLUSION AND FUTURE WORK

In this paper we have related three perspectives of UX
namely: PQ, QinU (Pragmatics and Hedonics) and
longitudinal (temporal). In doing so, we have developed an
integrated framework called 2PHT for modeling UX by
proposing a UXTR model and integrating it with the current
ISO 25010 standard. We have provided reasoning for our
proposed UXTR model in which we have introduced two
concepts of appeal and brand association as the
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TABLE VI. MODEL COMPOSITION REPRESENTING UXTR

2PHT.UXTR

1. Appeal

1.1. Adoption

1.2. Retention

2. Brand association

characteristics defining the longitudinal dimension of UX.
We have also characterized the concept of appeal into
adoption and retention sub-characteristics and described
their importance in light of the current research. A
demonstration for a specific requirement tree instantiation
and evaluation, based on the proposed framework is also
given. The three constituent models (Fig. 1.a, 1.b and 1.c) of
our proposed UX modeling framework are intended for
modeling UX requirements for software products as a whole
and can therefore be used to evaluate and improve UX
aspects for different types of software, such as WebApps, for
example.

Based on this research, our future work focuses on
devising a thorough strategy that will involve experience
requirements elicitation and recommendation processes
combined with our 2PHT UX modeling framework for
evaluating and improving UX of software applications with
focus on geographic information systems and digital earth
applications.
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Advancing Disaster Response Systems
Implementing Biometric Technologies as Demographic Identifiers
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Abstract— This study covers multiple findings from the origin
of biometric technology, its application in the modern world,
and new ideas that have made this technology practice very
useful and popular. It also provides an assessment of how
future developments of Natural Disaster Response Systems can
benefit from utilizing parts of this technology during search
and rescue situations to administer emergency medical care for
disaster-stricken victims that may be unresponsive and without
identification. Using biometric technologies such as fingerprint
identification and iris recognition software on handheld
devices will allow responders to scan fingerprints or the iris of
unresponsive victims to gain emergency medical records that
their healthcare professionals use to treat them.

Keywords-biometric technology; natural disaster; response
systems; fingerprint; iris; handheld; emergency medical care

. INTRODUCTION

Agencies on the local, state, or federal level all face
different challenges and continue to encounter issues when it
comes to rescuing and administering emergency medical
assistance to stricken victims. The first Emergency
responders that arrive on the scene - firefighters, police,
coast guards, paramedics, etc. - can only apply emergency
care within their realm. Agencies that manage disaster
situations however, have been taught the proper response
procedures. In terms of technology, emergency responders
have limited options for managing and/or delegating tasks.
Despite these limitations, disaster situations occur more
frequently than they have historically, spurning the need for
advancements in how responders apply medical assistance
and what resources are available to help them do this in the
most efficient way. Potential drawbacks of this advancement
are: security breaches, accuracy, consistency, cost, privacy
and legal issues, adaptation to newer technologies (in an
environment where new technologies emerge often) etc.
Nonetheless, with a rapidly changing world and considering
natural and man-made disasters of the past couple decades,
these two factors alone provide sufficient cause to make
more resources available to target such technologies that
could save more lives in the wake of such events.

Currently, fingerprints and iris recognition are two
biometric identifiers used within various industries as tools
to enhance security. Although very few states attempt to
implement biometric technology within their disaster
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response models, more widespread use can help deliver
specialized emergency response to victims who may have
special needs (e.g., may have preexisting conditions that
responders don’t know of, etc.). The use of these
technologies to acquire emergency medical records of
victims to aid in life-saving treatments may be the next step
in improving disaster response, bridging care that would be
received at hospitals or other medical facilities.

The significance of the problem began after Hurricane
Katrina pounded the Gulf Coast and most of the 1 million
people displaced by the storm were left with no medical
records, making it difficult, if not impossible, for emergency
responders working on scenes, medical centers and
community hospitals to treat them [1]. The patient medical
histories remained unknown and medical responders made
vital treatment decisions with incomplete information.

In the case of the Haiti earthquake, the Haitians were
under-served and under-represented by the lack of medical
knowledge and health services. Patients didn’t had medical
records to make available for emergency medical responders
but just a sticky note from the triage tent with a chief
complaint, age, and sex on their chests [2]. If by any chance
any of the patients were transferred to another medical
station, a piece of paper with critical information listed
would be taped to their chest.

Biometrics consists of methods for uniquely recognizing
humans based upon one or more intrinsic physical or
behavioral traits. In computer science, in particular,
biometrics is used as a form of identity access management
and access control. It is also used to identify individuals in
groups that are under surveillance. Biometrics comprises of
two parts; the physical and behavior aspects. Features
measured include face, fingerprints, hand geometry,
handwriting, iris, retinal, vein, and voice [3]. The fingerprint
identification is one of the most well-known and publicized
biometrics because of their uniqueness and consistency over
time, fingers have been used for identification for over a
century, more recently becoming automated. Iris recognition
is the process of recognizing a person by analyzing the
random pattern of the iris. The automated method of iris is
relatively young, existing in patent only since 1994 [4]. The
iris is a muscle within the eye that regulates the size of the
pupil, controlling the amount of light that enters the eye.

This study will further cover the statement of the problem
which describes includes key dependent and independent
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variables, the research question and a hypothetical account if
such technologies were to be implemented, assumptions,
limitations such issues hindering the use of biometric
technologies to acquire victim information; and delimitations
that should be taken into account for this concept to be
eventually become reality.

Il.  STATEMENT OF THE PROBLEM

There is a need for these responders in the frontlines of
natural and man-made disasters to have access to victims
emergency medical records which in turn allows them to
efficiently provide the best medical services to those with or
without unique health situations. In the cases of Hurricane
Katrina and the earthquake in Haiti, providing medical
assistance to victims proved to be very tough without the
presence of effective medical care information.
Unresponsive victims either died from not been given proper
medical treatments or experienced further complications
from allergic reactions to improper treatments.

The utilization of fingerprint and iris recognition as
demographic identifiers in a disaster response system will
allow first responders and professional disaster workers to
efficiently provide the best medical services to those with or
without unique health situations. The key variables of the
problem will help answer the question about the influences,
the factors contributes to the presumed effect of saving more
lives in disaster situations. These variables include:

Dependent

e  Electronic medical records databases

o Developed software web application

e Handheld mobile devices equipped with fingerprint
and iris scanner

Independent

o Disaster response command center
e Medical care centers
e  Emergency mobile units

The process of advancing current response systems would
start from the development of electronic medical records of
inhabitants in each community regardless of whether there
are known or unknown issues. This will help populate a
National Biometric 1D database and also provide to baseline
to giving responders adequate knowledge in providing
response care if needed. It can be updated at the request of a
prospective client to their assigned physicians. For example,
proper information about a client would help avoid a
responder treating an unresponsive victim with antibiotics
that they are allergic to.

An efficiently ran command center has to be able to
translate received data into valuable information for
responders in the field to properly utilize. With information
been passed down, responders on-scene can quickly
determine at the side of a responsive and unresponsive
victim if they administer medical care right away or be
transported to a nearby medical center. With appropriate
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mobile devices on hand that are equipped with federal
regulated finger and iris recognition software that will be
developed, a responder can receive real-time medical
information about victims and how best they can be treated
to avoid further health complications besides the shock from
experiencing the event. Mobile units including ambulances,
medical helicopters and even foot responders have to be
properly dispatched with these mobile devices in order to
shorten the response time in these disaster situations. The
process in Figure 3 displays a conceptual framework of the
prospective concept’s flow of research and development.

Medical care centers

k.

Electronic medical records

k.

Disaster response command center

Mobile Units

Handheld Devices

Figure 1. Conceptual framework.

An investigation will be conducted to help analyze and
interpret data, sources and results by employing a hypothesis
testing approach. Considering the type of research problem
stated earlier, a well suggested experiment to employ will be
based on both a lab and a field approach as described below:

Lab

e Done inan artificial or contrived environment.

e To control other factors that might contaminate the
discovery of the cause-and-effect relationship.

e To manipulate the independent variable to establish
the extent of its causal effect.

e Done in the natural environment where activities
take place regularly.

e It may not be possible to control all
contaminating factors.

e  The use control groups.

the

A conducted lab experiment will allow for the recording
and studying of real time request and response times during
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the use of these handheld devices. The experiment will also
track the use of the fingerprint and iris recognition
capabilities. This will allow for the creation of guidelines to
follow when interacting with responsive and unresponsive
clients. It will also allow me to measure the difference
between traditional interaction between responders and
clients before medical care is administered. Reducing that
time and administering the right medical will make the
biggest impact on whether the implementation of that
technology will be successful. This process will validate the
testing internally due to a controlled environment that will be
simulated.

There will be dual types of useful data in this situation,
some primary and secondary sources of data. The primary
sources will be individual emergency responders and a
focused group of emergency responders (two different
townships); and the secondary source will be analyses
gathered from the industry's emergency decision makers. In
collecting data from individual emergency responders, an
assessment can be made on how they personally feel it
improves their performance in assisting patients in a lab or
field environment with the presence of obstructive or non-
obstructive measures. This data will also ascertain if there
can be possible changes in the system processes from start to
finish. With a focus group of respondents, interpretations and
opinions can be collected on how effectiveness and
efficiency evolves within a team in a controlled environment.
It will display how quickly a respondent can end a task and
assist in another to safeguard more lives. In terms of figuring
out how a secondary source like analyses collected from the
industry of emergency respondents will be utilized, it will go
to show more than just in-field data like other influences
involved in the business of saving lives. It will also show
how saving time and costs in effectively managing man
hours, legal and non-legal measures, community acceptance
etc. can either encourage the project’s implementation or not.

A structured set of survey questions will be utilized and
observations will be closely monitored during experiments.
The survey will be designed to fit the lab and field tests
individually since there are specifically influences to both.
Questions for the respondents will curtail to field operations
and the other set of questions relating to the industry’s
analyses will be referred to agency managers. Both sets of
questions will be arranged properly and accompanied by
clear instructions, guidance and good alignment to minimize
biases so as to acquire the best assessment from both parties.
Observation will only occur during the lab and field testing
to collect data on how reducing the time and administering
the right medical can make the biggest impact on whether
using biometric technologies such as fingerprints or iris
recognition to access medical data from secure data servers.

Based on the data collection methods which involves the
selection of emergency responders (Paramedic personnel),
conclusions should be drawn based on how many samples
are collected. Samples collected will be examined closely
because the results will almost mirror how real-time
performances will occur. To keep the sample simple and
random, there should be participation from fifty different
paramedic agencies who can allow the involvement of two
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personnel each. This will allow for close observation of
partners working together to attend to a patient in a fast and
efficient manner while utilizing the technology. Training
sessions will take place initially to give the responders ample
time to get familiar with the device. There will be no bias in
the selection process because if the device is successfully
lunched, every responder will be required to partake in
training so as to keep procedures at an even standard.

After the data sampling information are recorded, they
will need to be analyzed and interpreted properly to become
useful to the project. The Analysis process will include the
interpretation of the results from the experiments conducted.
There are steps that will be followed before analysis which
include:

o Editing data
Handling blank responses
Coding
Categorizing
Entering data

Once these steps have been followed carefully, getting a feel
for the data collected from paramedics would follow. Also
testing the goodness (stability and validity) and the
hypothesis of the data would follow suit to ensure that
mistakes are omitted and the process works.

Like all other technologies, they will have performance
standards or metrics which must be evaluated first before
implementing them in disaster recovery systems. Biometric
News wrote that these performance standards, or metrics, are
widely used by the biometric industry in order to gauge the
effectiveness of the various biometric technologies. These
standards are not particular to any specific biometric
technology; they apply to all of the technologies [5]. These
standards are:

The False Acceptance Rate;

The False Rejection Rate;

The Equal Error Rate;

The Failure to Enroll Rate;

The Ability to Verify Rate.

This could pose to be very disastrous in scenes because
everything going on is already hectic and such systems are
meant to bring some sought of stability in the areas of
emergency medical care. Equipping a handheld disaster
response device a fingerprint scan and iris recognition can
end up saving more lives of disaster struck victims and it
should be able to rely on emergency medical information
that can be accessed by the response team onsite.

There are various benefits and disadvantages of
implementing biometric technologies as identifiers. The
government would play the largest role in its use in order to
monitor security for its citizens just like the United Kingdom
that already uses a National Biometric ID. There are few
reasons why it’s been slow to be implemented in the U.S due
to survey responses conducted concerning cost, risks of
information misuse, privacy of personal data, and security
[6]. Figures 2 & 3 below show the graphical illustrations
from an earlier study.
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Benefits Of Using Biometrics (%)
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® Enhanced security
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Figure 2. Benefits of using biometrics (%).

Disadvantages Of Using
Biometrics (%)

agp 1904% 7% o

Figure 3. Disadvantages of using biometrics (%).
V. Chu, and G. Rajendran (2009), “Use of biometrics”.

I1l. RESEARCH QUESTION/HYPOTHESIS

Research Question

Can the implementation of biometric technologies such
as fingerprint and iris scan recognitions in disaster response
systems be utilized as useful demographic identifiers in
providing emergency medical responses to disaster stricken
victims?

Hypothesis

Since natural or man-made disasters do not happen as
often, it will be adequate to employ the help of paramedics
who are healthcare professionals that work in emergency
situations regularly to responsive and unresponsive patients.
Paramedics provide advanced levels of care for medical
emergencies and trauma. The majority of paramedics are
based in the field in ambulances, emergency response
vehicles, or in specialist mobile units such as cycle response.
They provide out-of-hospital treatment and some diagnostic
services, although some may undertake hospital-based roles,
such as in the treatment of minor injuries. They have to
perform at high expectations in every giving situation just as
a disaster responder would, including following ethical and
work related guidelines. With this approach, the paramedics
will be able to utilize the proposed handheld devices that will
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run the web application software that handles fingerprint and
iris recognition to retrieve medical information related to the
clients.

This process validates the testing externally due to the
fact that we will be aware of how and when it will be
utilized. It will record real-time response of data request
from the server to the handheld device and how effectively it
assists the paramedic in applying medical care. A request
will have to be made to the client to allow for the testing. A
survey will be administered to clients that received
treatments from the participating paramedics about how they
felt about the medical assistance they got. It will studied to
see if using the device saved ample time spent in trying to
ask about medical information from the clients rather than
spending it on actually treating them, not to mention the
unresponsive ones.

IV. ASSUMPTIONS

Emergency medical records (EMRs) or Electronic health
records (EHRs) can play big role in helping emergency
responders during disasters because that would be direct
access to important data that can cut down the increase in
fatalities. Digitized records provide a timely, cost-effective
way to share patient information. If physicians aren't using
them in their private practices, they lose those benefits, as do
the hospitals they work with [7]. If physicians can utilize this
this system effectively, why can’t emergency responders do
the same? EMR systems can integrate evidence-based
recommendations for preventive services (such as screening
exams) with patient data (such as age, sex, and family
history) to identify the ones that need specific services.

A group of researchers at Weill Cornell Medical College
and the University of California, Davis, where they predict
improvements in patient outcomes after a major earthquake
through more effective use of information technology. They
insist a control tower-style telemedicine hub to manage
electronic traffic between first responders and remote
medical experts could boost the likelihood that critically
injured victims will get timely care and survive, according to
the team's computer simulation model [8]. Currently the use
of biometric technology is being used to track responders on
scene by an emergency command center. With a smart
mobile computer in the hands of responders, they can bring
real-time mobile data to the point of activity. On site at an
incident, such solutions can help rapidly screen, check in,
and track first responders. Motorola developed mobile
devices using mobility solutions that help improve the
efficiency and effectiveness of first responders. However,
with firefighters, police, rescue, EMS, and other first
responders flooding the scene, keeping track of personnel,
victims, and assets is no easy task. When every second
counts, the paperwork burden and its associated productivity
loss can translate into lost lives [9].

Furthermore, with manual systems, critical information
often resides on clipboards at the scene and is inaccessible to
offsite command centers, evacuation sites, hospitals and
other agencies. Complete electronic record documents are
made available when responders enter and exit an incident
scene which will provide National Incident Management
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System compliance (NIMS) which mandates visibility into
available resources to best prepare for, respond to and
recover from an incident as well as efficient communications
and information access during an incident.

The Emergency Operations Center (EOC) is the physical
location where various organizations come together under
the direction of Emergency Operations Management (EOM)
during an emergency to coordinate response and recovery
actions and resources. These centers may alternatively be
called command centers, situation rooms, war rooms, crisis
management centers, or other similar terms [10]. During an
incident, there may be a need to confirm the identity and
medical credentials of an individual clinical care provider
when they request permission to enter the scene. At this step
in the flow, the incident control personnel at the scene could
request confirmation of the medical credentials in one or
more possible ways, including:

e Via a request made to EOC systems. That center
could either confirm the credentials from their own
internal information sources (e.g. EMTs on staff for
at center), or via a query to the Health Information
Service Provider. In the latter instance, the response
to the query could potentially include additional
information that may be used to identify and
authenticate the individual, as well as information
which describes the role(s) which that individual is
authorized to perform (as defined in steps I and I11).

o Potentially via a field-deployable authentication
device (e.g. identification card reader or biometric
device) which could transmit information directly to
a remote authentication service and receive
authentication confirmation and authorization
information in return.

e There may be additional mechanisms available for
querying to confirm the credentials of a medical
provider in the field. For example in the future, it
may be possible to make this query directly from
the field without the need for an intermediary (e.g. a
query sent directly from the requestor to a registry
service).

This is an on-going trend that wasn’t seen as a possibility in
the area of emergency response that has continued to gain
popularity. Emergency response officials in Tallahassee,
Florida, for example, must pass through a biometrics-enabled
security system to access their Emergency Operations Center
(EOC) as well as their daily office space [11]. There
fingerprint scanners at the center where they go up to the
doors and put their fingers on to be scanned. It has to be done
to be able to access the building.

Federal Emergency Management Agency (FEMA) did a
case study in 2008 on responder authentication which stated
that advancements in biometric technology and the
development of biometric tools for the public safety realm
have begun to provide solutions to identity verification issues
[12]. Such technologies, when integrated into emergency
management plans and processes, can be a powerful tool for
emergency response organizations in both meeting day-to-
day operational needs and disaster response.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-202-8

V.  LIMITATIONS/DELIMITATIONS

There are several weaknesses that could revolve around
implementing these types of technologies currently for
disaster response which could possibly include security
breach issues, accuracy, consistency, cost, privacy and legal
issues, adaptation to newer technologies etc. Some of these
limitations carry more effect than others but should all be
considered as relevant challenges to this study. The major
concerns for the general public's acceptance of the voluntary
use of biometrics identification will be: privacy, necessity
and identity protection. Many individuals will be concerned
that information collected about them could be used against
them such as medical records preventing them from the
ability to get health or critical illness insurance. Major
restrictions that will not be able to be addressed include
policies by governing bodies on how medical records are
assessed and the absence of a national biometric
identification.

Just as the credit bureau keep track of how well we pay
our bills and manage our credit, so does the Medical
Information Bureau (MIB) on everyone that applies for
health insurance and they are required to follow the same
rules as the credit bureau because they are considered by the
government to be a consumer reporting agency, its services
must adhere to the US Fair Credit Reporting Act and the Fair
and Accurate Credit Transactions Act. The purpose of MIB
is to provide a vehicle for each of its members to contribute
health and medical information obtained in connection with
the underwriting of, and payment of claims made under, life
and health insurance policies, and receives this same type of
information contributed to MIB by other members [13]. MIB
operates under certain but not all rules and regulations under
the Health Insurance Portability and Accountability Act
(HIPAA) of Privacy Rule as also stated in the article. This
allows them to collect important medical data and share it to
its members.

The Health Insurance Portability and Accountability Act
(HIPAA) Privacy and Security Rules protects the privacy of
individually identifiable health information; the HIPAA
Security Rule, which sets national standards for the security
of electronic protected health information; and the
confidentiality provisions of the Patient Safety Rule, which
protects identifiable information being used to analyze
patient safety events and improve patient safety [14].
Although this agency would be considered one of the biggest
hindrances to the concept of using biometric technologies
during disaster response, it would make sense to have state
legislatures approve the development of an emergency
medical record database that would strictly assist emergency
responders on the frontlines of disasters. Policymakers can
sponsor universal electronic medical records (EMRs) and
propose incentives for “meaningful use” of EMRs. They also
state that even though emergency responders are particularly
sensitive to the benefits and unintended consequences of
EMR adoption, surveillance has been limited [15]. This just
means that if further research can be approved by
government officials who oversee emergency response
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agencies, the ability to display to the public that collecting
these medical data can be advantageous.

Although this concept may seem out of reach in reaching
reality, disaster response continues to lack focus from the
U.S government and the past few disasters that occurred
showed how much more response processes needs to be
addresses and improvements to be made to save more lives.
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Abstract—  Deoxyribonucleic acid (DNA) computing
fundamentally being similar to parallel computing provides a
nice way to make trillions of similar calculations in less than
moment. Moreover, DNA computing has ability to solve main
NP-complete problems such as Hamilton Path Problem, 3-SAT
Problem, and Maximum Clique Problem. In this paper, we
apply DNA computing to solve Shortest Hamiltonian Path
Problem using two steps. First one, determine all Hamiltonian
path from specific weighted graph, and then, in second step, we
select the shortest one and return it as solution of our problem.

Keywords-Shortest Path Problem; Hamilinion Shortest Path
Problem; DNA Computing; NP Hard Problems.

I INTRODUCTION

DNA computing is a form of computing which uses DNA,
biochemistry, and molecular biology, instead of the
traditional silicon-based computer technologies [10]. DNA
computing, or more generally molecular computing, is based
on manipulations with DNA strands using some basic
biological transformations. Being very similar to parallel
computing, DNA computing promises to solve many NP-
complete problems, much faster than modern silicon-based
computers do [13].

Leonard Adleman of the University of Southern California
initially developed this field. In 1994, Adleman
demonstrated a proof-of-concept use of DNA as a form of
computation, which solved the seven-point Hamiltonian path
problem (HPP) [2]. HPP is to find an air flight path from
given cities such that each city is visited once and only once.
Therefore, HPP is NP-complete Problem [1][[2][9][12].
Particularly, since Adleman solved a small instance of the
Hamilton path problem successfully, the DNA computing
has become a new focus in the scientific areas of
nanotechnology, biology, mathematics, medicine and
information science [4][5]. Compared with electronic
computers, which often need exponential time, DNA
computing has its own advantages. With its huge parallelism

for computing, almost 1018 information data can be
proceeded in parallel [2].

After that, a major goal of subsequent research is how to
use DNA manipulations to solve P and NP-hard problems,
especially 3-SAT problems [17]. 3-SAT is one of NP-
complete problems, and it is as hard as all the other NP
problem, which is to search for a model (or solution) of a set
of clauses with each clause composed of no more than three
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literals, where a literal is a variable (or an atom) or its
negation. Various solutions were tried to solve the 3-SAT
problem, Lipton [6] proposed DNA experiments on test
tubes to solved a satisfiability problem based on DNA sticker
computing model. Later, Ouyang used short linear dsDNA
molecules and DNA restriction enzymes to solve maximal
clique problem [7]. After that, another way for DNA
computing was developed, In 2000, Liu et al. [8] introduced
a new simple case and method to solve a 3-SAT problem, in
which the feasibility of DNA surface computing was verified
and also proved that the fluorescence could be used
accurately in DNA computing.

Moreover, there are many weight encoding method have
been studied in literature like in [14][15][16][17]. Thus,
further study of the DNA encoding of weight is very
important. Notably, the weight encoding methods are mostly
used to Finding simple shortest path problem, which is P
problem. Based on the existing literature, we show many
methods and algorithms proposed to solve shortest path
problem [14] [15][17], but these methods can only solve a
specific examples and there are some limitations and
concentrations in these methods .In other hand, Hu et al. in
[16] proposed an effective and new IMCE encoding method
based on Incomplete Molecule Commixed Encoding and use
this method to find the shortest path of a seven vertex
weighted graph.In order the shortest path problem is a
variant of the Hamiltonian path problem in that it asks for the
shortest route/path between two given nodes, and because
the methods proposed in [16] is very effective comparing to
other proposed methods in literature, we apply the
Incomplete Molecule Commixed Encoding (IMCE)
encoding method proposed in [16] in weighted directed
graph to investigate the solution of the shortest Hamilton
path problem using DNA computing.

The rest of this paper organized as follow: Since the DNA
computing required understanding of biological structure and
operation of DNA, we will present general background about
this issue in Section 1. In Section 2, we define our problem
in formal way. After that, in Section 3, we will illustrate how
we use DNA stand to encode shortest Hamiltonian Path
Problem. In Section 4, proposed DNA algorithm will be
presented. Then, our result and analysis will be demonstrated
in Section 5. Finally, our conclusion and contribution appear
in last section.
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II. DNA BIOLOGICAL BACKGROUND

In order to understand the DNA computing application,
and because the DNA molecular is little bit consider as
sophisticated for computer scientist reader, we give the
reader foundation about the molecular biology. In this
section, we present the DNA biological structure and the
main DNA operation.

A. DNA Structure

The (deoxyribonucleic acid) DNA stand is encodes the
genetic information of cellular organisms. It consists of
polymer chains, commonly referred to as DNA strands [1].
Each strand may be viewed as a chain of nucleotides, or
bases, attached to asugar-phosphate “backbone”. An n-letter
sequence of consecutive bases is known as an n-mer or an
oligonucleotide (commonly abbreviated to “oligo”) of length
n. Strand lengths are measured in base pairs (b.p.). These
complex molecules are composed of basic blocks called
nucleotides, nucleic acid bases A (adenine), G (guanine), C
(cytosine), and T (thymine) [or U (uracil) in RNA] [5]. Each
strand, according to chemical convention, has a 5” and a 3’
end, thus, any single strand has a natural orientation. The two
pairs of bases form hydrogen bonds between each other, two
bonds between A and T, and three between G and C. Each
base has a bonding surface, and the bonding surface of A is
complementary to that of T, and that of G is complementary
to that of C. This complementary rule is called Watson—
Crick complementary. A single DNA strand can pair with
another strand when their sequences of bases are mutually
complementary and the chains have opposite polarity [1].
Here is an example of a double stranded DNA chain.

5 CCCAATGAACCCCATIT 3’

3> GGGTTACTTGGGGTAAA ¥’

B.  DNA Operations

Some (but not all) DNA-based computations apply a
specific sequence of biological operations to a set of strands.
These operations are all commonly used by molecular
biologists. In this section we describe the basic and more
important of them in more detail.

1) Synthesis

The synthesizer is supplied with the four nucleotide bases
in solution to obtain randomly all possible solutions, which
are combined according to a sequence entered by the user.
The instrument makes millions of copies of the required
oligo and places them in solution in a small vial [18][20].

2)  Denaturing, annealing, and ligation

Double-stranded DNA may be dissolved into single strands
(or denatured) by heating the solution to a temperature
determined by the composition of the strand [2]. If a
molecule of DNA in solution meets its Watson-Crick
complement, then the two strands will anneal that is, twist
around each other to form the famous double helix. In other
hand, annealing is the reverse of melting, whereby a solution
of single strands is cooled, allowing complementary strands
to bind together.
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In double-stranded DNA, if one of the single strands
contains a discontinuity (i.e., one nucleotide is not bonded to
its neighbor), then this may be repaired by DNA ligase. This
particular enzyme is useful for DNA computing, as it allows
use to create a unified strand from several strands bound
together by their respective complements. [9][18]. DNA
ligase is used by the cell to repair breaks in DNA strands.

3) Separation of strands

This operation mainly use when we need select specific
solution or in filtering step. For this, we may use a
“molecular sieving” process known as affinity purification.
If we want to extract from a solution single strands
containing the sequence x, we may first create many copies
of its complement, x. We attach to these oligos biotin
molecules (a process known as “biotinylation”), which, in
turn, bind to a fixed matrix [18].

4) Gel electrophoresis

The contents of a test tube can be separated by increasing
length. This is achieved by gel electrophoresis, whereby
longer strands travel more slowly through the gel.
Electrophoresis is the movement of charged molecules in an
electric field [20]. Since DNA molecules carry a negative
charge, when placed in an electric field, they tend to migrate
toward the positive pole. The negatively charged DNA
molecules move toward the anode, with shorter strands
moving more quickly than longer ones [4]. Hence, this
process separates DNA by length

5) PCR

PCR employs polymerase to make copies of a specific
region (or target sequence) of DNA that lies between two
known sequences. In order to amplify template DNA with
known regions (perhaps at either end of the strands), we first
design forward and backward primers (i.e. primers that go
from 5’ to 3’ on each strand. We then add a large excess
(relative to the amount of DNA being replicated) of primer to
the solution and heat it to denature the double-stranded
template. Cooling the solution then allows the primers to
anneal to their target sequences. We then add the
polymerase, which extends the primers, forming an identical
copy of the template DNA. Thus, if we then repeat the cycle
of heating, annealing, and polymerising, it is clear that this
approach yields an exponential number of copies of the
template (since the number of strands doubles after each
cycle) [18][20].

III. PROBLEM DEFINITION

In this research paper, our main problem is how we
identify shortest Hamiltonian path from specific weighted
graph using Incomplete Molecule Commixed Encoding
(IMCE) model. Before we describe our proposed algorithm
that is based on IMCE model to solve the shortest
Hamiltonian path problems, we give some description about
incomplete molecule. In IMCE computing model or in other
word incomplete molecules used in this scheme like the
domino shown in Figure 1. The biological operations of
these molecules are similar with sticker model.
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Figure 1. The molecular structure of domino

Sticker model is a universal computing system, which is
used by Adelman [1][9] and Lipton [6]. In DNA biological
operation, Restriction Enzymes or Nucleases are used to cut
and stick the strands. The principle of this model is shown as
Figure 2, the logic of the sticker model presented in [21],
which is based on the paradigm of Watson—Crick
complementarity. In short, the model involves a long single
memory strand and a number of sticker strands or stickers as
indicated in Figure 2. A memory strand is a single-stranded
DNA with n bases. It is divided into k non-overlapping
substrands, each of which has m bases, and therefore, n =
km. Each sticker has m bases and complementary to exactly
one of the k substrands in the memory strand. During a
course of computation, each substrand is identified as a
Boolean variable and is considered “true” or “false” as its
corresponding sticker is annealed or not.

kS l— v }(_,i] X : I ,..

=
T T [ T

Figure 2. The structure of Sticker model.

Later on, in this paper, we will describe in detail how the
IMCE Encoding Scheme solves the shortest Hamiltonian
path problems. Therefore, we will define the meaning of
abbreviations used in IMCE scheme as follows:

VE(Vi): vertex encoding of Vi.
WE(Wi): weight encoding of Wi.
EE: edge encoding

To solve our problem, first, we will determine all
Hamiltonian paths from specific weighted graph G, and then
we will select the shortest one and return it as solution of this
problem. For clarification, given a weighted graph G=(V, E),
the vertex set is V, the weight set is W, the Edge set is E,
where w €W (see Figure 3).
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Fighure 3 . A weighted Graph G

In Graph G, there are many Hamiltonian paths presented
in Table 1. Each one of them has specific weight, and based
on these weights we can determine that the last path is the
shortest Hamiltonian path in graph G, which is has the
weight equal 9.

TABLE 1. IDENTIFY SHORTEST HAMILTONIAN PATH FROM WEIGHTED

GRAPH G

Hamilton Path Weight

15254555356 1+2+3+2+2=10

15352545556 3+2+2+3+1=11

1+14+34+3+1 =9
(The Shortest Hamilton Path)

1-52—-53-54-55-6

Adelman [1] applied five steps to solve Hamiltonian path
problem (HPP) using DNA computing. Our problem in this
study is similar to HPP with additional two steps and update
one-step. The first new step is weight encoding and
representation. Notably, we consider this step with vertexes
and edges encoding as first step, and we must do it before the
path construction. Because the weight of each edge is
varying, in this problem we cannot determine exactly which
paths was visited exactly n vertexes like HPP. For this
reason, we update step four to become more suitable in this
problem. In addition, the second new step is to select the
shortest Hamiltonian path.
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Encode All vertexes, edges and weights in Graph

Generate all possible random paths using vertex
Using DNA ligase Operation

‘ Keep only Paths that start at s and end at t ‘

’ keep only Paths that visit around n vertices. ‘

’ keep only Paths that visit each vertex at least once . ‘

No Yes
i

Remaining
>=1

~ Select the shortest one ‘

Return
“Yes”

Return
“No”

Figure 4. our proposed methodology

Moreover, in this study, we proposed seven main steps
that demonstrate our methodological description to solve
shortest Hamilton path problem (see Figure 4), as follows:

1. Encode the vertexes, edges and weights.

2. From stepl, generate random paths using vertex

3. From all paths created in step 2, keep only those that start
at s and end at t.

4. From all remaining paths, keep only those that visit around
n vertices.

5. From all remaining paths, keep only those that visit each
vertex at least once.

6. If the path remaining more than 1 then From all remaining
paths, keep only the shortlist path.

7. If any path remains return, “yes” with the path ;otherwise,
return “no”.

IV. DNA ENCODING

In this section, we illustrate in detail how we can encode
and representing vertexes, weights, and edges in direct
graph. In our problem the vertex encoding is similar to
Hamiltonian path problem presented in [1][9]. Therefore, we
need to investigate specific encoding technique to encoding
and representing the weight and then representing the edges.

A. Vertex Encoding

Basically, we adopt the length of single strand is 20 mer,
because this length is widely applied by many researcher in
DNA computing field like by Adelman [1][9] and Lipton [6].
Each encoding of the vertex is unique. For the instance
shown in Figure 3, the encoding of vertex V1, V2 and V6 are
as follows:

VE(V1)= ATGCAAGGTC TGACGGTTCA
VE(V2)= GATCGGTAAC GACTGGTTAC
VE(V6)= TACGGTTACA TCGATTGAAA

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-202-8

B.  Weight Encoding

There are important definitions that must be illustrated
before we introducing the method of weight encoding, we
give as follows:

* Definition 1

Weight Set: The set consisted with the weights of the edge in
a weighted graph G. For instance, the Weight Set of the
graph shown in Figure 3, each edge has different weight;
some of them are 1, 2,0r 3. Thus, the weight set of graph G is
A={1,2,3}.

* Definition 2

Minimum function (MIN): Return the minimum value in the
Weight Set. For instance, MIN (A)=1.

* Definition 3

Complementary strand Mapping function (H): Following the
principle of Watson-Crick Complementary, this function will
return a complementary base sequence of a sequence. For
instance: H (ATTGCA)=TAACGT.

* Definition 4

Distribution Ratio: It indicates the disparity between the
weights and their average of a given graph, all the elements
of the average difference of A is the resolution of graph. Its
formula is:

> ¥ o -w)
C;Hx

Where Wi and Wj are the weights of edge i and edge j, and
they belong to weight set A. Where n is the number of
elements of edges in A. For instance, the Distribution Ratio
of the graph shown in Figure 3 can be calculated as:

=2-D+{(3-1)+(3-2)

C.+3
_2-D+(3-D+(3-2)
1+3
=M+ 2)+()
4
4,
4

Now, we begin to illustrate the encoding method of
weight. The weight is encoded as double-strand with
variable-length. As mentioned previously, in DNA
Biological structure, A and T pair form two hydrogen bonds
while G and C form three hydrogen bonds. By use of this
difference, we use G and C pair to express 1, while A and T
pair to express 0. Using this definition, we can translate the
weight to binary string. Meanwhile, The binary encoding of
1 =“01” and the binary encoding for 0 = “00”. We consider
the length of the binary string is variable. Now, the question
is: can we use the length of DNA strand in this encoding to
distinguish the different length of path of a weighted graph?
Let us use an example to illustrate. Supposing from one
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vertex to another vertex can be directly reached by an edge
which weight is 5.It can also be arrived by two edges with
weights of 2 and 2. Obviously, 5>2+2. How about the length
of the binary string mentioned above? The binary encoding
of 5 is “101”. The binary encoding of 2 is “10”. So, the string
length of 4 is “1010”. (Here, do not consider the encoding
length of the vertex). Obviously, the length of “1010” is
larger than “101”. But 4 < 5, so this method is invalid. We
cannot use the length of encoding to judge the problem of the
shortest Hamiltonian path. In order to solve this problem, we
introduce the concept of Distribution Ratio. For the given
graph, as shown in Figure 3, the weight set A={1,2,3}, and
MIN (A)=1 by the definition above, the Distribution Ratio of
A is 1, we can encode based on the minimum value of MIN
and Distribution.

So, in our example, the binary encoding of 1 =“01” . Thus,
the DNA molecules can be expressed as follows:

CT

WE (1)=G A

2=1+1. The binary encoding is “0101”,
GAGA

WE@2)=CTCT

3=1+1+1. The binary encoding is “010101”,
CTGAGA

WEQ@B)=GACTCT

C. Edge Encoding

Edge encoding depends on the above vertex encoding and
weights encoding methods. We applied incomplete
molecular form in our proposed edge encoding method. To
represent the edge, first, we put two single-strand (ss)
represent the vertex encoding named (Vi, and Vj ) into the
test tube .Each single stand divided on two half, for instance
Vi consist of Vi’ as first half , and Vi” as second half. After
that, we put the incomplete double strand (ds) in the same
tube, which is represent the weight encoding of edge
between vertexes Vi and Vj named Wij. Figure 5 illustrates

the structure of an edge.
H; ) |
H(V; ")

R WEew

(a)
\Ll WEwg)
(®)

Figure 5. The structure of edge encoding

In Figure 4, the structure of incomplete molecule consists
on three parts. The first part H (V7”) is the complementary
sequence of Vi, which is the second half of the single strand
of vertex Vi. The second part is WE (wij), which is double-
strand represent the edge weight between vertex Vi and Vj.
And the third part H(¥; ") is the complementary sequence of
Vj’, which is the first half of the single-strand of vertex Vj.
Moreover, Each edge in the graph shown in Figure 3 should
be encoded to two incomplete double-strands as described in
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Figure 4. For example, the encoding of the edge from vertex
1 to vertex 2 with weight 1 in Figure 3 has two incomplete
double strands expressed as follow:

EE (VI-V2)= H(V1”) + WE(1) + H(V2°) =
CTAACTAGCCATTG
ACTGCCAAGTGA

And
ACTGCCAAGTCT
GAAACTAGCCATTG

Following the above method, we can encode any vertex in
graph shown in Figure 3. Notably, that Vi is equal (Vi “+Vi*).
And, we express it by 20bp oligonucleotide fragments,
where the length of Vi’ and Vi~ are both 10bp (All the
direction of encoding is 5'—3"). Then, we can calculate the
weight set of the graph and the distribution ratio. After that,
we start encoding the weights based on the above algorithm,
and then encode the incomplete molecule structure of each
edge.

V. DNA ALGORITHM

In this section, we will explain each step in our proposed
DNA algorithm to solve shortest Hamiltonian path problem
in more details.

Step 1: Encode the vertexes, edges and weights
We already illustrated this step in previous section.

Step 2: Generate Random paths.

In this step, we will mix first tube contain the vertex
encoding and the second tube that contain the edge encoding
with weight into one tube T. Then in T many ligase
operation reactions will take place.

Step 3: keep only those that start at s and end at t.

In this step, we use the PCR operation using the prime of
first and end vertexes. Suppose the first vertex is 2 and the
end vertex is V6. Thus, in this step we enlarge the reaction
for vertex V2 and V6 and the number of strands that begin at
V2 and end at V6 will sharply increase. But, the number of
other strands does no change.

Step 4: keep only those that visit exactly n vertices.

The result of this step is approximated, because in this
problem we already express the vertex encoding by 20bp
oligonucleotide fragments. But, we cannot determine the
weight for each edge in the path. Suppose N is the number of
vertexes in graph, MDR is the minimum value of MIN and
Distribution Ratio, and AVG is the average of weight set A.

In this step, we use the Gel Electrophoresis, and the
length L of accepted stand should be as follows:

(N+1) * 20) + (N+1)* |JAVG]) <L < (N*20) + (N *
IMDRY)
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Step 5: Kkeep only those that visit each vertex at least
once.

In this step, we make strands separation by using sequence
of Affinity Purification operation using the compliment of
each vertexes in graph many times until reach that each
vertex appears exactly one time in each path in tube.

Step 6: keep only the shortlist path.

DNA strands generated from step 5 can be separated in
terms of its length by means of gel electrophoresis. The
molecules are separated according to their weight, which is
almost proportional to their length. Because each edge (i,))
has three parts ( H(Vi”) + WE (Wij) + H(Vj") ), and H(Vi")
, H(Vj’) has equal length which is 10 bp ,we concludes that
the different between edges in WE(W7ij) part. Therefore, the
longest path has long molecule stand.

Step 7:Obtaining the Answer.

In the last step, we need to use PCR prime operation and
Nucleases (primers) operation to determine the order of each
vertexes in shortest Hamiltonian path problem as follow:
Conduct a “graduated PCR” wusing a series of PCR
amplifications. Use primers for the start vertex s and the n™
item in the path. So, to find where vertex x lies in the path
you would conduct a PCR using the primers from vertex s to
vertex X, and by using the following proposed algorithm:

/I Suppose that L is the length form vertex s to vertex x
1.L =Round (L/20).

2. E=(L-1)*|AVG]

Where E is Expected weight, and AVG is Average of weight
set A.

3. Subtract the expected weight form the length, L=L-E.

4. The order of vertex x = round (L / 20).

VL

In this section, we proved the efficiency of our proposed
algorithm, by present two practical examples.

ANALYSIS AND RESULT

First example: Suppose that we have graph G that contains
two shortest Hamiltonian paths, the first on weight equal 5
and the second one weight 3. The first path weight
represented as follows:

GTGTGTGTGT

CACACACACA
So, in this path we required 10 mer. On other hand, the
second path weight represented as follows:

GTGTGT
CACACA

Here, in the second path, we required only 6 mer. We
observed that the first path is longest than the second path.
Therefore, when we put them in the gel electrophoresis we
will observe that the second path move faster. However, this
technique is based on the fact that DNA molecules are
negatively charged. Hence, by putting them in an electric
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field, they will move towards the positive electrode at
different speeds. The longer molecules will remain behind
the shorter ones.

Second example: Suppose the length from s the vertex x is
64. So, L = 64 base pairs. (i.e. 4 base for the weight : 1+1=
0101). To determine where vertex x lies in this path, we
adopt our proposed algorithm as follow:

L =Round (64/20), L =3

2. E=((L -1)* 4), (i.e. 4= |AVG| =[0101|

E=2%*4=8§
3. Subtract the expected weight form the length (64 - 8 =58)
4. The order = round (58 / 20) nucleotides in the path = 3™
vertex.

Finally, based on previous example we can contribute that
our proposed DNA algorithm is visible to solve shortest
Hamiltonian path problem.

VIL

DNA computing is a promising method for unconventional
computation, owing to its merits of massive parallelism and
efficiency in NP problem solving. One of the most
challenging topics in the field of molecular or DNA
computing is how to obtain an efficient degree of spatial
complexity in ‘‘manufacturing’’ the molecules. Here, the
word ‘‘manufacturing’’ refers to the tasks for preparing or
producing the materials by certain technical methods that
will be used to build a molecular computer. Therefore, the
major problem for Adleman’s and Lipton’s in DNA
computing experiments, is the time involved in extracting
and recombining DNA. While DNA processes within the
test-tube can take place millions of times per second,
extraction processes, whereby individual strands of DNA are
manually isolated and spliced, can take several hours and
even days, just for the simplest problems. Thus, if we are to
apply molecular computing algorithms to the processes of
NP- complete problem solving, we really need to obtain a
linear order in the space of controlling (i.e., the number of
molecules to be controlled) under the condition of linear time
complexity. This has led several researchers to conclude that
the complexity aspects of DNA algorithms will limit their
applicability. However, the research direction in DNA
computing field ignores some fundamental biological and
computational issues. Such as, the research paper in [3], try
to solve this problem by proposed signaling pathways in
cells, which is aimed at cutting the cost of building a
molecular computer.

Moreover, digital computer provides a way to interact
with its processor and memory in such a way that modern
programmer simply writes lines of code in some high level
language organizing loops, control flow statements and
declaration of variables, while silicon-based computers take
programmer away from basic operations, DNA computer
does not have this ability, to solve a particular problem on
DNA molecules one should perform its simplest operations
himself spending time in the laboratory.

DISCUSSION AND CONCLUSION
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In this paper, we proposed a new DNA algorithm that
solve shortest Hamiltonian path problem. Notably, in
literature, there is no research paper proposed to solve this
problem yet. For this reasons our proposed solution is
original. In other hand, one of the biggest challenges facing
the field of DNA computing is that no efficient
implementation has been produced for testing, verification,
and general experimentation. While Adleman’s initial
experiment was performed in a lab, many of the subsequent
algorithms in DNA computing have never been implemented
or tested. For this reason, in future research, we need real
experimental DNA algorithm to give measurable and
meaningful result.

REFERENCES

[1] Adleman, L., “ Molecular Computation of Solutions to Combinatorial
Problems.” Science. 266: 1021-1024 (Nov. 11, 1994).

[2] Donald B. ,”"Molecular Computing”, NSF,1995.

[3] Jian Q., and Katsunori S.,”Signaling-pathway-based molecular
computing for efficient 3-SAT problem solving “Information
Sciences, Vol.161 2004, pp.121-137.

[4] Suruchi S., Dhiraj B., Yamuna K.,”Transforming bases to bytes:
Molecular computing with DNA” , Current trend in science, 2009.

[5] Max H. , and Russell J.”Biomolecular Computing and
Programming”, IEEE Transaction on Evolutionary Computation, Vol.
3, No. 3, 1999.

[6] Lipton R., “DNA solution of Hard Combinatorial Problems.”
Science., Vol. 268, 1995, pp.542-545.

[7] Ouyang Q., Kaplan P. D., Liu S.,DNA Solution of the Maximal
Clique Problem”, Science. Vol. 278, 1997, pp.446-449.

[8] LiuQ., “DNA computing on surfaces”, Nature, Vol.403, 2000
, pp-175-179.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-202-8

]
[10]

(1]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20

[t

[21

—

Adleman L.,”Computing with DNA”,Scientific American ,1998.

Martyn A.,”DNA Computing” Invited article for the Encyclopedia of
Complexity and System Science, Springer, 2008.

Arita M., Akio N., Hagiya M., * Improving sequence design for DNA
computing”, Japan society for the Promotion of Science, 2000.

Arita M., Akio S., Hagiya M., “A Heuristic Approach for Hamilton
Path Problem with Molecules”, Japan society for the Promotion of
Science, 1997.

Shalini R. Vijay S., Naveen H ,”Bioological computer Model to Solve
NP Complet Problem”, International Journal of Information
Technology and Knowledge Management , Vol 4, No. 1, 2011, pp.
191-194.

Zuwairie 1., Yusei T., Osamu O.,”Direct-Proportional Length-Based
DNA Computing for Shortest Path Problem”, International Journal of
Computer Science & Applications , Vol. I, No. 1, 2004, pp. 46 — 60.
Zhenye W., Zhang Q. , Dang Y., “The Improvement of DNA
Algorithm to the Directed Shortest Hamilton Path Problem”,IEEE
Transaction on Evolutionary Computation, 2009.

Qing W., Zhi L., XiuP., Qi S., Hong Z.,”"DNA algorithm based on
incomplete molecule commixed encoding for the shortest path
problem”, The 1st International Conference on Information Science
and Engineering, 2009.

Ajit N., and Spiridon Z., “DNA algorithms for computing shortest
paths” University of Exeter press, 1998.

Lovgren S., "Computer Made from DNA and Enzymes". National
Geographic. Retrieved ,2009.

Yaakov B., Binyamin G., Uri B., Rivka A., Ehud S.,"An autonomous
molecular computer for logical control of gene expression". Nature
journal, Vol.429 , 2004, pp.423-429.

Shudong W., Wenbin L., Jin X., "A DNA computing model minimal
covering by plasmid", Journal of Huazhong University of Science and
Technology, Vol. 32, 2004, pp.59-61.

Roweis S, Winfree E, Burgoyne R, Chelyapov NV, Goodman MF,
Rothemund PW, Adleman LM, “A sticker-based model for DNA
computation”, Vol.5, 1998, pp.615-29.

82



ICCGI 2012 : The Seventh International Multi-Conference on Computing in the Global Information Technology

Rapid DNA Signature Discovery Using A Novel
Parallel Algorithm

Hsiao Ping Le&', Yen-Hsuan Huanigand Tzu-Fang Shéu
*Department of Applied Information Sciences, Chung Shanit&dJniversity, Taichung, Taiwan, 40201 ROC
Email: ping@csmu.edu.tw
fDepartment of Medical Research, Chung Shan Medical Urityerospital, Taichung, Taiwan, 40201 ROC
IDepartment of Applied Information Sciences, Chung Shanib#dJUniversity, Taichung, Taiwan, 40201 ROC
Email: kevin656504@hotmail.com
$Department of Computer Science and Communication EngimgeProvidence University, Taichung, Taiwan, 43301 ROC
Email: fang@pu.edu.tw (corresponding author)

Abstract—DNA signatures provide valuable information that Unique signature discovery is to find all unique signatumes i
can be used in various applications in bioinformatics, for #&ample 3 DNA database. The methods of unique signature discovery
the identification of different species. Rapid signature dicovery have been widely studied, and many related algorithmsstool

algorithms are required by biologists to discover signatues. L
Since more and more computers are equipped with a CPU of and applications have been developed [2]-[14]. For exam-

many processing cores, parallelism becomes a feasible sitm to ~ Ple, insignia [6] is a web application for rapidly identifyg
accelerate the discovery. However, most of the existing sigture  unique DNA signatures. Zheng’s algorithm [12] is a hamming-
discovery algorithms are sequential algorithms. Paralleignature  distance-based unique signature discovery algorithm. &he
discovery algorithms are rare. In this paper, a parallel sigia-  4qithm deals with DNA databases, and discovers unique
ture discovery algorithm is proposed. The algorithm discoers . . .
hamming-distance-based signatures from DNA databases. Eh s!gnatures from the dgtab_a_ses_. CMD [13] is an algorithm de-
proposed algorithm is a parallel enhancement of an existing Signed to discover all implicit signatures from DNA datadms
discovery algorithm. Through parallel computing, the algaithm  under a discovery condition, where the implicit signatuaess
accelerates the process of signature discovery. In the exjreent  the patterns that satisfy the discovery conditions lookant

on a human chromosome EST database of 88M bases, thethe given discovery condition.

proposed algorithm has up to 73.28% less processing time tha The int | based . . t Di
the existing discovery algorithm when 4 processors are used € Internal-memory-based unique signature LDiscovery

Index Terms—DNA signature, human chromosome EST (IMUS) algorithm [14] improve_s upon the Zheng’s algorithm.
database, parallel algorithm, unique signature discovery The IMUS algorithm deals with DNA databases. The algo-

rithm discovers hamming-distance-based unique sigrature
Let/ andd be two positive integers, where< [. An [-pattern
is a string ofl characters in the alphabet d&%, C, G T}.
Based on the assumptions of the theories of evolution aadatternP is (I, d)-mismatched to a patte@ if the length of
natural selection, almost all species shared a commontance® and( is ! and the hamming distance, which is the number of
at a point in time. Random mutations in DNAs sometimes leadismatches, betweeR and ) does not exceed. A pattern
to differently structured proteins. If such changes giwerio P is referred to as a unique signature under the discovery
advantages in survival, the DNAs is prevailed in the gend.pogondition (, d) if and only if no other patterid) exists in the
The advantageous mutations are one of the ways that genogigen DNA database such th&and(Q are (, d)-mismatched.
diverge from one another. The result of the evolution isthat The IMUS algorithm is designed for efficiently discoverimgt
different species might own some unique patterns in theiADNunique signatures under the discovery conditions of sigeat
sequences, and the species can be identified by the unitgrgyth! and mismatch toleranaé
patterns. For example, specific oligonucleotides haveadire The underlying idea of the IMUS algorithm is that the
been used in a polymerase chain reaction (PCR) method fmique signatures appear after all of the patterns that are
the identification of 14 human pathogenic yeast species [1jnot unique are discarded. Instead of finding unique patterns
DNA patterns are referred to as unique signatures if thédye IMUS algorithm focuses on finding non-unique patterns.
appear in a DNA database only once, and have some minimiiime IMUS algorithm is based on the observation that if two
mutation distance from all other patterns in the databagmtternsP and @ are (,d)-mismatched, then at least one
The unique signatures are used in several bioinformatiok the two halves ofP is (I/2,|d/2])-mismatched to the
researches. For example, unique signatures are used tdyiderorresponding part of). The IMUS algorithm is a two-
HIV-1 subtypes and 28S rDNA sequences from more than 4pbase algorithm. In the first phase, the algorithm divideADN
organisms [2]; the selected signature probes with micayarrsequences into patterns of lendtfEachi-pattern consists of
analysis are used to identify bacteria [3]. two consecutivé /2-patterns. An index system is built based

I. INTRODUCTION
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S « divide all of the DNA sequences in the input database TABLE |
into l-patterns which Comprise two consecutNé-patterns A LIST OF 6 PATTERN ENTRIES AND THEIR PROCESSING TIME
o « construct an index o#!/? entries, which is based on D ATBTC DT ETE
the [ /2-patterns as index keys Tme | 5|8 [36| 4|13 4
for an entryE in o do
for a patternP in £ do
for an entry E' in o, whose key is [(/2,|d/2])- platform. Based on the results from the experiments on human

mismatched tak’s key do chromosome EST databases of 88.0 and 36.4M bases, the
compareP to all patterns inE’ PIMUS algorithm respectively spent about 3.5 hours and 0.62
if P is (I,d)-mismatched to any of the comparechours to discover signatures from the EST databases under
patternsthen the discovery condition (24,4) when four processing cores a
discard P used. the PIMUS algorithm has up to 71.35% and 72.06%
end if less processing time than the typical IMUS algorithm in the
end for signature discoveries.
end for The rest of the paper is organized as follows. The PIMUS
end for algorithm is presented in Section Il. The time complexity
the remaining patterns is the unique signatured af)( of the algorithm is analysed in Section Ill. The results of

the performance evaluation about the proposed algorittem ar
presented in Section IV. Finally, the conclusions of thigkvo
are given in Section V.

Fig. 1. The IMUS algorithm.

on the l/2-patterns as index keys, in whidhpatterns that IIl. METHODS

contain same index keys are gathered in a single index entryne proposed parallel internal-memory-based unique signa
Assume that is an entry and its key i&p. P is anl-pattern yre discovery (PIMUS) algorithm discovers signatures- effi
in £ Based on the IMUS observation, all of theatterns that cjently from a DNA database that can be entirely loaded into
are (, d)-mismatched ta” are in the entries whose Keys arénain memory under a certain discovery condition. The PIMUS
(1/2,]d/2])-mismatched toK . In the second phase? is  4igorithm improves upon the IMUS algorithm, and accelerate
compared to the patterns that are possiblylmismatched signature discovery by using parallel computing.

to it. P is discarded if it is [ d)-mismatched to any of an inwitive way to apply parallel computing to the IMUS
the compared patterns. The IMUS algorithm is presented ifyqrithm is to assign randomly an available processor to
Figure 1. process a pattern entries in sequential order. For example,
Nowadays, CPUs of many processing cores are commencomputer withm processors is used to handlepattern
place, and the prices of the CPUs are in an acceptable ranggries. Initially, processor 1 can be assigned to entry 1,
For example, the price of an Intel Core i7 870 quad-core. and processorn can be assigned to entmy. Assume
CPU is around 300 US dollars in November, 2011. Parallf{at processor 3 is the first to complete its task; the process
computing technology has been used in several bioinfoo®atis immediately assigned to the next entry, entey+ 1. The
research areas, such as sequence alignment and analyles it available processor is similarly assigned to the nettye
protein structure prediction [16], [17], and motif findin®8]. until all of the n pattern entries are completed. The optimal
Based on our experiments made on a computer with an Ing@bcessing time whem processors are used Igm of the
2.93GHz CPU, the IMUS algorithm spent about 12.5 hourﬁocessing time of a single-processor computer.
to discover unique signatures from a database of 88M basesable | shows the processing time of six pattern entries. The
under the discovery condition of signature length 24 anghtries can be treated in 70 time units by a single-processor
mismatch tolerance 4. However, the IMUS algorithm is a seomputer. The optimal processing time is therefore 70/2=35
quential algorithm. The increasing number of processimg<o time units for a two-processor computer. However, in thecas
in a CPU would not increase the discovery efficiency of thef the assignment in sequential order, processor 1 is asdign
IMUS algorithm. Therefore, upgrading the IMUS algorithmo entries A and C, and processor 2 is assigned to entries
to a parallel algorithm would further accelerate the sigr@t B, D, E and F. The assignment of the entries is presented
discovery processes. in Figure 2. The processing time is 41 and 29 time units
In this work, an algorithm that is called parallel internalrespectively. Since the processor that takes longest desn
memory-based unique signature discovery (PIMUS) algariththe overall processing time, the overall processing timélis
is proposed. The PIMUS algorithm is a parallel enhancéme units in this case, which exceeds the optimal procgssin
ment of the typical IMUS algorithm. To improve discovertime.
efficiency, the PIMUS algorithm uses an efficient scheduling The order of pattern entries in the processing list influsnce
heuristic proposed in [13] to generate a reordered prawgssthe overall processing time for parallel discovery. An édiit
list. The processing list helps to reduce discovery time sxheduling heuristic, called the parallel entry list (PELS)
approaching the optimal discovery time for a multi-processused in the CMD algorithm [13]. Figure 3 presents the PEL

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-202-8 84



ICCGI 2012 : The Seventh International Multi-Conference on Computing in the Global Information Technology

L «— generate a processing order list that consists of all
pattern entries in arbitrary order

Pil A c m «— the number of available processors

n « the number of entries i

g, h «— the average number of patterns in each entry.in
Py B D E F while g < mh do
50, k<1
while n > k do
Fig. 2. The assignment of the entries in Table | in sequemniider for a while |L,,| < g do
two-processor computer. ne—n-—1
TABLE I end while
THE PROCESSING LIST GENERATED BY THPEL HEURISTIC FOR while L[ > g do
PROCESSING THE ENTRIES INVABLE |. s« s+ |Lg|
k—k+1
D JC |[CG|E|B|[DJAJF .
Time | 18 [ 18 [ 13| 8 | 4 [ 5 | 4 end while
if n > k then
exchangel; and L,
heuristic. The PEL heuristic yields a processing order list § = 5+ |Ly]
for pattern entries in which the entries that involve more end 'f
patterns are before those that involve fewer. The PEL higuris end while
is similar to a partial quicksort. Unlike quicksort, the PEL 9 s/n
heuristic is iterative, and only operates on the left paraof €nd while
list in each iteration. The PEL heuristic focuses on all iestr foryz ‘_}J ton do
— Ly

in the entry list initially. Assumeg is the average number
of patterns in each entry within the focused part. The PE
heuristic moves the entries that contain more thgmatterns
forward to the left part of the entry list in each iteration. |
the next iteration, the heuristic focuses on the left parhef
entry list, that consists of the entries that contain moemth
pattems'_ The time complexity of the_ PE_L heurlst|00§n), Fig. 3. The PEL heuristicL; is thei-th entry in L. |L;| is the number of
wheren is the number of pattern entries in the entry list. Thgatterns inL;.

processing list generated by the PEL heuristic for proogssi
the entries in Table | is presented in Table Il. Figure 4 prese
the assignment of the entries in the processing list in sttale
order for a two-processor computer. The overall processifig C E F
time is 35 time units in this case, which equals the optimal
processing time.

Figure 5 presents the PIMUS algorithm. Llete the desired P2 C B D| A
signature length and be the mismatch tolerance. The PIMUS
algorithm uses a DNA database as an input, and discovers all
unigue patterns from the database under the discovery cei: 4. The assignment of the entries in the processingtistable Il in
dition (/,d). The PIMUS algorithm uses the PEL heuristic tgequential order for a two-processor computer.
generate a processing order list, and applies parallel atngp
techniques to process multiple pattern entries simultasigo
to accelerate signature discovery processes. when parallel computing is used.

The PIMUS algorithm divides all of the DNA sequence®bservation 1 (IMUS Observation). If two patternsP and
in the input database intb-patterns. Each of thépatterns @ are (,d)-mismatched, then at least one of the two halves
comprises two consecutive/2-patterns. An index of4/? of P is (I/2,d/2])-mismatched to the corresponding part of
entries is built based on th&/2-patterns as entry keys. AQ.
multi-level index can be adopted if the index is too large to An available processor is assigned to handle the next
be fit in main memory. Thé-patterns that contain one sameaintreated entry in the processing order list. Two indexiesitr
key are collected in a single entry. A processing order lisre called similar entries if the number of mismatches betwe
of the entries in the index is generated by the PEL heuristite keys of the two entries is less than or equalldg2].

The reordered entry list makes the number of patterns tteatessume thatF is an index entry, and is an/-pattern listed
by each of the processors approximately equal. It reduaes th £. Based on the IMUS Observation, if a patteth is
overall discovery time to approaching optimal processimgt (I, d)-mismatched taP, then@ must be in one of the entries

L divide Y into m partitionsYy, Ya, ..., Y,
removelL,; from L
putYy,Ys, ..., Y, into L
end for
return L
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S « divide all of the DNA sequences in the database in
l-patterns
I' — construct the index o0i!/? entries based oS
L «— generate a processing order list of the entrieF iny
using the PEL heuristic
for an entryFE in L do

assign an available processor to handle

Bre compared in each of the string comparisons, yielding
Il — a = [/2 character comparisons. Therefore, the number
of character comparisons that is used to process all pattern
The total amount of character comparisons used in the
discovery under the discovery conditioh, ), denoted as

) M, 4, is:
for a patternP in £ do Las |
for an entryE’ in T', which is similar toE do o
compareP to all @s, whereQ € E’ - _ _
if P is (I, d)-mismatched to any of the comparés Mia = ;(1/2)|FZ| Z IL'51
then = J
set the duplication flag oP to true wherea = 1/2 andl'; € I' such that HD[;, I';)< |d/2].
end if Assume the input databage is in uniform distribution. In
end for this case, each entry; € I" should containl’;| ~ 2|D|/4*
end for patterns because of the assumption of uniform distribution
end for the amount of character comparisons used in the discovery
discard all of the non-uniquepatterns under the discovery conditior, (), denoted as\/; 4, is:
return the remaining/-patterns, which are the unique
signatures of( d) in the database o 4
Mg = 1/2)|1; r;
Fig. 5. The PIMUS algorithm. ;( /2) |Xj:| il

40&
= 1/2)(2|D|/4%)k(2|D| /4%
similar to E. To check the uniqueness &f, P is compared ;( /2)C2IDI/4%)R2IDI/47)
to all patterns in the entries which are similar £ In each —  4°(1/2)r(2| D|/4%)?
of the comparisongd,/2 characters, excluding the key region, 2 e
are comparedP is not unique if it is {, d)-mismatched to = 2x|D"/4

any of the compared patterns. After all of the entries yherea = 1/2. T, € T such that HD[;,T';)< |d/2]. k =
the index are treated, the non-unique patterns are distar Ld_/O2J 3(%) is the number of all possible permutations that

The remaining patterns are the unique signatures under {ig number of changes does not exceé® | bases in a string
discovery condition/( d) in the input database. of lengtha.
The time complexity of the PIMUS algorithm whem
I11. M ATHEMATICAL ANALYSIS o
processors are used, denoted\ds,, is:
Let I be the signature length and be the mismatch
tolerance. The time complexity of the PIMUS algorithm under T - T
the discovery condition/(d) whenm processors are used is Ld = La/m
analyzed. = 2lK|D|*/(4%m)
AssumeD is the input databas_e, and| denptes the size IV. EXPERIMENTAL RESULTS
of the databasel’ denotes the index used in the PIMUS

algorithm.I" consists oft“ pattern entries under the discovery The platform that was adopted in the gxperiments was
condition (,d), where = 1/2 is the length of the entry a personal computer with an Intel Core i7 870 2.93GHz

keys. LetT’; denote thei-th entry inT, wherel < i < 4. guad-core CPU, 16GB RAM and 1.5TB disk space. The

IT;| denotes the number of patterns ip. The relationship operating system was CentOS release 5.5. The algorithms
between|D| and|T;| is: were implemented in JAVA language, and the programs were

compiled by JDK 1.6. The DNA data that were used in the
. experiments were from the human chromosome 4 and 13 EST
- databases. The experimental data were denotdd,gbuman
Z il = 2|D| chromosome 4 EST database) abgs (human chromosome
=1 13 EST database) respectively, and their correspondimes siz
Assume thatE’ and £’ are two entries inl". HD(E, E’) were approximately 88.0M and 36.4M bases. Before the
denotes the hamming distance betwderand E’, which is experiments, the remarks in the databases were removed; all
defined as the hamming distance between the entry keys obf the universal characters, such as ‘don't care’, wereacl
andE’. A patternP inan entryl’; € T requireszj IT;| string  with ‘A‘, and DNA sequences that were shorter than 36 bases
comparisons to check if the patterns that dre)fmismatched were discarded. The experiments in this section focused on
to it exist, wherel'; € I" such that HD[;,T';)< |d/2]. All discovering signatures of length between 24 and 30 with
characters in thé-patternP, excluding the entry key region, mismatch tolerances of two and four.
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TABLE Il TABLE IV
THE PERFORMANCE OF THEPIMUS ALGORITHM WHEN USING 4 THE BENEFITS OF PARALLEL COMPUTING FOR SIGNATURE DISCOVERY
PROCESSING CORESTHE TIME UNIT IS A SECOND. THE TIME UNIT IS A SECOND.
(A) database =D, (A) database =D, (B) database 93
L, d) IMUS PIMUS | Saving(%) CPUs | Time Acceleration || CPUs | Time Acceleration
(30,2) | 4172.08 | 1150.29 72.43 1 8389.32 1.00 1 2333.16 1.00
(28,2) | 6305.20 | 1710.57 72.87 2 4239.86 1.98 2 1048.36 2.23
(26,2) | 7324.49 | 2054.43 71.95 3 3021.27 2.78 3 744.46 3.13
(24,2) | 9523.10 | 2627.35 72.41 4 2252.30 3.72 4 553.16 422
(30,4) | 8389.32 | 2252.30 73.15
(28,4) | 14113.54| 3941.78 72.07
(26,4) | 23998.85| 6413.65 73.28
(24,4) | 44951.49| 12878.85| 71.35 time normalized to the processing time when one processor
(B) database $D13 is used. The acceleration values of the PIMUS algorithm
(,d) | IMUS | PIMUS | Saving(%) increase with the number of processing cores used in the
(30,2) | 1048.50| 223.12 78.72 . X ;
(28.2) | 945.93 | 261.86 7535 experiment. For example, to discover signatures frbns,
(26,2) | 1184.62| 325.79 72.50 the discovery processes that use 2, 3 and 4 processing cores
(24,2) | 1753.88 | 458.23 73.87 are approximately 2.23, 3.13 and 4.22 times faster tharethos
(30,4) | 2333.16] 553.16 76.29 that use a single processing core respectively
(28,4) | 2532.26| 72057 71.54 X A _
(26,4) | 4046.71| 1139.96| 71.83 The PIMUS algorithm treats pattern entries based on their
(24,4) | 7959.96 | 2224.20 72.06 order in a processing list. The influence on discovery efficye

made by the processing list was examined. The PIMUS
algorithm that uses the processing list generated by the PEL
For reasons of performance and memory consumptionh@uristic is denoted as PIM@Sand that uses the processing
two-level index was used in the implementation of the IMU#st of pattern entries in the original order in index is dest
and PIMUS algorithms. The first level of the index comprise@S PIMUS;. To evaluate the improvements in the discovery
410 direct-accessible entries, and a binary search was usec@fficiency of the PIMUS algorithm provided by the PEL
locate a specified entry in the second level. Since the parpduristic, PIMUS$ and PIMUS; were respectively used to
of our experiments was to evaluate the improvements prdviddiscover signatures fronD, and D3 in this experiment.
by parallel computing, additional filters, such as the fesqpy ~Table V presents the improvements in the discovery effigienc
filter that was used in the IMUS algorithm, was excluded frodf the PIMUS algorithm delivered by the PEL heuristic when
the implementation of the algorithms. 4 processing cores were used. The percentage time saved is
The improvements in discovery performance delivered B{Fed to evaluate the benefits to the PIMUS algorithm made
the PIMUS algorithm were examined. For 4 processing cordd, the PEL heuristic. The time saving is defined as (1-
the performance of the PIMUS algorithm was evaluated Hfrocessing time of the PIMUsalgorithm) / (processing time
using the algorithm to discover signatures from the expefll the PIMUS: algorithm))*100%. A larger ‘saving’ means
mental databases); and Di;. The percentage time saved® gregter improvement delivered by the PEL heunstlc. The
is used to evaluate the improvements in the processing tifpgP€rimental results reveal that the PIMUS algorithm tisatsu
of signature discovery. The time saving is defined as (i€ Processing list generated by the PEL heuristic saves up t
(processing time of the PIMUS algorithm)/(processing timaL-35% overall processing time than that uses the progessin
of the IMUS algorithm))*100%. A larger ‘saving' means"St_Of pattern entries in the orl_glr_wal order in index. Thecnmt _
a greater improvement by the PIMUS algorithm. Table ||pr time used py the PEL heuristic to reorder 'Fhe p.rocessmg li
presents the processing time that for the IMUS and PIMUS Presented in Table VI. All of the processing time used by
algorithms under various discovery conditions. The tatge a the PEL heuristic to reorder the processing list are less tha
presents the time savings delivered by the PIMUS algorithrh03 S€conds in the experiment. Compared with the discovery
The experimental results reveal that the PIMUS algorithth wiime, the generation time of the reordered processing iists
4 processing cores requires up to 78.72% less processieg tiF9ligible.
to discover all signatures frov,5 than the IMUS algorithm
under the discovery condition (30,2). Moreover, more than
71.35% of the processing time is saved under every diSCOVGI’yrhis work proposes a parallel unique signature discovery
condition in the experiment. Restated, the proposed PIMWgorithm called parallel internal-memory-based unigige s
algorithm performs at least 3.49 times faster than the IMUSature discovery (PIMUS) algorithm. The PIMUS algorithm
algorithm when 4 processing cores are used. is a parallel enhancement of the existing IMUS algorithm.
To elucidate the benefits of parallel computing for signatuihe proposed PIMUS algorithm discovers hamming-distance-
discovery, various number of processing cores were used draded unique signatures under a certain discovery conditio
the PIMUS algorithm was used to discover the signaturefficiently. For example, when 4 processing cores are used,
of I = 30,d = 4) from Dy and D,3. Table IV shows the PIMUS algorithm can discover the unique signatures of
the experimental results. The acceleration is the proegssiength 30 and mismatch tolerance 2 in 1150 seconds from

V. CONCLUSIONS
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TABLE V
THE BENEFITS TO THEPIMUS ALGORITHM MADE BY THE PEL

HEURISTIC WHEN4 PROCESSING CORES WERE USEO HE TIME UNIT IS A

SECOND.
(A) database =D,
1, d) PIMUSN | PIMUSp | Saving(%)
(30,2) | 1359.70 | 1150.29 15.40
(28,2) | 2194.71 | 1710.57 22.06
(26,2) | 2585.03 | 2054.43 20.53
(24,2) | 3439.14 | 2627.35 23.60
(30,4) | 2523.20 | 2252.30 10.74
(28,4) | 4554.72 | 3941.78 13.46
(26,4) | 7331.77 | 6413.65 1252
(24,4) | 14253.49| 12878.85 9.64
(B) database 93
(I,d) | PIMUSy | PIMUSp | Saving(%)
(30,2) 360.42 223.12 38.09
(28,2) 435.27 261.86 39.84
(26,2) 555.50 325.79 41.35
(24,2) 760.05 458.23 39.71
(30,4) 737.69 553.16 25.01
(28,4) 813.03 720.57 11.37
(26,4) | 1315.04 | 1139.96 13.31
(24,4) | 2987.61 | 2224.20 25.55
TABLE VI

THE PROCESSING TIME USED BY THEPEL HEURISTIC TO GENERATE THE

REORDERED PROCESSING LISTTHE TIME UNIT IS A SECOND.

(A) database =D, (B) database ¥D13
1, d) Time t,d) Time
(30,2) 1.03 (30,2) 0.72
(28,2) 0.92 (28,2) 0.65
(26,2) 0.80 (26,2) 0.60
(24,2) 0.51 (24,2) 0.45
(30,4) 1.03 (30,4) 0.71
(28,4) 0.92 (28,4) 0.65
(26,4) 0.76 (26,4) 0.60
24,4 0.54 (24.,9) 0.46
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Abstract—In recent years, iris has been extensively discussed
in the field of biometrics. An iris recognition system has three
main stages such as image preprocessing, feature extraction
and template matching. Since eyelid and eyelashes act as a
kind of armour that protect the eye from harm, it makes
iris localization inaccurate in image pre-processing step. A
novel method is proposed to locate iris radius based on
collarette of iris muscle. The collarette is the thickest region
of the iris, separating the pupillary portion from the ciliary
portion. Some researches suggest that the parameters of iris
normalization algorithm adopts collarette to replace iris outer
radius. However, reducing the normalization radius of iris
will deform normalized iris image and result in lose of iris
feature information. In this paper, we present our experiments
by adopting different iris radii and different normalization
algorithms in iris recognition system. We also propose an
iris localization method and a collarette localization method.
In feature extraction, we adopt the Gabor wavelet filter to
extract local texture features from iris images. All experiments
are tested on UBIRIS Sessao.l and CASIA.vl databases. The
experimental results show that the proposed approach has
achieved a high accuracy of 96%.

Keywords-Biometrics; Iris Recognition; Iris Localization; Iris
Normalization; Collarette;

I. INTRODUCTION

In biometric-based automatic identity authentication tech-
niques, iris recognition is one of the most reliable and trusted
methods. Human iris is a thin circular organ which lies
between the cornea and the sclera of a human eye. Literature
show that, among all the biometric traits, iris has most rich
texture information and very high uniqueness, which has
been proved in the first automated iris recognition system
developed by Daugman in [1]. In his system, a human iris is
localized by using the integro-differential operators and then
the cropped iris region is linearly normalized to rectangular
image. Following the preprocessing step, 2D Gabor wavelets
are used to extract iris codes based on the sign of the phase
angle, and the iris codes are matched by using Hamming
distance.

Another well-known iris recognition system was proposed
by Wildes et al. [2], in which the Hough transform is applied
to locate iris and the Laplacian pyramid is used to extract
four band-pass components from one iris image as their
feature presentation. Typically, the framework of iris recog-
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nition systems includes three steps: image preprocessing,
feature extraction, and classification/recognition. In fact, the
key step is to detect the range of interesting in the image
preprocessing part. This key step is sometimes called the
normalization step and it effects the system recognition per-
formance drastically. The general normalization algorithm
was proposed by Daugman [1]. This algorithm is the most
popular and has been widely used in many systems, in which
irises are assumed in a homogenous “rubber-sheet” model.
In Daugman’s approach, the annular iris region is linearly
mapped or transformed into a fix-sized rectangular block via
the following formulas:

{ z(r,0) =(1—r)x,(0)+rz; (0) 0
y(r,0) = (1=r)yp(0) +7yi (0)

where (z,(0),y,(0)) and (z;(9),y;(#)) are the polar co-
ordinates of the inner and outer boundary points in the
direction ¢ in the original image, (z,y) are the Cartesian
coordinates. In 2000, H. J. Wyatt’s [3] proposed a mesh-
work of ’skeleton’ that can minimize ’wear-and-tear’ of
iris as pupil size varies. By following, Yuan and Shi [4]
adopted the idea in [3] as a basic model and simplified
it, and developed a non-linear iris normalization model
algorithm. The modified approach was applied to overcome
the non-linear deformation on the iris texture caused by pupil
variations. It has been shown that this modified approach
achieves a relatively good performance. However, the model
needs to solve two simultaneous equations, it is complicated
to get the sampling points and the time complexity is
high. Moreover, the model is not entirely accurate since
it assumes the stretch of iris tissue in radial direction is
linear as the pupil size changes. Changing the size of pupil
is controlled by iris with sphincter muscle and radial muscle
from different expanded level of direction. Therefore, to
develop a non-linear normalization method for resolving iris
texture deformation is necessary.

Though the eyelid and eyelash protect the iris of a human
eye, the blocking from them actually affects the processing
of image preprocessing step such that almost all systems
are not capable of precisely locating the radius of an iris.
Accordingly, some research works focus on how to locate
the iris precisely. One of the works is to localize the so-called
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”collarette” [5] [6], which is a clear division line between
sphincter muscle and radial muscle, as illustrated in Fig. 1.
Some researchers believe that the colleratte may replace
iris outer radius potentially and improve the performance of
iris recognition systems. In 2004, Sung et al. [S] proposed
a framework of iris recognition with collarette detection
algorithm for locating boundary using statistical information,
and the success rate increases 1.0%. This system was
tested in two fields, one is between inner boundary and
outer boundary and another is between inner boundary and
collarette boundary.

pupil

A

» collarette

Radius
Furrows

Concentric
Furrows

Crypts

A,

The structure of a human iris.

Figure 1.

II. OUR METHOD

A. Iris Localization

The framework of our recognition system is shown in
Fig. 2. In the image preprocessing part, there are three
processes such as initial iris localization, collarette detection,
and normalization. Our proposed collarette detection method
has a limited condition for initial iris localization radius
due to collarette zone, which is the region between iris
outer radius and iris inner radius. Accordingly, the initial iris
radius could wrap collarette. If initial iris radius could not
provide enough normalization radius, it does not illustrate
collarette in unwrapping image.

Image Feature
preprocessing extraction

i « Initial iris localization J

* Collarette localization J

Template
matching

+ Normalization algorithm J

Figure 2. The framework of the iris recognition.
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1) Initial Radius Localization: Initial radius localization
consists of four operations in the following: segmentation,
k-means computation, boundary points detection and radius
localization, as shown in Fig. 3. First, we must assume a
center point, radius and segmentation range for segmenting
assumed iris zone, as shown in Fig. 4 (a)(c). Besides, we
used pixel intensity of slices to decide initial boundary, as
S; = max|P; —u;|, where S; is boundary, P; is pixel
intensity, and u; is the mean value of each slice. A slice
means a serial of pixels. Then the initial radius initial is
defined to be the mean value of .S;. Following, in the second
part, we used k-means algorithm to cluster color features,
as illustrated in Fig. 4 (b)(d). Moreover, we find the closest
different value with value on index initial of slice, which
are radius points r,, as illustrated in Fig. 4 (e). Finally, the
r, points are mapped onto original eye image, and then the
mean values of axis-x and axis-y are the coordinates of the
initial radius center point, due to the instinctive symmetry
in the shape of irises. In fact, the radius is the mean of
distances between center points and 7.

Boundary .
. . Radius
Segmentations k-means points A
. localization
detection

Figure 3. The flow diagram of initial radius localization.

2) Collarette Localization: In the beginning, we refer to
“pushing and pulling” model [7] to develop our proposed
initial radius localization. After unwrapping iris by eq. 1
with initial radius, we observe pixel intensity of the slices,
as shown in Fig. 5(a), it is an example curve about pixel
intensity in three angles. Since the trend of curves are
upwards, our goal is to find the points where the intensity
changes from flat into upwards in every curves. Figure 5(a)
that the curves are not smooth so that it might be located at
local parts. Accordingly, we construct a curve in polynomial
curve fitting [8], as illustrated in Fig. 5(b), that has the best
fit to a series of data points, possibly subject to constraints.

When computing the mean value w; in i-th curve (L;), we
find the closest point in the curves P; = min|L; — u;], as
illustrated in Fig. 6, and the real-line is the simulated col-
larette line. And then computing the mean of P;, we obtain
the position index of the collarette in iris unwrapping image.
Finally, by re-mapping the pseudo collarette to original iris,
the real collarette radius is then detected.

B. Iris Normalization

Since the location of the iris is known, our experiments
are tested on UBIRIS.vl series 1 and CASIA.vl with
linear normalization and non-linear normalization algorithm,
respectively. The linear normalization was proposed by
Daugman [1], and in this paper we will introduce a non-
linear normalization algorithm in the following subsection.
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Figure 5.

1) Fast Algorithm of Non-Linear Normalization: Accord-
ing to the method in the non-linear normalization model [3],
[4] mentioned above, we know that the final goal is to find
out the Cartesian coordinates A, and A, of the sampled
point A, indirectly by first knowing the coordinates of the
virtual point A’. If we know the length of OA between the
point A and the pupil center O, and the angle 0,.(i) between
OA’ and y-axis, the coordinates of the point A may be
determined. It is observed from Fig. 7 that the two points
A’ and A are collinear,so OA and OA’ have the same angle
0,.(i). Obviously, the three points, the point A’, the pupil
center O and the center o1 of arc(P'l'), form a triangle
AA’Qo1, as shown in Fig. 7. Since the lengths of three sides
of the triangle are known, the angle 6,.(¢) can be determined
according to the law of cosine.

Similarly, the three points, the point A, the pupil center
O and the center o2 of arc(Pl'), also from another triangle
AAQo;, as shown in Fig. 7. In this triangle only OA is
unknown. According to the law of cosine, the length of
OA may be determined from 6,.(¢) which might be obtained
from AA’Ooy. Trivially, the coordinates, A, and A, of the
sampled point A are computed by the following equations:

Az = A1 (i) sin (0, (7)) @
Ay = Ay (i) cos (0, (7))
where
B (e Ao (0)° — 1}
er (Z) - 2y2 (Tref + AZ (Z)) (3)
and
Ay (i) = (12 + 92 — 2pricos (0x (1)) 2 (@)
with
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The pixel value samples of an iris.

sin (6, (i
Ox (i) = sin (77 —sin (6, (i) — M) (5)
T1
Finally, we adopt the cartesian coordinates of all of the
sampled point A on arc(PI’) to construct a non-linear nor-
malization model directly. The detailed procedure is shown
in algorithm

Algorithm 1 Fast Non-Linear Normalization Algorithm

:FORi=1tom—1do

1

2:  Compute 0 (i);

3:  Compute Aq(7);

4:  Compute 6,.(i);

50 Ap = Aq(4)sin(0,(2));
6: Ay = Aq(i)cos(6,(7));
7. END

C. Iris Enhancement

First, we use linear normalization and non-linear normal-
ization to transform the detected iris region into 128 x 32
and 64 x 64 rectangular iris image, respectively. Then the
mean of pixel is computed for each block of size 16 x 16,
and these means are processed by bi-cubic interpolation to
estimate the background illumination. After the background
illumination factor is reduced, the local histogram equaliza-
tion is conducted to reveal the details of the iris texture.

D. Feature Extraction

Feature extraction is used to reduce the data size of the
image and to extract the key features. Therefore, we adopt
2D Gabor wavelets [1] to extract features. We only store
a small number of bits for each iris code, so the real and
imaginary parts are each quantized. To perform this task, we
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Figure 7. Fast non-linear normalization model.

measure the Hamming distance [1] between two iris codes
and then set threshold to recognize them.

III. EXPERIMENTS AND ANALYSIS
A. Iris Database Description

Our experiments for identification will be tested on
UBIRIS.v1 Sessao 1 and CASIA.vl database, respectively.
The UBIRIS.vl Sessao 1 [9] has 241 people for a total
1214 images and at least 5 photos in each class of size
800 x 600, and taken at a moderate distance under visible
wavelength light and the primary objective is to reduce the
need for cooperation, which means the users would not
feel constrained during the process of image acquisition.
It is developed by the SOCIA lab (Soft Computing and
Image Analysis Group) of the University of Beira Interior.
In the CASIA.v1 database [10], there are 756 images for 108
people and least 7 photos in each class of size 320 x 280,
and captured by near infra-red camera automatically in
room.

B. Comparison of the Sampling Distances with Different Iris
Radius Sets

In this paper, we tested iris recognition system with differ-
ent normalization algorithms, linear normalization algorithm
and non-normalization algorithm, and different radius. For
the unwrapping part, we tested three fields. The first field is
between inner boundary and outer boundary, the second one
is between collarette and outer boundary, and the third one
is the field between inner boundary and collarette boundary.

Figure 6. The simulated collarette line.
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As iris radius and collarette were detected, we computed
the difference value between the coordinates of i-th and
(i+1)-th sample points, as shown in Fig. 8. Since the image
size of eye in CASIA is smaller than UBIRIS.v1 Sessao 1,
the sampling distance curves are beating lightly in Fig. 8

().

C. Experimental Results

In our experiments, we define three iris radii: iris inner
(ir), iris outer (/R) and collarette (cr). In fact, all experiments
are tested in three wrapping fields with ir-IR, ir-cr and cr-IR.
As mentioned in previous section, we extract iris features by
using 2D-Gabor wavelet filter, store a small number of bits
for each iris code, and compare them by using Hamming
distance. Observing Table 1 and Table 2, that experimental
results obtained on UBIRIS.vl Sessao 1 shows that cr-IR
is better than ir-cr, no matter what linear normalization
algorithm or non-linear normalization algorithm are used.
Besides, the results for CASIA.vl normalized in cr-IR is
better than in ir-cr with linear normalization algorithm.
However, the results for CASIA.v1 with non-linear normal-
ization are just in reverse, as listed in Table 1. Comparing
eye images in two different databases, we found that the
UBIRIS.v1 Sessao 1 has much complex furrows besides the
collarette, and the texture under collarette is straight muscle.
After unwrapping it, the divergence of texture of iris images
in UBIRIS.v1 Sessao 1. presents lightly. Moreover, the iris
furrows are complex near pupil in CASIA.v1, so the feature
representation in ir-cr is better than in ir-IR.

Table I
EXPERIMENTAL RESULTS WITH LINE NORMALIZATION ALGORITHM
(%)
ir-IR  ir-cr  cr-IR
CASIA.v1 6.9 9.3 4.3

UBIRIS.v1 Sessao 3.5 4.5 3.7

Table II
EXPERIMENTAL RESULTS WITH NON-LINE NORMALIZATION
ALGORITHM (%)

ir-IR cr-IR

CASIA.v1 35 4.3 9.6
UBIRIS.v1 Sessao 1 3.5 33 3.2

ir-cr

IV. CONCLUSION

In this paper, we propose a collarette detection method
based on pixel intensity variation by using polynomial curve
fitting, unlike existing variants of collarette by using a strong
classifier. We only extract features with 2D-Gabor wavelet
filter and store a small number of bits for each iris code,
then compare them by using hamming distance, and set
a threshold to classify them. Therefore, the experimental
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results show the effectiveness of our radius and collarette
localization algorithms as well as iris normalization algo-
rithm.
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Abstract— The development described in this paper aims to
form a service-oriented teaching-learning model supporting
the modernization of education, which can be the pillar of a
gradually established university specific Competence Centre.
The goal of the programmes of the Competence Centre
conceived last year and being developed is to ensure that
university lecturers and teachers, as well as research workers
can fulfil the demands of an extending inter national/European
higher education learning environment. The competence
development necessary for 21st century university lecturers
focuses on such key areas as Lifelong Learning approach and
Information and Communications Technology literacy. The
authors present the practical realization of the above
mentioned development at Budapest University of Technology
and Economics following the emer gence of a concrete demand.
Specifically, the service-oriented organizational and
operational frameworks of teaching-learning were established
in a way that allows the actual use per organizational unit or
respectively person, the success of the participants as well as
the satisfaction of those initiating the training to be
determined. The main conclusion is that the results of the e-
learning-based training programs developed within the
framework of the research are a good pedagogical indicator of
the transformation process when the further training of
teachers in an institution of higher education of significant
traditions, an ,up-to-date training of trainers’ is being
developed, and based on the experiences the process is getting
institutionalized. The concrete use of the research is the
development of the trainers professonal competencies,
attitude formation and efficient knowledge transfer. The
innovation frameworks necessary for the development of the
lecturers’ competences were provided by the learning and
development environments of the Institute of Applied
Pedagogy and Psychology as well as the e-learning material
developer s of the co-department.

Keywords- Competence; e-learning support systems; Moodle
system; teacher training.

l. INTRODUCTION

The specific, final form of the Technology Transfer
Project as a training program was initially proposed as a
concept of a training framework within the process of
modernizing education, characterized as follows:

It was recommended to develop of an in-house training
system relating to the BME (Budapest University of
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Technology and Economics) Research University Program,
with the emphasis on its horizontal elements (human
resources development, support for the recruitment of
teaching staff, raising standards of educational
achievement), which would provide a suitably flexible
learning framework for innovatively minded teachers.

The innovational background was to be provided by the
Department of Technical Education (MPT) and the Centre
for Learning Innovation and Adult Learning of the GTK
Ingtitute of Applied Pedagogy and Psychology (APPI), as
well as by the current “Trainer Training” TAMOP project,
while the Ingtitute of Continuing Engineering Education
(MTI) would provide the infrastructural organizational
background at university-wide level.

The ingtitute’'s specialised e-learning environment
development server also has such software packages as
Wimba Creator and Adobe elearning Suite Extensions,
aong with electronic learning environments which vary
across the training forms and programmes, while providing
similar services (Moodle- Modular Object - Oriented
Dynamic Learning Environment, Mahara [11], LimeSurvey
[12]). Progressive methodological developments (the
introduction of on-line forums and online examinations) are
reaized in the Institute of Applied Pedagogy and
Psychology framework in conjunction with the operation of
the Moodle e-learning system. The experience thus
accumulated is important for implementing and broadening
the range of opportunities for autonomous learning and for
ICT supported teaching applicable in teacher’'s own
practice. The Ingtitute of Applied Pedagogy and Psychology
is at the forefront of current practice in education innovation
and open, distance learning and information and
communication technology assisted learning (e-learning), as
well as other innovative training employing unconventional
methods [1]. In developing a training program which meets
these requirements, the internationally successful Web 2.0
model, was found to provide a good fit, as depicted in the
jigsaw below. It is obvious that the web 2.0 content
management is provided by a specia content creation tool
(CCT) in addition to the content management systems
(CMS). A student management system (SMS) is also
applied to help student activity, while a financial-accounting
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system (AS) has been formed to manage administration and
statistical tasks.

Student Accounting
Management Systems
Systems (AS)

SMS)

Content Learning
Creation Management
Tools Systems
(CCT) LMS)

Figure 1. Web-Education system in Europe, Source [8]

Il. BODY OF PAPER

A. Antecedents

The aim of the development was to establish a service
oriented teaching-learning model, furthering the process of
the modernization of education, upon which a BME-specific
Competence Centre could gradually be built — responding to
the needs of departments, institutes and faculties. The
objective of the programs offered by the Competence Centre
is for the university’s teachers and researchers to be able to
meet the challenges arising from expansion into the
international, European Higher education sector. The
training covers the following major fields of competence
required to function as university teachers in the 21%
Century:
= Lifelonglearning
=  Teaching in amodular system
= Developing student centred methodologies and
materials

=  The use of alternative teaching methodologies

= Effective learning, and applying presentation
techniques which support individual study

=  Theuse of collaborative and networked study methods

= The application of suitable styles of verbal and non-
verbal communication

= Using modern presentation techniques

=  Familiarity with methodological opportunities afforded
by ICT and incorporating them into the teaching
process

= The development and application of new evaluation
methods

= The application of ICT based
knowledge management systems

= The practical application of
educational organization

In the medium term, the basic system of the in-house
continuing vocational training recognized at university-wide
level is a flexible 100 hour program, adaptable to the needs
of the individual, which current plans indicate is to be
reviewed and revised at 5 year intervals. A third of the
program hours (30-35) are contact hours of theoretical and
practical work in small groups, assisted by an electronic
learning environment (Moodle), while the other two thirds
of the course (65-70 hours) are to be realised individual
preparation and professionally supported consultation. The
Moodle [3] system to be used — which is used by more and

information and

modern forms of
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more university departments — is according to international
sources can be applied to “blended learning” type support
for students and teachers. Currently, within our institute,
with nearly 50 courses and 10000 users we have several
years of experience in supporting online training, combined
tutoring, online examinations and consultations, operating
forum systems and E-portfolio applications.

The integration of the developed e-learning course
modules into the Moodle system did not imply either
content, or methodology, or technology problems. The
Moodle is ready for the management of the course
materials, so it is developed in accordance with the
methodological structure of e-learning. The course materials
were prepared in SCORM format, making possible the
integration of the video elements as well.

The service oriented teaching-learning organizational
and operational frameworks were designed to allow the
monitoring at the level of organizational units and of
individuals of course participants usage levels and
achievements, and the degree to which the courses satisfied
their needs. The evaluation and financing models of the
development take this as their basis. Any given time period
— over a whole academic year — can be employed flexibly,
and, depending on the subject chosen, its nature and
complexity may comprise 5-20 contact hours. The actual
achievement of course objectives per academic year,
measured against an internal credit system is recognised by
the issue of certificates. Course participation aone is not a
sufficient criterion — students' progressis also relevant, asis
the measurement and evaluation of their acquisition of the
target competences, along with effective support for the
teacher’ s self-devel opment.

B. The process of electronic teaching materials
development

As an atypical form of teaching, e-learning requires that
teaching materials go beyond the traditional digitalised or
digitally authored materials, and that they be authored in an
e-learning environment. In the course of preparing these
electronic materials many factors play a role, which do not
arise when creating ssimple written documents. Electronic
teaching materials contain multimedia elements (e.g.,
spoken narration, animation, simulation tasks, highlighted
notes etc.), which are difficult to express in writing alone.

Furthermore, in many cases el ectronic teaching materials
are produced by personnel who are not in fact competent in
the details of the subject matter presented. A major problem
arising from this is that of how a specialist in a particular
field — the content provider — can convey to the personnel
who are producing the materials — the materials developers -
what should feature in the teaching materials. The creation
of electronic teaching materials — due to the factors outlined
above — requires an effective quality control process:

Firstly, the materials developers show the content
authors what possibilities are available in electronic
teaching materials, and give them a written description of
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the development environment. For this, it is necessary to use
the appropriate terminology and review the range of
available options. Following this they jointly write the so-
called script (synopsis) of the teaching materias, on the
basis of which the materials are produced. The most
important attribute of the script is clarity; that is to say, the
material developer should know exactly where the materials
will be used, and what will feature in them. The next stage
is the process of checking and editing, professionaly, in
terms of content, and linguistically. It is important that even
at this stage the script be precisely written enough that the
editors will know, even without having produced electronic
materials, what will feature in the materials and how. The
professional and linguistic edits are then reviewed by a
further editor, who accepts or rejects them as appropriate.
Next, the rough materials are produced, which comprise the:
o Written texts,
e Images,
e  Studio recordings,
e Video materials and animated sequences required for
the teaching materials.

The best solution is for the rough materials, or a large
proportion of them, to be prepared by the content authors /
script writers themselves, or for them to supervise this
preparation. This also greatly aids the work of editors and
proofreaders, and there is less chance of the type of mistakes
which arise when materials are being developed. During the
next stages of the process one of the most notable tasks is
tackled, pedagogically speaking, that of curriculum
development. In the last stage in the process, the electronic
material is subjected to the further editing and testing, to
determine how much it conforms to the script.

It can be seen in this process that the key to materials
development is an appropriate script. The script hasto bein
all regards exact and unambiguous, especially as its narrator
may in many cases have little idea of what he is saying. He
will thus be scarcely able to correct or supplement any
unclear or questionable material. The diagram below gives a
general overview of electronic teaching materials. This kind
of overview isvital, to make the content developer aware of
the possibilities and limitations of electronic teaching
materials.

/
&, 4}
LY L
(K¢ > 5
)

Figure 2. Electronic Sfudy M aterial, Source: Internal teaching resource
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Once the el ectronic teaching materials have been
uploaded the lesson screen appearsin a new window, which
is composed of several parts:

e Frame, other lesson-related information (1.)

e Noteson content (2.)

e Text (theoretical) information (3.)

e Video window (flash animation, interactive task(s))
4.).

C. Real worldrealisation

The dtrategic aims of the program were achieved in
several developmental phases. The first phase, in mid-2011
(April-August) the topic areas of the Technology Transfer
Project — with the agreement of the participants — were set
out in brief training modules (maximum 10 hours). These
courses partly consisted of contact hours with full or partial
e-learning support (for individual preparatory work and
practice). 6 of the 11 modules present and order the general
characteristics of innovation, which then link into a module
on product development. The technology development
projects being pursued at the BME (Budapest University of
Technology and Economics) serve as case studies of
innovation in the other 4 modules demonstrating how
innovation can be supported by knowledge transfer. The
modules focus on the application of the results of innovation
and the establishment and development of suitable business
models for practical application of innovation. The topics of
e-learning modules actually developed were:

e Fundamentals of Project Management

e  Starting businesses, spin-off firms, Raising capital,
Economic Analysis of investments

e Syntactic metal foams - metal matrix composites
reinforced by special particles

e Lasersoldering

e Fundamentals of Product Development
Management

o Intellectual Property Rights, industrial copyright,
patents

e  Preparing and managing tenders/applications
e  Innovation management
o  Marketing, business, image building
The specific tasks were devised in the following process:
1. Finalizing the task specification and clarifying its
financial aspects
2. Selection and recruitment of technical writers/course
advisors collaborating on the project
3. Skillstraining for technical authors
4. Collection of professional materials necessary for E-
learning material development
5. Creation of E-learning modes: early summer pilot stage
(4 modules)
6. Moodle framework development and downloading of
pilot course materials
7. Briefing course advisors on on-line consultations and
tests
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8. Announcing and initiating pilot courses
9. Uploading the complete course materials onto Moodle
and commencing the training — the final test and
validation of the teaching materials
10. A brief (6-8 minute) video (in VCAM format) was
prepared for each module, functioning as a
freestanding lesson, supplementing the written
materials, which together make up an individual work
(downloadable, executable), which is embedded in the
e-learning materials.
11. The supporting framework for the courses was
completed (Moodle) [4]
12. . Theteaching materials were uploaded onto this,
connected to the Google Analytics statistical services,
which allows the courses to be monitored. The visual

interface:
http://visibleexpression.co.uk/mythemesaardvark_mak
eover.zip

13. Information relating to the course applicant, and the
relevant application form was placed on the electronic
learning environment delegated for educational
support of the project, which can then be used to help
draw up an adult education contract.

An average of 2 AO sheets worth of “course materials”
are prepared per module, and these e-learning study
materials, which are suitable for individual study, are
accessible to registered users in an inclusive manner on the
electronic framework, aong with 10-20 related test
guestions per module. Course participants and teachers alike
will have access to Forums for the duration of each module,
which are moderated by the technical author and provide
opportunities to conduct consultations and to exchange
experience. This links in with the course ending,
examining/knowledge checking process, alowing for
evaluation of the course and datistical analysis. Co-
ordinating activities are included in the above processes, as
are monitoring and evaluation (quality control), along with
administration required for the course (course registration,
approval, signing contracts, certificates of achievement,
collating statistics). The figure below shows the opening
page of the Moodle system which facilitated this e-learning.

Tudashasznosulast és tudastranszfert

ogatd képzések

Gutabs 5 prrc)

Figure 3. Opening page of the Moodle LM S of the Technology Transfer
Development, Source: own photo
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The study pages of the individual modules can be found
under the course category headings, and within them the
lessons. The screenshot below shows the contents of one
lesson.

Dr. Sebestyén Zoltdn

A projektmenedzsment alapjai

1. LECKE: PROJEKT

T ALAPOK

Kedves Hallgats!
‘Ebben a leckében it i e két6ds

+ Alecke attanulményozésa sorén On felkésziil arra, hogy meg tudja hatérozni a projektmenedzsmentet, és a
projekiportfélié-menedzsmentet.

« megadnia projekiportfsli6-menedzsment lépéseit.

Q Alecke elsajatitisa mintegy 2 6rat vesz igénybe.

o)
Figure 4. First lesson of the course of the Moodle system, Source: own
photo

The following screenshot shows the video recordings
embedded in a lesson, which the student can stop or replay
at will.

_~ Dr. Sebestyén Zoltdn
" A projektmenedzsment alapjai

00 5 18

Ap P PRYTR

photo

I11.  CONCLUSION

Students who have successfully completed any one of
the 9 e-learning-based training modules gain skills which
will afford them greater mobility and measurable
knowledge, as well as in future years supporting the
Lifelong Learning concept. 1466 out of 1965 students
successfully completed the selected module. A notable
outcome of the programmes was the co-operation between
teachers from different faculties and the effort the put in to
develop an effective way of conveying knowledge. The
participants were able to select the most appropriate training
programme for their particular competency set, and to
immediately apply the knowledge and practical experience
thus gained in their teaching practice. The success of the
training programmes of this project is also evinced, from a
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pedagogical standpoint by the process of transformation in
which a higher education institute with long traditions is
moulded by the further professional training of its academic
staff, and on the principle that experience is systemized
suggests that this may lead to this process becoming
institutionalised. Beyond allowing teaching materials to be
downloaded, the Moodle system also facilitates
communication between students and teachers, measuring of
their activity levels, the functioning of public forums, and
implementation of monitoring and evaluation in an
electronic environment. The patterns of usage of the system
are shown in the following two diagrams, from November
2011 - February 2012, which clearly shows, for instance,
the peak date of online test completion on December 12
2011. It can also be established on the basis of Google
analytics statistics, that on December 5 2011, 1023 people
visited the courses’ study pages to study the online study
materials contained therein, preparing for the final exams.

nnnnn

uuuuu

2011, oktober 3
1
1

2012, januar 2

2011. oktober 10
2011. oktober 17,
2011. oktober 31. |
011. november 7.
2011. november 21
2011. december 12

Figure 6. Student and teacher activities of Technology Transfer course,
Source: own photo
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Fi gure 7. Satigtical indicators of TT modules with the aid of Google
analytics.
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Abstract—This article aims to describe the methodology for the
realization of particular although partial steps when accepting
a new paradigm of learning or other school processes. A part
of the paper deals with the verification of partial
methodologies of the Model of Technology Powered Learning
at school. The student-centric approach and the impact of
information and communication technologies on education and
university society are applied. Positive digital identity of
personality is an outcome of human activity while at the same
time it accepts the technology of cloud computing and deep
web. A new term — Personal Credit Portfolio — has been
invented. The processes are implementable for students and
for all the members of academic staff, and consequently have
an impact on the credit of the whole — University.

Keywords-Personal Learning Portfolio; Personal Credit
Portfolio; Technology Powered Learning; Social Web; Internet-
based Education

I. INTRODUCTION

Many research programs explored how new technology
brings mass collaboration and changes the world. For
example, New Paradigm team [1] has conducted several
investigations to understand how the Web 2.0 changes the
corporation. Collaboration and relationship has been newly
shifted to the new paradigm principles.

A. Contextualization and Importance of the Theme

Web 2.0 tools do not only provide different ways of
communication which should enhance learning and
interaction in the virtual environment. They also offer a real
opportunity to create a classroom without walls [2]. Boyd [3]
claims that the social aspects of Web 2.0 have great potential
for enhancing education, while many authors suggest that
Web 2.0 concepts could support lifelong learning
communities. The teachers” role is to encourage eLearners to
creative thinking and to stimulate them to be active users
(i.e., prosumers) [4].

Learning through ePortfolio is offen offered. Hellen
Barret describes Balancing the Two Faces of ePortfolios [5]
and separates the process of creation (Portfolio as
Workspace) and the process of final display of the product
(Portfolio as Showcase). By this approach the process of
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positive digital identity building is solved only partially. In
this article, a proposal of good personality image building by
a so called Personal Credit Portfolio (PCP) is newly
formulated. For the process of the PCP creation is significant
continuous interaction of personalities and technologies.

Links are the new CVs, portfolios aren’t just for artists
anymore, and experience reigns. The most important skill
we’ll have in a world where 50% of people see self-
employment as more secure than having a full-time job is the
ability to go out and get the right knowledge for the right
purpose at the right time [6].

The academic exclusivity has for centuries been based on
the strictly hierarchical structure of the processes. The
evaluation of students, pedagogues and scientific staff is a
direct outcome of academic activities. Being closed in is the
means of building exclusivity. The role of the so-called
gatekeepers is integrated within the system, and the openness
and sharing create strong concerns. As it can be generally
seen, nowadays numerous methodologies of hierarchic
evaluation of academic institutions and their individual
members are being introduced.

Hierarchic teams at universities are not very efficient.
The open web environment with its flat net structure of the
processes with natural activities of end participants offers
more. Openness and sharing are not typical of teams within
universities and thus the effective connection to the outside
world based on the continuous feedback is missing. There is
still a tendency to adhere to publishing the results of pre-
reviewed scientific research which does not correspond to
the speed of development. The natural characteristics of the
open web environment concerning the criteria of the
evaluation with continuous feedback are missing. Any
growth is thus supported with intolerable delay.

The openness of the Internet is a threat. Especially
worried are those whose outputs are not shared and naturally
used by professionals. It is not always academics who refuse
changes; sometimes the same can be said about students. The
newly created net connection brings development but also
the necessity of continuous work. However, students are not
always willing to make an effort because it is the evaluation
which is considered the main product of their work not the
real personality development. Some students admit that they
are studying only to get a degree. Continuous shared
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collaborative work, for which the activity of each member is
a necessity, seems to be a useless complication on their way
towards a degree. In this way, the core of the interest lies not
in the real personal development but in the achievement of
an academic title.

The theme is important and relevant as a fight for
survival of a hierarchic structure against the danger of the
flattening of the world by net structure is a strong
characteristic of the present academic life. New paradigms
cause disruption and uncertainty, even calamity, and are
nearly always received with coolness, hostility, or worse.
Vested interests fight against the change, and leaders of the
old are often the last to embrace the new. Consequently, a
paradigm shift typically causes a crisis of leadership [7].

The openness of the Internet is a threat for the hierarchic
structure and as a consequence it leads to the refusal of new
technologies by those whose good reputation (credit) is
supported by the hierarchic evaluation. Pundit Andrew Keen
issues a long bleat claiming that the world is awash with
drivel because it is so easy to propagate ideas on the Internet.
Keen pines for the good old days—a time when apparently
only smart and credible people had access to printing presses
and the airwaves. A healthy society needs gatekeepers, he
argues.

Throughout history academic institutions have organized
themselves according to strict hierarchical systems of
authority. At the time of the Internet it does not seem to be
effective to report on the strength of an individual or an
academic institution through various hierarchical systems of
evaluation. Today, you advance in the world based on your
performance, not a piece of paper declaring your expertise in
"knowing a little about a lot of things" [6]. The good
reputation (credit) of universities, individual students,
pedagogues, and scientists could be developed through
openness. Sharing outputs brings along a natural evaluation
of quality. The flattening of the evaluation processes towards
the net structure with active participation of end users is
beneficial.

Individuals and institutions reject these changes. No clear
examples of such change implementation have been
observed in the surrounding environment. There has not been
a methodology put into practice yet.

B.  Research question and Objectives

This article aims to describe the methodology for the
realization of particular although partial steps when
accepting a new paradigm of learning or other school
processes. A part of the paper deals with the verification of
partial methodologies of the Model of Technology Powered
Learning at school. Is the end-user approach applicable on
education and university society? Would a Positive Digital
Identity of personality be an outcome of human activity and
the technology of cloud computing and deep web at the same
time? How can end-users contribute to their personal identity
(whether they are students, pedagogues or scientists) and
further to identity and prestige development of the whole
institution within the process? Are the students able to create
systematically their Personal Learning Portfolios and
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perceive a power of these outputs when creating their digital
identity? Could be realized processes generalized?

The aim is to use the results of long term qualitative and
quantitative analysis to formulize generally wvalid
methodology. The outputs are monitored when transferring
them from Learning Management System usage to freely
accessible web applications. The subject of interest a
monitoring of implementation effects of Technology
Powered Learning is. The research is in process when
educating thousands of students of academic institution
within more than 10 years. The outputs are generalized in
proposed methodology to be transferred to Technology
Powered Learning Model.

A new term — Personal Credit Portfolio — has been
invented.

C. Structure of the Paper

In the introduction the context and rationale of using
different Web 2.0 tools in teaching and learning are
mentioned.

Section II presents the results of examples study. Facts
and methodologies of successful world universities are
reminded; these universities use an openness and power of
Internet more effectively than universities in the Central
Europe do. Section is involved to strengthen previous
argumentations in favor of research, hypotheses formulation
and methodology of innovations implementations to the
environment of the Central Europe universities.

Section III involves the results of research being
provided at the university to argumentation for the change
and proposes the procedures. Here the results of long term
research in usage of Learning Management System (LMS)
Moodle to support academic education are stated.
Methodology of the transition from LMS Moodle to the open
access web applications and creation of Personal Learning
Networks is described. The way of using the power of social
networking when implementing the model of Learning
Powered by Technology is shown.

Section IV brings new knowledge and implements a new
term. It is linked to previous contributions, which separate
two parts of ePortfolio creation — one as the process and
second one as the product. The new implemented term
Personal Credit Portfolio points out inseparability of both
parts. Building of positive identity is presented as continual
process. Participants here is not only the man but hidden
technology processes as well. Experiences are used
accepting the fact that Every work starts with the potential to
be a Thought Paper that might be read by millions. I am
responsible for building my resume or portfolio since my
first day in college. [8].

The final section presents a concluding discussion of the
findings of the study and university reality from different
angels. The pros and cons of different Web 2.0 tools at
universities and the synergy effects of the integration of the
selected tools to university processes are also examined.
Discussion about the future direction of the Web 2.0
application at the university environment is open.
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II.  SUCCESSFUL UNIVERSITIES ARE UNIQUE BY THEIR
OPENNESS

Universities as well as their academics strive for the best
in their field. The danger consists in persuading ourselves
that we can get among the successful ones through the
currently used methods of evaluation. The winners are those
who can accept the fact that there is no need to develop the
processes and criteria applicable in the times before the
Internet. The challenge of today’s world is to overcome the
existing paradigm in the most direct way. The focus of the
new evaluation methodology lies in openness and sharing,
which leads to a natural evaluation based on relevant
feedback.

Openness and sharing demonstrably increase the
effectiveness of the present processes. Academic processes
are no exception. Openness and sharing are what increases
the personal and the academic institutions” credit, and as
such they are necessary to be included among the relevant
evaluation criteria. The growth of the credit refers to:

e student’s, graduate’s and teacher’s personalities but
only in case that it is the “learning” not the “testing”
which forms the center of the pedagogical processes
(personality’s credit is built on continuous learning
not on evaluation by testing),

e research and science workers but only if the Internet
is used for the open scientific cooperation with
shared outputs and for continuous feedback,

e administrative workers but only if the Internet is
used for the shared collection and continuous
generating of customized data needed for academic
processes,

e institutions consisting of students, graduates,
pedagogues, and scientific and administrative staff
who have relevant knowledge and who use the
current power of the Internet as described above.

III.  SOCIAL NETWORKING
AND THE MODEL OF LEARNING POWERED BY TECHNOLOGY

The present state of eLearning at the Central European
universities is based mostly on the pre-internet time
processes. Old processes are only performed with new
technology usage but they are not powered by technology.

The power of new Internet Web 2.0 is not fully utilized,
even though there has been positive feedback from end
users/students. The focus of the present approach is a
pedagogue not the social networking of learners. So far there
are not accepted activities and processes of the Model of
learning powered by technology.

A. Out of the classroom,
out of the Learning Management Systems

To increase competitiveness of labor force in global
knowledge-based economy it is necessary to accept new
paradigm of education. The future of learning needs to move
out of the box — whether it is the little red school house or the
course management system. We need a new way of thinking
about teaching and learning that put not just the learner, but
learning at the center [8].
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B.  Methodology of the transition from LMS Moodle to the
open access web applications

The key word for all Learning Management Systems
(further LMSs) such as Moodle is the management.
Students‘ work managed by the teacher is a clear indication
of the hierarchic structure of activities. Within the last ten
years, the team of the Innovation in Education Institute at the
Technical University Ostrava has conducted large group
(tens of thousands of students) investigations to understand
how the Learning Management System works. It can be said
that LMSs play de facto 3 functions as you can see in
Figure 1.

1. Making the content accessible (static presentation of
the text or multimedia study materials created by the
teacher or borrowed ones).

2. Administration of students” work such as reporting,
evaluation, archiving etc.

3. Management of students® activities, favorably their
guiding and the overall communication management.

Ad 1. The first part — static presentation of content
continuously decreases its imperfections. Such created
materials exceed the LMS, namely to the open access web
applications.

e During the first step forward the files (although
multimedia ones but still files) are uploaded to web
outside LMSs. Their characteristic feature is more
flexible accessibility, and they can be used for
further courses, mostly done by the same teacher.

e Later on the content is to be designed through the
open access applications, i. e. directly in web space.
Content created in GoogleDocs can serve as the
example but also wiki, blogs etc. are used. There
need to be said that the present LMSs, e.g., Moodle
version 2.x, support the creating of some hybrids,
i.e., they accept the outputs of the above mentioned
web applications and they can implement them into
their management systems.

LMS Moodle =» Open access web applications

LMS Moodle

1. Static Learning Content

2. Administration of students’activities: records, evaluation, archiving, ...
3. Communication: guiding the students” activities

ff J ‘ 3. Communication:

5 Adnirsaton ot I| guiding the students activities
students activities: [ 2>
records, evaluation|

TN

Tn
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Figure 1. LMS is transferring benefitting from open web applications.

Ad 2. Gradually, it appears that the right role of LMS lies
in the second group of the above mentioned functions, i.e.,

] = B
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the administration of students ‘work. Reporting, testing,
tasks evaluation, and the archiving of the students’
performance can be done in LMS effectively, probably even
more effectively than anywhere else. The strengthening of
testing and evaluation is not in accordance with the concept
of a new lifelong learning model on one hand; however, the
current academic environment cannot in fact operate without
them. Let us leave them then inside the LMS stating that in
this way they are effective, even though their effectiveness
for the Model Powered by Technology is more than
doubtful.

Ad 3. The creation of the learning content by open access
web applications meets with the third part of the above
mentioned activities of eLearning in LMSs, i.e., the students*
work guiding (Figure 1). It is more effective to communicate
with the students outside LMS, i.e., in other applications
designated to it. It is the social web which is used. The
guidance by a teacher is lowered and the communication
among students increases. In other words, the mutual
continuous connection among learners is much more
stimulating in a process of a creation of collective
intelligence. Pedagogue is one of the nodes, only possibly
distinguished by the coaching aspects. When the network is
set up, Model of Learning Powered by Technology begins.
Lifelong Learning goes on in a continuous mutual
interaction.

IV. PERSONAL LEARNING PORTFOLIO
AND PERSONAL CREDIT PORTFOLIO

The LMSs provided a low level entry on the web. In the
new model a course exists outside of the student’s own
learning space. A course is one of many hubs of designed
and facilitated learning objects and activities, and it links to
an established social network of students and professionals
exploring the same content and activities. A course becomes
a hub of activities facilitated by the expert — the faculty
member. But it remains outside of the traditional course
space, in students’ own ePortfolios, which transcend the
limited space and time that any single course can be expected
to provide [8].

Personal Learning Networks are a great way to widen
knowledge and learning beyond won [9]. PLNs are created
by the individual learners. To extend relevant connection of
those who are learning with those of the same interest and
knowledge can fulfill specifics of their needs. PLNs provide
with an access to significant personalities and experts
worldwide. Those form the communities around them, to
which others have access. Everyone has opportunity to get
the sources and knowledge, which would be inaccessible
behind the school walls. Individual learners create their
personal learning network as in Figure 2 you can see [10].
Personal Credit Portfolios as social networking products are
created continuously. Students are encouraged to make their
learning visible. Activities in the course of study subjects are
the part of Personal (Learning or Credit, resp.) Portfolios are
accessible any time. Accountability and employment of the
course participants including teacher is continuously
increasing.
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As in [5], social networking and personal portfolios
creation are used in education:

1. for personal knowledge improvement (Personal
Learning Portfolio), i. e.
to store outputs and share experiences,
to reflect on learning,
to take feedback for improvement,
to showcase achievements
Portfolio), i. e.

e to showcase achievements and accomplishments and

to facilitate accountability and employment searches.

Both parts act in mutual interaction and are not
dividable. The more the man would try to distinguish the
“working” parts (Learning Portfolio) and ,showcases
(Credit Portfolio) the more work he would have (and never
would finish). He would still have to keep in mind
unexpected “tricks” of never ending cleaning, setting and
structuring the outputs being implemented by the tools of
deep web and Cloud Computing. Cleaning is pointless work
— we all know that HR officer can always find something
what have not been showed in ,,Credit” Portfolio by
applicant. On the contrary, an applicant makes effort to hide
imperfect information.

!\)...

(Personal  Credit
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as a SOCIAL NETWORKING
PRODUCT: 2
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Learning Network

for Personal/(Learning, resp.
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A\
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+Lifelong Interactive Portfolio (generated by Deep Web as well))
=> public environment |
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[ and Creation PROCESS)

| Deep We ‘MV Fam"‘i‘/ My Hobbies => partly publicenvironment
interactio interaction 1. for (self)learning

My Profession
+ ction

=> personal environment

Web 2.0
Tools

s

a Learning Management System ~ Wiki
(with Web 2.0 features enhancement) sitesﬁ

2. for response and feedback 2
publicenvironment

Multimedia Facebook

sharing platforms,

Blogs

for collaborative te
projects

S

for delivering for conducting virtual
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(response)

for mentoring
and information sharing

Figure 2. Personal Credit Portfolio [9].

We have to consider the fact that by each click on web
we create ,,Lifelong Interactive Portfolio®! In this way hardly
controlled Mush-up such as reports on Facebook, Blogs,
wikis, Twitter, Ning, YouTube, Flickr, Picasa etc. is created.
Students (as well as pedagogues and scientists) have to be
awarded that each their trace can be seen by millions of
Internet users! They contribute to their Personal Credit
Portfolio by all work they do on the Internet.

A. Literacy to PLN creation

The man has to be equipped with literacy, i.e., how to
access the community or to build it, how to find people and
sources being trusted. It is more complex process than to sit
in the class; it is more independent overreaching curriculum
of the subject.
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New role is hard for both students and pedagogues.
Teacher has to be prepared for his students” activities, also
for the danger resulting from the fact students can go
anywhere and speak with anybody to fulfill their ambitions.
The pedagogue is able to manage the students to active
safely and effectively in a way socially demanded. Active
approach of the pedagogue to educational process demands
to be equipped with ability to open conversation, which is
the base of continuous connection, providing and receiving
feedback. Literacy to PLN creation can be acquired step by
step and the advices of predecessors can be used as well.

B.  The way from PLN 1.0 to PLN 2.0

To develop their personality students get ideas how to
start with building their own PLNs. There exist many
recommendations but all have one thing the same — to
proceed by two phases from PLN 1.0 to PLN 2.0.

1. The best way to enter the new world is to become
consumer first, i.e., to acquire the skills to work at reader
level. The aim of this phase is PLN 1.0. It is the mark
overtaken from the term Web 1.0, whose basis is the reading
on the Internet (Read Web alias Web 1.0).

2. Then the personality’s development towards 2.0
skills is able. Students and pedagogue can go towards creator
role. Individual starts to be active. PLE 2.0 is analogical
extension of the term Web 2.0 where it is about not only
reading but also about active writing (Read-Write Web alias
Web 2.0) [11].

Above mentioned two steps are applied gradually to the
process of acquiring the knowledge to work with others and
others web tools suitable for interaction and reflexing.
Among those chronological reports, wiki for web creation,
multimedia for active creation of web content,
microblogging, today Twitter and social networking, today
Facebook, Google+ are. Everything can be shifted to
hundreds of web applications but all the time the
effectiveness of such activity has to be considered.

C. Tools integration

We can integrate Web 2.0 tools into (university) course
delivery. One of the possibilities is using widely integrated
tools of Google as an environment enabling easier
integration of partial tools while logged only ones. In this
case it is suitable to create an account at Google and to create
own iGoogle. Gradually it can be supplemented by some
other selected tool beyond Google group. Entering the new
and new fields can be repeated in the model from 1.0 to 2.0.

Blogging. It is good to devote the first cycle “from 1.0 to
2.0 acquiring skills to blog. The real output of it is going to
be not only skill but the first part of own PLN as well.

1. To become involved in professional social network
according personal interest by choosing some
bloggs 5 at most being interesting for the individual
as for determined aims. By RSS channel to log for
receiving chosen bloggs and to watch them through
Google Reader (to make it the part of personal
iGoogle).

2. To manage own blog by own inspiration e.g., using
Google service Blogger or Edublog or others. To
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believe in an opportunity to be involved in
conversation and commenting bloggs. Most of
authors wait for reactions of the readers and are
prepared to answer them. There is no reason for
fear.

Microblogging. At the same time or with small time lag
the two phases’ cycle can begin e.g., microblog. First to get
known it by reading, later to become active in writing notes
and finally to write comments to the others” notes:

1. To become involved in microblogging by reading
Tweets at Twitter. Five well know communities can
be chosen to watch their content being produced
and shared. In short moment when 140 symbols are
read there can be learned a lot. Especially by
creating the connections between earlier acquired
terms. Besides the professional microblogs we can
watch also public personalities such Twitter
BarackObama. As a rule big surprise comes how
effective such short notes can be.

2. Later to create own Twitter and be active on it. The
last thing to do is to comment Twitters of others.

Google+ (Facebook). To start the work on Facebook the
same scheme suits from reading (1.0) to writing and active
contributing (2.0).

Wiki. Analogically can be proceeded when using other
tools, e.g., wiki should not be excluded from any educational
community at universities — students “cooperate” on daily
basis. Wiki environment can be used advantageously to
administrate web space of online course as accessory of
Learning Management System. LMS is good to keep for
achieving of selected outputs relevant for academic crediting.
But to manage activities and cooperation there is opened web
space suitable to use. This role wiki fulfills greatly.

Others. Many web application can be used when building
own personal learning network. Some of them are unique;
others are alternated in few modifications. By Top 100 Tools
for Learning being elaborated every year the picture about
them can be made.

1. Students write their own notes out of information
acquired to their PLN at different spaces on the
Internet.

2. They watch the work of their colleagues as for topic
and discuss it.

3. By teacher’s support they achieve agreement in so
far work.

4. They create and publish own material for the
community of study subject’s online course.

5. They write comments to colleagues’ materials.

6. They achieve solutions and results by cooperative
work

Students develop their present Personal Network. At the
university they go further and further from the closest
surroundings to general audience.

1. When entering the university the students are
managed to build their own portfolio in such way to
be seen by their schoolmates, potential members of
working teams and their teachers.

2. Later on their openness and outputs sharing should
expand through grades as well as universities.
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3. And finally, their portfolios become opened to the
general public.

Each step of the way, their audience gets wider:

Students start from a small circle of trust,

get feedback,

incorporate that feedback into their work,

and venture into the next larger audience circle.

By the time their work reaches the general audience,

their portfolios have been vetted and debated by

multiple audiences starting from the students” closest

circles of peers and mentors [8].

Next, we consider an exchange of opinions beneficial as
for the objects, by which the portfolio concept should be
receiving. In the frame of education there is an option to
systemize a few portfolios, some of them individual, some
connected with universities. Washington State University in
its concept Eportfolios for Learning implements three areas:

1. Student Portfolios promoting student’s engagement
and ownership of learning.

2. Teaching Portfolio offering a faculty a method of
assessing, reflecting on, and improving teaching
skills.

3. Program Portfolios highlighting the alignment of
learning outcomes on multiple scales.

There is another, fourth option to develop above
mentioned resulting from Innovation of Education Institute
of VSB — Technical University’s experience:

4.  Researcher’s Portfolios promoting researcher’s
engagement and ownership of research.

In the research area the support of individuality and
institution through Web 2.0 is even more uncommon.
Researchers are tired of not ending results reporting by the
databases to be filled with data because of insufficient
integration and systems” inability to generate such data to be
used by different views and purposes. Practically there is no
such a research being interactively supported by portfolios
development enabling the author to invite the others to the
space to give feedback or collaborate.

nhwo=

V. CONCLUSION AND FUTURE WORK

As it can be seen, when going through internet sources, a
growing number of institutions see the benefits of new
technology and collaborative models and respect Web-
enabled transparency as a new force. The university may be
going through the biggest change as well. Confirming case
studies having been provided showed that it is possible to act
similarly also in more conservative environment of Central
Europe universities. Methodology of implementation of end-
users role in the processes of academic education has been
proposed and proved. Respondents of statistically significant
size declared significant changes as for their approach to
study and its results. They were able to work more by
themselves and independently, to find and use sources out of
their community and the outputs of the others motivated
them to better study etc. Quantitative and qualitative results
analysis exposed an increase of significance of users-creators
and effectiveness of educational activities compared to
currently used educational model wunder Learning
Management Systems. The results become touchable
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contribution to the graduates” employment in a shape of their
Personal Credit Portfolio.

Academic life prefers idleness and pseudo-safety of a
hierarchic structure and non-transparency and thus rejects the
openness and sharing. The reason for such behavior is the
fear of losing its exclusivity. It is widely known that the
changes are brought about by the information and
communication technologies. And while these seemingly
uncomfortable changes are unwanted, it leads to rather cold
acceptance of the corresponding new technologies. Such
academic institution is far away from the model Technology
Powered Learning. Institutions with this philosophy cannot
gain more than a locally-limited significance and thus their
importance naturally descends although they try to show the
opposite by all the evaluation mechanisms.

The way towards a new conception can be paved by a
creation of personal virtual communication networks.
Learners (also teachers and researchers) profit from Web 2.0
applications’ effort and create their own mutually connected
net of their individual learning, Personal Learning Networks
(PLNs). Mush-ups of activities and continuous responses
through open web applications are the content of their
Personal Learning Portfolio.

By continuous activity a man build his Structured
Accountability System as showcase achievements for
accountability or employment. The tools of Deep Web and
Cloud Computing help by facilitating employment searches.
Continuously interactive lifelong Personal Credit Portfolio
(PCP) is built as an individual expression of Positive Digital
Identity.

Personality and its development are powered by
technology. The result is the continuous development of
personal credit and accountability in the labor market.

This article offers to discussion the experiences resulting
from acceptation of collectivism principles in university
education and from the practice of supporting the building
individual PLNs. Such observations are to disposal when the
participants (students and pedagogues) have been managed
to go outside their classes, work continuously even when
they are not together in the class, to go beyond curriculum of
presently studying subject. Concentration of content being
prepared in advance has been shifted to the principle of
users’ generated content as the centre of learning. It appeared
the students wanted and was able to find other environments
and people with the same interest. They carefully have been
finding the effort of realized conversation (using different
tools of social net) in the field they want to learn or — by
pedagogue’s view — which is the aim of subject’s
curriculum. This all greatly increased their internal
motivation to learn.

In real net connection of all participants during the
education the literacy of the students has been developed and
they have been able to build their own PLNs. Students
gained skill to find people and sources in determined context,
which can be trusted to, and the ability to connect own net to
relevant and inspirational bundles.

The ability to create one’s own Personal Learning
Network or Personal Learning or Credit Portfolios is very
useful for lifelong learning and employability support. A
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self-motivated approach to one’s own active systematic
learning creates an environment known as a sustainable
development of competencies [12]. The ability to create
one’s own PLN supports the ability to be adaptable. And to
be adaptive is to be perpetually current.

Students are drifted by their own positive digital identity
development on Web 2.0 cloud. They explore that learning
starts to be the natural omnipresent part of their lives, change
their life quality and improve their accountability or
employment. Real development of their personalities is an
indisputable fact —on Web 2.0 clouds.

A Model of Learning Powered by Technology enables,
motivates and inspires all students to leverage the power of
technology. Experiences in how to provide personalized and
student-centric learning and enable continuous and lifelong
learning can be transferred further.

Universities have to find by themselves how to reinvent
the rules of business to survive the flat world created by a
global Internet as those revolutionary changes have to accept
all human activities. To improve university’s and its staff’s
credit (and thus to increase their employability) means:

e  Open our activities to the world, actively build own

Personal Credit Portfolios.

e Support their aggregation into dynamically kept

university credit — University Portfolio.

e Declare the fight against such university’s

presentation as the statistic websites are.

e Open University Net to communicate with wide

public.

e  Support the strategy of personal (and institutional as

well) positive digital identity development on
Web 2.0 cloud.

Innovations being implemented from down to up can
help to destroy university bureaucracy and support natural
methods of research work. Our Experiences show that by
implementation of such principles as openness, peering,
sharing and acting globally [1] brings great results not only
in business sphere but at universities as well. New principles
contribute to university credit’s improvement not putting
finances into the marketing. The same principle governs
one’s credit development — student’s, pedagogue’s or
researcher’s.
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Abstract—This paper describes a system, called VisuText,
which creates visualized diagrams from textual descriptions.
This work was motivated by the awareness that if additional
contextual knowledge is appropriately utilized, one can develop
a visualization system that systematically translates recognized
objects and their relationships into a collection of one or more
cohesively assembled pictures. VisuText first translates text into
a computable representation, called SP form. SP forms are
then converted into schematic diagrams by combining words
and appropriate small images which themselves are stitched
together to form a bigger meaningful picture. VisuText is
especially suited for visualizing text that describes processes,
particularly, those expressing similar facts and relationships in
a large quantity. We find one excellent application area of
VisuText is using it as a post-processing step after gene
regulatory relationships are extracted through text mining of
biomedical literature to pictorially represent discovered gene
regulatory relationships for easier understanding by biomedical
scientists. We illustrate how VisuText works by creating a
pictorial representation of gene regulatory relationships from a
set of statements extracted from the biomedical literature.

Keywords-Text visualization; document visualization; natural
language processing; text; semantic processing; dynamic
ontology development; collaboration system; information
retrieval; search; biomedical literature mining; gene regulatory
relationships; cell signalling; picture rendering.

1. INTRODUCTION

The adage “a picture is worth a thousand words” is
universally applicable when biomedical scientists summarize
gene regulatory relationships from the literature. In the
biological literature genomic structures, proteins, and other
phenonena are generally described using natural language.
The textual descriptions recount of elements that interact in
very complex ways and the manner in which the elements
interact to express gene regulatory and/or cell signaling
relationships. Grasping these complex descriptions when
they are presented in text is not an easy task. The problem
becomes more difficult when these descriptions are not
contained within a single document, but dispersed
throughout various documents and need to be combined. The
biomedical community, particularly, those working on
discovering gene regulatory relationships face this problem
more seriously, because each scientist may work on only a
small set of genes and yet the community need to understand
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the big picture of how over 27,000 genes (in human case)
work together.

In general, scientists currently read the biomedical
literature and manually create schematic diagrams depicting
the gene regulatory relationships summarized in the text.
Examples include BioCarta [11], KEGG [12], and GenMapp
[13]. They also extend existing diagrams when new
information is garnered from the literature. The diagrams
that they create, being a more adequate medium than
language in conceptualizing complex interactions, help
researchers  quickly  comprehend gene  regulation
relationships. Unfortunately, this process to convert textual
information into a schematic diagram is done manually in
most cases—an activity that is very laborious and prone to
error. The question is whether one can design a system that
can automate the process of generating pictorial
representation of complex relationships, at least to a
substantial degree, if doing that cannot be done entirely
automatically.

This paper describes a system, called VisuText and its
application in creating pictorial diagrams of gene regulatory
relationships from textual descriptions. VisuText has been
evolved from one of our earlier system, namely SPS [1, 2, 3],
a system that performs phrase search of Web content and
uses semantic processing to produce search results of very
high quality and relevance.

In the rest of this paper, we describe VisuText in the
following way. Section II discusses related works. Section II1
briefly describes SPS, the precursor of VisuText. Section IV
describes VisuText’s architecture. Section V describes
Picture Painter, a VisuText component that creates schematic
representations from text. Section VI presents an example
text and demonstrates how VisuText creates schematic
diagrams. Finally, Section VII is the conclusion.

II.  RELATED WORK

The previous works in visualizing texts are generally
categorized into two groups, analytic ones [4, 5, 6] and
artistic ones [7, 8, 9]. The analytic approaches include phrase
nets [4], word trees [5], and two-word tag clouds [6]. The
artistic approaches include Literary Organism Maps [7],
Document Contrast Diagrams [8], and Directed Sentence
Diagrams [9]. The artistic ones, generally, have no tie-in
between the text and its depiction, and we consider they are
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remotely related to our work. We omit further discussion of
this genre of works.

Phrase nets [4] visualize relationships indicated by a
pattern (e.g., as shown many times in Bible, "X begat Y"),
between words or phrases. A phrase net displays a graph
whose nodes are words (i.e., one node for X and one node
for Y) and whose edges indicate that the two words are
linked by the user-indicated relation (e.g., “begat”). A high
frequency pattern is displayed using a larger font size.

Word trees [5] visualize a user-supplied word or phrase
and all the different phrases that follow it. The user-supplied
phrases and the follow-up phrases are arranged in a tree-like
branching structure.

Two-word tag clouds [6] show the most frequent two-
word phrases in a body of text. Each two-word tag is
displayed with font size varying by frequency of occurrence
of the two-word phrase. Since two-word tag clouds provide
more contexts by adding an additional word, this method
aims to give a better sense of the text content than a single-
word cloud.

The aforementioned approaches are mostly concerned
with visualizing text words “in verbatim”, meaning they
merely transform texts/phrases into either two- or multi-
dimensional representation of expressed words in their exact
forms. In contrast, our approach aims at visualizing
phrases/sentences after extracting semantic meanings
associated with them and use “that understanding” in
formulating pictorial counterparts in which the diagrams may
contain rephrased words and related words in strategic
locations along with contextual images so that the whole
picture can provide scientists with the intuition inferred in
the adage “a picture is worth a thousand words”. Our
approach first captures the text meaning (i.e., the context of
the stated phrases/sentences), discourse structure, and
discourse thread by wusing a computable knowledge
representation. We then visualize, using pictograms that
differ from the text they depict, the meaning of the text and
not the text itself. For example, "cell wall" is depicted as an
arc, "cell nucleus" as a circle, "interact" and "activate" as
arrows, etc. Guided by the discourse structure and thread,
the pictograms are combined into a schematic picture that
reflects the totality of the stated text meaning.

III.  SPS AS GENESIS OF VISUTEXT

Semantic Processing System (SPS) was initially
developed to improve the relevancy of web search results.
Web search can be divided into two phases: a “look™ phase
and a “find” phase. In the “look™ phase a user presents
keywords to a search engine and the search engine returns a
set of pages the engine considers relevant to the user. In the
“find” phase the user sifts through the search engine results
to find the actual relevant/interesting information.

In SPS the "look" phase is performed by the retrieval
subsystem, which receives a user’s phrase query, increases
the quality of the keywords contained in the phrase query,
and using a traditional search engine retrieves web pages
containing those keywords. The "find" phase is carried out
by the relevance subsystem, which automates the user
cognitive task of sifting through search engine results (i.e.,
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retrieved pages) to find the actual relevant/interesting
information. A detailed SPS description can be found in [1,
2, 3].

VisuText is a spinoff of SPS in the sense that we
conjectured use of three SPS components, SP Form, NL
Parser, and Knowledge Lattice, could form a solid
foundation for developing an automated visualization
method that can pictorially depict relationships obtained
from SPS driven discoveries. In particular, when the SPS
discoveries find a large amount of similar, homogenous
facts/relationships, we hypothesize that by utilizing
additional contextual knowledge, one can develop a
visualization system that systematically positions recognized
objects and their respective relationships into one or more
cohesive pictures.

IV. VISUTEXT ARCHITECTURE

The overview of VisuText architecture is presented in
Figure 1. It consists of a GUI, Picture Painter, and three SPS
components: SP Form, NL Parser (not shown), and
Knowledge Lattice.

_____________________________________________________

Knowledge
Lattice

Figure 1. VisuText Architecture

A. SP Form

SP form [1] is the internal knowledge representation
formalism used by both SPS and VisuText. A SP form
expresses a sentence lexical structure in a computable
format. A sentence consists of multiple phrases/clauses.
Each phrase/clause is composed of syntactic and semantic
elements. Syntactic elements, i.e., subject, verb, object,
complement, adverb, etc. are participants in the meaning of a
clause. Semantic elements, i.e., agent, instrument, affected,
etc. are roles participants play. Each phrase/clause is
encoded in SP form as a triple comprising a role and two
participants.

(<role> (<directionl> <participantl>) (<direction2>
<participant2>))

The collection of such phrases (i.e., SP forms) constitutes
a sentence.

For example,
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(agent (€ activate) (= chemicals))
“agent of activate is chemicals”

The direction symbol - that points away from the role is
“:

read as “is” , and the direction symbol € that points to the
roleisread as “of” .

B. NL Parser: Stanford typed dependencies

NL Parser implements the Stanford typed dependency
(SD) [10] parser. The SD parser represents sentence
grammatical relationships as typed dependency relations, i.e.,
triples of a relation between pairs of words, such as “the
subject of promote is receptors” in the sentence “Receptors
promote chemicals in the cytoplasm”. Each sentence word
(except head of sentence) is the dependent of one other word.
The dependencies are represented as relation_name
(<governor>, <dependent>).  All are binary relations:
grammatical relation holds between a governor and a
dependent.

Parsing [sent. 1 len. 7]: [Receptors, promote, chemicals, in, the, cytoplasm, .]

(agent (€ promote) (- receptors))
(obj (€ promote) (2 chemicals))

nsubj(promote-2, Receptors-1)
dobj(promote-2, chemicals-3)
det(cytoplasm-6, the-5)
prep_in(chemicals-3, cytoplasm-6)  (loc (€ chemicals) (2 cytoplasm))

Figure 2. Parser dependency output and SP Form

The representation, as triples of a relation between pairs
of words, is well suited for mapping SD parser output to SP
forms. Figure 2 shows an SD parse of the sentence
“Receptors promote chemicals in the cytoplasm™. The parse
output, i.e., the syntax tree (not shown) and the SD
dependencies, is mapped to SP forms.

C. Knowledge Lattice / Image Element Depictions

The Knowledge Lattice (KL) is a data structure for
storing words, their subtype / supertype relationships, their
synonyms, and their pictograms. Pictograms are used to
compose pictures from text. The subtype / super-type
relations comprise the word’s hypernyms and hyponyms.
Note that the KL stores no word definitions. Included with
the data structure is a set of operations for reasoning about
the relations between words. The Knowledge Lattice is
updated and extended by the Interactive Learning
Component. A detailed description of the Knowledge

Lattice and Interactive Learning Component can be found in

[3].

Word Pictogram Supertype  Subtype Synonym

Gal83 (protein) () ()

Snf4 @ (protein) () () |
interact «— () () (interface ... connect )
protein (compound)  (toxin)  (enzyme)

'Figure 3; Knowledge Lattice Fragment
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Figure 3 shows the computational representation of a
Knowledge Lattice fragment. In Figure 3, the word
“interact” has an arrow pictogram, no supertype or subtype,
but many different synonyms. When composing a picture
involving the word “interact” or any of its synonyms, the red
arrow is used in the picture’s composition. The arrow
orientation is determined by the phrase in which the word
“interact” occurs.

1) Knowledge Lattice Operations

Knowledge Lattice Operations, described in [3], compute
word synonyms, hypernyms, and hyponyms. When a word
pictogram is missing, the pictogram of the word’s synonym
or the word’s supertype could be wused in picture
composition.

V. PICTURE PAINTER

Picture Painter creates and renders the actual text
visualization. Picture Painter interprets SPS logical form as a
Picture Description Language (PDL), creates images from
phrases, combines the various images into a whole (i.e., a
picture), and finally places the whole into a frame for
viewing.

A. Picture Description Language

Words are the SPS logical form primitives. Words are
combined to create an SP form expression, which consists of
a role and two participants (see Section IV.A). A collection
of SP forms constitutes a sentence. Picture Painter re-
interprets SPS logical form as a Picture Description
Language (PDL).

PDL is treated as a pictorial analogue of SPS logical
form. In PDL, words are still primitives; but the words are
interpreted as pictograms -- words (and their synonyms) are
bound to pictograms in the Knowledge Lattice (see Figure
3). Words (i.e., pictograms) are combined to form images,
which are the pictorial analogue of SP forms. A collection of
images is combined into a picture.

B.  Picture Composition

A picture is composed bottom-up by first creating an
image (i.e., the pictorial analogue of SP form), and then
combining the images.

1) Image Creation

Image creation is specified by the following rules.

1. Roles determine pictogram orientation.

2. Participants denote pictograms.

3. Links signify the connected participants.

A link is the common participant that connects two
or more roles in multiple SP forms.

4. A connector is the link pictogram. A connector

generally has two ends for stitching the participants.

An example illustrates application of these rules.

(agent (€< interact) (= (protein Gal83))
(obj (€ interact) (= (protein Snf4))

The roles are “agent” and “obj”. The participants (i.e.,
pictograms) are “interact”, “Gal83”, and “Snf4” (see Figure
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3). The link is “interact”. The connector is the “interact”
pictogram. [Image-creation aligns the “agent” participant to
the connector base and the “obj” participant to the connector
top, thus producing the following image:

Galg3 —>! Snf4

Note that if “Gal83” or “Snf4” were not bound to
pictograms, the participant’s supertype (i.e., “protein”)
pictogram would be used.

2) Image Combination

Image combination is specified by the following rules.

1. Links signify the connected images. A link is a
common participant that connects two or more
images, or an image and a pictogram.

2. Role-of-link determines the alignment/orientation of
images, or image and pictogram.

Application of these rules is illustrated by the example:
"Growth factors attach to receptors in the cell membrane."
This sentence’s PDL, separated into the images it produces,
is shown below. Rendered images are shown in Figure 4
dashed-rectangle 1.

Image 1:
(type (€ factors) (= growth))
(agent (€< attach) (= factors))
(dest (€ attach) (= receptors))

Image 2:
(type (€ membrane) (= cell))
(loc (€ receptors) (= membrane))

Image 1 has three distinct pictograms: “attach”, “growth
factors”, and “receptors” (“type” role dictates that “growth”
and “factors” be treated as a single pictogram). Image 2 has
only the “membrane” pictogram; “receptors” pictogram is
available from image 1. The link that connects the two
images is “receptors”, and the role-of-link is “loc” which
connects image 1 to the pictogram “membrane”. The role-
of-link is “loc” instead of “dest” because in the “loc” phrase
the link participant is an “of” participant. The role “type”
causes a labeling, which is handled by picture rendering.

Image-creation stitches “growth factors” to “receptors”
to create image 1 (i.e., grouping). Image-combination
stitches “receptors” on “membrane”. The result of image-
combination is shown in Figure 4 dashed-rectangle 1.

C. Picture Rendering

When images are created and stitched together, the
picture that is formed is placed within a parallelogram-
shaped frame for viewing. Picture orientation and alignment
of its elements is determined by rendering primitives, type of
pictogram, and amount of zoom.
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1) Rendering Primitives

During image-combination, as images are created and
stitched together, a rendering expression is formed. A
rendering expression is built from the following primitives.

<id>

| (beside <id> <expression>)
| (below <id> <expression>)
| (diagl <id> expression)

| (diag2 <id> expression)

| (on <id> <expression>)
<pictogram> | <image>

<expression> ::=

<id> ::

The discourse thread guides the expression formation.
Pictograms within images (and picture) are linearly
arranged/aligned in the relative direction of the discourse
thread. The completed rendered expression is used by the
rendering system to place/locate the images within the frame.
Placement can be vertical, horizontal, diagonal, or scattered.
A scattered placement results when no discourse thread
exists, but the text nonetheless has common elements (e.g.,
sentences, with common participants, collected from
different documents).

2) Pictogram Types

A picture is composed of images, which are in turn
composed of pictograms. Pictograms are of two types:
mutable and immutable. Immutable pictograms cannot be
scaled. All pictograms stored in the KL are immutable and
their relative size is constant.

Mutable pictograms instead can be scaled and stretched.
These pictograms do not actually exist in the KL, but instead
are drawn by the rendering system. Examples of such
pictograms are arcs, circles, ovals, lines, rectangles,
hexagons, pentagons, diamonds, etc.

Mutable pictograms depict entities that are containers for
other entities. For example, an arc could represent a cell
wall and an oval could represent the cell itself. Pictograms
of entities such as cells must be mutable, because as more
elements are placed inside the cell, the extent of the cell (i.e.,
oval) and the size of the cell wall (i.e., arc) need to increase.

Also, if an entity contains another identical entity, both
entities to be distinguished must be of different size. For
example, if a cell and cell nucleus are both represented as a
circle, the two circles must both be of different size, with the
outer circle bigger than the inner circle.

3) Zoom

The picture elements visible within a frame depend on
whether a picture is rendered from a long-shot or a close-up
(i.e., zoom). For example, a zoom-in of a cell might show
only a portion of the cell membrane near the frame edge and
a very large cell nucleus, whereas a zoom-out of a cell would
show the entire cell membrane within the frame and a tiny
cell nucleus.

VL

This section illustrates, via an example, the workings of
VisuText as it converts a natural language text into a picture.
The natural language text:

EXAMPLE: PICTURE COMPOSITION AND RENDERING

110



ICCGI 2012 : The Seventh International Multi-Conference on Computing in the Global Information Technology

“Growth factors attach to receptors in the cell membrane’.
The receptors promote chemicals in the cytoplasm®. The
cytoplasm chemicals activate kinases’. Kinases activate
chemicals that can pass through the wall of the cell nucleus
to turn-on transcription factors4. Transcription factors turn-
on the genes that make the cell divide’.”

A. Natural Language Parsing

NL Parser translates the text into SP form (numbers
correspond to sentence identifiers given in paragraph).
1: (type (€ factors) (= growth))
(agent (€< attach) (> factors))
(dest (€ attach) (= receptors))
(type (€ membrane) (= cell))
(loc (€ receptors) (= membrane))

oaoos

(agent (€ promote) (= receptors))
(obj (€ promote) (= chemicals))
c. (loc (€ chemicals) (= cytoplasm))

o e

. (type (€ chemicals) (= cytoplasm))
b. (agent (< activate) (= chemicals))
(obj (€ activate) (= kinases))

e

(agent (€ activate) (= kinases))
(obj (€ activate) (= chemicals))
(agent (€ pass) (= chemicals))
(affirm (& pass) (= can))

(obj (€ pass) (= wall))

(type (€ nucleus) (= cell))

(kind (€ wall) (= nucleus))
(agent (€ turn-on) (= chemicals))
(obj (€ turn-on) (> factors))

(type (€ factors) (= transcription))

TER e a0 o

(agent (€ turn-on) (= factors))

. (obj (€ turn-on) (= genes))

. (type (€ factors) (= transcription))
. (agent (< make) (= genes))

. (agent (< divide) (= cell))

(result (€ make) (= divide))

oo o

- o

ini3: P40 Cell Nygleus Wall | §3:

Cell Membrafie; Cy[oplasméi

""—‘) Gene2

uondiiosued)

[
@
>
™
X

i Cell Nucleusi :
ilda dbce sh A iisa sh !

; Chemicalsi%
{1 1 lelia  2be B 3

Figure 4. Picture Rendering -- Horizontal
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B. Image Creation, Combination, and Rendering

Picture Painter interprets the SP forms as PDL. From
each sentence, an image is created and combined with
images from other sentences. Figure 4 shows the images
created. Each dotted box encloses an image that corresponds
(via the number) to the PDL clauses (i.e., sentence) from
which the image is created. @~ Numbers beneath the
pictograms refer to the individual clause from which the
pictogram is derived. Figure 5 shows a KL fragment
containing pictogram depictions of various words.

Word Pictogram  Supertype Subtype Synonym
growth —

factor : (vitamin hormone)

receptor V e 7 v

cell

membrane C

(boundary lining sheet skin)

promote —l | (activate advance enable ...)
pass ‘ v (move elapse overtake ...)
chemical 2:-;::: (compound ...)

= = |
make (form cause compel attain ...)
cytoplasm
activate — (turn-on trigger energize ...)
kinases Kinases (compound) (enzyme)
wall b (membrane layer barrier ...) |
nucleus (organelle core hub center ...)
turn-on [ v v (activate excite ...) ‘
transcription Iz;‘;f;"“"" (copy transliterate ...)
divide V ‘ V (split separate ration fork ...) ‘
gene Genel (chromosome) (nucleotides)
attach ‘ (fasten join link fuse ...) ‘

Figure 5. KL Participant Pictogram Depiction

1) Image Creation
a) Box I:

Box 1 says that the “agent” of “attach” is “factors” which
are of type “growth”, the “dest” of “attach” is “receptors”,
and the “loc” of “receptors” is “membrane” which is of type
“cell”. Figure 5 shows the KL pictogram depiction of these
participants: “growth factors” (1b) as a thick solid blue
arrow, “receptors” (1c) as wrench symbol, and “membrane”
(le) as a black arc. These participants are united according
to the rules in Section V.B.1 to create the box 1 image.

b) Box 2:

Box 2 says that the “agent” of “promote” is “receptors”,
the “obj” of “promote” is “chemicals”, and that the “loc” of
“chemicals” is the “cytoplasm”. Pictogram depictions:
“promote” (2a) as a thin blue arrow, “chemicals” (2b) as a
collection of multi-color ovals, and “cytoplasm” (2¢) as a
large green oval. These participants are united, according to
Section V.B.1 rules, to form the image shown in box 2.

¢) Box 3:
Pictogram depictions: “activate” (3b) as a single solid

blue arrow with a thin body and “kinases” (3c) as a labeled
yellow hexagon. Note that if “activate” did not have a
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pictogram, then the pictogram of its synonym “promote”
could be used.

d) Box 4:

Box 4 contains many participants that have already been
seen from boxes 1, 2, and 3. The new participants are
“pass”, “nucleus”, “wall”, “turn-on”, and “transcription”. Of
these participants only “nucleus” (4i), which is depicted as a
grey oval and “transcription” (4ji), which is depicted as a
rounded rectangle, have a pictogram. “Pass”, which in the
context of sentence 4 does not denote a thing but instead
describes an occurrence, does not have an associated
pictogram. “Wall” and “turn-on” also do not have a
pictogram; consequently, the synonyms of their pictograms
are used: a black arc for “wall” (4¢), and a thin blue arrow
for “turn-on” (4h).

e) Box 5:

The new box 5 participant is “gene” (5b) which is
depicted as a labeled light green oval.

2) Image Combination

Participants (i.e., pictograms) are united according to the
rules in Section V.B.1 to create images (see Figure 4 boxes).
Images are stitched together to create a picture.

The combining of images is guided by the discourse
thread, which is encoded as a rendering expression (section
V.C.1). In this example the discourse thread is “growth
factors — receptors — chemicals — kinases — chemicals — cell
nucleus — chemicals — transcription factors — cell divide”.

The rendering expression is (beside (beside (beside
(beside 1b (on 1d le)) (beside 2a (on 2b 2c))) (beside 3b 3c))
(beside (beside 4a (on 4b 4e)) (beside 4h 4i)) (beside 5a 5b)).

3) Picture Rendering
The rendering system uses the rendering expression to
place/locate the stitched images within a frame. Placement
can be vertical, horizontal, diagonal, or scattered. In Figure

4 placement is horizontal.

VIL

We have presented a framework that is designed to carry
out a post processing following a text mining step in order to
covert the recognized relationships obtained from a text
mining into a set of pictorial diagrams. We demonstrated that
our automated methodology is well suited for better
representing text mining outcomes of gene regulatory
relationships buried in the biomedical literature. Using a
series of examples we have illustrated that our proposed
method can indeed capture textual meanings of stated words
using knowledge lattice and can create visual depiction of
the key elements of the involved objects at the appropriate

CONCLUSION
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conceptual level automatically. In a nutshell, we point out
that incorporating this extra layer of visual knowledge into
the picture creation is what makes the user’s understanding
of diagrams far more intuitive than simple narration of
multiple related sentences. VisuText is especially suited for
visualizing text that describe processes, such as gene
regulatory relationships, which consist of various elements
that interact with each other or trigger interactions. Currently
we are refining the methodology and are experimenting,
using large scale text mining of biomedical literature, with a
prototype in order to gauge its performance.
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Abstract— Requirements authors typically receive little formal
university training in writing requirements. Yet, they are
expected to write requirements that will become the foundation
for all future product development. Defects introduced during
the requirements phase of a project impact multiple
downstream work products and, ultimately, product defect
and quality levels. Many companies, including Intel
Corporation, have recognized this skills gap and have created
requirements training classes to address this issue. While
effective in providing the fundamentals of good requirements
writing, much of this knowledge can be misapplied or lost
without proper mentoring from a requirements Subject Matter
Expert (SME). Our experience over the last decade at Intel
has found that adding SME peer mentoring improves both the
rate and depth of proper application of the training, and
improves requirements defect density more than training
alone. This paper will present data from a case study
demonstrating the issues with training alone and the benefits of
combining training with SME mentoring in order to achieve a
greater than 75% reduction in requirements defect density.

Keywords-requirements specification; requirements defects;
requirements defect density; training; mentoring.

l. INTRODUCTION

While bachelor degrees exist for a variety of Engineering
disciplines, degrees and even undergraduate courses in
Requirements Engineering are scarce. Primary requirements
authors (those whose primary role is to elicit and write
requirements) may have some training. However, secondary
authors (those whose primary role is architecture,
development, testing, etc.) may have little or no training. As
Berenbach, et al, state “Requirements analysts typically need
significant training, both classroom and on the job, before
they can create high-quality specifications.” [1]. To close this
skills gap, many companies have created in-house
requirements courses or contracted third-party trainers to
teach the basics of well-written requirements. Many are
based on the IEEE 830 standard, [2] or the good, practical
books published in the field over the last decade [3], [4]. At
Intel, in-house requirements courses have been taught to over
13,000 students since 1999. While useful for providing an
initial understanding of the issues and challenges of
requirements authoring, the knowledge gained through these
courses can be misapplied or lost due to the inexperience of
authors in writing effective requirements. By pairing with a
SME, the authors can be provided with early feedback on the
deficiencies of their requirements.

This paper examines the requirements defect density
rates for two secondary authors on software projects who
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attended a requirements writing course and then were
mentored on subsequent revisions of their requirements
specifications.

Il.  INITIAL CLASSROOM TRAINING

Both requirements authors attended a training session on
requirements writing prior to beginning work on their
Software Requirements Specification (SRS). These training
sessions focused on the issues with natural language,
attributes of well-written requirements, a consistent syntax
for requirements and an introduction to Planguage (Planning
Language). Issues with natural language in the training
included ambiguity, weak words, unbounded lists and
grammatical errors. Ten attributes of well-written
requirements were shown and explained in detail. A
requirements syntax of the form:

[Trigger][Precondition] Actor Action [Object]

was presented in the internal training. Finally, an overview
of Tom Gilb’s Planguage [5] was taught, along with
exercises to reinforce the concepts.

Following the class on requirements writing, both authors
began writing their requirements and submitted early
samples for review. These early samples showed
requirements defect densities of about 10 and 5 major defects
per page respectively. These figures represent the baseline
for this paper. While some of the key concepts were applied
(a consistent syntax, use of Planguage), other key concepts
were not (authors’ continued use of weak words, failure to
check requirements for the ten attributes, logic issues, etc.).
With this baseline in place, we began mentoring each of the
authors. Note that the examples that follow have been
slightly modified from their original form to maintain author
confidentiality

I1l.  MENTORING

Our mentoring consisted of reviewing the requirements,
identifying requirements quality issues and then working
with the authors to rewrite the requirements. Here is an
initial sample requirement from the first author:

The software should have radio style buttons to
enable/disable graphics cards.

Issues with this requirement include use of a weak word
(should), design statement (radio style buttons), the use of a
slash and vagueness (“graphics cards”). Our mentoring
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sessions focused on discussing how to correct the issues and
rewrite the requirements. The updated requirement became:

The software shall display an option to enable or disable
graphics cards installed in the PCle bus.

By the latter revisions of the SRS, this author was self-
reviewing requirements using a checklist provided in the
requirements training class. Our reviews of subsequent
requirements revealed that they required only minor rewrites
and contained far fewer defects.

Initial samples from the second requirements author
demonstrated similar issues. Here is a sample:

The software needs to provide the ability to wake on a
wireless LAN event.

This requirement was missing a trigger (what causes the
software to wake?), lacked an imperative (needs) and is
ambiguous (what event?). After mentoring, the rewritten
requirement became:

When the operating system (OS) is in a sleep state and
the software detects a Magic Packet on the wireless
network, the software shall wake the OS.

Defined: Magic Packet: A broadcast frame containing
anywhere within its payload 6 bytes of 1’s (OxFFFF
FFFF FFFF) followed by 16 repetitions of the system
MAC address.

This particular author embraced the training to the extent
that he would help others to correct their requirements during
review meetings.

IV. RESULTS

The requirements defect densities for each author were
tracked from an initial version (0.3) of the SRS to a released
version (1.0). This process took approximately one year in
each case. The results appear in Tables I and Il that follow.

Table I: Requirements Defect Density, Author #1

Rev # of # of Defects/ %
Defects | Pages Page Change
(DPP) in DPP
0.3 312 31 10.06
0.5 209 44 4.75 -53%
0.6 247 60 4.12 -13%
0.7 114 33 3.45 -16%
0.8 45 38 1.18 -66%
1.0 10 45 0.22 -81%
Overall % change in DPP revision 0.3 to 1.0: -98%
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Table Il: Requirement Defect Density, Author #2

Rev # of # of Defects/ %
Defects | Pages Page Change
(DPP) in DPP
0.3 275 60 4.58
0.4 350 78 4.49 -2%
0.5 675 125 5.40 +20%
0.7 421 116 3.63 -33%
0.75 357 119 3.00 -17%
1.0 115 122 0.94 -69%
Overall % change in DPP revision 0.3 to 1.0: -79%

V. CONCLUSIONS

The requirements defect density data indicates that large
reductions can be achieved by combining training with
mentoring and that mentoring benefits continue for many
months after training. Initial defect density rates following
training were high in each case (about 10 and 5 defects per
page respectively). By combining requirements SME
mentoring with this initial training, defect rates dropped by
over 75% in each case. Similar reductions have been
observed with other requirements authors when mentoring is
combined with training. .
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Abstract— A Steganography algorithm is used to hide data
from third party in such a way that people are unable to detect
the existence of the hidden message inside the stego image. This
algorithm is used to maintain the confidentiality of valuable
information, and to protect the data from possible sabotage,
theft, or unauthorized viewing. Before mobile services, the
stego image is sent via e-mail. The recipients have to be
connected to Internet and log into their mailbox to download
the stego image. This paper introduces a mobile application
named MoBiSiS (Mobile Steganography Imaging System).
MOoBISiS improves the capability of steganography algorithm
by implementing the steganography algorithm for Android-
based application. MoBiSiS is able to send the stego image
through the Multimedia Messaging Service (MMS) and the
stego image can be retrieved from the device’s message inbox
to extract the hidden message inside the stego image.

Keywords-steganography algorithm; secret
processing.

key; image

l. INTRODUCTION

This paper presents an android-based mobile application
named MoBiSiS (Mobile Steganography Imaging System).
MoBiSiS is a mobile application that is capable of hiding
the data inside the image. The image containing the data can
then be sent via MMS (Multimedia Messaging Service).
MoBiSiS can be used by various users who want to hide
data inside an image without revealing the data to other
parties. Implementing steganography algorithm [1] in
Android-based application makes the usability of
steganography increased since mobile is more convenient
for user to be brought anywhere and use anywhere. By
sending the stego image through MMS, the user is able to
get announcement instantly once the stego image received.
Therefore, MoBiSiS provides more opportunity for hiding
information efficiently.

Steganography is the Greek word for hiding information
that invisible to the observer’s sense. Steganography is
intended to provide secrecy in such a way that others unable
to detect the existence of the hidden message.
Steganography algorithm helps to hide data and ensures the
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privacy of the data. This algorithm is used to address digital
rights management, conceal secret and protect the
confidential information from possible sabotage, theft, or
unauthorized viewing.

Steganography algorithm is very important for the
purpose of hiding information inside an image. Therefore,
the proposed application is being implemented using
steganography algorithm to protect the privacy and secrecy
of data. The proposed application is an android-based
application which allows the user to send or retrieve the
hidden data inside the stego image. With a mobile on hand,
user can send or retrieve the stego image instantly. The
communication media of sending and receiving the
steganography image is using the Multimedia Messaging
Service (MMS). This application provides an image platform
for user to input image, a text box to input the message and
allow user to set the key or password of the stego image.
Thus, the data is being protected by the key or password.

The rest of the paper is organized as follows. Section 2
reviews the related work and Section 3 presents the details of
the implementation of MOBISIS. Section 4 discusses various
results obtained from testing the functionalities of MOBISIS.
The PSNR (Peak signal-to-noise ratio) value of the stego
images are also presented and finally, we conclude the paper
in Section 5.

Il.  RELATED WORK

Hiding data is the process of embedding information into
digital content without causing perceptual degradation [2]. In
data hiding, three famous techniques can be used. They are
watermarking, steganography and cryptography.
Steganography is defined as covering writing in Greek. It
includes any process that deals with data or information
within other data. According to Lou et al. [3], steganography
is hiding the existence of a message by hiding information
into various carriers. The major intent is to prevent the
detection of hidden information.

Research in steganography technique has been done
back in ancient Greek where during that time the ancient
Greek practice of tattooing a secret message on the shaved
head of a messenger, and letting his hair grow back before
sending him through enemy territory where the latency of

115



ICCGI 2012 : The Seventh International Multi-Conference on Computing in the Global Information Technology

this communications system was measured in months [4].
The most famous method of traditional steganography
technique around 440 B.C. is marking the document with
invisible secret ink, like the juice of a lemon to hide
information. Another method is to mark selected characters
within a document by pinholes and to generate a pattern or
signature [4]. However, the majority of the development and
use of computerized steganography only occurred in year
2000 [5]. The main advantage of steganography algorithm is
because of its simple security mechanism. Because the
steganographic message is integrated invisibly and covered
inside other harmless sources, it is very difficult to detect
the message without knowing the existence and the
appropriate encoding scheme [6]. There are several
steganography techniques used for hiding data such as batch
steganography, permutation stehanography, least significant
bits (LSB), bit-plane complexity segmentation (BPCS) and
chaos based spread spectrum image steganography (CSSIS).

Research in hiding data inside image using
steganography technique have been done by many
researchers, for example in [1], [7], [8], [9], [10], [11] and
[12]. Warkentin et al. [7] proposed an approach to hide data
inside the audiovisual files. In their steganography
algorithm, to hide data, the secret content has to be hidden
in a cover message. EI-Emam [8], on the other hand,
proposed a steganography algorithm to hide a large amount
of data with high security. His steganography algorithm is
based on hiding a large amount of data (image, audio, text)
file inside a colour bitmap (bmp) image. In his research, the
image will be filtered and segmented where bits
replacement is used on the appropriate pixels. These pixels
are selected randomly rather than sequentially. Chen et al.
[9] modified a method used in [10] using the side match
method. They concentrated on hiding the data in the edge
portions of the image. Wu et al. [11], on the other hand,
used pixel-value differencing by partitioning the original
image into non-overlapping blocks of two consecutive
pixels.

Rosziati Ibrahim et al. [1] propose a steganography
algorithm for hiding secret message inside an image. A
bitmap (bmp) image is used to hide the data. Data is then
embedded inside the image using the pixels. Then the pixels
of stego image can then be accessed back in order to retrieve
back the hidden data inside the image. Based on the
steganogrpahy algorithm in [1], an android-based application
is developed to send the stego image through MMS. This
android-based application is known as MoBiSis (MoBile
Steganography Imaging System). MoBIiSiS used the
technology of MMS to send or receive the stego images.
MMS is a technology that allows a user of a properly
enabled mobile phone to create, send, receive and store
messages that include text, images, audio and video clips
[13]. Users would be able to benefit from the MMS
technology for secretly exchange hidden messages and keys,
without arousing suspicion of their existence.
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I1l.  MOBISIS IMPLEMENTATION

Based on the algorithm proposed in [12], an android-
based application is implemented for the purpose of sending
the stego image via MMS. This android-based application is
written in open source programming language consisting of
Java language, Extensible Markup language (XML) and
Apache Ant scripting language.

Figure 1 illustrates the activity diagram that represents
the flow of activities for proposed application. Activity
diagram is one of the Unified Modeling Language (UML)
specifications that describe coordination among activities of
the application and its external actor by showing the
workflow of application. The purpose of activity diagram is
to illustrate possible navigation paths through the interface
and connections to other parts of the system functionality.
However, an activity diagram is differed from a traditional
flowchart as it shows concurrency as well as branches of
control.

Encode Image Decode Image

Input Image

Encode

Input Secret Message
Input Key

Hide Message
Generate Stego Image

Decode

Stego Image
Ge(rieve Key and Secret MessagD

Key Matched?

Display Secret Message

Send MMS Send Email

Display Success Message

Figure 1. Activity Diagram for MoBiSiS

Based from Figure 1, the application starts with the user
selecting to decode message or encode message from menu
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indicator, which is an android mobile built in function to
perform additional functions. A cover image and a secret
message are needed before a key (password) is entered
where the key is required to allow generation of stego image.
The stego image can be sent through MMS or Email after the
stego image is generated. The success message will be
displayed and the application ends after the stego image is
sent. Stego image and the same key, on the other hand, are
needed to retrieve the secret message. Secret message can be
retrieved only if the key is matched, or else, the process is
failed. Finally, the application ends where the stego image
has been generated or secret message has been retrieved and
displayed on the text box.

The process of embedding and extracting the message is
illustrated in Figure 2.

Key

.,

Message

Cover
Image

A 4

Stego
Image

A 4

Extract
Message

Key

W

A 4
Message

Figure 2. The process of Embedding and Extracting Message

Based from Figure 2, cover image is needed in order to
embed the secret message inside the image together with the
secret key. Then the message is embedded inside the image.
This new image is known as stego image. In order to extract
the hidden message inside the stego image, the secret key is
needed. Once the correct secret key is provided, the message
will be able to retrieve from the stego image. Note that the
secret key has to be agreed between the sender and the
receiver. If the sender has agreed on a secret key, the sender
has to tell the receiver the secret key that has been used for
the image. The operational requirements for the application
are as follows:

i. Stego image will be generated only after the inputs of
cover image, secret message and key (password).

ii. Stego image will be generated in portable network
graphic (png) format only.
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iii. Secret message will be retrieved only after the input
of stego image and the key where the key is matched
with the key that has set previously.

MoBiISiS has four functional requirements as stated in
Table 1. The functional requirements are then used for the
functionalities of MOBISIS.

TABLE I. Functional Requirements of MoBiSiS
i | Generate the Stego Image (Encode)
ii | Retrieve the Secret message from the Stego
image (Decode)
iii | Send Steganography Image
iv | Provide additional tools

Based on Table I, the first functional requirement is to
generate stego image by the application using the input of
cover image, secret message and key from user. The second
functional requirement is to retrieve secret message by the
application using the input of stego image and the key from
user. The third functional requirement is to send the
generated stego image through MMS or Email by the
application. The forth functional requirement is to enhance
the application by providing additional tools for user to
interact.

Figure 3 shows the interface of MoBiSiS that allows a
user to select the cover image from capture a new photo by
mobile camera or from gallery. This page consists of two
button which are “From Camera” and “From Gallery”
button. The camera function will be switched to on when the
“From Camera” button is pressed. On the other hand, the
phone’s gallery will be shown when the “From Gallery”
button is pressed.

A5 AN P

& .l = 10:41em

Figure 3. Main Interface of MoBiSiS
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Once the image has been choosen (either from camera or o A0 /N P & .l = 10:46pm

from gallery), the secret message can be type and embeded
inside the selected image. Figure 4 shows the interface for
this process.

H 1l & 7:45pm

MobiSIS
Your Selected Image:

Please select sending method:

REmail
Back to main page

Figure 5. Option to send the stego Image

1 —

Next

Figure 4. Interface to type the message for embedding

The process flow for MoBiSiS is shown in Figure 1.
Once the information has been stored inside the stego image,
this stego image can be sent via MMS or Email without
exposing the information embeds in the stego image. The
hackers would not be able to retrieve information inside the
image. The information can only be retrieved from the stego
image with the system (MoBiSiS) installed in the mobile and
the secret key for the image. Figure 5 shows the option of
sending the stego image via MMS or Email.

Police Officer

IV. RESULTS AND DISCUSSION

The functionalities of MoBiISiS are then tested using
various images. Figure 6 shows some of the cover images
that have been used for testing. These images are used to
embed the secret message, send the stego images via MMS
and retrieve the secret message. Note that the images are
used to test the steganography algorithm used in MoBiSiS.

Figure 6. Images that are used for Hiding Data
We also tested the stego image for its PSNR (Peak signal-

to-noise ratio). PSNR is a standard measurement used in
steganograpy technique in order to test the quality of the
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stego images. The higher the value of PSNR, the more
quality the stego image will have.

If the cover image is C of size M x M and the stego
image is S of size N x N, then each cover image C and stego
image S will have pixel value (x, y) from 0 to M-1 and 0 to
N-1 respectively. The PSNR is then calculated as follows:

@)

PSNR=10.l0g,,| ———
oo ot

MAXZ]

where

1 M-1x—N-1
MSE = W x=0 Zy=o Cy)=S(x, Y))Z

Note that MAX is the maximum possible pixel value of the
images. For example, if the pixels are represented using 8
bits per sample, then the MAX value is 255.

If the stego image has a higher PSNR value, then the
stego image has better quality image. Table Il shows the
PSNR value for stego images in Figure 6. The PSNR is
calculated using the equation of PSNR in (1).

TABLE Il. The PSNR Value of Stego Images

Image PSNR for Stego Image
Kidnap Person 70.7586
Police Officer 69.0479
Dog 74.6493
Rabbit 72.6493

Based on Table II, the PSNR value shows that the stego
images have higher value, which confirms that the quality of
the stego image is still high.

The image file format used for MoBiSiS can be in JPEG,
GIF, PNG and BMP format which supported by mobile
application. However, since MMS is only compatible in
JPEG image file format, the generated stego images are in
JPEG format. Note that, MMS only support to send image
size that less than 30 Kilo Bytes (KB) to maintain its actual
size and pixel. Hence, the proposed application compresses
the image which larger than 10 KB in order to generate a
stego image which will not exceed 30 KB. However,
Huffman Encoder assigns shorter codes for characters that
appear more often and longer codes for characters that
appear less often. Thus, the shorter code improves the
capacity of hiding character inside the stego image. To
increase as much as characters that can be hidden, zip
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technique is used to reduce to total size of file and to enhance
the security of the file. Table 3 shows the comparison of
different image file format and different image size by using
MoBiSiS. These JPEG, GIF, PNG and BMP images are used
as cover images to encode the zipped file within it.

V.  CONCLUSIONS

This paper discusses an android-based application named
MoBiSiS (Mobile Steganography Imaging System).
MoBiSiS has been developed using the steganography
algorithm proposed in [1]. The algorithm used has been
tested in term of the quality of the stego image and its PSNR
value. The application of steganographic algorithm has been
enhanced to mobile application. MoBiSiS can be used by
users who want to hide the data inside the image without
revealing the data to other parties. MoBiSiS maintains
privacy, confidentiality and accuracy of the data.
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TABLE I11. Comparison of different image file format in different image size

IMAGE FILE SIZE HIDE RETRIEVE | RETRIEVE | DISTORTION
FILE MESSAGE | MESSAGE | MESSAGE
FORMAT COVER | ZIPPED | STEGO AFTER
IMAGE FILE IMAGE MMS

JPEG 3.06 KB 179 3KB N N N No
bytes

JPEG 3.06 KB 223 2KB J N, J No
bytes

JPEG 3.06 KB 236 Failed — — — —
bytes

JPEG 9.08 KB 179 16 KB N N N No
bytes

JPEG 9.08 KB 223 16 KB N N N No
bytes

JPEG 9.08 KB 236 Failed — — — —
bytes

GIF 3.08 KB 179 2 KB N, v J No
bytes

GIF 3.08 KB 223 2 KB N, v J No
bytes

GIF 3.08 KB 236 Failed — — — —
bytes

GIF 9.05 KB 179 10 KB N, v J No
bytes

GIF 9.05 KB 223 10 KB N, N N No
bytes

GIF 9.05 KB 236 Failed — — — —
bytes

PNG 3.11 KB 179 Failed — — — —
bytes

PNG 9.08 KB 179 3KB N, N N No
bytes

PNG 9.08 KB 223 3KB J N, J No
bytes

PNG 9.08 KB 236 Failed — — — —
bytes

BMP 3.05 KB 179 1KB N, N J No
bytes
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Abstract—Nowadays, in the technological world is not hard
to see the growing concern about the interaction between
users and electronic devices, where the dynamism and the
usability have been a decisive factor in the design of new
projects and where new developments with ability to increas
the experience of the users are in focus. In this light, a sysin
was developed being capable of performing the interaction
between the user and the computer using cameras as input
devices. It was specifically designed to allow a car in a racin
game be controlled only by the user's hand movements without
use of markers, where it is possible to turn left, to turn right,
accelerate and to brake only moving the hands. For this, haar
classifiers, stereoscopic vision and video card programmgn
were used. A racing game was also created to perform tests and
validate the proposal. All work was done on Linux environmer
using C++ with OpenCV , Ogre3D, ODE and CUDA libraries.
The system called "virtual wheel" proved satisfactory, havng
good quality and speed of response, even on a home computer.

Keywor ds-stereoscopic vision; human-computer interface; rac-
ing game; computer vision.

I. INTRODUCTION

that needs answers almost immediately. Today, some tech-
niques have evolved into the performance, progress has been
made in processing power of home computers and video
cards have a programmable interface idle low complexity
for mathematical computations. These facts combined with
the low cost of good quality cameras contributed to the
popularity of this line of research, although some are still
complicating factors for the techniques of computer vision
and therefore compromise the quality of results, such as the
background unstable lighting conditions. These benefits ca
be seen at [1], that presents a technique for fast objects
recognizing in images, [2] and [3] shows techniques for
obtaining the distance of objects creating disparity maps.
Being a computer environment for experimentation with
new forms of interaction, this study aims to create a com-
puter system capable of converting movements performed
with the hands free in front of cameras, control actions in
a car. Namely: Accelerate, brake, turn left and turn right.
This process must occur without markings or devices in the
hands of the user, and have to be quick enough to get smooth

The electronics are increasingly present in our day bynovements. This system is called a virtual steering wheel.

day and how to interact with them is a crucial factor for

their use to be increasingly simple, practical and funetion

The computer vision techniques employed are even more
interesting is observed that serve as basis for severalrimpo

The desire to facilitate the use of devices has contributed ttant tasks, such as aid for the visually impaired locomgtion
a significant increase in agility and dynamism to the usercontrol of robots and automatons touchless control interfa
making it easier to perform tasks. Another important factor4] (very useful for environments such as hospitals).

is the aid digital inclusion of those who, regardless of osas

have difficulty dealing with keyboards, mice and joysticks.

Section 2 will describe the steps to prepare the project, as
the images capture , background substract, hands detection

It is easy to see that computing has evolved dramaticallpbtaining the hands depth. In the end, the performance
in recent years, where the devices have become increasingiynalysis. In Section 3 the virtual racing simulator creats

faster and smaller operating systems and seeking to deliver test environment will be explained, and the proposal used
more features and flexibility for the user. But usability to integrate it into the project will be described. Section 4
has always been restricted to the keyboard and mouse thaill present conclusions and suggestions for future work.
despite undergoing improvements, they had no substitutes.
Today, new forms of access are being explored. The new
touch screens, and tilt position sensors, voice commartis an As previously reported, the paper proposes the develop-
computer vision are drawing the attention of the industryment of a system capable of capturing images generated by
in several areas such as video games, smartphones, tablatameras and, online, treat them and turn them into motion.
automobile industry, among others. Specifically in this case was chosen to identify the hand’s
Although this theme is not new, the time consumed by theclosed fist and its conversion into motion, controlling tlae ¢
algorithms was an impediment to its use in an applicatiorwith four functions: turn left, turn right, accelerate ardke.

II. BUILDING THE "V IRTUAL WHEEL"
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All these functions with the degree of sensitivity adjusted The process of background subtraction used is quite
allowing a precise control. simple. Using only the red channel of the camera, the user

In order to allow this project, the "virtual wheel" was should avoid being exposed during the first 100 frames, at
created using the OpenCYV library [5] (Open Source Com-which time the catch is made. The average of the images
puter Vision) and CUDA [6]. OpenCV is cross platform and from each camera is generated separately, taking then the
consists of more than 2500 already optimized algorithms foaverage color of each pixel of the same to the left and right
capturing, creating, editing, processing and obtainirigrin  image. These images are used as average of comparison,
mation from images. Since CUDA is a library developed bywhere the color of each pixel of a new image is compared
NVIDIA company that allows the development of algorithmsin the same coordinate with the image of the average so that
for mathematical calculation can be run on video cards. if the variance between the color exceeding a predetermined

threshold, this new color is considered something new on

A. Image Capture the scene. So is created a mask for the image.

To make capturing the images you must first make a .
selection of cameras. This factor is vital to the process du&- Hands Detections
to several variables that relate to this device, such astdve  Object detection systems use feature detection algorjthms
distortion of the lens opening angle lens, focusing systemthere are several techniques that can be employed for this
quality shutter, shutter speed, among others. task, but the detector created by Vioja-Jones has beenywidel

For this work the camera chosen was the ps3 eye (Fig. 1ysed recently [1]. The Viola-Jones is able to detect objects
Created bySonyfor the play station 3, was born with the with precision, high accuracy rate, low false positive rate
goal of combining quality with performance. This cameraand low computational cost. The algorithm consists of 3
has a lens opening 56 degrees, a microprocessor capatjiarts: The first is the representation of the image in a
of sending images without compression, allowing for betteffeature space based on the Haar filter. The second is the
utilization and capacity to generate 60 frames per seconéssembly of a classifier based on Boosting able to select
capture frames of 640x480 pixels and 120 frames per secoritie most relevant features. The third part concerns the
at 320x240 pixels. Its speed was the primary factor for thecascade combine classifiers to ensure good performance and
choice, because the response time of the system must Ipgocessing speed (Fig. 2).
transparent to the user. Thus, two cameras were purchased

to be used in conjunction with this system. ﬁ M 5
Stage 0 3
)73
Stage 1
k L L 10

o )0} 010}

Figure 2. Example identifying characteristics using trgodathm of Viola
Jones removing [1]

Figure 1. Image of Sony PS3 Eye

The image size used in this study was to 640x480 pixels, Both th d of .. h litv of the final
in order to obtain large amounts of information to work. oth the speed of recognition as the quality of the fina

At each step an image of each camera is captured anraasult of the Haar like are affected by factors such as:
converted into two other images in grayscale. One with the ¢ Number of images used in training;

average color and the other containing only the red channel. * Images size;

Each image will have a utility in the following steps. « Number of features used for recognition;
So these parameters must be adjusted to achieve a good
B. Background Substract quality without losing performance. This work requires the

The subtraction of the background consists of making theffort to make several attempts to reach the goal, which in
algorithm learn what was already on the scene and whéahis case occurred six times.
is new. In this case, this process is done so that the whole The training process starts with getting the images. In
environment is eliminated and only the user is recognizedmany areas of science you can get them in stock photos
This is done to eliminate irrelevant information for the public which are widely used in research projects. This is
process. useful because whith it is possible for example, compare
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|

the quality of work using the same images. But there was .“'.,
no success in finding images containing fists stock photos, - it
thereby obtaining such images was made from photographs. _

There was developed a small program with the function
of capturing a sequence of frames of the cameras and
converting each individual image files. During this progess
the program recorded 250 frames from each camera, then
completing 500 paintings. This little program was used
twice to take pictures of the user on different days, then
generating 1000 photographs. Of these 1000, 306 were
randomly selected to be part of the training process, of
which 578 examples were generated for left and right hands,
some samples were discarded because of poor quality. Fig.
3 examples a photo used and Fig. 4 shows some hands
selected. Figure 4. Example of hands identified

In the quest for improved quality of recognition, the
equalization of each image in the training and recognition
was used.

These hands were then placed for training over 94 back-
ground images. These images were selected to ensure a
diversity of environments and consist of rooms, textureb an
people. It is worth noting that all photographs of persons
used in this step became an issue in order to remove his
hands. Among these images, 29 were obtained using the
camera Nikon Coolpix S4000, 5 were obtained from the
camera ps3 eye, while the other 59 were obtained from
images free databases.
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Figure 5. Proof of identification of the angle between thedsan

D. Obtain the deph of hands

The term comes from stereoscopic two Greek words
that represent "vision" and "solid" and the origin of this
knowledge area can be rescued at least the year 1838.

In general, the depth information is obtained from a
system for processing stereoscopic (Fig. 6) three main
problems: calibration correlation and reconstructiontia
calibration seeks to determine the parameters which descri
the acquisition system used. The correspondence problem is

Figure 3. Example of photography used for training to determine which element in the captured image from a
point of view corresponds to a given element in the captured

In generating the final version, the training process tookmage from another point of view. In turn, by rebuilding
about 8 hours, where 42 iterations were performed for a totadeeks to retrieve information from depth based on parasieter
of seven features were identified to obtain a good qualityobtained in the calibration step and pairs of corresponding
results. points obtained in the step of matching.

After obtaining the location of both hands on the image, For this study, we used the algorithm proposed by [3]
the center point of each is identified and used for thethat is capable of generating a disparity map quality and
discovery of the angle which they form, as showed on Figextremely fast using a GPU.

S. The GPU (Graphics Processing Unit) is responsible for
This angle is then adjusted to suit the sensitivity of theall calculations to generate graphics on electronic deyice
system and then is used to rotate the wheel. especially three-dimensional environments. Initiallgated

To turn possible to visually evaluate the behavior of theto offload the CPU, allowing streamline tasks such as texture
system, an ellipse was displayed on the screen with thenapping and rendering polygons, received more functional-
second function of rotating the angle generated. ity over time, such as rotation and translation of verticed a
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price. You can clearly see that tHeVIDIA GTX580 is
actually better prepared for the scenario of mathematical
calculations that the processor Intel core i7 3930k.

Table |
COMPARISON OF CALCULATION POWER AND PRICE BETWEEICPU

AND GPU. INFORMATION FROM[8], [9], [10], [11], [12]

4 . Intel Core NVIDIA
L "-_H- i7-3930K GTX580
_-:‘?_I|_ —*—-';I— Kernels 6 (12 threads) 512
£ g m, GFLOPS 105 1.581
i Memory Speed 21 GB/s 192.4 GB/s
—_ Cache 12 MB 768 KB
Frequency 3.2 Ghz 772 Mhz
_ . 'F*‘ Price (Brazilian Real) R$ 2.399 R$ 1.899
Figure 6. Simplified model of stereoscopic vision([2]) Knowing that calculations images are nothing more than

multidimensional arrays with numeric values and that the
procedures for rotation, translation, transformation lgtut-
now support lighting calculations and processing of vedjc ing are just mathematical equations is easy to understand
and direct manipulation of pixels. These features are deas it was thought the creation of the CUDA (Compute
signed to grow with the gaming industry, not only computersUnified Device Architecture). This, in turn, was created
but also videogames, working with similar architecture.  in 2007 by NVIDIA and became a powerful platform to
As you can see in Fig. 7, the architecture of the centraperform mathematical calculations in parallel directlytlie
processing unit (CPU) includes communication with manyvideo card, using high-level language. Unavailable urmn
other structures and has a throughput small compared witvhere it was necessary to program in assembly. Process that
the GPU. The difference becomes large when compared thegan around 1998.
the speed of memory access. The technique of [3] was compared with the literature to
assess the quality of their results as seen in Fig. 8. This

technique was then used in the captured images to provide
CPU the map of disparities. With prior knowledge of the location
of the player's hands, together with the removal of the

6.4GBls background it was possible to determine the distance of the

hands using the average of the colors within the bounding

6.4GB/s box, each hand. This value is then framed between -1 and

or more_——u/ o+ Bridge * HEtsans 1, where numbers greater then 0 means speed increases and
smaller then 0 means speed decreases. The variation occurs
in relation to its proximity to either 1 or -1. Thus, the fagth
L To display the hands are the camera, the lower the speed and the closer,
System DRAM GPU |— the greater the speed.

E. Performance

3 Upigdei At the end of development, the system was tested and it

was possible to obtain the execution time. At this pointheac

South Bridge !
Graphics DRAM loop step took an average of 128ms to run.
l Table 2 shows the time of each step separately and in the
Other peripherals order they are executed. Looking for increase the speed of

execution, an analysis was made in the steps used in order
to locate those who consume reasonable time and that can
run in parallel with others, in this way could make this time
was absorbed without affecting the system structure.

The Table 1 compares two of the most modern and It was identified that the detection step of hands would be
powerful devices found in Brazil today, and hence its higha good candidate for this change. This was then ported to a

Figure 7. Defining the outer structure of the CPU and GPU diifed
with maximum data transfer. [7]
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Ill. THE GAME

To evaluate the quality of results generated by the virtual
wheel, a computational experiment was developed. The
virtual wheel was integrated with the virtual racing car
created by [16], [17], where its gameplay could be checked
in a subjective way, after the user experience should betake
into account. The Fig. 9 examples the experiment views.

Figure 8. Comparison of disparity maps. a) original imageexpected
result; ¢) result from[13]; d) result from [14]; e) resulbfm [15] f) algorithm

from[3] used on this work. Figure 9. Representation of four views (a, b, c, d). a) reprssthe

steering angle on the ellipse (inverted relative to the im)amd acceleration
based on the distance of the hands for the cameras at the)haredents
Table I the response of the car in the game to the command; ¢) RefsetEn
disparity map with background removal and hands found; d)r&ents

TIME SPENT BY EACH PROCEDURE ! :
the disparity map of the moment.

Step name | Time(ms)
Get new frames from camergs40 The virtual scenario used here was developed in 2005,
Images preprocess | 10 in Windows, in C + +, using Ogre3D [18] and ODE [19]

| |

| |

| : | engines. Since the virtual wheel was developed in Linux and
| Hands detection | 37 | libraries Ogre3D and ODE suffered several updates over the
| |

| |

Disparity calculation | 40 past six years, so it was necessary to translate the project
Move calculation | 1 to linux environment and update it to use the latest versions
of libs applied. In this previous work, the whole project
was used except the autopilot, not be relevant to the project
scope.
thread that runs in parallel whereas the main runs to obtain As the project was running architected to allow the
the disparity map, and then its time taken up by the mainncjusion of new controls for the vehicle, a new control
process steps. was implemented to integrate with the virtual wheel. This
Thus has a gain of 37ms, lowering the average time ofvas developed using the network protocol UDP (User Data
each iteration to 91ms on average, generating 11 frames p&rotocol) which fits better in the proposal to be extremely
second. This change has backpack fluidity for the result, bufiast due to the failure to implement controls and safeguards
it was observed that there is another step where the sanme existing TCP (Transmission Control Protocol). The use
strategy could be applied, the image capture cameras. Thd network protocol for integration also allows new envi-
capture process alone consumes 40ms, since each camesaments to integrate virtual driving future.
needs 20ms to return the image. With this further modifica- On average, 82% of the cycles was the detection of
tion of a gain medium in 16ms, then lowering the averaggwo hands, which during the game guarantees a quality
of the iteration to 75ms, which represents 13.3 frames peexperience satisfactory. To maintain control of the vehicl
second. Compared to the initial time of 128ms with 7.8frame in which at least one hand is not located in the last
frames per second, was obtained a gain of 41% and a degrealue of the detection is sent as well as the last value of
of fluidity pleasant. the acceleration and braking. As in a common environment
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lighting is not constant, small variations occur in the mép o [11] (2011, Dec.) Hexus. [Online]. Avail-
disparities any time by changing the values of acceleration  able: http://hexus.net/tech/reviews/graphics/295@@myte-
but are not observed during the game. geforce-gtx-550-ti-oc-graphics-card-review/

IV. CONCLUSION AND FUTURE WORK [12] (2011, Dec.). [Online]. Available:

http://www.waz.com.br/produtos/101385

The algorithms used to develop this work demonstrate
adequate for this task. The viola-jones algorithm require$!3] R. Yang an(;n!tM. Pollr?feyi, “I(\j/lulti-er|eslgllzuticon rea{-tin?ergc;
an effort to match th_e quality and performance using trial OC'Z,;}Z?;T& Igngrggmlgiterarvg%njfand P%E?grl:\e;eé);;iilion
and error. The algorithm [3] proved to be extremely fast (CVPR '03) vol. 1, p. 211, 2003.
to generate the disparity map, although its quality is not
fitted with other techniques from the literature, it is enbug [14] R. Yang, M. Pollefeys, and S. Li, “Improved real-timewsto
to reach the proposed objective. The results in unconttolle on commodity graphics hardwareComputer Vision and
environments demonstrate that the algorithm is quite robus Pattern Recognition Workshp@004.

It is also possible to treat the result to minimize noise,[15] j. c. Kim, K. M. Lee, B. T. Choi, and S. U. Lee, “A dense
improving the final quality. stereo matching using two-pass dynamic programming with
The 13 frames per second achieved were sufficient to pass ~ generalized ground control pointsEEE Computer Society
the feeling of immediate response to the player, allowing a Conference on Computer Vision and Pattern Recognition

. , (CVPR'05) vol. 2, pp. 1075-1082, 2005.
good gameplay and spending confidence.
The atmosphere can be adapted to new features such ag] 1. R. Azeredo, P. S. VIEIRA, A. A. S. NETO, and I. O. MA-
control of robot arm, moving the mouse, among others. TIAS, Inteligencia Avrtificial aplicada a tomada de decisao

em jogos eletronicosBacharel em Ciencia da Computacao,
Universidade Candido Mendes Monografia, Aug. 2006.
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Automated Infarction Core Delineation
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Abstract — This article is focused on development of a tool
supporting physicians with an appropriate treatment decisions
at patients with acute ischemic stroke. The automated tools for
infarction core area delineation could provide important
information about the volume of the infarction core. This
article describes such automated method results used on both
cerebral and perfusion blood volume computed tomography
maps compared with manual infarction core delineations made
by two physicians.

Keywords - ischemic stroke; infarction core delineation;
perfusion blood volume maps; computed tomography

1. INTRODUCTION

This paper deals with acute ischemic strokes, which are
the third leading cause of death and the first leading cause of
disability in population over 60 years old. Patients undergo
several types of computed tomography (CT) examinations
and based on the results appropriate treatment follows.
Possible treatment is a thrombolytical treatment, which can
not be indicated if the patient exceeds certain level of the
volume of the infarction core. Studies like [1] and [2] deal
with finding of the best threshold value for the infarction
core. The largest study [1] at 130 patients found threshold at
2 ml/100g using cerebral blood volume maps (CBV)
provided by Perfusion Computed Tomography (CTP)
examination. The threshold can vary from patient to patient
and the threshold is also dependent on the used method.

Thrombolytical treatment infarction core volume level
limitation must be evaluated from the whole brain but the
CTP examination is often limited in the covered area.
Different methods are to be used for the whole brain
infarction core volume evaluation.

Several studies described process of construction of so
called perfusion blood volume maps (PBV) [3], which are
constructed from non contrast computed tomography
examination (NCCT) and computed tomography
angiography (CTA) [4]. It expresses also the blood volume
level as CBV but the provided information is not the same.
CBV maps are computed from a series of images observing
spreading of the contrast material while the PBV maps are
constructed by adjusted subtraction of two values — densities
with and without contrast material, which is also depended
on the quantity of the contrast material in the time of the
CTA data acquisition [3]. Another difference can be seen
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also in the slice thickness of the used CTA and NCCT
examinations. The NCCT slice thickenss is often about
5 mm while the CTA slice thickness can be 1 mm. This
difference increases partial volume impact in the final PBV
maps.

This article shows comparision of automated infarction
core delineation method using CBV maps and PBV maps.
First, we describe the used material and its adjusting for our
use. Next, the method itself is introduced and results are
presented. Discussion summarizes our findings and proposes
future steps.

II.  MATERIAL

In cooperation with the University Hospital in Pilsen we
had an access to 24 anonymized examinations from 12
patients with a supratentorial stroke. 12 examinations were
CBV maps and 12 PBV maps. Both examination types are
with the whole brain coverage acquired on dual-source CT
(Somatom Definition, Siemens Healthcare, Forchheim,
Germany) and PBV maps were constructed using
commercial software Siemens syngo Neuro PBV. We also
had available manually delineated best opinion prediction of
infarction core provided by one radiologist and one
neurologist experienced in CT evaluation. CBV and PBV
maps including the manual delineations were mutually
registered. PBV and CBV maps were available in DICOM
format and after the mutual registration they had dimensions
512x512 with 44 images per examination with used units
mil/l.

We can refer the two physicians as Phl and Ph2. Ph2 in
one patient's examination did not mark any area meaning the
opinion that there is no infarction core at all. The average
mutual correspondence between the findings of the two
physicians expressed by Matthews correlation coefficient is
62.09% for CBV maps and 56.90% for PBV maps.

III.  SEGMENTATION ADJUSTEMENT

The CBV examinations were already segmented by the
instrument and the bones and cerebral ventricles were
removed. The PBV examinations have already segmented
bones and cerebral ventricles but probably because of the
partial volume effect the steep values changes persist on the
two different tissue types borders. Both examination types
contain a rests from non-ideal segmentation at the bottom
part under the skull base, which would significantly

127



ICCGI 2012 : The Seventh International Multi-Conference on Computing in the Global Information Technology

influence the following methods' results. Because of this
reason we performed segmentation adjustement step, which
selects one image as a divider and for further processing are
used only images from the top to the divider image. All
images below are ignored. We used following technique for
finding the divider image.

A. Divider Image Detection

If we refer one examination image as Im; where i=0
corresponds to the top of the examination (in the sense of the
top of the head) and 7. to the last image (in the sense of the
bottom of the head), then, for every image, we can calculate
following equation:

C.=CN/cpvr, 1

C™ means count of voxels of the image i, which values
are above zero, C°’" means count of voxels of the image i,
which values are below or equal to zero (except voxels with
value -1024 representing the outer space).

One of the image becomes the divider image according
to the C; value. For this purposes, we start comparing C;
values from the bottom image with i=max towards the upper
image with index i=0. The first image with index i, which
satisfies condition C;<Th becomes the divider image. We
found optimal 7h value for CBV examination 2.0 and for the
PBV examination /.0.

This segmentation adjustment step (example in Fig. 1) is
just auxiliary for following method comparison to remove
posterior fossa from further processing. We evaluated that
this segmentation adjustment step is successful in 95.8% (23)
cases from all 24 examinations in the sense of providing
enough area by the segmentation adjustment step to be
possible to delineate enough area to cover 100% of manual
infarction core tracking. The only one unsuccessful case

Figure 1.

adjustment step, original examination on the left and adjusted examination

on the right using sagittal views. Displayed values range is from 0 ml/1 to
150 ml/1 using a common color-scale.

CBV (upper row) and PBV (bottom row) segmentation
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reduces the area but it is still possible to find 96.3% of the
manually marked infarction core volume.

IV. AutoMaTED DELINEATION METHOD

Details of the image processing method used in study [1]
are not presented enough to reproduce it by own prototype
software. PBV and CBV maps, which we have available, are
also provided by commercial software and so that we tried to
use simple thresholding for processing it. We found a need
for the examination preprocessing and a need for focusing to
area of the infarction core to avoid false-positive voxels,
which would be included into the whole volume of the
infarction core.

We developed a prototype software, which processes
CBYV and PBV examinations. The automated infarction core
delineation is based on examination's preprocessing, and
following thresholding and it is focused to delineate only the
infarction core area and thus to reach higher specificity.

A. Image Preprocessing

We used preprocessing examination in a form of edge
preserving smoothing as mentioned in [1]. We used
Curvature Anisotropic Diffusion smoothing with the usually
used parameters defined by [5]:

Time step:  0.0625
Conductance: 3.0
Iterations: 5

B.  Thresholding

After the preprocessing step we tried to find the best
threshold corresponding to the highest specificity. We used
thresholds from 0 ml/l to 21 mil/l. The value 21 ml/l
corresponds to the found threshold value from [1], which is
2 ml/100g. The used increment was [ ml/l. The thresholding
process is simple in CBV examinations - all values from 0 to
threshold are marked as infarction core but in PBV
examinations we faced to high amount of negative values,
which belongs to the imperfect bone and cerebral ventricles
segmentation but also to supposed infarction core areas. In
order to avoid marking such voxels we reduced them by
lower limitation of thresholding to arbitrarily used value -50.

C. Infarction Core Area Selection

We faced to too many false-positives voxels and thus we
grouped all adjacent voxels, after the thresholding step, into
groups and we discarded all groups instead of the largest
one, which we believe to be the one corresponding to the
infarction core. The disadvantage of this step is a possibility
that the largest group does not correspond to the infarction
core while the correct group was discarded since it is smaller
than the largest group.

D. Match Evaluation

We have two patterns of how the automated findings
should ideally look like. We compare our automated findings
according to the patterns separately. Firstly, for the CBV
examinations, and secondly, for the PBV examinations. Let
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us call the match between CBV automated findings and
findings of Phl as CBV-Phl, similarly CBV-Ph2 and also
PBV-Phl and PBV-Ph2.

For each match we can evaluate 4 voxel counts. TP (true
positive) - increased when both voxels were marked as
infarction core, by physician and also by automated method,
TN (true negative)— both voxels were marked as non-
infarction core, FP (false positive) — the automated method
marked voxel as infarction core while the physician marked
the same voxel as non-infarction core and FN (false
negative) — automated method marked voxel as non-
infarction while physician as infarction core.

Tables I and II present sensitivities and specificities as an
average values from all 12 patients excluding those with
incorrect match, which count is presented in IM column.

E. Incorrect Match

We call incorrect match the case when the automated
method findings and the physician's findings have marked no
common infarction core voxel, it means TP = 0 while FP > 0.

V. ResuLts

Results of the described method are presented in Table I
for CBV examinations and in Table II for PBV
examinations. Fig. 2 demonstrates using of different
threshold values on PBV examination. The specificities seem
to be high but lets consider that all examinations have
512x512x44=11534336 voxels and for example the average
infarction core area from manual marking of the Phl
contains 28603 voxels. If the automated method would find
all voxels marked by physician but it would mark the 3 times
larger area, the specificity would be 99.5%.

We can see that for CBV examinations we can obtain
very high specificity, almost 100% (thresholds from 0 to
7ml/l) but for the PBV examinations the maximum
specificity was found only 99.24378%, which is not
satisfying.

VL

We believe that the low specificity in PBV images is
caused mostly by partial volume effect, which is caused by

Discussion

TABLE L CBYV REsuLts TABLE II. PBV ResuLts

vTh}::;fI Sensit. Specif. e Sensit. Specif. e vTh}::;fI Sensit. Specif. M Sensit. Specif. e
[mil] Phl [%] Phl [%] Phl | Ph2[%] | Ph2[%] | Ph2 [mil] Phl [%] Phl [%] Phl | Ph2[%] | Ph2[%] | Ph2
0 2.79 | 99.98695 8 2.10 | 99.98542 8 0 62.28 | 99.20641 4 58.97 | 99.24378 4
1 21.77 | 99.97208 6 19.39 | 99.97134 6 1 67.33 | 99.07244 4 63.35 | 99.11330 4
2 19.52 | 99.99688 4 17.38 | 99.99704 4 2 69.19 | 98.96140 3 64.01 | 99.00619 3
3 26.08 | 99.99348 3 23.28 | 99.99424 3 3 72.12 | 98.82390 3 66.53 | 98.87054 3
4 35.12 | 99.98405 3 30.11 | 99.98456 3 4 74.46 | 98.70119 3 69.10 | 98.75185 3
5 41.86 | 99.97453 3 37.67 | 99.97327 4 5 76.84 | 98.55058 3 71.73 | 98.60509 3
6 43.51 | 99.96923 2 3891 | 99.96935 3 6 78.93 | 98.38614 3 74.08 | 98.44412 3
7 52.46 | 99.94637 3 46.45 | 99.94888 4 7 75.47 | 98.40800 2 72.15 | 98.46359 2
8 57.97 | 99.90980 3 51.71 | 99.91527 4 8 77.62 | 98.31482 1 74.71 | 98.32093 2
9 61.95 | 99.88400 3 55.85 | 99.89189 4 9 79.42 | 98.16158 1 76.89 | 98.16444 2
10 65.77 | 99.85239 3 60.28 | 99.86398 4 10 81.41 | 97.99354 1 79.36 | 97.99234 2
11 75.79 | 99.33449 3 67.38 | 99.35707 3 11 82.98 | 97.81751 1 81.37 | 97.81185 2
12 7322 | 99.11246 2 65.10 | 99.13822 2 12 78.36 | 97.68276 0 77.15 | 97.67533 1
13 78.39 | 98.82117 1 70.50 | 98.84521 2 13 80.55 | 97.50674 0 80.08 | 97.49548 1
14 83.34 | 98.42550 1 75.58 | 98.43674 2 14 81.90 | 97.33071 0 82.00 | 97.31522 1
15 86.17 | 98.03474 1 79.07 | 98.02557 2 15 83.17 | 97.13386 0 83.70 | 97.11169 1
16 88.78 | 97.58111 1 81.92 | 97.55204 2 16 84.39 | 96.94731 0 85.24 | 96.92112 1
17 91.13 | 97.03577 0 83.22 | 96.99077 1 17 85.68 | 96.76089 0 87.12 | 96.72960 1
18 92.57 | 96.54330 0 85.66 | 96.48031 1 18 86.87 | 96.56792 0 88.41 | 96.52946 1
19 93.74 | 96.03487 0 87.75 | 95.95049 1 19 87.84 | 9636111 0 89.65 | 96.31516 1
20 94.72 | 95.51506 0 89.48 | 95.41960 1 20 89.63 | 95.80393 1 90.92 | 95.71346 2
21 95.54 | 94.93930 0 90.92 | 94.81682 1 21 90.38 | 95.58968 1 91.79 | 95.49068 2

a. Count of incorrect matches from total 12 patients
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a. Count of incorrect matches from total 12 patients
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different slice thickness of source images and also by the
imperfect segmentation of the bones and cerebral ventricles.
Because of this reason the PBV examinations contain steeper
changes of values and also high amount of negative values
especially at two different environment borders including the
infarction core. The edge preserving smoothing at least with
the used settings is not strong enough to make the infarction
core distinguishable by used thresholding.

We also believe that the use of different kind of filters
like meaning can be useful for the PBV examinations despite
of the loss of details and in combination with a local
neighborhood features better results could be obtained.

VIL

We presented simple combination of edge preserving
smoothing with selecting the largest continuous area, which
is considered to be infarction core. Using the thresholding
technique we evaluated correspondence between automated
method and manual infarction core delineations provided by
2 physicians. We can see that while the same method can in
the case of CBV maps provide almost 100% specificity, it is
almost unusable in the same form using the PBV maps. In
discussion we mentioned our opinion of the low PBV
specificity and we proposed our ideas how to improve results
on PBV maps.

CONCLUSION
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Abstract - This study aims to develop an application to
recognize any missing barcode scan despite hormal scanning
motion by means of the video image processing algorithm in
order to prevent an omission of product barcode scanning,
intentional or mistaken, by a checkstand. The algorithm that
searches for a barcode from a moving object in a video is
divided into two steps: the step of extracting the moving object
from a video; the step of extracting a barcode of the moving
object. The process of extracting moving objects consists of
blocking the video frame images, calculating motion vectors of
each block, and clustering vectors of similar direction and size
in the order. The process of extracting a barcode from a
moving object includes the step of changing the color of the
moving object image to that of the HSL color model, selecting
areas, part of whose block is colorless, for the portion to be
scanned for the barcode, and recognizing the barcode when the
portion consists of a certain number of blocks in the order. The
application has been developed by means of this algorithm for
Microsoft Windows. If no barcode scan output is found even
though the scan motion was normally implemented, this
application will check if the barcode exists and prevents
barcode omission from taking place at checkstands of a
discount outlet.

Keywords-Using  motion  vector;  Clustering;
recongnization; Application implementation.

Image

l. INTRODUCTION

According to the managers of major discount stores, the
financial loss due to intentional or mistaken barcode scan
omission by a cashier is as much as 2% of the total sales, but
there is no system that can effectively supervise the process.
In a major discount outlet in Korea, for example, the sales in

2009 reached some 10 trillion (HI Investment & securities co.

Itd Research Center, October, 2009), which indicates the loss
of more than 200 billion won. In the end, this type of loss
results in increase of retail prices and damage to a wide
range of consumers. Thus, the need for a system to
completely prevent barcode scan omission from happening
has been consistently emphasized.

This study, therefore, suggests and develops an algorithm
to find a barcode on a moving object in a video with
relatively small amount of operation. First of all, adopted
was the moving object extracting method suggested
previously to find a moving object [1]. This is a method to
block each frame in an image and find the motion vectors
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with the central point of the block as the center. In
consideration of the fact that a moving object has motion
vectors of the similar direction and size, the moving object is
detected by clustering vectors of the similar direction and
size. The use of this technique reduces the operation
compared to that of finding wvectors by means of
characteristics or colors. Then the color of the extracted
object is changed and the barcode is checked. As the barcode
is searched for, not on the entire frame, but on the area of the
moving object, this further contributes to the reduction of the
operation. This study embodied and verified this application
by means of the algorithm above in Microsoft Windows
System.

Section 2 explains the way of extracting moving objects
from a video, section 3 the way of extracting the barcode
from the extracted moving object, section 4 the results of the
actual representation, and section 5 concludes the study and
presents issues for the future study.

Il.  SEPARATION OF A MOVING OBJECT FROM
BACKGROUND

This section suggests a swift and effective algorithm to
detect a moving object. The suggested algorithm block each
frame of an image, and then extracts motion vectors with the
central point of the block as the center. Extracting motion
vectors for each block reduces the operation more than in
extracting for all pixels or characteristics. Figure 1 shows the
example of extracting motion vectors for each block.

Figure 1. Image blocking and motion vector extracting for each block
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For the motion vectors for the extracted block, a 3-
dimensional histogram is prepared. The X, Y coordinates
represents the directions of motion vectors while the Z
coordinates represents the sizes of them. Figure 2 shows the
3D histogram mapping of the extracted motion vectors.

Moving object
motion vector

" Noise motion
vector

Figure 2. 3D histogram of motion vectors extracted for each block

As in Figure 2, motion vectors of the block of the moving
object have similar directions and sizes. Noise vectors
generated due to lighting or shadow may have different
elements from those of the moving object vectors. After the
vector clustering, remains the block of vectors of similar
direction and size while removed are other blocks. Then only
the moving object is extracted. However, there is a
possibility that other blocks than the moving object may
have similar directions and sizes with the moving object
block. Thus, only when the block has more than a certain
number of similar vectors, it is recognized as a moving
object, and others are removed as noise. Figure 3 shows the
result of extracting the moving object in the way above.

Figure 3. Extraction of blocks with the moving object’s vectors and then
of the moving object

Figure 4 is the flowchart of the algorithm to extract the
moving object by means of motion vectors after the image
blocking.
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Analyzed the information of vectors and
find out the moving vectors

Check the blocks of motion
vectors are the object
Check the size and enclosure

Set the cluster of moving object
L ]

Find out the moving object

End

Figure 4. The moving object detecting algorithm by means of the motion
vectors of the blocked image

This technique is appropriate for an embedded system as
it adopts the blocking and clustering of motion vectors and
thus reduces the amount of operation more than existing
techniques.

I1l.  EXTRACTING BARCODE FROM OBJECT
IMAGE

This chapter explains the way of extracting the barcode
area from the image of the moving object extracted in
Chapter 2. Since the barcode scanning is implemented only
in the area of the extracted moving object, the amount of
operation may be reduced more than in scanning over the
entire image.

Figure 5. The image of changing a frame of the video with HSL color
elements
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A barcode commonly consists of the white background
and black bards. Thus, areas in the extracted moving object
where a certain amount of white and black parts exist will be
selected for barcode scanning. To this end, the image area of
the moving object that consists of RGB color elements is
reformed with HSL(Hue, Saturation, Lightness) color
elements. Figure 5 shows that a frame of the video has been
changed with HSL color elements.

When the saturation value of pixels in the image block of
the moving object is 0.3 or less, it is judged as colorless, and
when the colorless part is more than 70% of the block, this
block is selected for barcode searching. This procedure is to
remove color blocks among moving blocks. In addition, the
black and white parts of the image blocks of each moving
object are distinguished, the ratio of black and white is
calculated, and any part whose percentage is 10% or less is
excluded. This procedure is to exclude blocks that only
consist of no other achromatic color than white and black
parts. Although this method may effectively detect the block
that contains the barcode, a part of the image that seems
similar to the barcode can be detected. Thus, calculated is the
complexity of pixels in the block. When the value of
difference of luminance is lower than a certain degree, this is
regarded as monochrome. This is possible since the blocks
extracted earlier are colorless. Difference of luminance may
not be the only factor to be considered if colors exist. Based
on the process above, finally the areas for barcode searching
are decided.

Figure 6. A barcode image to expand each block outward

Once the areas for barcode searching are decided, the
shape of the block is checked to see if it is a quadrangle like
a barcode, and then each block is expanded. The blocks are
expanded to prevent a part of the barcode image from being
removed or deleted in the process of blocking and to make
the barcode image clearer. Figure 6 shows the expanded
image of each block around the barcode.

Figure 7 shows the flow chart of the process of finding
the barcode through color conversion.
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Convert RGB image into HSL image

Check S(Saturation) Over than 0.3
value in pixel

Less than 0.3

Achromatic color Less than 70%

ixels in the block

Over than 70%

Check the rate of
white and black color
in the moving objec

Less than 0.1

Over than 0.1

heck the complexity
of pixels in the block
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Very high

Not very high

Check the area is
square shaped

Square

Not square

Expend one block of the image

End

Figure 7. Flowchart of Extracting Barcode from Object Image

IV. IMPLEMENTATION AND RESULTS

The following are the environments and software adopted
to develop the application of this study:

e OS: Windows 7 Professional Edition 32bit

e  Compiler : Visual Studio 2010

e Programming Language : C/C++

A. Application View

1) Main Window
Upon executing the application, the following screen in
Figure 8 is displayed:

Figure 8. Main window of application
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The small window to the left is an option window with
functions to enhance the accuracy in barcode detection. The
options of the program may be reset in this window. The big
window to the right displays the following from the left:
a)the original video; b)blocking and extracted motion
vectors; c)black & white image of the area for barcode
searching; and d)the detected barcode image.

2) Option Window

The application provides the following option window as

in Figure 9:

Image Value

Block Size

Search Width

Search Height

Angle Value
Dif Value

[5]
e
e
e
P
e
e

Binary Dif Value 28

MAKE_SIMPLE -

e
e

Binary Type

Adap Win Size

Adap Factor

EH0E

Figure 9. Option Window

The currently available options are as follows, and those

that are not stated are currently not used.

e Block Size: the number of pixels for one block. If
you input ’16,” a 16x16 sized block is produced.

e Search Width: the width of the searching window to
enhance the efficiency of block searching(unit:
pixel)

e Search Height: the height of the searching window
to enhance the efficiency of block searching(unit:
pixel)

e Angle Value: the range of toleration to check if the
motion vectors are in the same direction(0 ~ 1)

o Dif Value: The value of color difference to check if
it is the same block(0 ~ 255)

B. Implementation Issues

1) Implementation issues of seperation of a moving
object from background
The solutions to the implementation issues of separation
of a moving object are as follows:
a) Detection of moving blocks is time consuming
e Improve the efficiency by limiting the processing
area
e Parameterize the range of search in the program
options
b) Saturation occurs when the surface of the moving
object is wide and uniform in color
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e Determination of the blocks of similar colors by
prioritizing the proximity search
e Utilize the process of filling in the interior of folia
c) The boundary between the moving object and the
background is irregular due to blocking
e Ignore the unclear boundariy as the goal is not in
extracting the perfect imagery of moving objects
2) Implementation issues of extracting barcode from
object image
a) Non-barcode area of wide achromatic color is
erroneously extracted
o Discard the extracted area if the ratio of black and
white is less than 10%
b) Retangular and linear images, visually close to
barcode, are errornesoul extracted
e Identify barcode by calculating the complexity of
pixels in the block

e Treat the pixels as of uniform color if the
difference of lunimance is below certain level

C. Results

The application worked quite appropriately, and the
barcode recognition of a moving object was outstanding.

Figure 10 shows the entire process of extracting the
barcode from the camera image:

® 271v) S¥M) =STH)
»n ?
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Z| NUM

Figure 10. Extraction of the barcode from the object with the black
background

Figure 10 shows the process of extracting the barcode
from the object with the black background. a) the original
video image taken by a camera; b) the detection based on the
blocking and motion vectors; c) detection of the area for
barcode searching based on the colors and shadowing; and d)
the final result of locating the barcode.

This process was successfully implemented even when
the object was white or in various colors.
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Figure 11 shows the result of barcode extraction from an
object with the white background. Figure 12 shows the result
of extracting the barcode from an object in various colors.
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Figure 11. Barcode extraction from an object with the white background
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Figure 12. Barcode extraction from an object in various colors

V. CONCLUSION AND FUTURE WORK

This study aims to develop an application to detect any
missing barcode scan despite the normal scanning process by
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means of the video processing algorithm to prevent any
intentional or mistaken barcode scan omission from
happening at a checkstand.

To extract a moving object, each frame of the image is
blocked, and the motion vectors are extracted with the
central point of each block as the center. Among the
extracted motions vectors, those of the similar direction and
size are clustered and extracted. The image of this set of
block is the moving object. The image of the extracted
moving object is changed to a HSL color model, and the
ratio of black and white and size are checked to extract the
barcode. The actual application that adopts the algorithm

above has been developed and tested with various video clips.

The primary factor affecting the success rate of barcode
extraction was the optical focusing of the barcode area in the
video images. There were cases where barcode was not
properly extracted when the barcode area in the video images
was out of focus, whereas the video images of which barcode
area was in focus were properly processed by the the
algorithm. The failures occurred because the shadows in the
out of focus video images were not sufficiently clear enough
for the barcode searching algorithm to properly extract the
barcode based on the colors alone.

It is planned to comparatively analyze the rate and
accuracy of extracting an object and a barcode in comparison
with existing algorithm in the future.
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Abstract—This paper proposes an approach to extend real-
time operating system (RTOS) architecture for embedded
heterogeneous muti-core processors, which consist of proces-
sors with different processing power and functionalities. The
architecture splits the RTOS kernel into the two components,
the proxy kernel (PK) and user-level kernel (UK). The PK
runs on a less powerful core, and delegate its functions to
the UK that runs on a powerful core as a user process. The
experiment results running micro benchmark programs show
that a communication cost between the UK and its user process
is negligible and that there are cases where UK outperforms
the monolithic kernel. These results confirm that the proposed
approach is practically useful.

Keywords- Real-Time Operating Systems; Heterogeneous
Multi-Core Systems; Embedded Systems.

I. INTRODUCTION

As embedded devices, such as mobile smart phones,
tablets, Internet TV sets, and so on, require more functions
to respond to consumers’ needs, their processors have been
becoming more powerful. Since it is important for embedded
processors to maintain their power consumption as low as
possible, they cannot simply make their clock frequencies
higher to increase their performance; thus, they nowadays
consist of multiple processor cores and provide symmetric
multi-processor (SMP) environments.

Some processors even go further and include different
kinds of processor cores. The Texas Instruments OMAP4
processor [1] and the Renesas Electronics R-Mobile proces-
sor [2] are such examples. The OMAP4 processor consists
of dual ARM Cortex-A9 cores and dual Cortex-M3 cores,
and the R-Mobile processor consists of a Cortex-A9 core
and a Renesas SH core. The OMAP4 processor incorporates
Cortex-M3 cores, which are designed as microcontrollers
and much smaller than but incompatible with A9 cores, to
offload multimedia processing and to achieve faster real-
time response. The R-Mobile processor incorporates an
SH core also to offload multimedia processing. Therefore,
incorporating more smaller cores to offload the specific types
of processing can be a trend for future embedded processors.

Systems software, especially the operating system (OS)
kernel, is, however, rather slow to respond to such an archi-
tectural change. While there have been researches conducted
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to support muti-core systems [3], [4], [5], they targeted
server class systems with highly functional processors and
their approaches do not fit into embedded processors. Since
there has been no support for such embedded heterogeneous
muti-core processors, only approach currently available is to
execute independent OS kernels on different processors. A
typical configuration for the OMAP4 processor is to execute
the Linux SMP kernel on the dual Cortex-A9 and to execute
an real-time OS (RTOS) on the less powerful Cortex-M3.
The problems of such an architecture are 1) Linux and RTOS
run independently with few cooperations between them and
2) only static functions can be provided by the software
executed on the RTOS.

This paper proposes an extensible RTOS architecture
for embedded heterogeneous muti-core processors. The ar-
chitecture splits the RTOS kernel, which runs on a less
powerful core, such as Cortex-M3 for OMAPA4, and delegate
its functions to the user-level kernel (UK) that runs on a
powerful core, such as Cortex-A9 for OMAP4. The kernel
on a less powerful core is called a proxy kernel (PK) since
the global decisions are made by the UK and it works as a
proxy of the UK. Figure 1 shows the overall architectures
of the existing and proposed systems on OMAP4. In the
figure, A9 and M3 stand for Cortex-A9 and Cortex-M3
cores of OMAP4, respectively. The architecture addresses
the problems of the existing systems that consist of the
independent OS kernels by making the PK closely coupled
with Linux and controlled flexibly via the UK.

The rest of this paper is organized as follows. Section II
describes the related work. Section III present the proposed
system architecture. Section IV describes the current status
and shows experiment results. Finally, Section V concludes
this paper and describes our future work.

II. RELATED WORK

Recent researches conducted to support muti- or many-
core systems all take basically the same approach. They
consider a single system as a distributed system in order to
amortize different characteristics. Multikernel [3] and Corey
[4] target symmetrical processor systems with non-uniform
memory access (NUMA) characteristic. By considering such
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Figure 1.

systems as distributed systems, they can partition systems
into clusters of processors with the same characteristic,
and can hide NUMA characteristic. On the other hand, the
architecture proposed in this paper targets heterogeneous
multi-core systems, of which processors have different func-
tionalities.

Helios [5] targets heterogeneous multiprocessor systems
and supports different kinds of processors by employing a
satellite kernel, which is a microkernel [6]. Each satellite
kernel on a different processor exports the same API, so
that programs can be executed on a processor that fit the pro-
grams’ requirements. Although the architecture proposed in
this paper targets heterogeneous multi-core systems, which
is similar to the target of Helios, the kernels on different
kinds of processors are not the same. It aims to make
programs on a less powerful core closely coupled with Linux
on a powerful core by complementing the functionalities of
the small kernel on a less powerful core.

III. PROPOSED SYSTEM ARCHITECTURE

This section describes the proposed RTOS architecture
and its components in detail. As depicted in Figure 1, the
proposed architecture consists of three major components,
the PK (Proxy Kernel), the UK (User-Level Kernel), and
Linux. The PK and the UK constitutes the RTOS kernel. The
PK is executed on a less powerful core, and its functionality
is supported by the UK that is executed on a powerful core
as a user process of Linux.

A. PK: Proxy Kernel

The PK is a simplified RTOS kernel. It is a standalone
kernel; thus, it consists of basic RTOS components, such
as interrupt and exception handlers, a scheduler, and syn-
chronization mechanisms. It works with the UK so that its
functions are complemented by the UK. It does not perform
dynamic resource management except for task scheduling.
It simply picks up the highest priority task and dispatch it. It
processes interrupts, and unblocks tasks when needed. When
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a fixed task set is executed on it, it works the same way as
an ordinary RTOS.

The PK works in different ways from an ordinary RTOS
when dynamic management features are involved. It out-
sources such features to the UK, so that it can keep itself as
simple as possible while its functionality can be extensible.
When a task on the PK invokes a system call the PK itself
cannot handle, the system call is transferred to and processed
by the UK on behalf of the PK. Some exceptions are
processed in the same way. By outsourcing the functions to
the UK, the OS functionalities provided for tasks on the PK
become flexible and extensible. For example, file access and
networking features can be easily provided through the UK
since it is executed on Linux. Moreover, the PK outsources
its memory management to the UK since it is unnecessary
to execute a fixed task set. It is possible because the physical
memory of the PK is mapped into the UK’s address space.
The task management, especially the creation and deletion
of tasks, uses the memory management functions. Thus,
creating a new task is a function of the UK, and the PK
simply dispatches it when it becomes ready to run. When a
task exits, such an event is transferred to the UK, and the
memory used by the existed task is reclaimed by the UK.

B. UK: User-Level Kernel

The UK processes the requests issued by the PK’s tasks
on behalf of the PK as described above. The UK is executed
as a user process of Linux; thus, it can utilize the full
functionalities of Linux. It can access files on Linux’s
file systems and operate on networks just as Linux’s user
processes can. It can provide the PK with such Linux’s
functionalities without increasing the complexity of the PK,
and can easily introduce dynamic features to the PK.

The other benefit for the UK to be a user process of
Linux is that it is free from maintaining its own execution
environment, and can focus on managing the execution envi-
ronments of the PK. Such delegation of functions makes the
implementation of each components as simple as possible.
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Finally, there must be a communication means between
the PK and the UK. As a user process of Linux, the
UK cannot directly communicate with the PK without the
support from Linux. There are two ways for the UK to
communicate with the PK. One is through the read and write
system calls, and the other is through the shared memory.
The first method is simpler while it involves overheads of
using system calls. The latter is faster while it complicates
the interactions between the UK and the PK. Both methods
need to be considered for the better implementation.

IV. CURRENT STATUS AND EXPERIMENT RESULTS

This section describes the current status, experiment re-
sults, and a performance improvement based on profiling.
The PK and UK were implemented based on the XV6
operating system [7], which is a reimplementation of UNIX
V6 [8]. The current implementation is based on an Intel
[A-32 multi-core processor because we could not obtain
an OMAP4 based system when we started the work. It
statically considers some cores as powerful ones and some
as less powerful ones. Therefore, all experiments described
below were performed on a PC-AT compatible system,
which is equipped with an Intel Core 17-920 2.66GHz CPU.
The hyper threading and power management features were
disabled to perform all benchmarks. We used the Scientific
Linux 6.1 x86_64, which is based on the Linux kernel
2.6.32, to execute the UK. While the Linux kernel executes
in the 64-bit mode, the UK is a 32-bit program. The original
XV6, which is used for comparisons, executes in the 32-bit
mode.

A. Current Status

The implementation consists of 3 parts, the PK, the UK,
and the linux device driver to interact with the PK, as
described in Section III. The PK consists of total 1534 lines,
which are 1448 lines of the C program and 86 lines of
the assembly program. The linux device driver consists of
total 830 lines, which are 723 lines of the C program and
107 lines of the assembly program. As far as the UK is
concerned, 12 files, mostly for device drivers, were deleted,
5 files were added, and 13 files were modified from the
original XV6. The total number of lines of the added files
are 494 lines.

The current implementation is stable enough to perform
micro benchmark programs as follows.

B. Micro Benchmarks

We first executed several micro benchmark programs on
the UK and also on the original XV6 in order to investigate
the performance penalty to realize the proposed architecture.
We chose 4 programs, getpid, pipe, fork, and fork+exec to
measure the functions without and with dynamic resource
management. The getpid program invokes the getpid system
call to find the cost of calling the kernel. The pipe program
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Table I
MICRO BENCHMARK RESULTS [IN pSEC]

Benchmark UK | UK (mmap buf) | Original XV6
getpid 1.06 0.68 0.20
pipe 10.47 8.98 2.71
fork 23.80 22.05 82.63
fork+exec 49.99 48.17 168.56

makes 2 processes communicate with each other through 2
pipes, so that it can measure the cost of context switches
between them. The fork program creates a copy of the cur-
rent process, and the fork+exec program executes a different
program in a newly created process. These programs can
measure the process management costs.

Table I shows the results of executing micro benchmark
programs. In the table, UK uses the linux device driver to
communicate with the PK. On the other hand, UK (mmap
buf) directly communicates with the PK through a buffer
that is mapped in the UK and the PK’s address spaces; thus,
it does not use the linux device driver to communicate with
the PK. The original XV6 was executed directly on a system.

The results from the getpid and pipe programs show the
overheads incurred by splitting the execution of the UK and
its user processes on different processors. Since the getpid
program only invokes the getpid system call, the difference
between the results of UK and XV6 is the communication
cost between them; thus, the communication cost is 0.86
usec for UK and 0.48 psec for UK (mmap buf). Direct
communication through the mapped buffer without the linux
device reduces the communication cost by 44%. While the
overall cost for UK (mmap buf) to invoke the getpid system
call increases as much as 3.4 times more than XV6, the cost
increases by only 0.48 usec, which is negligible in the total
computing time of applications and other more complicated
system calls. Moreover, such simple system calls as getpid,
which obtains the state of in-kernel resources but does not
manipulate them, can be optimized by embedding them
within the PK. In this case, the communication costs are
eliminated, and the costs to invoke such simple system calls
becomes the same as XVo6.

The results from the fork and fork+exec programs show
that UK performs better than XV6. This is an advantage
of the proposed architecture. The control flows to process
the fork and exec system calls currently remain the same
for UK and XV6 since no optimization, such as batching
multiple system calls and parallelizing the execution of the
kernel and user processes, has been applied to UK. We
consider the differences arise due to the effects of cache
and TLB. There is no need for the UK to flush TLB of the
processor it is running since actual process manipulation
is done on another processor user processes are running.
The PK runs on the processor that runs user processes.
It is however extremely small; thus, the effect to it is

138



ICCGI 2012 : The Seventh International Multi-Conference on Computing in the Global Information Technology

Table II
PROFILING RESULTS (TOP 5)

Function Name %
memmove 35.48
jpkwaitevent 11.93
memset 9.18
freevm 6.92
getcallerpcs 3.78

negligible. Moreover, having the UK and user processes
run on different processors increases the chances for them
to remain on cache. Therefore, the UK architecture can
decrease the number of cache and TLB flushes and increase
the performance.

C. Profiling Results and Improvement

In order to further improve the performance of UK, we
analyzed the hot spots in the UK. We used OProfile, which
is a system wide profiler for Linux systems. Profiling was
taken while running the fork and fork+exec programs. Table
IT shows the results of profiling. The table only shows the
top 5 function names where the most of CPU cycles were
consumed. These top 5 functions consumes 67.29% of CPU
cycles in total.

The function that most consumes CPU cycles is mem-
move, which copies data from one place to the other. The
second one is jpkwaitevent, which busy waits the completion
of the user process side processing; thus, it does nothing.
The third one is memset, which sets a memory region to
a specified value. The two string functions, memmove and
memset, consumes 44.66% of CPU cycles in total; thus, their
performance should impact the overall performance.

Intel Core-i7 supports SSE4, which is a SIMD unit that
has 8 128-bit long registers. Since a SIMD unit similar
to Intel SSE is also available for the ARM architecture
as NEON, we decided to utilize it to accelerate memory
operations. A single SSE instruction can move 128-bit (16-
byte) data between a SSE register and memory. We utilized
a SIMD instruction to accelerate memmove and memset.
By using the SIMD versions of them, the performances of
the fork and fork+exec benchmark programs were improved
27% and 13%, respectively.

Figure 2 summarizes the results from the performed micro
benchmark programs.

V. SUMMARY AND FUTURE WORK

This paper proposed an extensible ROTS architecture
for embedded heterogeneous muti-core processors, which
consist of processors with different processing power and
functionalities. The architecture splits the RTOS kernel into
the two components, the PK and UK. The PK runs on a
less powerful core, and delegate its functions to the UK that
runs on a powerful core as a user process. The experiment
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Figure 2.  Summary of Micro Benchmark Results

results running micro benchmark programs show that a
communication cost between the UK and its user process
is negligible and that there are cases where UK outperforms
the monolithic kernel. We now obtained an OMAP4 based
evaluation board [9], and are currently porting the proposed
architecture on it.
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Abstract— Capturing requirements in a written, centralized
specification is a recognized product development best
practice. But, how does this document impact software defect
rates and quality? Is there any correlation between a well-
written, properly reviewed requirements specification and
software defect levels and other quality indicators? This paper
will present data from an Intel case study illustrating the
“before and after” scenario for a requirements specification.
In the former, a minimal set of requirements were scattered
across various documents for a first generation (older)
product. In the latter, requirements were written and
reviewed in a single requirements document for a second
generation (newer) product. Software defect rates, feature
commit vs. delivery, requirements volatility, and defect closure
rates all improved dramatically even with the increased
complexity of the newer product.

Keywords-requirements specification; requirements defects;
reviews; software defects; software quality.

l. INTRODUCTION

This case study involves two generations of a software
product at Intel. The first generation product was developed
without a requirements specification (e.g., Product
Requirements Document or Software Requirements
Specification). The requirements that existed were scattered
across a variety of design documents, emails and web sites.
There was no centralized source or repository for these
requirements. The second generation product was developed
based on a requirements specification. A standardized
template was used along with a requirements management
tool. Architecture specifications, design documents and test
cases were developed from this specification.  The
requirements were rigorously reviewed by both technical
content experts and a requirements Subject Matter Expert
(SME). The second generation software product was more
complex than the first in that the software had to run with,
and implement functionality for, a next generation Intel
processor. In addition, it had to combine code bases with a
similar product from another business group.

Il. DEFECT POTENTIAL COMPARISON

In general, there are many factors that impact the number
and severity of software defects including: maturity of the
team (development and validation), number of new features,
complexity of the new features, test coverage and stability of
the code base at the start of the project. In comparing the
two software development efforts, the teams were of about
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equal size and maturity and their development methodology
was the same (waterfall). The validation teams were also of
similar size and maturity. There was some overlap of
personnel between projects. As for a comparison of the two
products, the newer product had more features, those features
were more complex, the underlying hardware went through
an architectural change, test coverage increased and the
starting code base was less stable (due to the code merge
from the other business group). Given all of these factors,
the defect potential [1] should be higher for the second
generation product than the first.

The most notable difference for the second generation
product was the requirements specification. What impact
would it have on overall software defect levels, quality,
features delivered, number of change requests and defect
closure rates?

I1l.  REQUIREMENTS AND REVIEWS IN BOTH
PROJECTS

Requirements for the first generation product were spread
across documents, emails and web sites. That loose
collection of requirements captured only about half of the
initially intended product functionality. Reviews were held
for those requirements that existed.

For the second generation product, the primary
requirements author used a requirements management tool
(RMT) to enter the requirements. The requirements were
organized logically using key product features as section
headers. The RMT had the capability to export to a
document format. Reviews were based on this document.

We were the requirements SMEs assigned to work with
the author to review and provide feedback on requirements
quality. Initial requirements defect levels were high as this
was the first set of requirements written by the author.
However, with mentoring, peer reviews and stakeholder
reviews, the requirements defect density for the requirements
specification was reduced from about 4.75 defects per page
in an initial revision to about 1.18 defects per page a later
revision, a reduction of about 75%. The requirements
specification became the basis for all architecture, design and
test documents that followed.

IV. ACTUAL VALIDATION RESULTS

The following data presents a comparison of software
defects, requirements volatility, feature variance and defect
closure efficiency between the first generation (“Gen 17)
and second generation (“Gen 2”) software products.
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Table | shows the total number of defects by type per
product at the end of validation testing. Overall, the second
generation product had about 50% fewer defects.

Table I: Total Number of SW Defects

Defect Type | Genl Gen 2 Delta
Critical 21 3 -86%
High 137 69 -50%
Medium 111 62 -44%
Low 24 6 -75%

Totals: | 293 140 -52%

Table Il shows the requirements volatility per product at
key milestones during development. Some requirements
volatility is due to scope creep (requests for new features)
but most of it is due to changes needed due to missing,
incomplete or incorrect requirements. At release, the
second generation product had almost half the volatility of
the first generation.

Table 11: Requirements Volatility at Major Milestones

Milestone Genl Gen 2 Delta
Alpha 0.4 0.4 0%

Beta 1.2 0.7 -42%
Release 1.7 0.9 -47%

Volatility = # of added+changed+deleted requirements
Total # of requirements

Table 111 shows the feature variance per product at key
milestones during development. This metric shows how
well the features delivered in final product matched what
was committed by the team to be delivered. The second
generation product was able to deliver many more features
than the first generation product at release.

Table 111: Feature Variance at Major Milestones
Milestone Gen1l Gen 2 Delta
Alpha 0.05 0.15 +300%
Beta 0.15 0.25 +167%
Release 0.15 0.35 +233%

Feature Variance = (Current - Planned Features)
Planned Features

Finally, software defect closure efficiency (cumulative
SW defects closed / cumulative SW defects submitted) at the
end of validation testing improved from about 69% in the
first generation product to about 87% in the second
generation product, an improvement of over 25%. Note that
a higher percentage indicates that defects are being closed
more rapidly. This means the development and validation
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teams are spending less time identifying, researching and
correcting software defects.

V. CONCLUSIONS

A number of factors could have had some impact in
reducing the number of software defects from the first to the
second generation product. They include applying lessons
learned from the first development to the second, augmented
developer experience and maturity, improved code review
practices and more rigorous unit testing prior to the start of
validation. No doubt these factors had some influence on
improving software defect levels. However, given the
increased complexity of the second generation product, they
should have had a minimal effect on total software defect
density levels. The key software quality indicators showed
a dramatic improvement in the second generation product.
Some other factor was playing a dominant role in these
improvements.

Clearly, a well-written, properly reviewed requirements
specification was the major contributing factor to these
improvements in software defects and other quality
indicators on the second generation product. This set of
requirements had a positive influence on the total number of
software defects (down 50%), requirements volatility (down
50%), feature variance (improved 2x) and software defect
closure rates (improved by 25%). A third generation product
is currently in development. Results from that project will be
analyzed in a future paper.
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Abstract— The paper describes a complex software tool
designed for exploring height maps. The tool factiates tasks
like viewing the height maps in 2D and 3D perspectes,
measuring their dimensions, computing various stastics for
them and, most importantly, mutually comparing seveal of
them for similarity. The tool originates from a resarch in the
area of modeling and simulation of the laser engrang process
and is used for exploring surface laser engravinggdigitized by
a confocal microscope. It may, however, be used Wwitany
general height maps described in the input formatwhich is
designed to be easy to create and human readablehd main
aim of this paper is to introduce the useful toold the experts.

Keywords-height map; visualization; exploration; statistics;
comparison.

l. INTRODUCTION

The effort to develop a height map viewer was péae
larger project dealing with modeling and simulatiointhe
laser engraving process. Because the results siqatyaser
engraving are very sensitive to various physicabipeters
of the used material as well as the settings of |#ser
device, a simulation model has been developedeatNéw
Technology Centre at the University of West Boheinia
Pilsen for predicting the engraving results in ortte save
both time and material costs. The predictions saderbased
on data obtained from physical samples engravedrsand
various statistics computed from them. The physeatples
vary both in used material and laser settings. Thsy
scanned using a confocal microscope and saveckifotm
of a height map. However, this is not sufficiemt.drder to
use these height maps with the simulation modely thust
be explored in more detail to discover various depeacies,
similarities or differences, and to reject thosengles that
are significantly affected by any adverse effeas nelated
with the laser engraving process, such as damagdisei
used material. Because the huge amount of datéhartugh
costs of human resources, a high level of automaigo
desirable, especially in comparing several sampgtas
similarity.

As no suitable tool was found among the existingspiit
was decided to develop a new one that fits requitedoses
the best. The description of this tool is the maim of this
paper. Even though some its functions are closspa@ated
with laser-engraved samples (especially the p#/degection
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algorithms), most its functions are general enotaghse it
for detailed explorations and comparisons of anigtie
maps represented in the corresponding input fonwtath is
described in Section Ill.A. The functions of thadit map
viewer are described in Section IV in more detail.

Laser engraving is a technique frequently usedanous
branches of industry and science. During the lasgraving
process, the surface of a material is exposedetadtivity of
a laser beam, which affects and modifies it. As the
electromagnetic radiation of the laser beam strikies
surface, the material starts to heat and, if teerlantensity is
high enough, the rising temperature evocates naateri
ablation. More detailed description of the ablatmocess
can be found in [1][2].

During our research, two different types of engngsi
were processed: single-point engravings and motion
engravings. Examples of both can be seen in Figjufeor
each physical sample, a scenario containing a fSé&ew
parameters was prepared (number of laser pulses, b@am
intensity, motion speed, and the like). Then, aesponding
physical sample was engraved (BLS-100 Nd:YAG solid-
material, lamp-pumped laser with the wavelength@§4nm
was used) and scanned using a confocal microsdope (
described samples Olympus LEXT OLS3100 [11] wasluse

Figure 1. Single-point and motion engravings (used matec&imet).

A 3D view on a sample exported from the confocal
microscope can be seen in Figure 2 (the origimalré was
white on black, so this is a negative). The confoca
microscope also provides other data formats on rexpach
as 2D top views (both in color and in gray scalsj,anore
importantly, heights description in the form of C8M. The
scanning of the sample surface is provided in erelis way.
Each sample is measured in many parallel crosgasct
with a pre-defined step distance. The height coatés (one
for each cross-section) are saved in plain text @i8Vinput
and output file formats are the main content otigedll.

The application and its main functions are desdrilve
Section Il and Section IV. Section V concludesphgper.
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Figure 2. Sample 3D view exported from the confocal microscop
(negative image).
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1. PROGRAMDESCRIPTION

The Height Map Viewer is a desktop applicationrised
under CC-BY-NC-S. Downloads are available under [9]

The application works in two modes that can becweil
between: map exploration mode and map comparisaemo
The map exploring mode can be used to visualizesnap
2D and 3D perspectives. Moreover, it offers toots f
performing measurements, exploring cross-sectiassyell
as some functions specific for laser-engraved sesngiuch
as automatic detection of heat-affected area [i7]al$o
allows exporting the sample or its parts in sevérahats.
The map comparison mode contains tools that carsbeé to
mutually compare two samples for similarity. Thengées
can be overlapped and the difference visualizedsoAl
various statistics related to the difference candreputed.

Ill.  INPUTS ANDOUTPUTS

The input and output formats of data are mostly-tex
based in order to allow preparing and pre-procgssire
input data and post-processing the output datagutie
many powerful text utilities and to allow prepariagbatch
script for it.

A. Height Map Input Format

The application uses an input format that some cuaif
microscope can produce directly and, if not theectsat the
output of most confocal microscopes can be easityerted
into. This is important in order to save time ortadare-
processing when measuring physical samples. Tmeatois
relatively simple - it consists of several headlimentaining
metadata followed by an array of floating point ues
representing the height coordinates.

Table | summarizes the list of possible headlites tan
be included in the input file. The headlines canubed in
any order. However, it is important that the Daiteli
describing the array of height coordinates is usefdre the
coordinates themselves appear. The first columthetable
shows the format of each individual line, the secame
explains its meaning and shows other acceptableesaif
there are some. The color of rows in Table | spesif
whether or not the line has to be included in the, f
(mandatory lines are highlighted with gray coldBesides
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settings described in Table |, the headlines offileecan
also contain other information such as calibratiata,
various file names or comments. Such lines are regho
during the file load process.

TABLE I. HEADLINES THAT CAN BE USED IN THE INPUT FILE
Line Format Explanation
Data type = indicates a height map
Height

Xcv = 0.625 step size in the X and Y direction (sampling raste

Ycv =0.625 size); this value is used for computing the rez si
of the sample. If no value is defined, step = dsis(

Xunit =um real units for all three axes (unum)

Yunit = um

Zunit = un

Along x-axis indicates the direction of sample mesg) (x-axis:
each data line represents one column of the sample;
y-axis: sample is represented row by row)

Dataline, line placed before the height coordinates data, the

Pos = 0,Pos = 1| number of values indicates the number of rows (X-

., Pos =300 axis) or columns (y-axis) measured in the sample|

0.0,2.6499, floating point values representing the height

2.6556,2.6631..] coordinates of the sample surface in the particular
measuring points; separated with comma, the first
value of the row represents the real distanceef th
row (column) from the borderline of the sample

To gain a better imagination of how the data loiék,|the
following example shows a description of a smallgfrows

by ten columns) sample. The measurement was pextbrm
along to thex- axi s; it means that lines of the height map
file represent columns of the sample (Figure 3&anTthe
direction of saved values (headlidéong) from x- axi s

to y-axi s was changed. In such case, the file would
represent a sample with ten rows and five colurfim$&oth
figures, each value is depicted as the squareeofjitaly scale
adequate to the height value (Figure 3b).

Dat a type
Xcv
Ycv
Xuni t

Yuni t

Zuni t

Al ong

Dat aLi
.00, 0.
.50, 0.
.00, 0.
50, 1.
00, 1.
50, 1.
.00, 1.
.50, 0.
.00, 0.
.50, 0.

Hei ght

1nu IISD_C)

26 2.
62, 3.
62, 3.
26, 2.
59, 2.

a

Figure 3. Visualization of the sample, where the valueAbong as:
(a)x- axi s; (b)y- axi s was used.
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B. Outputs and Exports

~/\ s W
During the exploration of a height map, some rasult T

typically need to be saved for future use. Thus th

Figure 5. Exported simple cross-section plot.

application allows saving parts of the height m#mir
visualizations or cross-section plots. The possiéputs
and their formats are described in the followingtisas.

1) Sample Surface

The whole sample can be saved in two different ways

The first one saves the whole sample or its paddred by a
selection rectangle in the text format describe8éation A.
It can be used, e.g., to cut off border areas ehiight map
which should not be processed or to crop the heiggud
after rotating it. If the whole height map is sééet; no
height map values are lost in comparison with thgiral

surface. The saved file can be reloaded and predésshe
same way as the original one.

The second way saves a grayscale representatithe of
current view on the height map. The user can chiase
several image formats — BMP, JPG, and PNG. Theeurr
view is always saved with all the tools (selectiongss-
section lines, ruler, etc.) that are actually showhis is
useful when measures or statistical data are ddsita view
along with the height map itself (as shown in Fegu4b),
which is typical for images intended to be publiéhe

Figure 4. Images saved with (a) cross-sections and heighe;g@a ruler
and selection rectangle.

2) Cross-Sections

When working with height maps, it is sometimes ukef
to save separate cross-sections for further priogess
Because the 2D visualization uses them as its fupdtal
part, the possibility of exporting them is a natpeat of the
height map exploration. The cross-sections caratedsboth
as images and as sets of values. The set of vialeeported
as a simple CSV file. This allows further procegsai the

data, for example in a spreadsheet processor. e f

contains the described direction (x — vertical sresction; y
— horizontal cross-section; line — cross-sectiamglthe line
segment) followed by the actual height coordinat@sh on
its own line. The export as an image enables itthéu
comparison, presentation or retainment. Severampeters
of the image export (background color, plot heggdle, font
size, and the like) can be set. An example of gl&mross-
section plot can be seen in Figure 5. It is possiblexport
vertical or horizontal cross-sections from the vehsample
or just from the area bordered with the selectastangle. It
is also possible to draw an arbitrary line and & the
surface cross-section along that line. For the
rasterization, the DDA algorithm [13] is used.
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IV. IMPORTANTFUNCTIONS

The important and useful functions of the viewee ar
escribed in the following sections. Besides thimgipal
function of visualizing the data and couple of sakxed
functions for exploring them, there are also gdrferactions
not described in detail. Especially functions f@ening and
saving the data (the format alternatives were roeet in
Section 1lI.B), selecting them, rotating them, atheé like
belong into this group.

A. Height Map Visualization

During the height map visualization, it is necegstar
map the three-dimensional object (surface of thmpsa)
onto a two-dimensional plane (screen or paper). el faee
two possible approaches that can be successfuthbioed,
namely the three orthogonal 2D views on the obgahg
with its 3D visualization. This combination is alsften used
by many 3D modeling programs.

1) 2D Visualization and Control

The first approach of the 3D object visualizatignthe
usage of three orthogonal views on a 2D plane.hissva in
Figure 6, there is one top view together with twoss-
section plots.

The top view is represented by a grayscale imagerev
each point of the surface is represented in gragdesh
corresponding to its height coordinate. There dse &wo
orthogonal lines in the top view. They indicate fhsition
of the cross section plots shown left and belowttipeview.
By moving these lines, it is possible to explore #xact
shape of the surface. To explore the height mag more
precise way, a ruler and a heightscale can alsséeé. Their
usage is described in Section B.

Figure 6. The three views of the 2D visualization.

For the control of 2D visualization it is possilite use
only the mouse clicking and dragging and also &iapieed
control panel that is placed on the right side ¢ tnain
window. In the main (top) view on the sample sébect

lingectangle can be shown or hidden (only by one siolitk in

the view), its size and position can be changedhéfuser
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drags the border by mouse). If cross-section laresshown,
they can be moved (also by drag and drop) and ithesc
section relief of the moved direction
immediately. Selection and cross-section linestjpos can
be adjusted also in vertical and horizontal views.

To enable better and exact height map exploratider
and heightscale can be used. Both tools are aetivatt the
viewer initiation; they can be activated and deatéd as
needed (in menu or by shortcuts). Their usagessrited in
Section B.

The control panel (shown in Figure 7) in the rightt of
the window is divided into three parts. The firsheo

(Sanpl e) informs about the height map size (according to
valuesXcv andYcv defined in the input file — see Table I)

and the minimal and maximal heights on the surfide

second part3el ect i on) enables exact setting of selection

rectangle (its each border), its motion or changnfigts

height and width. For each operation a speciabbutan be
used. It is also possible to set the exact proporif height
and width of the selection area. If it is activatéa selection
proportions are fixed during each manipulationtHis part
of control panel also the real size of selecteda aise

computed. Value named asmit is a threshold computed
automatically from the sample that is used durihg t

automatic detection of the heat-affected area destrin
Section IV.C. The last part of the control pan@t ¢ss-

sect i on) works with cross-section lines, enables their

exact motion (also according to their real posijti@and
enables to show and hide them. Control panel amnialiso
several individual buttons for the selected areanga 3D
visualization initializing and closing the wholeawer.

r Sample

X 256.0 prm v 1820 prm

Min 3.890 pm Max 14006 pm
r Selection

x1 | 2261 vl | 91}
x2 | 7461 v2 | 611

Height 120.0 pm
|[[Tie [T [ B ] 5¢]
€ (e[ T | X

win| 1

Limit

Width 130.0 pm

0,51

r Cross-section

x| 5120 (€| 0.25um
y | 38a 4[] 025um

Show Cross-Section Lines

| Save selection || 3D || Close |

Figure 7. The control panel on the right side of the viewardew.
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2) 3D Visualization and Control
If viewing the height map as a whole is desired, 3D

is modified visualization can be used (see Figure 8). The 2Diglvery

realistic, but exploring the height map in detaiperforming
precise measurements is difficult using this videcause
the control of the object space orientation is more
complicated. There are two modes of visualizatimat tan

be switched between - a smooth surface (see F&)urad a
wire model (see Figure 9). In both modes, the sarfalot
can be moved, scaled, and rotated. Both modes hese t
height map visualization module [8].

a1

Figure 9. Wire model of the 3D surface with a help showrhia top left
corner.

B. Admeasurements and VVolume Computations

The height map viewer provides detailed surface
exploration using several measurement tools. Tisedne is
called ruler. If activated, the coordinates of thierent cursor
position are shown in the right bottom corner of tientral
view. To measure a distance, two points on theasarhave
to be selected. This can be done by the clickingthan
surface using the right mouse button. The selgoténts are
visualized on the surface as small crosslines. Witen
second point is selected, their distance is conspatel the
result is shown in the right bottom corner of tieatcal view.
A similar function can be used in both cross-secti@ws.
In this case, the distance of heights of the twiotpccan be
measured as well. An example of using the rulertEreen
in Figure 10 (the top image shows the central véea the
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bottom image the horizontal cross-section view).e Th

selected points can be discarded by another chbakguthe
right mouse button. The ruler control points in heac
particular view are independent of each other.

length: 152.971
height: 102.0
width: 114.0

Figure 10.Ruler function - an example of results.

The second tool is the heightscale. If activatdes t
grayscale from white (maximum) to black (minimung) i
shown in the right top corner (see Figure 11). fbight of
the current cursor position is marked on the heggle.
When the cursor moves outside the central viewhtkight
of the intersection of the cross-section lines iarked
instead. The heightscale tool shows also the heghhe

The third tool that can help in exploring the saenjd
statistics calculator. It summarizes the informatbout the
sample (e.g., its size or minimum and maximum \s)laed
computes the volume of retained/ablated materidle T
volume above and below the basic material level
computed either for the whole surface or for thdame of
the currently selected area. It is also possiblpravide an
automatic detection of the heat-affected area tjrdoom
the statistics dialog. Because the computed voluheesnd
on the material basic level setting, the user d¢arose from
three different modes of computing it (also shown i
Figure 13).

Sample Statistics @

Sample Size:
length

width

Minimal Height

is

1024.0
768.0
4531

Maximal Height 31.579

Volume:
Whole Sample  Selection
Above Face 395688 ° 67667
UnderFace 535324 ° 200052 °
Select Material Base i_! Column Mean
(®' Row Mean
) (min + max) / 2 14.898

Puise Detection || oK |

Figure 13.Statistics function - an example of results.

current cursor position (as shown in Figure 12) and

description of the position of cross-section limegssing. It
is activated in all the three views simultaneousiyng the
heightscale tool.

14.006 pm

. [F22,289]

A :iﬁ pm

3.890 pm

Figure 11.Heightscale function — an example of results.

Figure 12.Height of the current position.
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C. Automatic Engraved Area Detection

These functions may not be useful for differentetyf
height maps, but they can significantly speed up th
exploration of laser engravings, where the mateigl
modified by the laser beam in a single area. Tgerahms
used for these methods are described in [3][6]. d&tection
methods may be used for all height maps, but becthey
are designed for a specific type of height map® th
advisability for different height map types is disgble. All
detection methods are available from the Pulse diiete
menu. The user can choose from the following method
statistical, spiral, or clipping. The result of $kemethods is a
selection sized and positioned according to thaltres the
detection. It is also possible to run all the mdthand to
compare their results. This approach was used Jinf¢r
instance, and is shown in Figure 14. There are sdseral
other functions that can be used during data pogssing
and that work with semi-results of some of the clide
methods.

D. Height Map Comparisons

The second mode of the Height Map Viewer serves for
comparing a pair of height maps. To visualize the
differences, the 2D visualization mode is used hBamples
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should be opened at the same time and overlappedhia

optimal and fitting position. The overlapping cae Hone

automatically or by the user (the second sample loan
moved by holding the Ctrl key).

Figure 14.Comparison of results of all the detecting methods.

Finally, the samples can be visualized in threéediht
ways - as both samples overlapped over each otharke
seen in Figure 16) or as the difference imagetimeeilinear
or logarithmic scale [10] (Figure 15).

b

Figure 15.Comparison of two height maps: (a) difference imagaear
scale; (b) difference image in logarithmic scale.

For either case, all the functions for exploring 2D

visualization described above can be used and thsirts
are adapted to the comparison mode. That mearmtlif
height maps are shown together, the heights fdr bbthem
are shown and it is possible to measure differebetseen
them. An screenshot of the comparison mode carér i
Figure 16.

e [0 (e B
B3 R

L2 L2

0

Yo N

2

Figure 16.Visualization of compared height maps.
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V.  CONCLUSION ANDFUTURE WORK

The Height Map Viewer has been created to simplify
exploring of height map surfaces and to enablerozgss
height maps with a user friendly tool. It offerbmad range
of functions for data processing and its exporte Tol is
used, among others, by the team of experts from\ihe
Technology Center at the University of West Boheimia
Pilsen performing research in the area of lasets halps
them to explore laser-engraved samples measure@ by
confocal microscope.

The tool can be downloaded from [9]. However, tlgank
to the universal text-based input format, it canals® used
for different purposes, where height maps need ¢o b
explored in detail. The functionality of the toarcbe further
extended in dependence on actual demands.
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Abstract—The automotive industry is characterized by nu-
merous product variants, often driven by embedded software.
With ever increasing complexity of embedded software, the
electrical/electronic models in automotive applications are get-
ting enormously unmanageable. Significant concepts for model-
ing and management of variability in the software architecture
are under development. Models are hugely hierarchical in
nature with numerous composite components deeply embedded
within projects comprising of Simulink models, implementa-
tions in legacy C, and other formats. Hence, it is often necessary
to define a mechanism to identify reusable components from
these that are embedded deep within. The proposed approach
is selectively targeting the component-feature model (CF)
instead of an inclusive search to improve the identification. We
explore the components and their features from a predefined
component node list and the features node vector respectively.
It addresses the issues to identify commonality in identification,
specification and realization of variants within a product
development. Since the approach does not depend on the depth
of the components or on its order, it serves well with all
the scenarios, thereby exhibiting a generic nature. The results
obtained are faster and more accurate compared to other
methods.

Keywords-Design Tools; Embedded Systems; Feature Extrac-
tion; Software Reusability; Variability Management.

I. INTRODUCTION

Embedded systems are microcontroller-based systems
built into technical equipment mainly designed for a dedi-
cated purpose, where communication with the outside world
occurs via sensors and actuators [1]. Although this definition
implies that embedded systems are used as isolated units,
there is also a trend to construct distributed pervasive sys-
tems by connecting several embedded devices, as noted by
Tanenbaum and van Steen [2].

The current development trend in automotive software
is to map software components on networked Electronic
Control Units (ECU), which includes the shift from an
ECU based approach to a function based approach. Also,
according to data presented by Ebert and Jones, up to 70
electronic units are used in a car containing embedded
software consisting of more than 100 million lines of object
code, which is mainly responsible for the value creation of
the car.

Variants of embedded software functions are vital in
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customizing for different regions (Europe, Asia, etc.), to
meet regulations of the respective regions. Also different
sensors / actuators, different device drivers, and distribution
of functionality on different ECUs necessitate variants. Man-
aging variability involves extremely complex and challeng-
ing tasks, which must be supported by effective methods,
techniques, and tools [3].

Ebert and Jones present recent data about embedded soft-
ware in [4], stating that the volume of embedded software
is increasing between 10 and 20 percent per year as a
consequence of the increasing automation of devices and
their application in real world scenarios.

The proposed strategy is to introduce a variability iden-
tification layer. It intends to facilitate a reusable software
solution. We start by analyzing the textual representation of
the model structure. Based on this we form a concept to
extract an element list to facilitate the identification of vari-
ability. Both implementation and evaluation of the proposed
strategy is based on a technically advanced adaptation of a
formal mathematical model, which is beyond the scope of
this paper.

II. SOFTWARE REUSE

In the 1960s, reuse of software started with subroutines,
followed by modules in the 1970s and objects in the 1980s.
About 1990 components appeared, followed by services at
about 2000. Currently, Software Product Lines (SPL) are
state of the art in the reuse of software.

Software Reuse
Euﬁi_nes Modules ’ &
18603 19703 158803 19503 2000 Fresent
Figure 1. Software reuse history.

Figure 1 shows a short history of the usage of reuse in
software development. The key idea of Product Lines is
very old; it is based on Henry Ford’s mass customization
to provide a effective way for cheap individual cars. Today,
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many different approaches exist to the implementation of
Software Product Lines.

A SPL is a set of software-intensive systems that share
a common set of features for satisfying a particular market
segment’s needs. SPL can reduce development costs, shorten
time-to-market, and improve product quality by reusing core
assets for project-specific customizations [3][5].

Despite of all the hype, there is a lack of an overall
reasoning about variability management.

The SPL approach promotes the generation of specific
products from a set of core assets, domains in which
products have well defined communalities and variation
points[6].

Although variability management is recognized as an
important issue for the success of SPLs, there are not many
solutions available [7]. However, there are currently no
commonly accepted approaches that deal with variability
holistically at architectural level [8].

III. VARIABILITY MANAGEMENT

One of the fundamental activity in Software Product
Line Engineering (SPLE) is Variability management (VM).
Throughout the SPL life cycle, VM explicitly represents
variations of software artifacts, managing dependencies
among variants and supporting their instantiations [3].

Application Engingering
(reuse)

fv;ariant Wanagemert
+  [dertification
» Specification
= Realization

Damain Engineering
(Core Ohjects)

Figure 2. Variability management in product lines.

To enable reuse on a large scale, SPLE identifies and
manages commonalities and variations across a set of system
artifacts such as requirements, architectures, code compo-
nents, and test cases. As seen in the Product Line Hall of
Fame [9], many companies have adopted this development
approach.

SPLE as depicted in Figure 2 can be categorized into
domain engineering and application engineering [10][11].
Domain engineering involves design, analysis and imple-
mentation of core objects, whereas application engineering
is reusing these objects for product development.
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Activities on the variant management process involves
variability identification, variability specification and vari-
ability realization [12].

o The Variability Identification Process will incorporate

feature extraction and feature modeling.

o The Variability Specification Process is to derive a

pattern.

o The Variability Realization Process is a mechanism to

allow variability.

IV. SOFTWARE ARCHITECTURE

Figure 3 depicts a layered software architecture that is
considered in the proposed architecture. It shows a compar-
ison of distributed systems and platform with the proposed
layered architecture and the feasibility of mapping the cor-
responding artifacts and responsibilities for each layer.

'
Computerl Comp2 ‘ Co...n
‘ Application ‘ Application ‘ Application ‘ Application
i  Framewnrk
H Libraries
Middle lay er| ' Digributed =y gtem B
Language Runtime
Virtual Machine
Operating System
Resources 05 08 05
Hardware
Layered
ArChes Distributed systern Typical Platfam
Figure 3. Comparison of architecture, system, and platform.

The definition of software architecture given in the
ISO/IEC 42010 IEEE Std 1471-2000: “The fundamental
organization of a system embodied in its components, their
relationships to each other, and to the environment, and the
principles guiding its design and evolution [13].”

In the middle illustrates a distributed system. Tanenbaum
and van Steen define distributed systems as “A distributed
system is a collection of independent computers that appears
to its users as a single coherent system [2].”

Similarly to the right side is depicted a typical platform
as specified by Atkinson and Kiihner in Model Driven
Architectures (MDA) [14].

V. SPECIFICATION OF THE CASES

To enable identification of variability for software compo-
nents in a distributed system within the automotive domain
[15][16], we enlist the specifications below:

o Specification of components by compatibility
The product is tested using software functions of a
certain variant and version. These products may exhibit
compatibility issues between functional blocks, whilst
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using later version of the function may fail to perform
as expected.

o Extract, identify, and specify features
To enable parallel development, it is necessary to be
able to extract features, and to identify and specify the
functional blocks in the repository based on architecture
and functionality.

o Usability and prevention of inconsistencies
A process that tracks usability and prevents inconsis-
tencies due to deprecate variants and versions in the
repository is required.

o Testing mechanism for validations
A testing mechanism for validations in order to main-
tain high quality for components and its variants has to
be established.

o Mechanism for simplified assistance
The developer has to be assisted by a process to
intelligently determine whether a functional block or
its variant should exist in the data backbone to avoid
redesign of existing functions, thereby improving pro-
ductivity.

VI. PROPOSED APPROACH FOR VARIABILITY
IDENTIFICATION

Models confirming to numerous tools like ESCAPE®,
EAST-ADL®, UML® tools, SysML® specifications and
AUTOSAR® were considered. Although this concept is not
limited to automotive domain alone.

A. Project analysis

An analysis of the models exhibits a common architecture.
Figure 4 depicts the textual representation that underlies
several graphical model. The textual representation usually
is given in XML, which strictly validates to a schema.
A heterogeneous modeling environment may consist of
numerous design tools, each with its own unique schema, to
offer integrity and avoid inconsistencies. Developed projects
have to be strictly validated to the schemas of these tools.

A closure examination of the nodes in the textual repre-
sentation of models depicted in Figure 5 reveals some inter-
esting information. The nodes outlined in rectangles provide
important information regarding the identity, specification,
physical attributes, etc. of a component, but are insignificant
from the perspective of variant.

B. Concept and approach

The basic concept to identify variability is depicted in
Figure 6.

The left side is a set of projects that have software compo-
nents hierarchically embedded. These projects validate to the
corresponding schemas. The middle layer is an identification
layer with three functional blocks. A set of component lists is
derived from the node list in the schema. Similarly a feature
vector is derived from it that corresponds to components.
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<F3E>
<CompoundFunction clsid="17920" oid="36551">

<MamerLight Control</Names
<TimeStawp>1232444430</ TimeStamp>
<Status>Not defined</Status:>
<CEXConfiguration clsid="50176" o0id="3655Z">
</CEConfigurations>
<Interface clsid="20224" oid="36553">

ight Control</MName>

0</ TimeStamp>

<MName>Interface of
<TimeStamp>1232
<UpdateTimest

[not mapead]

[rot mapped]

IMPLEMENTATION CORE ASSETS

Mathiat
Simulrk
Wodal

Figure 4. Mapping textual and graphical representations.

<F3B>
<CompoundFunction clsid="17920" oid="36551">
<NamwexLight Control</Names
<TimeStamp>1232444430</ TimeStamp>
<dtatusrNot defined</3tatus:
<CXConfiguration clsid="50176" o0id="36552">
</ CEConfiguration:>
sInterface clsid="20224". oid="38553"%
<Mame>rInterface of Light Control-</Name>
<TimeStamp>1232444430</ TimeStamp>
<UpdateTimeStamp>0</ Update Times camp:-
2CEConfiguration clsid="50176" oid="36554">
wfCEConficqurations
</ Interface>
<ReaponsibleGUID>8F5D0999-5B25-4519-BA91-FOGC667D50CC</]
<Classification>Not defined</Classification>
<SimulationTool>0</SimulationTools>
<UpdateNarker-0</UpdateMarker>
<Fixedr0</Fixed>
«Pos¥»108</PosH>
<Pos¥r0</Pos¥>
<UpdateTineStamp>74582 6403 </ UpdateTimeSt amp >
<FaultTrackingMethod>0</FaultTrackingMethod>
<CompoundFunction clsid="17920" oid="33606">
<MName>Alarm Device</Name:
<Commentractivate.</Comnent >

Figure 5. XML Nodes that are not significant for variability.

The second block is a customized parser that generates a
relevant lexicon from the set of software components within
a project. The third block is a set of rules (viz., mandatory,
optional, exclude) to govern the identification of variability.

The basic concept can be extended to obtain a working
model for the identification of variants. The work flow is
depicted in Figure 7. The top layer here represents the
domain or core assets. The middle layer is a semi-automatic
identification layer for variants. A component list and a
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|dentification
Layer

Domain
Engineering

Chtain

Companent

list

Schema II

Components
Yariants

i

Figure 6. Basic Concept.

feature vector is derived manually from the schema of the
project; a collection of elements that represent components
and their descriptive features that significantly contribute to
the identification of the component’s variant.

Dormain Engineering
I I
Sehera II <:> Projects
i £
[]
][
Component
List
|:> Lexican
Feature
Yector =
Y =
ldentification Layer %
J21
“\|5 = g
Set of keywords Cormponent
Variants
Application Engineenng

‘Legend £ manual @P«utumated

Figure 7. Work flow of the identification process.

The workflow can be further extended to adapt a hetero-
geneous environment which consist of projects developed
using several modeling and simulation tools. The identifica-
tion layer is separated into two parts. Numerous component
lists and feature vectors can be derived for each distinct
schema as depicted in Figure 8, whereas a common lexicon
and common rules govern the identification process.

C. Evaluation

A prototype of the architecture presented here has been
implemented. These case studies targeted the design of
model-based software components firstly in an industrial use
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Domain Engineering
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Identification Layer
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Set of Component
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Figure 8.
systems.

Work flow of the identification process for heterogeneous

case where the project model was developed using the design
tool ESCAPE® [17], and secondly in a case study targeting
the execution of specific paradigms based on the naming
convention of AUTOSAR® [18].

The specific project data set depicted in Figure 9, which
was used to verify the implementation, consisted of a total
of 32909 elements. Of these elements a total of 1583
elements signify components, these were categorized into
23 categories when enlisted in the component list. A total
of 13353 elements signified features that were assigned into
12 categories.

I vl Components £ 23 / 15830 Aftibutes(_12 /13353
@ CompoundFunction 58 MamelAttribute] 4011
HuwdFunction 182 Name 3489
SwFunction 46 LongMame 0
Parameter 6 DEScription 0
StructureElement 50 ConnectionSegment 537
SwBubbleType 130 SourceT erminal 538

Sink T erminal 533
Interface 232
CompoundT eminal 269
Hw/ T erminal 292

SWT erminal 302

Input 1543

DataType 1542

ParameterType &
Parameter T ypeT erminal 8
IntDataType 14
FloatDiataTupe 2
TimeDataType 1

AliazD ataType 1
WariantD ataT ppe 4
HwFunctionType 46
Tupelnterface 181
FunctionT ypeTerminal 580
Hw TypeT eminal 91
StructureE lement 50
Devicel apping 10
DeviceType 4

BusCAM 2

BusSegment 3
MappedFunction 108

Figure 9.

Dataset summary of project using ESCAPE design tool.
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Figure 11 depicts the time taken to obtain the specifica-
tion set illustrated in Figure 10. The time graph depicts
the aggregate time required for global and selective

Three different approaches were adopted to evaluate and
determine the performance with respect to matches and time.
o Evaluation using a single element specification set

The first experiment was conducted on a single element
specification set. A group of ten sets formed the input to
determine the result set in both comprehensive (global)
search and selective search as illustrated in Figure 10.
The notion of comprehensive search is used, when
scanning all occurrences of the specification set within
projects, irrespective of whether they are components or
features of those components. This can return a result
set that contains false matches.

Copyright (c) IARIA, 2012.

Figure 11. Time graph for a single element specification set.

The pattern of the results displayed similar behavior.
Observations

— The comprehensive search yields a result set that
contains every occurrence of the specification set,
even if these nodes do not characterize a compo-
nent.

— The nodes representing components yield a result
set which is somewhat realistic, though these do
not epitomize the complete set desired. This is
often observed when the component nodes do not
match, but their features collectively match the
specification set.

— These nodes along with the feature set yield a more
elaborate result set. A match contained by any node
in a set of features would result in representing the
component to which it belongs.

ISBN: 978-1-61208-202-8

search for a set of ten specification sets.
Observations
— It is evident from these figures that the time

required for comprehensive search exceeds the
selective search - which is the method proposed
in this article - by almost a factor of 5; this may
be a dominant factor for large specification sets.

Evaluation using multiple element specification set

The second experiment was conducted using one up to

seven element specification sets as a group illustrated

600 . .
- in Figure 12.
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No of Samples sult sets, as it searches in individual nodes that are
—e—Global —=—Relevant treated as atomic.

— The exhibited behavior is similar to the vary-
ing size of the specification set. As observed in
Figure 12, the selective component-feature search
result set demonstrates a value when the size of
specification set exceeds 3, because in this case
the matches take place across the boundary of
the feature within the component. On the other
hand the other methods return null result set as the
search is only within the boundary of the element.

— For any given size of specification set, the selective
component-feature search returns a much smaller
result set and is more precise.

— Convergence is optimal with a specification set of
size 3. If the size of the specification is too large
the result may be null for both methods as shown
in Figure 12.

« Evaluation using different starting points for ele-

ments in specification sets
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status switch

status switch front

status swite

Figure 13. Occurrence graph for different starting points.

The third experiment was conducted searching for ele-
ments within specification sets using different starting
points. Figure 13 depicts the result sets in comprehen-
sive search and selective search.

To determine the effect of different starting points, a
multiple-element specification set was used, where the
orders of the elements were changed to obtain five sets.
The result set for this exhibits the same pattern as the
two experiments above.

VII. CONCLUSION

Managing variants is of utmost importance in today’s
large software bases as they reflect legal constraints, mar-
keting decisions, and development cycles. As these software
bases often grew from different sources and were developed
by different teams using different tools it is in many cases
very complicated if not nearly impossible to find artefacts
that might be variants, both for historical reasons as for
development purposes.

Searching algorithms have to reflect both the capability to
match keywords and to reflect the structure that characterizes
a component. Our proposed method is capable of both
aspects and therefore helps the developer to find matches
even in large and heterogeneous databases. In addition to
that not only the required time for the search is a lot shorter,
but also accuracy of the retrieved set of candidates is highly
improved.

The developed prototype is itself independent of a specific
tool as it works on textual descriptions that typically are
available in XML.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-202-8
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Abstract— We have developed an open education community
based on our homegrown instructor-centric eTeaching system
called TIES since 1996. Its mission is to share educational
content and pedagogical knowledge via the interuniversity
collaboration. We currently host 83 universities in Japan and
abroad with about 1,300 instructors and 70,000 students as
users, and have more than 39,000 sharable materials. TIES
has an eAssessment system that assists an instructor to
evaluate learning outcomes and levels of attainment of her
students from a wide spectrum of their academic as well as
non-academic efforts and performance. The purpose of the
system is to encourage students to self-review their intellectual
growth, reflect on their personal attributes, and understand
their strengths and limitations. In this paper we elaborate
impacts of this system on students’ learning performance from
faculty development perspectives. We also report preliminary
results of the new questionnaire that approximates students’
learning preferences, and analyze if such preferences can be
correlated with the specific assessment attributes in the TIES
eAssessment.

Keywords-TIES; eTeaching; eAssessment; faculty development;
learning styles

L HOW TO EVALUATE STUDENT LEARNING?

We all know that assessment is the most important issue
with students and it defines their learning behavior in higher
education. Unfortunately, we observe a well-known problem
of “surface learning” or memorization-only learning with
little retention or use of knowledge after passing course.
Thus we may have to conclude that our conventional
assessment method of grading students’ achievement via
tests and quizzes may not be enough to motivate and direct
their learning toward “deep learning” [1].

In this paper, we first illustrate our eAssessment system
that complements a standard method of marking students’
academic performance by encouraging students to recognize
and develop their personal attributes and social skills.
Second, we report preliminary results of the questionnaire
developed to identify and approximate a learner’s learning
preferences through his preferences for teaching styles. The
questionnaire attempts to identify learning preferences of a
student in four criteria: Logic, Planning, Emotion, and
Creativity (LPEC in short). Third, we draw implications
based on the data obtained from courses, and elaborate
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possible impacts of the new assessment approach on our
pedagogical thinking and faculty development (FD in short).

II. A BRIEF REVIEW OF TIES SYSTEM

We have developed an instructor-centric “eTeaching”
system called TIES since 1996 at Tezukayama University.
Its goal is to help motivate and direct instructors to use IT
effectively and happily, so that students in turn can get
motivated and self-directed to improve learning by engaging
in face-to-face, online or blended courses more happily and
willingly.

TIES community has started as a grass-roots initiative
among a few instructors, and developed the concept of
eTeaching based on the three principles of (1) interuniversity
collaboration, (2) content and knowledge sharing, and (3)
contribution to society.

Fig. 1 summarizes the concept of eTeaching, where
eLearning is considered to be a subset of the system inside
the TIES eTeaching community supported by TIES Support
Center (TIES SC in short) and interuniversity membership.

TIES SC has helped us to develop the instructor-centric
teaching-learning culture, and enabled our community to
grow steadily. We are currently hosting 83 universities
mostly in Japan, with about 70,000 student users, and almost
1,300 faculties. The educational materials created by
instructors are sharable, and amount to about 40,000 as
shown in Table L.

eLearning for Students
1. Better Learning Outcome

2. Higher Self-Motivation

i

Increase Quantity of Content

Round-the-clock
Cloud Support-Monitor

TIES SC’s Functions
1. Teacher Relationship Management
2. Product Management
3. Account Management
4.R&D

Increase Quality of Content

1 f

Harness External Resources
« Open Source

« Social Media

« Mobile App ]
« Open Courseware and Education
« eLearning Consortia & NPOs

« Business World

TIES eTeaching Community
1. Content Sharing
2. Knowledge Sharing
3. Know how Sharing
4. Cost Sharing
5. System Sharing

Figure 1. The Concept of eTeaching
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TABLE 1. THE RECENT GROWTH OF TIES COMMUNITY

Year 2006 2007 2008 2009 2010 2011Feb.
Institutional 51 66 7 7 78 8
Users
Instructors 320 801 907 1021 1099 1271
Students 15,099 32,935 46,667 51,783 60,065 70,359
Lectures 548 817 1,053 1345 1,582 1810
Video Lectures 660 1,879 3212 6,181 8,470 11,040
Sharable 9,861 15429 20801 27,052 33258 39417
Content
Lectures Open 134 186 228 254 258 267
to the Public

Fig. 2 shows a snapshot of TIES unique interface, where
an instructor can have a bird’s-eye view of her syllabus, and
flexibly create each lesson by selecting and arranging icons
according to her own instructional design. She can use all the
basic eLearning functionalities such as report and quiz
systems, video editor, mobile learning, as well as a Web
conference and lecture recording system, ePortfolio and
eAssessment systems. Its design also reflects the cultural
preference of the Japanese students’ love of “cuteness” [2].

==m. Each lesson can usea variety of content types and

##1 communication tools such as MS documents, video, PDF,
quizzes, reports, polls, questionnaires, chat and bulletin
“|board.
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Figure 2. TIES User Interface
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II1.

In Japan we face the fundamental challenge of how to
motivate students to learn more willingly and effectively,
and also make them engage in learning more proactively.

The development of TIES eAssessment system is a part
of our efforts to solve the issue. The eAssessment project
started in 2008 with a premise that our conventional grading
system may be overly focused on academic skills, and that a
new assessment system is needed to augment the current
system by evaluating a student more as a whole-person [3].

The goal of this new assessment is to encourage students
to understand their personal strengths and weaknesses, and to
reflect on their social skills and self-review their intellectual
growth. After two years of intensive discussion involved by
every department at Tezukayama University, we have laid
out three basic evaluation criteria as follows: (1) academic
attributes, (2) personal qualities, and (3) social skills.

Based on the three criteria, we have identified basic
attributes and skills necessary for all students to acquire as
well as those specific to their academic majors. For example,
academic attributes include abilities such as problem finding
and solving, logical and critical thinking. Personal qualities
include business manners, aptitude of empathy, and venture
spirit, among others. Social skills cover abilities to negotiate
and communicate with others as well as the capacity to cope
with stress, for example. Instructors are then advised to
specify in the syllabus which skills and attributes are related
to the course objectives for students to learn.

The eAssessment system is made of a four-step process.
In the first step, at the beginning of the course, each student
is asked to rank listed attributes and skills according to his or
her priority of importance. The second step takes place at
the end of the semester, where the student again evaluates
the criteria in order of importance to see if there is any
change of order after taking the course. The third process is
for each student to self-evaluate his progress of attainment
on each criterion according to (1) significantly acquired more
than before (select A), (2) acquired more than before (select
B), and (3) unchanged (select C). That is, if a student thinks
he has acquired the required attributes and skills significantly
more (more or unchanged) after taking the course than
before the course, he selects A (B, C) in the system,
respectively. In the final step, the instructor evaluates the
progress of the student same way by observing the difference
of the student’s attainment of each criterion before the course
and after the course.

Fig. 3 illustrates the final outcome, and it appears in the
student’s ePortfolio with a summary and radar chart. Table I1
is an example of the class data that help an instructor to grasp
how students changed their attribute priorities before and
after the course. We often observe that students tend to mark
A’s to the highest order of attributes. Table II can also help
us to identify a student who tends to select C’s regardless of
his order of importance, and receive poor final grades often
due to his low self-esteem and lack of self-confidence.

Evaluating students from a wide spectrum of academic
attributes, personality development and social skills, thus,
has many implications on FD. First, each instructor has to

TIES ASSESSMENT SYSTEM AND FD

155



ICCGI 2012 : The Seventh International Multi-Conference on Computing in the Global Information Technology

pay more attention to each student as an individual with vast
potentials and abilities, and recognize him or her as “a whole
person”. Next, it requires an instructor to be aware of how
her course is related to the educational mission of the
university, and of its relevance to her department curriculum,
when she prepares her syllabus. Furthermore, she needs to
focus more sharply on the objectives of her teaching context
and related assignments in terms of the attributes that she
expects her students to learn and acquire. Last but not least,
she has to assume additional responsibility for her students’

personal development as well as their academic performance.

Though it requires more time and duty for an instructor
to work on, this eAssessment system assists her to establish a
close relationship with her students by understanding them
better. We believe that this understanding of a student as a
whole person will empower an instructor to influence and
motivate her students to learn more effectively for better
learning outcome.
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IV. LPEC QUESTIONNAIR AND FD

In order to complement the eAssessment, we have also
investigated the potential impact of different teaching styles
on students’ learning motivation and performance. As a
result, we have developed a questionnaire called LPEC to
assess students’ learning performance by identifying their
preferences for teaching and class management styles, and
tested its validity since 2005. The questionnaire consists of
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two sets of questions, asking students what kind of class
management and teaching styles they like and dislike. Each
student selects 8 out of a first set of 24 styles of class
management and teaching styles that he likes, and another 8
out of a second set of 24 styles that he dislikes.

Then each one of those 8 selected answers per set of
question is classified to four criteria of logic (L), plan (P),
emotion (E) and creativity (C). Finally, they are combined to
yield the average class distribution of LPEC preferences.

Questions to identify a student’s preference for L are like
“teaching style based on logic, fact and evidence”, while
“teaching style emphasizing creativity and new knowledge, a
big picture and holistic approach” are categorized as a
preference for C. Similarly, keywords such as “a step-by-
step learning”, “concrete and procedural”, “teaching with a
clear answer” are considered to belong to P, while keywords
like “group work”, “role playing”, “student empowerment”
are considered to show students’ preference for E.

In this research area, the seminal work has been done by
Felder and others [4][5]. They categorize students into four
main learning styles as (1) active vs. reflective learners, (2)
sensing vs. intuitive learners, (3) visual vs. verbal learners,
and (4) sequential vs. global learners. In order to identify
students’ learning categories, they have created an Index of
Learning Styles Questionnaire (ILSQ in short). ILSQ is
made of 44 binary questions, asking a student to answer the
questions like “T find it easier” with (a) to learn facts, or (b)
to learn concepts [6].

In addition to ILSQ, Glynn et al. propose the Science
Motivation Questionnaire (SMQ in short) to use five factors
that may influence a student’s learning performance. Those
five factors are (1) intrinsic motivation and personal
relevance, (2) self-efficacy and assessment anxiety, (3) self-
determination, (4) career motivation, and (5) grade
motivation [7].

Our LPEC differs from ILSQ or SMQ first that the LPEC
is trying to identify a student’s learning preferences by
asking his preferences for teaching and class management
styles. This approach is based on our casual observation that
students in Japan seem to have stronger opinions on our
teaching styles and class management rather than their own
learning styles. This may be due to the fact that most of the
students in Japan have to adapt their learning styles to their
instructors’ teaching styles.

Second, we also observe that students seem to know their
likes and dislikes better than whether they are sensory or
intuitive, and that students do not necessarily understand
their motivation as assumed by ILSQ or SMQ. Third, since
students often feel lazy to answer many questions in a
questionnaire, we have avoided asking them complicated or
confusing questions that lose their interests. Last but not
least, some of our questions in LPEC reflect Japanese
cultural values that may not be covered by ILSQ or SMQ.

While the use of our questionnaire to identify student
preferences is valid or not calls for more research, we like to

present some data and attempt to interpret preliminary results.

Fig. 4 shows the fixed-point observation of the LPEC of the
2011 course called eLearning Economics, which teaches a
wide range of topics from economics, finance, and IT.
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As for the eAssessment, we have selected six attributes
for the course: they are abilities to (1) find appropriate
questions, (2) solve questions, (3) collect and analyze data,
(4) take actions, (5) apply rational thinking of economics,
and (6) pay attention to the global business trends.

The data is collected at the beginning of the course
(Apr.15), at the midterm (Oct.14) and at the end of the
course (Jan.27). The sample sizes of students answering the
questionnaires are 37, 32, and 32, respectively. Most of
them are sophomore and junior students.

Though this course is offered as one-year course, we
announced at the end of the first half of the course before the
summer vacation that we would change the teaching style
radically from one-way teaching by an instructor to team
learning and students’ engagement and empowerment.

Fig. 4 shows a marked shift of students’ preference from
P to E in the second half of the course. The P type of
teaching is a traditional teaching method of deduction, while
E is characterized by the keywords like team work, friendly
class atmosphere, communication and collaboration.

33%

31%

<
29% -

27%

25%

23%

21%

19%

17%
Apr.15

Oct. 14
Figure 4. LPEC of eLearning Economics

In addition to the shift of the students’ preferences from
P to E, data of self-assessment results like Table II provided
by students of the class clearly suggest that they are more
confident of their learning performance, and that they think
they have learned many of the assessment objectives more
than they started the course. And unlike a case highlighted
in Table II, there was no student marking all C’s in this class.

Then, we made more direct question asking the students
which teaching style of the semester, first or second, they
preferred. The response is that 76% of the students preferred
the second semester while the rest liked the first semester.
Comments from students indicate that they think they
learned more deeply and acquired assessment objectives
better in the second semester than the first. Many of them
used the phrase like “my learning style harmonizes better
with the teaching style of the second semester than that of
the first”. Thus, we conclude that the class distribution of
LPEC can be significantly influenced if an instructor can
prepare an appropriate instructional design to align with
students’ tacit learning preferences.
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This result sharply contrasts with the class distribution of
LPEC obtained from Development Economics taught in the
same year as seen in Fig. 5, where the class size is 28. We
did not change the original teaching style of the class, and
Fig. 5 suggests that students did not change their learning
preferences, either. Thus, the LPEC distribution is fairly
stable throughout a year unless the instructor deliberately
changes the “rule of the game”.

Next, if such a conspicuous shift of the LPEC distribution
seen in Fig. 4 frequently occurs or not, we have checked all
the available LPEC data of the past eLearning Economics,
and summarized them in Table III, where S is a class size.

Unlike the case of 2010 in Fig. 4, it is clear from Table
[T that none of the LPEC numbers taken from the past four
years of the elLearning Economics changed abruptly.
Likewise, we have checked the available past data of LPEC
of Development Economics and found that they are fairly
stable as seen in Table V.
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27%

— Creativity
/o

25%

Plan

25%

23%

21%

19%
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. Logic

13% ]
Apr.4 Jan.27

15%

Figure 5. LPEC of Development Economics

TABLE III. LPEC OF ELEARNING ECONOMICS: 2006 - 2009

2006 2007
2006 Apr.14 | 2007Jan.12 | 2007Apr.20 | 2008Jan.25
L 19% 23% 21% 25%
P 29% 25% 27% 28%
E 18% 20% 22% 21%
C 34% 32% 30% 26%
S 115 60 45 26
2008 2009
2008Apr.18 | 2008Jul25 | 2009Apr.10 | 20107an.29
L 22% 22% 21% 23%
P 27% 29% 29% 27%
E 20% 20% 20% 23%
C 31% 29% 29% 28%
S 44 40 40 33
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TABLE IV. LPEC OF DEVELOPMENT ECONOMICS: 2007-2009

2007 2008 2009
2007 Apr.13 | 2007 Jul.13 | 2008 Apr.8 | 2008 Jul.22 | 2009 Apr.10
L 21% 21%) 19% 18% 18%)
P 23% 21%) 29% 26% 27%)
E 24% 29%) 21% 24% 22%
C 32% 29%) 31% 33% 32%)
S 22 19 27 23 36

With a caveat that the LPEC questionnaire may not be
valid, these preliminary LPEC course results appear to
suggest the followings: (1) students have tacit preferences
for teaching style of the class, (2) these preferences are fairly
stable and robust regardless of course characteristics, topics,
and content, but (3) appropriate instructional design may be
able to alter these preferences considerably.

An immediate implication of these results to FD is that an
instructor can accommodate students’ learning preferences
and their assessment priority by adapting her teaching and
class management styles to students’ preferences. Without
this learning-teaching alignment, both students and an
instructor may get frustrated with each other, and students’
learning may deteriorate as time passes.

More importantly, if an instructor can design her lecture
style appropriately based on the LPEC data, she can manage
her class more easily and expect better learning outcomes of
students. For example, if the instructor wants her students to
acquire logical thinking as one of the assessment objectives,
she can use L type of teaching style to change and direct
students’ preferences more toward logic oriented content and
context.

V. CONCLUSION

In Japan we face the urgent issue of implementing a more
comprehensive evaluation management system, and creating
a spontaneous and self-disciplined learning culture among
students.

To solve the problem, we have developed a whole-person
approach to assess students from unconventional metrics of
academic attributes, personal qualities, and social skills.

To complement the eAssessment, we have also done
research on relationship between learning styles of students
and teaching styles of instructors, and have developed the
questionnaire called LPEC to approximate students’ learning
preferences via their preferences for class management and
teaching styles. This questionnaire is intended to augment
the eAssessment system by assisting an instructor to align
her teaching style with students’ assessment priority and
preferred styles of learning.

We have presented preliminary results based on the data
obtained from two courses, indicating some usefulness of the
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approach. However, eAssessment objectives are neither
defined precisely to stand a rigorous scrutiny, nor applied
unexceptionally. Likewise, the LPEC questionnaire may not
truly reflect unobservable nature and preference of students.
Furthermore, we need to know how to teach students those
attributes in practice. That is, how can we teach a student,
say, entrepreneurial spirit, which is not observable? And
how can we be sure that the student indeed acquires such a
spirit after the course?

One way to approach the problem is to use the data from
the student’s self-evaluation of the entrepreneurial spirit as a
dependent variable, and test its correlation with the LPEC
distribution data to find out which style of teaching has a
statistically significant coefficient. That is, given that the
student’s self-evaluation is correct, we can identify which
teaching styles influence the student’s success of acquiring
the qualitative concept of entrepreneurial spirit.

Nonetheless, it seems safe to assume that students appear
to have preferred styles of class teaching, and that they seem
to be fairly stable, maybe due to their past learning practice.
However, our small experiment suggests that a change of
instructional method and goal can drastically change their
preferences for better learning outcomes. Thus, while we
admit that the eAssessment with LPEC questionnaire is only
an approximation of the student’s unobservable abilities and
traits, we conclude that further research is worth pursuing.
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Abstract—Distributed software project development has
become a reality not only in industry but also in computer
science classes nowadays — students and teachers have to
leverage time, talent, and resources collaboratively wherever
they reside, especially when everyone is working on his/her
own schedule, from his/her convenient location, and using
various programming systems. In this paper, we will present
an empirical study of how Git, “a free & open source,
distributed version control system”, is wused in an
undergraduate Computer Science (CS) capstone class to
facilitate team collaboration for the students and to ease the
project assessment and grading tasks for the teachers. Other
Git-related aspects such as preventing plagiarization, hosting
online public/private project repositories, and improving the
student-teacher interactivity during lecture sessions, are also
discussed. Despite of the relatively bumpy and steep learning
curve in the beginning of the semester, all four groups of
students in the capstone class described in this paper benefitted
tremendously from Git, which reduced the burdens of version
control and group management on their shoulders, increased
the collective productivity of their groups, and helped them in
completing their substantial software projects successfully.
This paper is concluded with a vision on expanding and
standardizing the adoption of Git in other Computer Science
classes in the future.

Keywords - Distributed Student Software
Management; Distributed Version Control
Computing and Information Sciences Education.

Project
System: Git;

l. INTRODUCTION

CS 4900, Senior Seminar, is a project-driven course
designed to provide senior capstone experiences for
graduating Computer Science majors at Valdosta State
University (VSU). In fall of 2011, twelve students in this
class formed four groups to write full-fledged Ruby on Rails-
based Web server applications that were accessible not only
from regular Web browsers but also from Android mobile
clients that they developed.

In Section Il, we present reasons why a Distrusted
Version Control System (DVCS) is very much needed in CS
4900 and what features that it ought to have. Then, in
Section 11, we will provide a literature survey of popular
DVCSs (Git being one of them) under the umbrella context
of Collaborative Development Tools. This is followed by
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Section 1V, an in-depth review of how a Git system is setup,
configured, and used in CS 4900. Then, in Section V, three
workflows with Git are presented to show what kind of
services Git (configured in the way as described in Section
1V) provides to students and teachers to increase the overall
productivity of the whole class. Finally, this paper concludes
with Section VI, a vision on and future works planned for
expanding and standardizing the adoption of Git in a wider
range of Computer Science programming classes.

Il.  BACKGROUND

In this section, we will provide the pedagogical
motivations of incorporating DVCS into CS 4900 in fall
2011. Many issues discussed here are also believed to be
common concerns that many students and teachers in a CS
programming course would be likely to share.

A. Student’s Perspective

One of the central challenges for the students in
managing their software project development is handling the
update process among multiple distributed team members
without sacrificing or introducing undue overhead. It is such
a process that is too time-consuming, error-prone, and
chaotic to be done either manually or using some generic
Web content management tools such as Google Docs. What
they truly need is an automatic version control system that
has the following features —

e Easy branching and merging. First and foremost,
every group member has a complete “sandbox” of
the project. Creating branches for fixing bugs,
experimenting different designs, or developing new
features is easy, cheap, and fast. When the time
comes to merge work outputs from multiple group
members back together, even multiple times, the job
is done in a snap.

e Platform Neutral. When multiple students work in a
group nowadays like in CS 4900, it is very likely
that their computers are running different
kinds/versions of operating systems, mainly
Windows, Mac OS X, and Linux. Therefore, they
need a version control system that works seamlessly
across them.

e Distributed architecture. Each group member can
work on his/her part of the project and commit the
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work output locally without the dependency and/or
distraction of an always-on Internet connection. In
the age of always-on, broadband Internet
connections, we forget that sometimes we do not
have access to a network [1]. This was truly a
concern when literally every student in CS 4900 was
working on his/her laptop; but, unfortunately, the
Wi-Fi signal on VSU campus was not ideal all the
time. (It was the case even on the day when students
did their final project demos.)

B. Teacher’s Perspective

As what you will see in Section V later, DVCSs satisfy
all students’ needs above. In fact, they have garnered
significant attention in developer communities [2] while
attracting relatively little in CS education. Exposing
students to and familiarizing them with such an important
aspect of the software development process was the primary
motivation that drove me to include it in CS 4900. In
addition, the following items were also behind the adoption
of a DVCS for student projects in such a capstone class.
They are elaborated in section V.

e Preventing Plagiarization and “Free-Riders” .

e Being unobtrusive to undergraduate level students,

both conceptually and mechanically.

e Fitting an Educational Setting. It should not require

a significant commitment of administrative,
technical, and financial resources to be successful in
an educational institution.

C. Social Context

In contrast to faculty members who belong mostly to
the “baby boomers” and “X generations”, college students
sitting in our Computer Science classrooms today are also
known as the “Generation-Yers” [5], who embrace mobile
phones and cloud-computing based social networks as part
of their daily lives. The latter is of particular importance to
the subject of this paper because it includes not only general
social networking sites such as Facebook and Web content
management sites such as Google Docs, but also “social
coding” sites such as Github — the primary online source
code repository hosting site used by the student projects in
CS4900. It is the students’ digitized cultural background
that makes it such a natural and smooth process to transit
from the manual, tedious, and error-prone way of managing
software projects to a DVCS.

I1l. DVCSANDGIT

Lanubile et al. did a comprehensive survey on
collaboration tools for global software engineering in [2],
which include Trackers, Build Tools, Modelers, Knowledge
Centers, Communication Tools, Web 2.0 Apps, and of this
paper’s most interest, version control systems. Subversion is
a popular version control system. But, it adopts a traditional
centralized architecture, which does not fit well for the
educational setting for reasons as described in Section Il and
in [2]. Git, Mercurial, and Darcs are distributed systems that
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operate in a peer-to-peer manner, where each local clone of
the project is a full-fledged repository with complete history
and full revision tracking capabilities, not depending on
network access or a central server.

Although there are technical differences between these
DVCSs and the decision of choosing Git in CS 4900 was
quite of my personal preference, there were a few legitimate
factors that reinforced my decision: first, Git is the built-in
version control mechanism of Rails, the platform students
used to build their Web server applications in this class;
second, Eclipse, the Integrated Development Environment
(IDE) students wused for both Rails and Android
programming has a Git plug-in that makes version control a
natural step in their project developing cycle; and third,
Github [3], the most popular online Git repository hosting
site, offers educational accounts to host not only public but
also private repositories for free, which is greatly convenient
for authenticated accesses to both individual and group
projects in CS4900.

There are some drawbacks of using Git that one needs
to put under consideration. First, Windows support is still
lagging behind. You simply cannot use Git from a normal
command prompt. Second, there is a long and rough
learning curve for students before they feel comfortable
using Git.

Next, Section IV discusses how Git is used in CS 4900
from the mechanical view that focuses on various
components in such a distrusted system; then Section V
covers it from the “Service” view, i.e., workflows that
demonstrate how the students and teacher can use and take
advantages of Git.

IV. GETTING GIT TO WORK

A. Local Git Repositories

For each project, either individual or group, each
student has a local Git repository (see the .git/ directory
in Figure 1). The working tree is student’s current view into
the repository [6]. After making changes to the files on the
working tree, through the staging area, he/she can commit
the changes to one of the working sets, known as branches,
in his/her local repository and store a log message/comment
explaining what the change did. (The use of such logs and
comments will be more covered later in Section V.)

Each student could have as many local branches as
he/she wants and checkout anyone at any time to start/
continue to work on it. Among these local branches, one is
of special importance — The master branch serves as the
“interface” branch to other group members and the teacher.
It always stores the most current version of the project,
which gets pushed to other students in the same group for
sharing the collaborating purposes or to the teacher to be
graded. When a newer version of the project from some
other group members, or when a graded version of the
project from the teacher, becomes available, it gets pulled in
onto the master branch.
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Figure 1. Student's Local Repo per Project

Teacher’s project-based local repository looks
structurally similar to Students’, except that its branches
hold graded code turned in by students, i.e., one branch per
student (see Figure 2).
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Figure 2. Teacher's Local Repo per Project

The Git push and pull operations described above are
actually performed to and from online Web-based hosting
service at Github (see Section I11.B) and might incur
conflicts handling and branch merging [6].

Git plug-in for Eclipse makes it very easy for all Git
operations to be conducted from within Eclipse either
through GUI items or more conveniently in an embedded
shell (see Figure 3).

.|
Figure 3. A snapshot of Git in Eclipse
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B. Online Public and Private Repositories on Github

Github was chosen as the online Git repository hosting

site for CS 4900 due to the following reasons:

e Free public AND private repositories, thanks to
Gitbub’s educational program, that allow students
and teacher to access their projects from anywhere at
any time

e  Secure source code backup in the Cloud (True story
— one student’s laptop crashed in the middle of the
semester and it was his backups on Github that saved
his project)

e Clean and fast submission and grading of projects,
especially when their sizes go beyond megabytes

e Rich tools for administrating student groups,
visualizing students’ contributions to their group
projects, archiving projects for future course
assessments, and much more

We created an Organization “VSU-CS4900” on Github

that has 13 members (12 students and 1 teacher) and 17
private repositories (12 for individual projects, 4 for group
projects, and 1 for the teacher, see Figure 4).

0.00GE/6.00G8

Figure 4. Private Repositories on Github

Each individual repository has two owners — a student
(e.g., lan) and the teacher — who both have full privileges,
and a number of branches. The master branch always stores
the most up-to-date version of the current individual project
(e.g., #5) that lan is working on. One the due date, the
teacher will pull the project on the master branch and grade
it. Once the grading is done, the graded project is pushed up
to the Project_5 Graded branch on Ian’s individual repo for
him to review. There might be other branches in his
individual repo that lan creates for himself (see Figure 5).
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Figure 5. A Student's Individual Repo on Github

Teacher’s repo has only one owner (the teacher) and a
number of branches. The master branch as usual serves as
the interface branch and the rest branches store the solutions
to the student projects and example projects for class
lectures (see Figure 6).
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Figure 6. Teacher's Repo on Github

Each group repo has four owners (three students in the
group and the teacher) and a number of branches, at least
two of which store the final version of their client side code
and server-side code respectively (see Figure 7).
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Figure 7. A Group Repo on Github

V. THE WORKFLOWS WITH GIT

This section presents three workflows with Git to show
what kind of services Git (configured in the way as
described in Section V) provides to the students and the
teacher to increase the overall productivity of the whole
class. In the end, you will also find discussions on a
challenging issue that we have encountered and how we
addressed it.

o Developing, Submitting, and Deploying Projects. In

a group of three students A, B, and C, student A is
the “group leader” (see Figure 8). As the project
progresses, each student is able to push and pull
his/her newest work output to and from his/her
remote branch in their group repo on Github. Only A
has the privilege to pull code from everyone’s
remote branch, merge them, and push the result to
the master branch, which consequently stores the
most current version of the project for everyone to
pull so as to be code-synchronized.

Submit Git Log

to BlazeVIEW Group Repo on Github
t Student A ’ / \
(Leader) &
Master Branch
Local /'[ J
@ vy .[ A's Remote ][ Teacher's ]
. M StudentB . Branch Branch
(Optional) Deploy ¥
Project up to Heroku p
Repo B's Remote .
= Branch .
Student “ .[C‘s Remote ][ Other ]
Branch Branches
Repeo \ /

Figure 8. Student Workflow

When the project is finished, the group leader will
submit the Git log file to BlazeVIEW, a Blackboard
based online course management system at VSU,
and optionally deploy the server side of the code to
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Heroku [7], a cloud based, Rails friendly application
platform.

e GCrading Projects. When grading a project, the
teacher pulls the code from the master branch in the
project’s Github repo, builds it locally, and runs it.
But more importantly, the teacher heavily relies on
the revision logs to see each group member’s
contributions to the final project (see Figure 9).
These logs also provide an audit trail for determining
if students followed the incremental process, which
will be demonstrated by a logical and coherent
sequence of commit messages that indicate a
methodical progression toward the end goal. At each
commit, students must stop and describe their work
in a commit comment, which forces reflective
pauses and helps promote an intentional attitude
toward their work [4]. The graded project is then
pushed up to the Teacher’s branch on Github for
students to review.

Group Repo on Github
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a Teacher

'

Local
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A

e
{
[

A's Remote
Branch

Inspect Git Log
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B's Remote
Branch

[ C's Remote ][
\ Branch

Other ]

Branch eSJ

Figure 9. Teacher Workflow

In fact, the flexibility that Git extends in terms of
setting up local and online repositories greatly helped
how students’ projects were graded in CS 4900. In
addition to the semester-long projects as mentioned
in the introduction section of this paper which
constituted the major component in CS 4900, there
were around ten “practice” projects that were
designed to get students technically ready for their
“big deals” (Note, Ruby and Rails and Android
programming were new to most of the students in
this class), and they had to accomplish these
“practice” projects individually. On the other hand, a
related issue that concerns lots of CS teachers (me
included) is how to assess individual student’s
performance in group projects. Obviously, the best
way to detect cheating in individual projects and
free-riding in group projects is to have a version
control system that comes with a rich and sane
logging history that records each and every commit
of intermediate work output along the evolvement of
the project, based on which students can justify their
progresses towards and contributions to the final
product.
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e Discussing Example Code in Class Lectures. For
better student-teacher interactions and more efficient
use of the class lecture time, Git makes it very easy
for the teacher to checkout a new branch and
elaborate critical code step by step to students in
class (see steps 1 and 3 in Figure 10) and skip non-
essential parts by checking out the commits that
conclude them (see steps 2 and 4 in Figure 10) and
move on.

1, Branch Elaborated
in Class
4, Move on with

CommitE CommitC the Rest of the Example

@ @ @ @
Commit A 2. Skipto CommitD
CommitC 3, Branch Elaborated

in Class

Figure 10. Discussing Examples in Class Lecture

e Challenging Issues. In addition to the bumpy road in
the beginning of the semester mainly to get familiar
with Git, inevitably, there were a few issues students
encountered that held them from moving on with
their projects but fortunately found solutions to [8].
For instance, although Git worked perfectly with
Rails for the development of their servers, it gave
students hard time merging work outputs from
multiple group members on the Android client side
into one new version by generating all sorts of
conflicts. They found that the .gitignore file was
their friend which allowed them to specify which
files they did not want Git to track, specifically for
Android, the ones in the bin/ and gen/ folders, for
they will be automatically generated during the build
process anyways.

VI. CONCLUSIONS AND FUTURE WORK

Our initial experience with Git and DVCS in general
has been very positive. We have seen senior students in the
Capstone class voluntarily and comfortably use Git as the
distributed version control system for their projects. Git
gives them wunique opportunities and exposures to
collaborative and real-world practices that are prevalent in
today’s distributed software development community. As
the students gain experience and competitive skills with the
version control system that will be integrated into CS 4900,
such skills scale with them, enabling them to collaborate
with their peers, contribute to open source software projects,
and eventually transfer their new knowledge to the work
environment [2]. It also streamlines my work as a teacher in
terms of grading student projects and giving lectures.

Future work includes expanding the adoption of Git in a
wider range of Computer Science classes that emphasize
students’ programming skills. In particular, we are also
going to enrich the process of composing Git commit
comments [9] to help keeping them from getting too
general, vague, and/or uninformative.
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Abstract— This paper represents a report of mid-term results
of a United States Department of Education funded
International Research and Studies Program project: The
Student to Student Chinese Language Lab. This paper gives a
summary of the Lab, a brief assessment of related theory and
research, measures of learning, as well as a critical evaluation
of other existing resources. We conclude that the lab provides
critical additional benefits beyond similar, existing resources.
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l. INTRODUCTION

Our Lab is a novel Mandarin Chinese language and
cultural resource for primary and secondary schools that
offers curricular structure, dynamic multimedia content,
opportunities for teacher and student input, and mechanisms
for interaction. The Lab also offers the distinctive
motivational factor of learning from age-matched peers who
speak the target language as a first language. This student-
to-student feature creates a powerful learning nexus that
creates a personal and meaningful context critical for second
language acquisition. The Lab also provides an ‘indirect
communication’ approach that allows teachers to bypass
typical difficulties associated with ‘direct communication,’
such as time differences, cultural differences regarding value
and expectations, inappropriate student input and a tendency
to stray from the curriculum. At the same time, the Lab is
associated with opportunities for direct teacher-monitored
student interaction. Furthermore, the project pioneers a new
learning model that utilizes modern communications
technology to promote mutual understanding and
cooperation, and can potentially be replicated at different
levels and with different languages.

This paper is organized as follows; first we review the
intended audience of the lab, then we discuss the overarching
goals of the project, related research, metrics of learning and
a critical comparison of similar efforts to support Chinese
language learning with online resources.

Il.  INTENDED AUDIENCE

The Student to Student Chinese Language Lab is
designed for and made available to all Internet-connected
schools offering Mandarin Chinese Language classes.
Extensive review of curriculum in k-12 US schools provided
alignment between common content and materials available
through the Lab. Some Lab sections may be used by teachers
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teaching about contemporary life in China. Colleges,
universities, adult and community learning institutions, after-
school programs and summer education programs teaching
Beginner and Intermediate Mandarin Chinese or Chinese
culture may also find the Lab useful. The Lab will also be
available for teacher training, research purposes and as a
resource for informal learning across many contexts. The
project is managed by the Research Foundation of the State
University of New York at Albany, and hosted by OneWorld
Classrooms, a non-profit organization that promotes
curriculum-based international exchanges.

I1l.  GOAL OF THE PROJECT

The primary goal is to develop a total of 60 curriculum-
based Lab modules, each centering on a cultural theme and
grammatical element; containing a primary vocabulary list;
audio and video featuring students from China speaking in
Mandarin Chinese and sharing different aspects of their lives
and cultures as well as video of students writing the Chinese
characters on the vocabulary list.

Each module also includes vocabulary flashcards
featuring student artwork. Some modules include a related
PowerPoint featuring photos of students and video of
students introducing themselves in Chinese and English.
Another main objective is to develop an attractive, dynamic
and intuitive Flash-based multimedia interface to present Lab
modules to Mandarin Chinese students.

A corresponding goal of the project is to develop an
electronic format through which all teachers who use the Lab
may complete Lab evaluations, submit feedback, suggest
future modules that match their curricula, and interact with
other teachers.

IV. RELATED RESEARCH

The Student to Student Chinese Language Lab (Lab)
model addresses needs highlighted in contemporary foreign
language acquisition research in a number of ways. The Lab
promotes cultural and linguistic competence, simulates
socially mediated activity, utilizes multiple modalities, offers
multiple ability tasks, and represents a platform for authentic
language use. Each of these affordances is discussed in more
detail below.

The Lab helps students to develop cultural and linguistic
competence. Cultural competence, the ability to interact
effectively with people of different cultures [1], and
linguistic competence, the ability to speak and understand
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language in the context of its culture [2], are indisputably
integral to foreign language learning. By presenting skits
focusing on specific cultural themes, Chinese students
introduce cultural knowledge into Lab modules. Students
using this content in the US will discover cultural similarities
and differences, which, in turn, will stimulate higher order
thinking and positive attitudinal responses that benefit
language acquisition.

The Lab also simulates socially mediated activity.
According to sociocultural constructivism [3], learning is a
socially mediated activity and peer interaction is central to
knowledge construction. Through active interaction
“language learning activity mirrors genuine human
communication, the chief locus for understanding the world
and self” [4].

In addition, the Lab lowers the learner’s affective filter
and utilizes multiple modalities. The Lab simulates a total
immersion environment, introducing students in China who
model natural conversation as “comprehensible input” [5].
The Lab’s intrinsic interest, challenge and reward improve
learners’ motivational level and lower the anxiety of learning
a foreign language, thus lowering students’ “affective filter”
[5]. The engagement of multiple modalities (image, audio,
video, etc.) is also a highly positive contributing factor for
the language learning process [6].

The Lab is also an example of Computer-Assisted
Language Learning (CALL) that offers multiple ability tasks.
[7], in addressing socio-collaborative language learning,
terms “multiple ability tasks™ as tasks that drive conceptual
work and are intrinsically interesting and rewarding; allow
different students to make different contributions; use
multimedia; involve sight sound and touch; and are
challenging.

Finally, the Lab is a platform for authentic language.
Computer-mediated communication leads us to rethink the
authentic, the authorial, and ultimately, the communicative
itself [8]. “Proper” textbook language was artificially
modeled to ensure “correct” if obviously staged input, with
the result that language learning materials provided highly
contrived pattern practice, yielding unnatural and boring
dialogues [9]. The Lab features K-12 students in China
speaking in naturalistic contexts, offering linguistic input that
is up-to-date and true-to-life.

V. METRICS OF LEARNING

With regard to metrics of outcomes of learning, our plan
is to continue to develop related assessment and skill testing
tools, including: a game and quiz generator that incorporates
module content, and an interactive Lab component through
which students may record their own voices, save original
audio files, and compare their spoken Mandarin with that of
their native-speaking peers. Other objectives include a Lab
search function that allows teachers and students to locate
Lab content that matches their criteria by language
proficiency level, cultural theme, grammatical element and
vocabulary. We are also seeking to disseminate information
about availability of the Lab broadly through various related
newsletters, listservs, publications, associations, conferences
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and networks, and, upon completion of the Lab in Year 3,
marketing materials that will be mailed to schools. Finally
we plan to assess the impact of the Lab on K-12 student
learning of Chinese language and culture and to disseminate
results of this initiative to the language teaching and learning
community.

VI. CRITICAL COMPARISON

A table comparing well known existing resources, e.g.
SCOLA, Multimedia Interactive Modules for Education and
Assessment  (MIMEA), University Online Multimedia
Chinese Courses (UNIV), General Internet Chinese
Resources (INT), common Web 2.0 resources (W2R) and the
Lab (LAB) by the features is provided below. In the table, 1
indicates YES, Y% indicates IN SOME CASES and 0
indicates NO. As the table indicates, the Lab is the only
resource that offers all 15 features; the next closest (UNIV)
offers an aggregate of seven.

TABLE |. COMPARISON OF THE LANGUAGE LAB AND SIMILAR
RESOURCES

Resource = LAB SCOLA  MIMEA UNIV  INT  W2R

Features |,

Audio 1 1 0 1 1 1

Video 1 1 1 1/2 1/2 1/2

Cultural PowerPoint |1 0 0 0 0 0

(student-made)

Artwork Flashcards 1 0 0 0 0 0

Student to Student 1 0 0 0 0 0

Opportunity to 1 0 0 0 0 1

Interact with Chinese

Peers

A. Account of Related Materials

The following existing resources, offering hypermedia
units for foreign language instruction and assessment, are in
some ways similar to the Student to Student Chinese
Language Lab.

SCOLA [10] receives and retransmits television
programs from around the world in various languages and
offers them to schools on a subscription basis. Its Insta-
Lessons are hypermedia modules that include a video and an
audio clip of a news broadcast segment. Students watch or
listen to clips while viewing a transcript, translation, quiz or
vocabulary window.

Multimedia Interactive Modules for Education and
Assessment (MIMEA) [11] offers a series of language
modules in Arabic, Chinese, Korean, Russian, German and
Vietnamese. The modules center on video clips that show
native speakers and non-native speakers interacting in
natural, unscripted situations. Each module also features
cultural notes, a quiz and ideas for classroom activities.
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University Online Multimedia Chinese Courses (UNIV),
such as the California State University’s Conversational
Mandarin  Chinese Online [12], Western Kentucky
University’s Audio Tutorials of Basic Chinese [13], the
University of Oxford’s Chinese Multimedia Course [14],
Connecticut College’s Chinese Video Exercises [15], the
Massachusetts Institute of Technology’s Open Courseware
Learning Chinese [16], and others like them, offer free
online theme-based Beginner or Intermediate Level Chinese
courses with series of audio and/or video clips and practice
activities and grammar explanations.

General Internet Chinese Resources (INT), such as Zap
Chinese [17] Language Guide BBC Real Chinese, and others
like them, offer lessons in Chinese grammar, vocabulary and
the writing system; units on Chinese characters with videos
showing how the characters are written, grammar and
vocabulary units organized by theme (Zap), audio clips and
video (BBC only). ‘Web 2.0’ Resources (W2R), such as
podcasts - like ChinesePod blogs and Popup Chinese, and
social networking Websites — like Live Mocha, Mango
Languages, and Ning, offer podcast audio and in some cases,
opportunities to communicate and interact via the Internet
with people who speak Chinese as a first language.

B. Critical Commentary

SCOLA’s Insta-Lessons and MIMEA’s interactive
modules are similar to the Student to Student Chinese
Language Lab in that they feature video and/or audio,
transcripts and assessment. They differ in that they do not
feature students who are native speakers or encourage peer-
to-peer interaction and connection. SCOLA’s videos feature
professional newscasters and MIMEA’s dialogues cater to
college students and adults. Online University courses, while
free of charge and very valuable for university Beginning
and Intermediate Level Chinese students, are not designed
for use in K-12 classrooms and do not feature K-12 students
from China in the audio and video sections. The other
Internet resources are typically word and sentence-based
‘audio-lingual’ foreign language teaching resources. With
the exception of BBC Real Chinese (which only offers only
ten short units), the units do not have dialogues; instead,
theme-based sentences are written in Chinese characters
and/or pinyin and translated into English. Audio is typically
the only interactive feature. Some of these also have outside
advertising or require payment for advanced lessons. While
podcasts, blogs and social networking Web sites offer
independent learning opportunities, a high level of student
input and opportunities to communicate via the Internet with
people who speak Chinese as a first language, they are
typically not designed for K-12 classroom use and therefore
do not follow national standards or K-12 Chinese curricula.
Likewise, they do not encourage focused and structured
learning and do not permit teachers to monitor student
communication for appropriateness. While they are a
valuable resource for language classes, the do not typically
follow scaffolded activities and sequential learning patterns.
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In some cases, advanced or complete resources are only
available for a fee.

The Language Lab can be accessed (for free!) at [19] and
[20].
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Figure 2. Module View of the Lab
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Abstract—The paper concerns the static task allocation
problem in mesh structured system. Three allocation
algorithms have been evaluated, including well-know First Fit
and Stack Based Algorithm, and newly created by atibrs the
Current Job Based First Fit algorithm. The evaluaton of their
properties and a comparison of their efficiencies &ve been
done on the basis of simulation experiments. The perted
investigations have been made with a designed
experimentation system coded in C# language with @f .NET
Framework for Windows platform. The discussion of results
confirms that the created algorithm seems to be praising.

Keywords - mesh structure; task allocation algonith
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l. INTRODUCTION
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For the purposes of this paper, the experimentation
system was designed and implemented. The systewsall
multi-aspect comparison of the considered algorithm

The rest of the paper is organized as follows: iSedt
contains the used nomenclature. In Section Ill, tiiree
allocation algorithms are briefly described. Settio
IV contains description of the experimentation egst In
Section V, results of investigations are preserdad the
obtained results of two complex experiments areudised.
Finally, in Section VI, the concluding remarks atated.

II.  PROBLEM STATEMENT

In order to formulate the task allocation problem
considered in this paper, the basic definitions ideds need
to be described.

Meshis a set of nodes (processors) connected in grderl

Nowadays, modern computer systems are often creatggshion. The typical, full meshl (w, h)is a rectangular two-

by connecting many processing units into one higcsire,
in order to solve complex problem more efficientheT

dimensional matrix of sizew and h, wherew stands for
width andh stands for height.

performance of such structures depends not only on Nodesin a mesh are marked @sj), wherei stands for a

computing power of single processing units, bub ab®
efficiency of algorithms, which are responsible for
allocating tasks in structure and those which aspaonsible
to pick certain tasks from queue of ready for etiecu
tasks. Problems of scheduling (task selection)adlodation
are important in terms of reducing cost of computin
(saving both time and resources) [1].

In the field of solving allocation problem with &fient
algorithm still new ideas are proposed on basissoch
approaches as Best Fit or Adaptive Scan or Fits{dee,
e.g., [2], [3]) as well as algorithms based on etiohary
concepts (see, e.g., [4]).

column and for a row in mesh structure.

OOO0OO
00000
OO
OO

OO0
OO0

w

0000

Figure 1. An example of the MESH structure M(6, 4).

The aim of this paper is to examine the three

implemented allocation algorithms. The two well-lumo
algorithms, FF (First Fit) algorithm and SBA (Stdsksed
Algorithm) [3], [5], are considered. We designee tihird
one, called CJB FF (Current Job Based First Fitictvwas
initially presented in [6].

The static allocation problem [7] considered insthi
paper, assumes the two-dimensional mesh topologly wi
closed queue of ready tasks (during allocation gssmo
new tasks are added to the queue/system). We adbaine
tasks from the queue may be picked for allocatismgu
FIFO or SJF scheme [1].
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Submestt, (i, j, w, h)is a rectangular set ofv(x h)
nodesthat belong to a medi (w, h) The nodg(, j) is the
foothold of submesBy, in meshM.

Free submesls a submesh in which every node is free,
i.e. it is not occupied with previously allocategk.

Busy submests a submesh in which at least one node is
already assigned to execute a task.

Task J (w, h, t)s a rectangular form with known sizes
andh and execution timé The tasks wait in a queue to be
allocated within a mesh. The queue can be a sifRH©
structure or can be sorted (ascending or descerdliegto
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execution time of needed nodes number). To alloeatdh where:w andh — sizes of mesi? — number of nodes in the

task, the free sub-mesh with a specified size éslee.

OO0O@®@®OO
OCOG@®OO

o

biggest free submest, andh; — sizes of-th task.

Ill.  ALGORITHMS

A. First Fit Algorithm (FF)

The First Fit algorithm, is described in detail{2h The
algorithm was implemented as follows:

OCO®@®OO
OOOOOO

Figure 2. An example: MESH M(6, 4) and a submesi{® 1, 2, 3).

i

Expected relative task’s widtl, is a ratio of expected
task width to mesh size.

Step 1.Start searching a given mesh from the node (Q
for every single task.

Step 2.Search nodes row by row until free one is found.
Step 3.Check whether a free submesh (containing fo
free node as a foothold) matching a given task siag be
found. If not, go to Step 2.

Step 4. Allocate the task. The matching free subm
becomes busy.

Expected relative task’s height, similar top,, is a ratio

Step 5.End algorithm.

of expected task width to mesh size.

Expected relative task’s sipeis a ratio of expected task
size to mesh size (when expected values of taskhvedd
task height are equal, ther= p,, = p).

a mesh all queued tasks in a way that gives therégglts in

Stack Based Algorithm (SBA)
The detailed description of this algorithm can derid in

, 0)

und

ash

[3]. The main idea of this algorithm consists inding a base
Allocation problem consists in picking and allocating on Submesh for task, reducing the search space andirayo

unnecessary searches. The algorithm works as fallow

respect to the introduced quality indicators ofocdtion
efficiency.

Quality indicators. In this paper, the following
indicators of efficiency (the indices of performahcare
introduced and considered:

The average allocation timg (1) needed for algorithm
to allocate the task, measured in real time units.

tA = %ztalloc (I) (1)

Step 1. For a given task create prohibited area (tas
allocated in this area would stick out of mesh).

Step 2.Create coverage areas (respectively if task isgg
to be allocated in those areas, it will overlap arbusy
submesh).

Step 3. Create base areas by spatial subtraction
prohibited and coverage area.

Step 4. Check if exists base area, in which task can
allocated. If yes allocate the task and end algorit

Step 5.Rotate the task by 90 degrees and go to Step 1.

k if

i

n

of

be

where:tyo (i) — time needed to allocatgh task,n — total
number of task in the system.

tasks, measured in ‘abstract’ time units (so calteesh

C. Current Job Based First Fit Algorithm (CJBFF)

The created algorithm may be treated an improveiwient
The total timeT,. The time needed for computing all First Fit algorithm. The main idea is to speed hup process

of searching free nodes in the mesh structure bigtiom

ticks). One tick passes when allocation algorithm is né¢ ab already busy nodes belonging to discovered taske Th

to allocate new task due to lack of free submeshes.

algorithm works as follows:

The average latencyL(2). This is the average time
which task needs to wait in a queue until beingcaited.

- 2
LA—nZLi @)

where:L;— latency ofi-th task,n — total number of tasks in
the system.

The fragmentatiorfs. This is the ratio (3) of the total
number of free nodes to the total number of nodemésh

during algorithm's work (excluding the biggest fre
submesh).

wm—P—nw[h
Z )

Step 1.For a given task create a prohibited area (tag

allocated in this area would stick out of mesh)n§ider

only nodes non-belonging to this area.

Step2.. Start from the node (0, 0).

Step 3.Check whether the node is bulfyyes, go to Step 7

Step 4.Check whether a free submesh (containing fo

free node as a foothold) matching a given task siag be

found. If not, go to Step 7.

Step 5. Allocate the task. The matching free subm
ebecomes busy.

Step 6.End algorithm

Step 7.Move to the node, next to the last busy node of

encountered task (in the same row). If the taskjstredge

adjacent to the mesh edge, then move to the next@o to

f
A wlh-P

Step 3.

k if

und

psh

the
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IV. EXPERIMENTATION SYSTEM

In order to make simulation of the performance hof t

considered algorithms, an experimentation systens wa

designed and implemented. The core of the system
simulator with block-scheme shown in Fig. 3.

FF SBA CIBFF

I1, I2

I3, 14 Q1
15, 16 } Simulator ’ Q2
17, I8 Q3
I9 Q4
I10

Figure 3. Model of the simulator.

Input parameters of the simulator are:

® |1, 12 — width and height of mesh structure,

® 13, 14 — minimum and maximum width of tasks,
® |5, 16 — minimum and maximum height of a task,
® |7,18 — minimum and maximum time of a task,
® |9 — number of tasks,

® |10 - sorting type.

Outputparameters of the simulator are:
® Q1 — average allocation time,
® Q2 - total computing time,
® Q3 - average latency,
® Q4 — fragmentation.
The system has been
Framework with C# language (it is working well onSM
Windows platform with .NET packages). The system
possesses the implemented GUI (shown in Fig. 4).

(=] E ]

ol Mesh

Data

Mesh's width
Mesh's height

Job’s minimum width

First Fit

Job's maximum width
Job's minimum height CJB First Fit
Job's maximum height
Job’s minimum ticks

Job’s maxdmum ticks

R -

Jobs number

Sorting SBA

Generate Data

| Set of Experiments |

Figure 4. Main window of simulator.

Show log

For convenience, the system has implemented funofio
automatic repetition of the experiment (certain amoof
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implemented using .NET

in the Global Information Technology

times) for each algorithm with the same input patars
(shown in Fig. 5).

is i at! Set of Experiments Iﬂlihj
Mesh width 20
Mesh height 20
Job ticks Min 5 Max 20
Job width Min 3 Meax 6
Job height Min 3 Max &

Jobs count

Repetitions number

Start

[ Save results ]

Figure 5. Experiment design window.

V.

The aim of the investigations was to compare efficy
of FF, SBA and CBJFF in the same environment. Three
efficiency measures were taken into consideration:

ta —theaverage allocation time (1),

L, — the average latency (2),

fa — the fragmentation (3).

Furthermore, in each experiment the impact of queue
sorting on the received latency was examined.

INVESTIGATION

A. Experiment 1. Increasing number of tasks

In the first experiment, the set of tasks (queu&s w
changed in series of experiments - increasing fgignily

with  slightly growing meshes. Experiment design
(combination of input values) is shown in Table 1.
TABLE I. INPUTS IN EXPERIMENT1
Number of | Relative Task’s . .
Tasks Size [%) Mesh width Mesh height
w0 225 20 20
140 15.0 30 30
240 11.3 40 40
380 9.0 50 50
540 75 60 60
730 6.4 70 70
840 5.6 80 80
Other inputs were taken as follows:
® min — max width of task: 3-6,
® min — max height of task: 3-6,
® min — max execution time of task: 5-20,
® sorting: unsorted, ascending, and descending.
The obtained results are shown in Figs. 6-8.
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average allocation time t [ps]

Average allocation time t / mesh size
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Figure 6. The average allocation time - Experiment 1.

21,0

Average latency L / mesh size

20,0

X

19,0
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15,0
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Figure 7. The average latency - Experiment 1.

The created CJBFF was characterized by the best

The impact of the chosen queue’s sorting type ename
latency (in CIJBFF) is shown in Fig. 9.

Average latency L / mesh size

25,0 ——unsorted

10,0 T T T
0 20 40 60 80 100

—&—sorted by nodes number,
acending
sorted by nodes number,
descending

—Jl-sorted by execution time,
ascending

average latency L

sorted by execution time,
descending

Side size of rectangular Mesh

Figure 9. Average latency depending on queue sorting - Erpaant 1.

For sorting the tasks in queue by execution time in
ascending way, over 25% decrease of latency wasnalot
comparing to the case when no sorting was used. For
descending sorting a remarkable increase of latemay
noticed.

B. Experiment 2. Increasing mesh size.

In the second complex experiment the mesh sizetand
task generation parameters were chosen in suchyahag
the expected relative task’s sipewvas always constant and
equal 15% for increasing mesh size. Experimentgdes
(combination of input values) is shown in Tab. Il.

allocation time, significantly lower than the othmympared
algorithms (Fig. 6). What is more it guaranteed ldweest
latency (inversely proportional to mesh size); hesvefor
big mesh structures the difference between the EJatd
FF starts to fade (Fig. 7). The obtained low laienavere
possibly the result of low fragmentation maintainby
CJBFF algorithm, especially in comparison to SBAy(IB).

Fragmentation f / mesh size

19,0%

18,0% <

TABLE II. INPUT S IN EXPERIMENT2
Task width Task height Mesh width Mesh height
2 5 20 20
3 7 30 30
3 9 40 40
4 12 50 50
5 14 60 60
6 16 70 70
6 18 80 80

17,0% -

16,0%

—&—FirstFit

——CJB First Fit

15,0%

fragmentation f

14,0%

Other inputs were as follows:
® number of tasks: 134,
® min — max execution time of task: 5-20,
® sorting: unsorted.

The obtained results are shown in Figs. 10-12.

(-‘// SBA

13,0% T T T T 1
0 20 40 60 80 100

Side size of rectangular Mesh

Figure 8. The fragmentation - Experiment 1.
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It may be observed that, in this experiment, thBFEJ

was not the fastest among the considered allocation
algorithms. In this case the SBA algorithm washtligfaster

for larger mesh structures (see Fig. 10). Howemece again

the created algorithm proved to guarantee the sstall
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latency from all tested algorithms, as it can beeobed in The impact of the chosen queue’s sorting type (in
Fig. 11. CJBFF) on average latency is shown in Fig 13.
Average allocation time t / mesh size .
& / Average latency L / mesh size
= 500 —4&—unsorted
:g 450 » e
o 400 7 30
E 350 o ——sorted by nodes
= / —&—First Fit - .
e 300 / >25 - number, ascending
£ 250 —8— CJB First Fit o
B 200 g 520 1 sorted by nodes
L2 50 / SBA © number, descending
= &
g 100 Dt n—u 151 —J-sorted by execution
E 58 i p— 10 : time, ascending
g & : : : ‘
® 0 20 40 60 80 100 0 20 40 60 80 100 sorted by execution
Side size of rectangular Mesh Side size of rectangular Mesh time, descending
Figure 10.The average allocation time - Experiment 2. Figure 13. Average latency depending on queuengprtExperiment 2.

Again, the best results were obtained when usethgor

. by execution time in ascending order and the wetstn
Average latency L / mesh size sorting in descending order.
. 24%\ VI. CONCLUSION AND FUTURE WORK
9 # The analysis of the results of complex experiments
g 2 —o—FirstFit confirms that the designed and implemented CJBFF
P \ —m— CJB FirstFit allocation ngorlthm is easy to implement and fastmany
g 0 A U SBA cases. This algorithm can be recommended to use by
% i \. designers of multi-processor systems with meshctires
[8], for which the most important factor is theedaty of
18 ‘ ‘ ‘ ! newly added tasks.
50 60 70 80 90 Moreover, a big advantage of CJBFF is that with
Side size of rectangular Mesh increasing size of a mesh, the time needed foralskation
increases only slightly when comparing to FF andASB
Figure 11.The average latency - Experiment 2. However, for larger mesh structures the CBJFF s t
tendency to fragment the mesh in bigger scale tivarother
considered algorithms.
Fragmentation f / mesh size To additionally decrease of the latency of taskhi¢tv
means improving the allocation process) it may ésrdble
17,50% to apply sorting of task’s queue. It is worth tortmiced that
17,00% X ascending sorting by execution times resulted éven20%
= 16,50% ~ decrease of latency, when comparing to resultsifigorted
3 1600% / queues.
£ iizg; {‘i & FirstFit The further development of the presented in thigepa
£ 14:5012 % —B—CIBFirst Fit experimentation system will focus on implementirtipeo
E’ 14,00% : N\ SBA allocation algorithms, e.g., algorithms based ooligionary
13,50% » ideas [5].
13,00% ‘ ‘ ‘ ‘ ! Moreover, we plan preparing new modules of theesgst
0 20 40 60 80 100 to ensure designing multistage experiments [7]utomatic
Side size of rectangular Mesh way and store the results of experiments in probdeiented
data base.
Figure 12.The fragmentation - Experiment 2.
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Abstract-Chaos and chaotic optimization is a global trend of
optimization, customized for several engineering applications.
This paper explores the behavior of chaos under social
networking sites. Recalling chacotic dynamic characteristics
emerging evolutionary network, the News Feed behavior of
Facebook has been modeled for optimization. The research
challenge is to address the emphasized presence of chaotic
behavior under the social network paradigm. Subsequently,
modeling could be collaborated with a class of evolutionary
network, e.g., vaccination network. The outcome of investigating
such non linear attribute could be of emerging relevance to
demonstrate how far thiswill affect social network participants
to be influenced over a specific social inference. In order to
address the results obtained through evolutionary dynamics
with clarity, the same problem has been tested through Genetic
Algorithm components for different visualization and open
access to this new research frontier using contemporary
evolutionary algorithms.

Keywords - Social Networking; Evolutionary Dynamics, Genetic
Algorithms; Chaos.

l. INTRODUCTION

Chaos [1] is a generd nonlinear phenomenon that
sustains in the linear system. Chaos exhibits certain main
characteristics such as quasi-randomness, ergodicity and
sensitive dependence on initial conditions. Furthermore,
ergodicity could be considered as an effective mechanism to
avoid trapping into local minima in the searching process.
As such, chaos could be considered as a novel and potential
optimization tool of interest [12]. Since the inception of Web
2.0, different forms of social network have been envisaged
and raised the relevance of chaos and chaotic optimization.
A <socia network is basically represented as a graph, with
individual persons represented as vertices, the relationships
between pairs of individuals as edges, and the strengths of
the relationships represented as the weights on edges (for the
purpose of finding the shortest weighted distance, we treat
lower-weight edges as stronger relationships). It has been
suggested that there is amalgamation of social chaos model
and evolutionary network noticed in its vaccination strategic
behavior [10]. It isgenera practice that in any system of the
evolutionary design, the intelligence emerges from a chaotic
balance between individuality and sociality. The chaotic
balances are the characteristic features of the complex
system. For a given energy or cost function, by following
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chaotic ergodic orbits, a chaotic dynamic system may
converge towards atargeted global optimum.

Considering the broad hybrid evolutionary and chaotic
behavior of socia media services, (which are the direct or
indirect function of user’'s participation via feeding of
content and tagging) this paper explores the possibility of the
existence of chaos in the functionality of Facebook social
components, such as posts and news feed, which has the
possibility of demonstrating non linear scales and being
sengitive to initial condition. Subsequently, the paper also
discusses the relevance of optimized function to distinguish
the chaos on these components. This will help to achieve an
optimized socia container both from the users and social
network service provider's space and time complexity
perspective.

The remaining part of the paper is organized as follows.
Section Il introduces elementary background material, the
problem statement and the relevance of evolutionary
approach of visualizing chaos within social network
components. In Section |11, we present a news feed modeling
technique coined from Facebook. Section IV presents the
proposed algorithm of chaos modeling. In Section V, the
implementation and results are presented, followed by the
conclusion in Section V1.

Il. BACKGROUND, PROBLEM STATEMENT AND
RELEVANCE OF EVOLUTIONARY DYNAMICS

Facebook introduced the News Feed feature on
September 5, 2006. This feature gradually becomes clearer
to the user, as he/she posts items to personal profile or wall.
These items may be visible to friends or acquaintances
connected to the Facebook connection. Both culturally, and
technically, privacy of such news feed propagation has been
guestioned and the corresponding impact of the user after
those news feed has also been scrutinized with a significant
survey [3]. Such investigations also reveal the factors that
are related to news, used on Facebook, and also demonstrate
the other contemporary factors such as gender participation,
emotional stability and so on [4]. News formation and
distribution for various social networking sites could be
analyzed by Exponential Random Graph Models (ERGMS),
which show the importance of link and their non linear value
of centrality [5]. In particular, it has also been observed that
Facebook has several self-organized features like status
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updates, wall posts, pokes, tagging and commenting,
subscription services, games and applications (developed by
external agencies). Among these user-oriented features, the
majority of them are news feed or post related activities.
Thus, Facebook becomes a well defined dynamic brand,
referred to and maintained by its users [6]. The content feed
subscription in Facebook follows dynamic distribution of
content to all the subscribers, who are having common
membership of the same service provider or of same interest.
The most current content of two users can be shared when
they meet to extend and optimize network coverage with
lower cost of service. This could be another reason to be
concerned with in social networking sites, especialy when
accessed through mobile devices [7]. Envisaging different
news feed and content generation options, Facebook keeps
the option open by forming similar opinion of clusters,
which can be derived from the user’s activities. Recent
research emphasizes the model of opinion formation from
social network [8], but the research challenge is to keep the
contents and feed free from final chaotic behavior. Present
Facebook structure has the option to subscribe or non-
subscribe to certain content page or posts from a particular
subscriber, but their trend of linearity and broadcast will still
remain ambiguous.

Hence, the concept of optimization has been proposed in
social networking sites, such as Facebook, from different
perspectives. Developers are always thriving to ensure that
their sites and apps are publishing stories that make the lead
profitable and popular, which has pioneered the concept of
“News Feed Optimization” (NFO) in Facebook.

A. Background on Evolutionary Dynamics

Evolutionary dynamics is an emerging concept, evolved
from the realm of game theory. Evolutionary game dynamics
is conceived from a set of deterministic differential equations
capable of addressing infinitely large and well-mixed
populations [2]. In a well-mixed population, the chance of
two individuals interacts is equally alike. Some recent
approaches consider stochastic evolutionary dynamics in
populations of finite size. Evolutionary game dynamics are
also influenced by population structure [14]. Analogically, a
well-mixed population typically opposes evolution of
cooperation, but a structured population can promote it. The
whole idea is to determine the strategy of two present
strategies deployed by several sets of common or different
players, then based on their interaction, the session calculates
certain payoff. The payoff actually gives the effectiveness of
any such propagated and linked approaches among those
players. The trend of the evolutionary dynamics has been
characterized through diversified mathematical treatments,
and the utility of such treatments are of typical importance
on social networking structure. The individuals finally try to
converge and optimize certain deterministic measures at the
end of a social session. We explore Fermi’s equation [10]
under this paradigm. Interested readers are advised to go
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through the references mentioned to get a broader
understanding on this emerging concept. Figure 1 shows a
diagrammatic view of a Facebook screen shot, where the
users of the particular community share or refer to a
particular new item. The view will enable the implantation
followed in the model.
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T
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Shan =
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achusetts Instiute of Tedhnoiogy

A prend acty © 124 people e the

Figure 1. Passive Mode of Information Sharing on Facebook Screen shot

B. General Mathematical Model

There is a generic mathematical model of the spread of
messages and it follows a complex socio-psychological
process. An adequate modeling of this process requires both
a correct description of the underlying social networks, along
which messages propagate, and a quantitative formulation of
various behavioral mechanisms that motivate individuals to
participate in the spread of any messages. The forma model
comprises of a set of plausible rules. Generaly, irrespective
of any socia network, we consider a population consisting of
N individuals with respect to the propagation of messages,
that is subdivided into different classes of participants.
Inspired by Maki and Thompson [15], we can also assume
that any messages propagate by direct contact of the
participants with others in the population. However, these
contacts can only take place along the links of an undirected
social interaction network G = (V, E) where V and E denote
the vertices and the edges of the network, respectively. The
negotiation of contacts between the message originator and
the rest of the population are governed by the different set of
rules to define the originator, follower, and neutral.
Assuming that a node j has k links, g can be considered as a
stochastic variable which has the following binomial
distribution-

[1(g,t) = (3 B(k, 1) (1- B(k, 1)) "9

where, 6( k, t) is the probability at time t that an edge
transmitting from a neutral node with k links points to the
other effected nodes.

@
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I11. NEws FEED MODELING PERSPECTIVE FROM FACEBOOK

During Facebook’s developer conference, f8, on April
22, 2010, EdgeRank, a formula which determines the
likelihood of an object appears in a News Feed, was
introduced [11]. The formulais discussed below. However,
two important Facebook concepts need to be defined prior to
introducing the formula, and these are as follows-

(1) An Object is any item, such as a post, a status update or
achange to a profile picture that appearsin News Feed.

(2) An Edge is an interaction with an object, such as a
comment or atag, by another user.

Having defined these concepts, the New Feed
Optimization (NFO) or the Edge Rank formula can be
expressed mathematically as follows [11]:

New Feed Optimization (EdgeRank) =

Z ue Wede
edgese (1A)

where, U, is the affinity score between the viewing user and
edge creator (a user gets higher affinity score if he/she sends
more messages to friends or check their profiles often), weis
the weight for this edge type (create, comment, like, tag,
etc.) and d. is time decay factor indicating how long ago the
edge was created (the older an Edge is, the less important it
becomes). The score returned by the formulaindicates Edge
rank of the object, the higher the value of the Edge rank
score the more likely the desired object is to appear in the
user's feed. It is aso worth pointing out that the act of
creating an object is considered an Edge, which is what
allows abjects to show up in user's friends feeds before
anyone has interacted with them.

A. How Chaos exists in Facebook: Functional Validation

Inspired by the evolutionary dynamics of socia network
of new propagation, where we consider the anaogy of
process of Page diffusion via Facebook's News Feed, the
diffusion followed leads to chaotic behavior while feeds
towards optimization. EdgeRank is similar in semantics to a
fan page structure. As such, analytically, diffusion of pages
occurs when a user becomes fan of the page and finally their
friends of friends become fans of the same page as well.
Therefore, the question is raised as how to accomplish
optimization in terms of feed option. We model diffusion
approximation for large populations of size N under
Facebook.

Let m/N be the fraction of targeted individuals, who are
interacting in that propagation of news network of Facebook.
Facebook participants follow each others broadcast based on
the group presence, which preferentially copies others with
higher influential impact friend or friends of friends. In each
round, a randomly chosen individual i selects another
random individual j as cascaded friend, and compares his/her
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position of influence to that of the actua pivota friend.
Individual i adopts the strategy of individua j with the
probability of feeding the particular post given by the Fermi
function [10].

#(s <<)=f(p, - p,) 1

1+ exp[-B(p, - py)

)
where, B represents the intensity of selection of probability
of most acclaimed post. The population can change, only if
individuals i and j have different dtrategies. Hence,
subsequently, the probability that the number of news fed
individuals increases from m to m + 1 (denoted T*,,) and the
probability that the number decreases from m to m - 1; this
dtatistics will influence news feed and thus the linear
behavior of page rank will not sustain any more. We model
the affect of chaos, for some emergency and popular pages
under these typical phenomena of vaccination network. It
has been observed that, for some popular pages, more than
90% of the fans can be part of a single group of people who
are all somehow connected to one another. We solicit our
prepositions through an example taken from “Facebook of
August 21, 2008, 71,090 of 96,922 fans (73.3%) of the
NastiaLiukin (an American Olympic gymnast) Page were in
one connected cluster” [9]. The chain data feed existing in
this page and several parameters could also exist analogous
to our validation of vaccination network.

Based on the cited instance, we prepare a shadow data
set asdetailed in Section V.

V. PROPOSED ALGORITHM

The paper explores an elementary, yet evolutionary,
optimized approach to minimize the chaos associated with
the social network site. The ambiguity of posts and other
shareable activities is also partially addressed. The model
contains certain variables in the algorithm. The agorithm
describes the flow of message among different friends and
even to the friends of friends. This flow of message leads to
chaos, when propagated to friends of friends. The flow of
messages is restricted among the friends, only if there is a
decrease in chaos, but the rate of message flow remains the
same. Different variables and their corresponding semantics
as used in the algorithm are detailed below.

TABLE |. Facebook News and wall Variables with semantics post

Category Semantics

M essage existing ‘message received’ record of the
friends

U message new messages with different point value
sent by a person to hisfriends

Link presence or absence of friend of a friend

Nm message , but no representation of chaos

recl summation of all the values of the
maximized function
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summation of all the values of the
minimized function

The summation of age, Facebook age
and activity count denoting the active
user’srate. A scalefrom 1 to 100

The different types of newsfeedswith a
specific valuerangingfrom 1 to N

rec2

Rank list

News feed

Table | summarizes the different parameters associated with
variables, pertain to the semantic post of the user and it also
solicit the same to devise the proposed algorithm.

1
2

b~ w

Begin

Initialization of valuesto the variables link
present or not present

Link present =1

Link Not present=0

Valuesfor variables like Age, FaceBook

age, Activity count and message received
are generated on the user’s access report

6 JGenerating Rank List

7 Rank list =" Age, FaceBook Age, Activity count

8 JGenerating different valued Newsfeed

9 | Newsfeed =1, 2... N

10Delivering Newsfeed without any restriction

1 for i=1toado

1 forj=1tocdo

13 Ieﬂrec (i) = message (i) + umessage(j)

14 d

15 end

16} Delivering Newsfeeds with arestriction

17 for m=1tocdo

18 if link(m) ==0then

19 for i=1toado

20 forj=1tocdo

21 ch(m)=message(i) +

umessage(j)

22 end

23 end

24 else

25 ch(m) = message(i)

26 end

27 | Separating Chaos and Newsfeed

28 for i=1toado

29 for m=1toedo

30 | nm(i) = rec(i) — ch(m)

31 end

32 end

33 | Generating Maximization and Minimization value of
the Function

35 | f(x)=x* - 10 cos(2x) + 10

36 value of cos (X) lies between -1<= cog(x) <=1

37 while cos (x)<=-1do

38 J cos(2x) = -1 = cos 180°

39 2x = 180°

40 x=0.5

Copyfight (c) IARIA, 2012. ISBN: 978-1-61208-202-8

41 end while

42 while cos (X)>= 1 do

43 cos(2x) =1 =cos0
44 2x=0

45 x=0

46 d while

47 ii x == 0.5 then

48 f(x)= (-x* + 10 Cos(2x) — 10)
49 end if

50 ii x==0 then

51 | f(=x*-10Cos(2x) + 10)
52 end if

53 Maximizing Newsfeed and Minimizing Chaos
54 mf= maxfun(x)

55 mif= minfun(x)

56 for i=1toado

57 !: recl(i)=rec(i) + mf

58 d for

59 for m=1toedo

60 rec2(i) = rec(i) + mif

61 end for

62 Plotting the graph

63 Transfer of newsfeedsto all

64 Tracking of chaotic behavior due to transfer of
newsfeed

Maximization of message flow

Minimization of chaos

End Begin

65
66
67

V. IMPLEMENTATION AND RESULTS: PREPARATION OF
DATA SET FOR THE PROPOSED M ODEL

A list of 40 different friends of a specific person from
Facebook is used as sample. These individual friends have
their own identity, nature of behavior, and activities. Some
of the friends in the list are a so interrelated with a few other
friends in the list. This signifies the community of that
person’s common friend circle. The messages transmitted by
the person to all his friends at some point in time are also
cited.

The attributes of Table Il are operationally defined as
follows:

Friend List- The friends are denoted by F1 to F40.

Age- It is the age of the individual friends. Based on the
age the nature of activity of an individual is also reflected.

Facebook Age- It denotes that since how many years
they are connected to this Social Network site.

Activity count- It includes the information like message
sent, photo uploaded or Facebook's Wall post. Any such
activity doneis kept as a count in the record set.

Link present/Not present- This denotes the idea of
friend of afriend. Link present=1 and Not present=0

Received M essages- This is a count, which is based on
the number of messages, accepted by the friends from the
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person, denoting the depth of the connectivity. Based on all
these attributes we generate a Rank list to judge the liveliness
of a member. This is the summation of age, Facebook age,
and activity count denoting the active user’'s rate. A scale
from 1 to 100 is provided to plot the rank.

TABLE II. List of Friends and their Associated Attributes

PARAMETERS
FRIEND LIST Age Fagebouk Age Activity count Li"k P.resent=l Received Messages
(in years) Not present=0
F1 20 5 10 1 2
R 18 0 6 1 4
& 30 5 12 0 4
F4 19 1 7 0 2
5 28 5 15 1 3
Fé6 28 2 10 1 1
F1 33 5 25 1 1
T8 24 5 25 0 3
F 40 4 15 0 4
FI0 28 1 1 0 5
Fi1 36 4 1 1 1
F12 41 5 10 0 3
F13 15 1 0 0 3
Fl4 45 5 5 1 1
FI5 20 2 10 1 2
Fl6 18 1 11 1 1
F17 22 3 7 0 4
FI8 32 3 10 0 2
F19 30 4 9 1 3
F20 43 5 15 0 !
[ 50 4 15 1 4
F22 28 5 15 0 2
F23 22 1 7 0 4
24 42 3 15 0 4
F25 50 6 9 0 4
F26 2 5 10 0 3
27 20 4 6 1 !
F28 50 5 17 1 2
F29 48 5 17 1 5
F30 40 3 15 0 I
1 29 6 15 1 H
F32 42 5 1 0 3
33 50 4 6 1 5
F34 31 1 17 0 1
B35 20 4 17 1 3
6 30 1 4 1 !
F37 18 1 4 1 5
38 47 4 9 0 1
F39 33 5 7 1 4
F40 50 4 17 1 3

The data set shown in Table Il has been considered, for
the proposed validation using MATLAB and C++. In
Figure 2, the plot represents the message transferred to all
friends along with friend of friends and it leads to chaotic
behavior. The different valued messages that are transferred
via the newsfeed are plotted along the x-axis. Whenever a
new message is received by the friend its “received
message” record in the database is updated. The friend’s rate
of activity is judged on the basis of the rank. This is plotted
on the y-axis. The lines in graph denote that any valued
message that is sent is received, in each range of ranks in
between 10 to 80. The arrow marks denotes the flow of
information in every direction, i.e. is, first to the friends and
then to the ‘N’ number of links connected to each

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-202-8

friend.

TRANSFER OF MEWSFEEDS TO ALL

80
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45 5 55 B 6.5 7 75 8

DIFFERENT VALUED MESSAGE POINTS

Figure 2. Random Message passing lead to chaos

As it becomes difficult to identify the message sent and
the chaos that is generated, afilter is used to distinguish only
the chaos, where conditions for link = = 1, i.e. presence of
immediate link is checked to identify friends of friends.
Based on this condition, the graph is plotted in Figure 3. This
figure demonstrates the different message values along x-
axis after updating it in the “received message’ section to
only those who are linked. The y-axis is the rank. The
multiple parallel straight lines in the graph denote that any
valued messages that are received each time by all the linked
friends create a meshed structure.

TRACKING OF CHAOTIC BEHAWIOR DUE TO TRANSFER OF NEWSFEED
80 T T T T

70} - =

n
3.5 4
DIFFERENT VALUED MESSAGE POINTS

Figure 3. Chaos Present in messages

Hence, the concept of minimizing the chaos arises and
maximizing the message transfer takes place. Without
affecting the message transfer, we try to reduce the chaos
and maximize the message flow, (number of news feed
points) which implies no transferring to the friends of
friends. By maximizing, we mean transferring al different
valued messages to all different ranked users, who do not
have any link. This is achieved by maximizing the message
chaos function:
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n
f,(x)= > [x? —10cos(2r1x, ) +10] (3)

i=1
where, 0 < (x) <0.5 and 0 < f(x) <19.75. The graphical
representation is given in Figure 4, where the x-axis gives
the representation for all the different messages uploaded for
only the unlinked friends with respect to the y-axis that
represents the rank. In this graph it is observed that the
multiple straight lines are much distinct. The directions are
indicated by the arrows.

MAXIMIZATION OF MESSAGE FLOW
80

70

REOf

L L L ' s L ' s
24 245 25 255 26 26.5 27 275 28
DIFFERENT VALUED MESSAGE POINTS

Figure 4. Maximizing the message flow out of chaos

285

Similarly, after minimizing the function application of the
result for the chaotic control is shown in Figure 5. Here the
graph denotes the presence of chaos in much lesser number
of locations.

MINIMIZATION OF CHAIOS
a0 T T T

0r 3

s0F

e R

40t -
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10 1 1 L L I 1 I
0 05 1 15 2 25 3 35 4

DIFFERENT VALUED MESSAGE POINTS

Figure 5. Minimizing the Number of recipients and chaos

A. Observation of news feed using Genetic Algorithm (GA)
for similar objective function

To compare the efficacy and implication of the present
proposed module for the same optimization problem
concerned with Facebook news feed and post, the idea of the
natural selection process that drives the biological evolution
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is applied through Genetic Algorithm (GA). MATLAB
7.0.4, toolbox has been utilized on the current population set.
Genetic Algorithm considers potentially huge search spaces
and navigates them looking for optimal solutions. If we are
intending to search for a solution to a problem, we look for
the best among possible solutions. The space for al possible
solutions is called “Search Space”. “Looking for a solution”
signifies looking for extremes (either maximum or
minimum) in the search space. Fitness function quantifies
the optimality of a solution. Fitness function is derived from
objective function and then used in the successive genetic
operations. After obtaining the suitable values from the
fitness function, we go to the next step of Genetic Algorithm
which is selection procedure. In this procedure, an individual
caled ‘parent’ that combines the population at the next
generation. Cross Rule helps in forming children in the next
generation and hence obtaining only the optimized solutions.

Here, by applying equation (3), the maximization
function is used to represent the maximum amount of
message transfer only to the friends without link. After
maximizing the function, a graph is plotted as shown in
Figure 6. X-axis in the graph represents the range of ranks
of the friends who receive the message and y-axis represents
the maximum number of the messages with different values
that are transferred (measured by the fitness value).

* Best finess
* Mean fitness

.....

Rank of the Friends

Figure 6. Rank of the Friends with fitness

The blue dots in the scattered graph represent the best fitness
value and the black dots represent the mean fitness value. In
Figure 7, the average distance between the messages
transferred among each individual is shown, where x-axis is
the range of ranks of the friends, who receive the message
and y-axis is the average points calculated based on the
fitness value of the different valued messages that are sent.
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In Figure 8, the graph plotted represents the range, Best,
Worst and Mean, of the fitness function value of each group
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Figure 8. Diversified Fitness Function
Similar to the previous proposed module, the

minimization function is used for reducing the chaos, but the
message transfer is kept as is with regards to the friends
without links. Hence, after minimizing the function, a graph
is plotted as shown in Figure 9. X-axis in this graph
represents the range of ranks of the friends who receive the
message and y-axis as the minimized chaos and maximum
number of the messages with different values that are

transferred (measured by the fitness value).
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Figure 9. Minimization of chaos
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In Figures 10 and 11, the average distance between the
messages transferred among each individuas and the
minimized fitness value generated are plotted in the graphs
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that represent Best, Worst and Mean of the fitness function
value of each group of rank in each generation due to the
transfer of different valued messages respectively.
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Figure 11. Diversified Fitness values for different Propagated M essages

B. Implication on the Results

Careful observation of two sets of graphs generated for
observing chaos, rank of friends and link of message
propagation using different evolutionary methodologies
reveal certain interesting observations. Firstly, set of results
generated on the basis of Fermi’s equation model and its
associated evolutionary dynamics concept (equation 2,
section 3.1), demonstrates more clarity on the chaos
optimization as shown in Figure 4. The counterpart
evolutionary tool through GA produces more scattered and
distributed optimization index. Moreover, the choice of
fitness also requires certain heuristics across all diversified
message values and rank of friends. Hence, the first set of
evolutionary dynamics paradigm could be considered a
better choice for social networking sites to develop software
plug-insin the form of optimization function.

C. Major Observation on Figure.6-Figure.11

Figures 6 to 11 represent the alteration in tendency of
message propagation of friends depending on the value of
message and distribution strategy. Figure 10 specifically,
gives an estimation of distance of message transferred to the
individuals. The work discusses about rank list of the shared
group messages among the members, reflected in Figure 8.
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From Figure 9 to Figure 11, the status of the plots has been
revisited and significant minimization of chaos, while
incorporating Genetic Algorithm has been observed. Thisis
only possible, if distributions of objective function of
messages have been optimally configured. The optimization
could assist the social network message distribution and
privacy scheme in a more validated processes and more such
optimal function could enhance design space flexibility of
social network.
VI. CONCLUSION

This paper investigates the presence of chaotic behavior
under Facebook’s news and post events. The paper aso
suggests an optimized solution from the perspective of
evolutionary network, e.g., vaccination network. Real life
Facebook instances have been envisaged and different
observational points of chaotic behavior were studied with
an evolutionary optimization function. Severa research
directions have been evolved out of the present initiatives:
particularly, the extraction of Facebook data and its
associated crawling, or graph visualization which could be
made simpler. We came across an unbiased sample of
Facebook users by crawling its socia graph using certain
popular algorithms e.g., Metropolis-Hasting random walk
(MHRW) and a re-weighted random walk (RWRW) [13].
Similarly, other evolutionary heuristics like Particle Svarm
Optimization (PSO) or Differential Evolution (DE), could be
tested on the same data set of Facebook to quantify the
chaotic behaviour. The present study can also facilitate
Facebook application developers to intricate certain smarter
and optimized mechanism for wall and message post events.
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Abstract— Evolutionary Algorithms have an inherent
parallelism that should enable them to locate several optima of
a multi-modal function. However, in practice they are found to
converge to a single (global) optimum. This has led to the
research in the design of highly specialized evolutionary
algorithms to obtain the maximum number of global and local
optima of multi-modal functions. However, this is an over-Kkill,
since in most cases the management needs no more than a
handful of optima to make decisions. We demonstrate that the
ordinary CLONALG algorithm, without any special
modification to handle multi-modal optimization, is powerful
enough to obtain several global and local optima to support the
decision-making process.

Keywords - evolutionary computation; multi-modal

optimization; artificial immune algorithm;

. INTRODUCTION

In real-world optimization problems, sometimes we are
not satisfied with only one optimal solution. The demand for
multiple solutions is more prominent when there exist
several near optimal answers to a problem. Evolutionary
Algorithms (EA) are widely used for function optimization.
The EAs have an inherent parallelism that should enable
them to locate several optima of a multimodal function.
However, in practice they are found to converge to a single
(global) optimum. The Genetic Algorithm (GA), in particular,
is found to converge to a single solution when attempting to
optimize a multimodal function [10].

The inability of EAs to handle Multi Modal Optimization
(MMO) has led to an extensive research in the design of new
algorithms. Extended EAs are devised to locate all the global
optima and as many local optima as possible. However, at a
practical level, the effort and the cost of designing such high-
caliber and computationally expensive EAs do not seem to
be justified, since the management cannot possibly refer to
all the global and the local optima in making important
managerial decisions. Knowledge of a handful of optima in
the multi-modal problem is sufficient to make quick and
speedy decisions.

In this paper, we demonstrate that an implementation of
the simple CLONALG algorithm meets this end. This
algorithm need not be stretched to locate all the optima of a
multi-modal function. It has an inherent mechanism to locate
some of the global and local optima, which presents a
sufficiently comprehensive scenario to aid the managerial
decision making process.
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The Artificial Immune System (AIS) algorithm is
inspired by the biological immune system [5,21]. The
biological immune system is made up of primarily two types
of cells - B cells which are produced in the bone marrow and
T cells which are produced in the thymus. The pathogens
like bacteria and viruses invading the body are called
antigens. Both the antigen and the receptors on the surface of
the B cells have three-dimensional structures. The affinity
between the structure of the receptors and that of the antigen
is a measure of the complementarities between the two.
When an antigen invades the body, the immune system
generates antibodies to diminish the antigen. Initially, the
invaded antigen is recognized by a few of the B cells with
high affinity for the antigen. Stimulated by the helper T
cells, these high affinity B cells proliferate by cloning. This
process is called clonal selection principle. The new cloned
cells undergo a high rate of somatic mutations called hyper-
mutation. The mutations undergone by the clones are
inversely proportional to their affinity to the antigen. The
highest affinity antibodies experience the lowest mutation
rates, whereas the lowest affinity antibodies have the highest
mutation rates. The high affinity B cells and their clones
proliferate and differentiate into plasma cells. Finally, the
plasma cells generate a large number of antibodies to
neutralize and eliminate the antigens.

After the cloning and hyper-mutation stage, the immune
system must return to its normal condition, eliminating the
extra cells. However, some cells remain circulating
throughout the body as memory cells. When the immune
system is later attacked by the same type of antigen (or a
similar one), these memory cells are activated, presenting a
better and more efficient secondary response.

Among the various mechanisms in the biological
immune system that are explored as AlSs, negative selection
[12], immune network model [6] and clonal selection [7] are
the most discussed models. The CLONALG algorithm based
on the above clonal selection principle is also use in
optimization [7-8]. In this study, we show that the
CLONALG algorithm routinely locates several global and
local optima of a multi-modal function.

This paper is organized as follows: Section Il presents a
review of the literature on multi-modal optimization
functions. Section Il explains the CLONALG algorithm in
detail and introduces the multi-modal test functions. The
experimental results are presented in section IV. The paper
ends with a brief conclusion in section V.
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Il. LITERATURE REVIEWED

EAs are either extended or hybridized with other
optimization techniques to solve the MMO problems. In
addition, new algorithms are also designed. This section
presents a review of the algorithms found in literature.

A. Extended Algorithms

The standard Genetic Algorithm (GA) is extended
towards multi-modal function optimization by introducing a
niche-preserving technique [10]. The technique deals with
finding and preserving multiple stable niches of the solution
space possibly around multiple solutions so as to prevent
convergence to a single solution [11]. Niching methods
maintain diversity in the population and permit the EA to
find many optima in parallel. Clearing [18], Crowding [9,16],
Clustering[19], Sharing [3, 11], Restricted Selection [13],
Species [19] and Conserving [14] are some of the notable
niching techniques employed to extend EAs to find solutions
to the multi-modal optimization problems.

The Particle Swarm Optimization (PSO) is a simple, but
efficient algorithm based on the swarm intelligence metaphor.
NichePSO is an extended form of PSO designed to handle
multi-modal optimization. The Species-based PSO (SPSO)
implements proximity-based speciation and creates turbulent
regions around the already found solutions to prevent
unnecessary function evaluations [2]. The Bottleneck
Assigned Binary Any System is inspired by the traffic
organization in real ants under crowded conditions [24].

B. Hybrid Algorithms

Memetic algorithm which introduces local search
techniques in PSO is developed by Wang et al. [23]. The
PSO disperses the solutions in diverse sub-regions, where an
adaptive local search takes place to locate the optima. The
Niche Hybrid Algorithm (NHGA) is a hybrid form of the
Nelder-Mead’s Simplex Method and GA and is used in the
multi-modal optimization of vehicle suspension system [1].
An agent-based hybrid algorithm is found in [15] and a
Differential Evolution hybrid algorithm is found in [20].

C. New Algorithms

The Artificial Immune Network Algorithm for multi-
modal optimization (opt-aiNet) is a novel algorithm [12].
One of the salient features of this algorithm is the increase in
population at every iteration. The increasing population is an
indication that the problem has many local optima which the
algorithm finds efficiently. Estimation of distribution
algorithms (EDAS) are a new set of algorithms used in MMO.
Unlike most EAs, EDAs do not make use of variation
operators (e.g., crossover and/or mutation) in the
combination step. Instead, EDAs generate the offspring
population at each iteration by learning and subsequent
simulation of a joint probability distribution for the
individuals selected [17]. The ensemble of niching
algorithms (ENA) approach uses several niching methods in
parallel in order to preserve diversity of the populations and
to benefit from the best method [22]. Other miscellaneous
evolutionary approaches, including the Multi-objective
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Optimization (MO) algorithms are found in the

comprehensive survey on MMO by Das et al. [4].

Il.  AIS FOR MMO ALGORITHMS

In this section, we define the objective functions and the
AIS clonal selection algorithm that is used in finding a set of
global and local optima in these MMO benchmark test
functions.

A. AIS Algorithm

The AIS clonal algorithm described below consists of
the following steps:

Generation of antibody population

A population consisting of N antibodies (Abs) is
randomly generated. Each antibody represents a feasible
solution to the optimization problem. The Abs in our
application are represented as binary bit strings or as real
numbers.

Obijective function evaluation
The multimodal test functions (Equations 1 ~ 4) are
evaluated numerically for each of the antibodies.

Affinity Calculation

The affinity (or the fitness) of each individual antibody
is evaluated based on the value of the objective functions
mentioned in this sub-section.

Clone Selection

A certain percentage of the antibodies with greater
affinities are selected from the population. These are then
cloned to produce additional antibodies.

Affinity Proportional Mutation
The clones produced in the above step are subjected to
mutations in proportion to their affinities.

Memory Renewal

The antibodies with relatively lower affinities (i.e., with
higher values of the objective function) are eliminated. The
selected clones are introduced into the antibody population
as the immune memory cells. The above steps are iterated
for M number of cycles. The Ab with the highest affinity
(maximum values) found in all the iterations is the optimal
solution.

B. Test Functions

We have chosen the following benchmark multi-modal
maximization functions to demonstrate the applicability of
the simple CLONALG algorithm: Rastrigin (1), Schaffer (2),
Multi-function (3) and Roots function (4).

f(x,y) = 10 xn + Z(xiz — 10 * cos(2mx;)) (1)

i=1

184



ICCGI 2012 : The Seventh International Multi-Conference on Computing in the Global Information Technology

—512<x<512i=12,..,n.

sin?({/x2 + y2 — 0.5)

(1+0.001(x2 +y2)) )

f(x,y) = 0.5 +

(x,y) € [-10,10]

f(x,y) = x * sin(4mx) — y * sin(4my + m) + 1 3)
(xy) €[-1,2]
f(Z) = m (4)

z€C, z=x+1y, xy)€[-2, 2]

IV. EXPERIMENTAL RESULTS

The different parameters of the algorithms used to
produce the experimental results are shown in Table 1. The
table shows a modest number of populations evolving
through a modest number of generations (iterations). Since
our aim is to demonstrate that the CLONALG algorithm
produces a good number of optima under ordinary
performance conditions, we have tried not to vary the
(default) parameters used in conventional test runs.

TABLE I. EXECUTION PARAMETERS OF ALGORITHMS
Parameter
Algorithm | Population | Total generations | Mutation
(N) (Ngen) Probability
PSO 40 200 -

GA 100 200 0.01
AIS (binary) 100 200 0.01
AIS (real) 100 200 0.01

The test results are plotted as 3D graphs (Figure 1 to
Figure 4). In our experiments, PSO is coded as real-valued,
while GA is coded as binary. However, in the case of the
CLONALG algorithm, binary as well as real-valued
algorithm is implemented. Both the implementations of
CLONALG find a good deal of the global and local optima
of the multi-modal test functions as explained below.

a) Rastrigin function: PSO and GA converge to a
single global optimum (shown as black dots) (Figure 1 a, b).
As to which optimum these algorithms converge to, depends
on the randomly generated initial populations. But the
binary as well as the real version of the CLONALG
algorithm locate at least one of the global maxima and a
couple of the local maxima (Figure 1 c, d).

b) Schaffer’s function: All the particles in PSO rapidly
converge to the central ridge of the function (Figure 2 a),
while the GA is spreadout onto a few global optima. Some
of the solutions are cearly sub-optimal. But the binary as
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well as the real version of the CLONALG algorithm locate
at least 2~3 central peaks of the function (Figure 2 c, d).

¢) Multi-function: PSO easily converges to the global
optimum (Figure 3 a), while the GA surrounds the global
optimum and is spreadout in the search space (Figure 3 b).

d) Roots function: PSO locates two of the six peaks
(Figure 4 a). On the other hand, GA locates just one of the
peaks and is rather spread out (Figure 4 b). Both the
versions of CLONALG successfully locate all the six peaks
of the Roots function (Figure 4 c, d). In all the experiments,
the simple CLONALG algorithm finds a number of global
and local optima without using the MMO techniques.

V. CONCLUSION

In spite of their inherent parallelism, Evolutionary
Algorithms are found to converge to a single global optimum
when they attempt to optimize multi-modal functions.
Extensive research has been done to design EAs to locate all
the global optima and as many local optima as possible.
However, the effort and the cost of designing such high-
caliber and computationally expensive EAs do not seem to
be justified, since the management cannot possibly refer to
all the global and the local optima in making important
managerial decisions. Knowledge of a handful of optima in
the multi-modal problem is sufficient to make quick and
speedy decisions. We demonstrated through a series of
multi-modal test functions that an implementation of the
simple CLONALG algorithm, without any special modi-
fication toward multi-modal optimization, meets this end.
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