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Foreword

The Seventh International Conference on Digital Telecommunications [ICDT 2012], held between
April 29th and May 4th, 2012 in Chamonix / Mont Blanc, France, continued a series of special events
focusing on telecommunications aspects in multimedia environments. The scope of the conference was
to focus on the lower layers of systems interaction and identify the technical challenges and the most
recent achievements.

High quality software is not an accident; it is constructed via a systematic plan that demands
familiarity with analytical techniques, architectural design methodologies, implementation polices, and
testing techniques. Software architecture plays an important role in the development of today’s
complex software systems. Furthermore, our ability to model and reason about the architectural
properties of a system built from existing components is of great concern to modern system developers.

Performance, scalability and suitability to specific domains raise the challenging efforts for
gathering special requirements, capture temporal constraints, and implement service-oriented
requirements. The complexity of the systems requires an early stage adoption of advanced paradigms
for adaptive and self-adaptive features.

Online monitoring applications, in which continuous queries operate in near real-time over rapid
and unbounded "streams" of data such as telephone call records, sensor readings, web usage logs,
network packet traces, are fundamentally different from traditional data management. The difference is
induced by the fact that in applications such as network monitoring, telecommunications data
management, manufacturing, sensor networks, and others, data takes the form of continuous data
streams rather than finite stored data sets. As a result, clients require long-running continuous queries
as opposed to one-time queries. These requirements lead to reconsider data management and
processing of complex and numerous continuous queries over data streams, as current database
systems and data processing methods are not suitable.

We take here the opportunity to warmly thank all the members of the ICDT 2012 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to ICDT 2012. We truly believe that, thanks
to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICDT 2012 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICDT 2012 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of digital
communications.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed their stay in the French Alps.
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Abstract— This paper describes a new model for accessing to 

local data for mobile subscribers. Our model uses Wi-Fi 

proximity ideas. In our concept, any exiting or even especially 

created Wi-Fi hot spot could be used as presence sensor that 

can open (discover) access for some user-generated content. In 

our approach we can discover hyper local data as info snippets 

that are valid (relevant) for mobile subscribers being at this 

moment nearby some Wi-Fi access point. And an appropriate 

mobile service (context-aware browser) can present that 

information to mobile subscribers. As the prospect use-cases 

we can mention for example news and deals delivery in malls, 

news feeds for office centers and campuses, Smart City 

projects, personal classifieds and real world games.  

Keywords-Wi-Fi; proximity; collaborative location; indoor 

positioning; context-aware computing. 

I.  INTRODUCTION  

In the work that first introduces the term ‘context-aware’, 
Schilit and Theimer [1] refer to context as location, identities 
of nearby people and objects, and changes to those objects. 
Other authors define context awareness as complementary 
element to location awareness. Whereas location may serve 
as a determinant for resident processes, context may be 
applied more flexibly with mobile computing with any 
moving entities, especially with bearers of smart 
communicators. Context awareness originated as a term from 
ubiquitous computing, or as so-called pervasive computing, 
which sought to deal with linking changes in the 
environment with computer systems, which are otherwise 
static.  

Modern applications adopt a context-aware perspective 
to manage:  

a) communication among users and among systems, or 
between the system and the user,  

b) situation-awareness, like modeling location and 
environment aspects (physical situation) or the current user 
activity (personal situation)  

c) knowledge chunks: determining the set of situation-
relevant information, services or behaviors [2]. 

In our article, we are dealing with context-aware 
knowledge chunks. Let us start with the base element – 
location. 

There are many different approaches for getting location 
info for mobile subscribes. In general, it could be pretty 

standard nowadays (GPS, cell-id, assisted GPS [3]), but 
everything is getting more complicated as soon as we need 
indoor positioning. Due to the signal attenuation caused by 
construction materials, the Global Positioning System (GPS) 
loses significant accuracy indoors. Instead of satellites, an 
indoor positioning system (IPS) relies on nearby anchors 
(nodes with a known position), which either actively locate 
tags or provide environmental context for devices to sense. 
The localized nature of an IPS has resulted in design 
fragmentation, with systems making use of various optical, 
radio, or even acoustic technologies [4]. 

Nowadays, a great number of technologies are being used 
for indoor localization, such as Wi-Fi, RFID etc. However, 
all of them require the utilization of their own API with their 
own protocols. This can be a big challenge for developing 
heterogeneous scenarios where different localization systems 
have to be used for a location service. 

One of the most used approaches to indoor location is 
Wi-Fi based positioning.  A standard Wi-Fi based 
positioning system, such as the one offered by Ekahau [4] is 
completely software-based and utilizes existing Wi-Fi access 
points installed in a facility and radio cards already present in 
the user devices. Companies could deploy also Wi-Fi based 
radio tags that use industry standard components that adhere 
to the 802.11 standards. This approach allows for the use of 
commercial off-the-shelf hardware and drivers to produce a 
standards-based radio tag that can communicate bi-
directionally over the 802.11 networks. 

Thus, a standard Wi-Fi based positioning system can 
realize any type of location-aware application that involves 
PDAs, laptops, bar code scanners, voice-over-IP phones and 
other 802.11 enabled devices. For embedded solutions, there 
is no need for the client to include a specialized tag, 
transmitter, or receiver. 

Because of the entire use of standards-based hardware, 
such as 802.11b, 802.11g, and 802.11a, a standard Wi-Fi 
based solution rides the installed based and economies of 
scale of the networks and end user devices that are 
proliferating today. Without the need for additional 
hardware, a company can install the system much faster and 
significantly reduce initial and long-term support costs. A 
common infrastructure supports both the data network and 
the positioning system, something companies strive for. The 
positioning system works wherever there is Wi-Fi coverage. 

1Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-193-9
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In addition to cost savings in hardware, a standards Wi-Fi 
based positioning system significantly reduces the potential 
for RF interference.  The total Wi-Fi positioning system 
shares the same network along with other network clients, so 
there is no additional installation of a separate wireless 
networks (as RFID requires) that may cause RF interference 
with the existing wireless network [5]. The cited article 
shows that any commodity 802.11’s equipment is 
surprisingly vulnerable to certain patterns of weak or narrow-
band interference. This enables to disrupt a link with an 
interfering signal whose power is 1000 times weaker than the 
victim's 802.11 signals, or to shut down multiple access 
points, multiple channel managed network at a location with 
a single radio interferer. 

Wi-Fi location positioning is based on a grid of Wi-Fi 
hotspots providing, in general, 20–30 meters location 
accuracy.  For more accuracy, there needs to be more access 
points. There are many articles devoted to Wi-Fi positioning. 
For example, we can combine a reference point-based 
approach with a trilateration-based one etc. Several layers of 
refinement are offered based on the knowledge of the 
topology and devices deployed. The more data are known, 
the better adapted to its area the positioning system can be 
[6]. 

Lets us mention also one more interesting approach: 
collaborative location (CL). And the most interesting 
approach for our future development is Collaborative 
Location-sensing. Cooperative Location-sensing system 
(CLS) is an adaptive location-sensing system that enables 
devices to estimate their position in a self-organizing manner 
without the need for an extensive infrastructure or training. 

Simply saying, hosts cooperate and share positioning 
information. CLS uses a grid representation that allows an 
easy incorporation of external information to improve the 
accuracy of the position estimation. [7] 

The motivation for CL and CLS is very transparent. In 
many situations, due to environmental, cost, maintenance, 
and other obstacles, the deployment of a dense infrastructure 
for location sensing is not feasible. It is exactly what we 
wrote about infrastructure-less system.  In CLS, hosts 
estimate their distance from their neighboring peers. This can 
take place with any distance estimation method available 
(e.g., using signal strength). They can refine their estimations 
iteratively as they incorporate new positioning information. 

Another are that is interesting for our approach is 
dynamic location based services. For example, AROUND 
[8] architecture is proposed as an approach for supporting 
location-based services in the Internet environment. 
AROUND provides a service location infrastructure that 
allows applications to select services that are specifically 
associated with their current location. The architecture 
includes a flexible scope model that defines the association 
between services and location, and a service location 
infrastructure organized by spatial criteria and optimized for 
location-based queries. 

At this point, we are ready to make the last proposition 
before switching to the SpotEx model. Of course, the 
acronym LBS (Location Based Systems) contains the word 
“location”. But, do we really need the location for the most 

of the services? As seems to us, the final goal (at least for the 
majority of services) is to get data related to the location, 
rather than location itself. Location in the classical form 
(latitude, longitude) here is just an intermediate result we can 
use as key for some requests for obtaining data (our final 
goal). So, why do not request data directly if we can estimate 
location? 

II. SPOTEX 

What if we stop our traditional indoor positioning 
schema on the first stage: detection of Wi-Fi networks?  This 
detection actually already provides some information about 
the location – just due to local nature of Wi-Fi network. And 
as the second step we add the ability to describe some rules 
(if-then operators, or productions) related to the Wi-Fi access 
points. Our rules will simply use the fact that the particularly 
Wi-Fi network is detected.  And based on this conclusion we 
will open (read – make them visible) some user-defined 
messages to mobile terminals.  Actually it is a typical 
example for the context aware computing. The visibility for 
user-defined text (content) depends on the network context. 

The first time this service SpotEx (Spot Expert [9] 
developed by Dmitry Namiot) was described by the authors 
in article published in NGMAST-2011 proceedings [10].  
This paper describes the next development in this approach 
as well as outlines the nearest plans. 

Obviously, our SpotEx model is based on the ideas of 
Wi-Fi proximity. Wi-Fi host spots work here as presence 
sensors. But we are not going to connect mobile users to the 
detected networks and our suggestion does not touch security 
issues. We need only SSID for networks and any other 
public information. 

 
So, our service contains the following components: 
- database (store) with productions (rules) associated with 

Wi-Fi networks 
- rule editor.  Web application (including mobile web) 

that lets users add (edit) rule-set, associated with some Wi-Fi 
network 

- mobile applications, that can detect Wi-Fi networks, 
check the current conditions against the database and execute 
productions 

 
How does it work? We can take any exiting Wi-Fi 

network (or networks especially created for this service – the 
most interesting case, see below) and add some rules 
(messages) to that network. Message here is just some text 
that should be delivered to the end-user’s mobile terminal as 
soon as the above-mentioned network is getting detected via 
our mobile application. The word “delivered” here is a 
synonym for “available for reading/downloading”. 

The possible use cases, including commercial 
deployment are obvious. Some shop can deliver 
deals/discount/coupons right to mobile terminals as soon as 
the user is near some predefined point of sale. We can 
describe this feature as “automatic check-in” for example. 
Rather than directly (manually or via some API) set own 
presence at some place (e.g., similar to Foursquare, 
Facebook Places, etc.) and get deals info, with SpotEx 

2Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-193-9
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mobile subscriber can pickup deals automatically. Campus 
admin can deliver news and special announces, hyper local 
news in Smart City projects could be tight (linked) to the 
public available networks and delivered via that channel etc.  

Especially, we would like to point attention to the most 
interesting (by our opinion, of course) use case: Wi-Fi hot 
spot being opened right on the mobile phone.  Most of the 
modern smart phones let you open Wi-Fi hot spots.  We can 
associate our rules to such hot spot (hot spots) and so our 
messages (data snippets) become linked to the phones. 
Actually, we are getting dynamic LBS here: phone itself 
could be moved and so, the available data will be de-facto 
moved too. 

 

 
 

Figure 1.  Wi-Fi host spot on Android 

This use case is probably the most transparent 
demonstration of SpotEx model. We can open “base” 
network right on the mobile phone, attach (“stick”) rules for 
the content to that network and it is all do we need for 
creating a new information channel. There is no 
infrastructure except the smart phone and we do not need a 
grid of devices as per CLS models.  

Note again that this approach does not touch security and 
connectivity issues. You do not need to connect mobile 
subscribers to your hot spot. SpotEx is all about using hot 
spot attributes for triggers that can discover the content. The 
term Wi-Fi proximity is used sometimes in connection with 
Wi-Fi marketing and mean on practice just setting a special 
splash screen for hot spot that can show some 
advertising/branded messages for users during the 
connection to that hot-spot. Unlike this SpotEx threats Wi-Fi 
hot spots just as sensors. 

 
How our productions data store (base of rules) looks 

like? Each rule looks like a production (if-then operator). 
The conditional part includes the following objects: 

 
Wi-Fi network SSID,  
signal strength (optionally),  
time of the day (optionally), 
client ID (see below).  
 
In other words it is a set of operators like: 
 
IF network_SSID IS ‘mycafe’ AND time is 1pm – 2pm 

THEN { present the coupon for lunch } 
 
Because our rules form the standard production rule 

based system, we can use old and well know algorithm like 
Rete [11] for the processing. A Rete-based expert system 
builds a network of nodes, where each node (except the root) 
corresponds to a pattern occurring in the left-hand-side (the 
condition part) of a rule. The path from the root node to a 
leaf node defines a complete rule’s left-hand-side. Each node 
has a memory of facts, which satisfy that pattern. This 
structure presents essentially a generalized tree. As new facts 
are asserted or modified, they propagate along the network, 
causing nodes to be annotated when that fact matches that 
pattern. When a fact or combination of facts causes all of the 
patterns for a given rule to be satisfied, a leaf node is 
reached, and the corresponding rule is triggered [12].  

The current implementation for mobile client based on 
Android OS.  This application uses WiFiManager from 
Android SDK - the primary API for managing all aspects of 
Wi-Fi connectivity. This API let us pickup the following 
information about nearby networks:  

 
SSID - the network name. 
BSSID - the address of the access point. 
capabilities - describes the authentication, key 

management, and encryption schemes supported by the 
access point. 

frequency - the frequency in MHz of the channel over 
which the client is communicating with the access point. 

level - the detected signal level in dBm. 
 
So, actually all the above-mentioned elements could be 

used in our productions. And now we can prepare rules like 
this: 

 
IF network_SSID IS ‘mycafe’ AND level > -60db AND 

time is 1pm – 2pm AND network_SSID ‘myStore’ is not 
visible THEN {present the deals for dinner} 

 
Block {present the deals for dinner} is some data 

(information) snippet presented in the rule. Each snippet has 
got a title (text) and some HTML content (it could be simply 
a link to external site for example). Snippets are presenting 
coupons/discounts info for malls, news data for campuses 
etc.  

Technically any snipped could be presented as a link to 
some external web site/mobile portal or as a mobile web 
page created automatically by the rule editor included into 
SpotEx. Rule editor works in both desktop and mobile web. 
So, once again, just having an ordinary smart phone is 
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enough for creating (opening) information channel for 
delivering hyper-local news data. 

In case of presenting our data as links to some existing 
mobile sites (portals) SpotEx works as some universal 
discovery tool. De facto, it lets mobile subscribers to be 
aware about context-relevant web resources. Owners for the 
web resources can describe own sites via rules rather then 
present for them individual QR-codes or NFC-tags for 
example. 

In case of describing some content right in the SpotEx 
the whole system works in this part as a content management 
system. SpotEx rule editor creates mobile web page for the 
each provided data snippet and hosts that page on the own 
server. It means by the way, that for presenting our data we 
can use any resources that could be presented on HTML 
pages. In particularly, any multimedia content is also 
supported. 

SpotEx mobile application, being executed, creates 
dynamic HTML page from titles (according to rules that are 
relevant in the given context) and presents that mobile web 
page to the user. It works just as a classical rule based expert 
system: matches exiting rules against the exiting context and 
makes the conclusions. Existing content here is a description 
for “Wi-Fi environment”: list of hot spots with attributes. 
And conclusion here is a list of titles that can be presented as 
a dynamically created mobile web page. On that page each 
discovered title could be presented as a hyperlink that points 
to the appropriate data snipped. Any click on the interested 
title opens the snippet (shows or discovers data to mobile 
user).  

So, for the mobile users, the whole process looks like 
browsing, where their browser becomes aware about hyper-
local content.  It is a typical example of context-aware 
retrieval. Context-aware retrieval can be described as an 
extension of classical information retrieval that incorporates 
the contextual information into the retrieval process, with the 
aim of delivering information relevant to the users within 
their current context [13]. 

The context-aware retrieval model includes the following 
elements: 

 
• a collection of discrete documents; 
• a set of user's retrieval needs, captured in a query; 
• a retrieval task, to deliver the documents that best match 

the current query, rated on the basis of a relevance measure; 
• the user's context, used both in the query formulation 

and associated with the documents that are candidates for 
retrieval. 

 
It is obviously, that all the above-mentioned tasks are 

components of SpotEx. 
 
As per other functionality of our context-aware browser 

we can highlight the following notes. At the first hand, we 
can note that it is the “pull model”, versus the “push model” 
that proposed by Bluetooth marketing for example. And it 
could be more convenient (more safe) for the users – there 
are no automatically downloaded files/messages etc.  But in 
the same time nothing prevents us from updating that 

dynamic web page automatically (e.g., by the timer) and 
simulating “pull model” in the user-safety mode. 

At the second hand, we can note that because it is 
browsing, the whole process is anonymous. Indeed, there is 
no sign-in in the SpotEx. Of course, any data snippet may 
lead to some business web site/portal, where that site may 
ask about login, etc., but the SpotEx itself is anonymous. 
Unlike social networks like Foursquare you do not need to 
disclose your identity just for looking mall’s deals for 
example. 

But in the same time we still can collect some 
meaningful statistics in SpotEx. Because the model requires 
Wi-Fi to be switched on, we have automatically unique ID 
for the each client. It is MAC-address. It is actually global 
UUID. So, where we have not login info for our clients, we 
still can distinguish them. It let us detect for example, the 
same person, who did that already twice during the last 
week, opens that the particular data snipped.  

Because mobile users in SpotEx model actually work 
with web pages, we can use pretty standard methods for web 
server log analysis for discovering user’s activities.  

A statistical analysis of the server log may be used to 
examine traffic patterns by time of day, day of week etc. So, 
we can detect frequent visitors, usage patterns, etc. And even 
more – we can use that information in our rules. E.g., some 
mall may offer special things for frequent visitors, etc. Data 
from real time analytics for our info snippets could be used 
in conditional parts of our rules. 

The next stage of development targets the simplicity of 
preparing data for SpotEx model. What if instead of the 
separate database with rules (as it is described above) we add 
the ability to provide a special markup for existing HTML 
files? 

So, rather than writing separate if-then rules we can 
describe our rules right in HTML code. Technically, we can 
add for example HTML div blocks with attributes that 
describe our rules (their conditions).  Now, using some 
JavaScript code we can loop over such div blocks and simply 
hide non-relevant from them. For doing that we need to 
make sure that our JavaScript code is aware about the current 
context.  We can achieve that via a special light 
implementation of local web server.  This web server, being 
hosted right on the mobile phone (on the Android in our 
case) responds actually only to one type of requests. It 
returns the current context (Wi-Fi networks) in JSON 
(JSONP) format.  

Why do we need a web server? It lets us stay in the web 
domain only. There is a simple and clear instruction for web 
masters: 

 
- add SpotEx script to your page 
 
<script type = ”text/javascript” src = 

http://localhost:8080/spotex.js> </script> 
 
- describe your info snippets as div blocks: 
<div rel=”spotex” net=”WiFi_SSID” levelMin=”” 

levelMax=””> 
 Your HTML code 
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</div> 
 
Our “old” rules could be presented via collection of 

attributes. 
 
In this case, JavaScript code loaded from local server will 

be able to proceed all the div blocks related to SpotEx, and 
set visibility attributes depending on the context.  

Such simple trick let us make any existing HTML page 
“Wi-Fi context aware”. Note that if our script is not 
available, the page will work as a “standard” HTML page. 

 
There is also a “side” effect for SpotEx application – 

WiFiChat service [14]. This mobile application uses the 
principles described in this article and offers communication 
tools (web chat and discussions groups) for mobile users 
nearby the same Wi-Fi access point. Think about it as 
“SpotEx with predefined content”. The typical use case – we 
have Wi-Fi network in the train and this application 
automatically provides the discussions forum for the 
passengers. Or, keeping in mind that the “base” Wi-Fi 
network for this service could be opened right on the phone, 
this application can present personal forum (classified for 
example) as well as web chat for phone owner. This Android 
application is actually a wrapper for web mashup that 
combines HTML5 web chat engine and cloud based forums 
from Disqus: 

 

 
 

Figure 2.  Wi-Fi Chat application 

It is the typical tool for the ad-hoc communications on 
the go. 

III. THE FUTURE DEVELOPMENT 

 
Here, we see several almost obvious steps. At the first 

hand, it is open API. In the current implementation SpotEx 

front-end actually obtains data in JSON (JSONP) format 
from our server-side database.  

As soon as API is going live, the next step is almost 
mandatory. It should be something that will simplify the 
development. The good candidates here are web intents [15] 
Web Intents is a framework for client-side service discovery 
and inter-application communication. Services register their 
intention to be able to handle an action on the user's behalf. 
Applications request to start an action of a certain verb (for 
example share, edit, view, pick, etc.) and the system will find 
the appropriate services for the user to use based on the 
user's preference. It is the basic.  

Intents play the very important role in Android 
Architecture. Three of the four basic OS component types - 
activities, services, and broadcast receivers - are activated by 
an asynchronous message called as intent.  

Intents bind individual components to each other at 
runtime (you can think of them as the messengers that 
request an action from other components), whether the 
component belongs to your application or another. 

Created intent defines a message to activate either a 
specific component or a specific type of component - an 
intent can be either explicit or implicit, respectively. 

For activities and services, an intent defines the action to 
perform (for example, to "view" or "send" something) and 
may specify the URI of the data to act on (among other 
things that the component being started might need to know). 
For example, our intent might convey a request for an 
activity to show an image or to open a web page. In some 
cases, you can start an activity to receive a result, in which 
case, the activity also returns the result in an Intent (for 
example, we can issue an intent to let the user pick a list of 
nearby images and have it returned to us  - the return intent 
includes data in some format) 

Going to our context aware browsing it means that our 
mobile devices will be able to present local data without low-
level programming. 

Web Intents puts the user in control of service 
integrations and makes the developers life simple.  

Here is the modified example for web intents integration 
for the hypothetical web intents example: 

 
1. Register some intent upon loading our HTML 

document 
document.addEventListener("DOMContentLoaded", 

function() { 
      var regBtn = document.getElementById("register"); 
      regBtn.addEventListener("click", function() { 
window.navigator.register("http://webintents.org/spotex", 

undefined);  
      }, false); 
       
2. Start intent’s activity and pass it extra data (context 

info) 
      var startButton = 

document.getElementById("startActivity"); 
      startButton.addEventListener("click", function() { 
        var intent = new Intent(); 
        intent.action = "http://webintents.org/spotex"; 
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        intent.putExtra("WiFi_List", List_Of_Networks); 
          window.navigator.startActivity(intent); 
      }, false); 
 
3. Get local info snippets (note – in JSON rather than 

XML) and display them in our application 
 
      window.navigator.onActivity = function(data) { 
        var output = document.getElementById("output"); 
        output.textContent = JSON.stringify(data); 
      }; 
    }, false); 
 
Obviously, that it is much shorter than the long sequence 

of individual calls as per any Open API.  
The key point here is onActivity callback that returns 

JSON formatted data. Additionally, web intents based 
approach is asynchronous by its nature, so, we do not need to 
organize asynchronous calls by our own. 

Also, we are planning to add Bluetooth measurements 
too. But, by our vision, we should avoid the typical 
Bluetooth usage cases and does not use push proxy as per 
classical Bluetooth marketing. We think that the end users do 
at least not welcome push approach and it is the source of 
problems with Bluetooth proximity. Vice versa, in SpotEx 
Bluetooth nodes will be used the same manner we are using 
Wi-Fi access points – as presence triggers. In other words, 
we will add the ability to describe rules for Bluetooth nodes 
too. 

SpotEx approach could be extended also towards 
accumulating some ideas from the collaborative locations. 
We can add trilateration terms (conditions) to our rules, but 
present them in terms of fuzzy logic (close than, relatively 
close, etc.). It helps us incorporate grid data in case of many 
devices without any infrastructure preparation. 

The next area we are going to pay attention to is Wi-Fi 
Direct specification. Wi-Fi Direct devices can connect 
directly to one another without access to a traditional 
network, so mobile phones, cameras, printers, PCs, and 
gaming devices can connect to each other directly to transfer 
content and share applications anytime and anywhere. 
Devices can make a one-to-one connection, or a group of 
several devices can connect simultaneously. They can 
connect for a single exchange, or they can retain the memory 
of the connection and link together each time they are in 
proximity [16].  

As per Wi-Fi Direct spec a single Wi-Fi Direct device 
could be in charge of  the Group, including controlling which 
devices are allowed to join and when the Group is started.  
All Wi-Fi Direct devices must be capable of being in charge 
of a Group, and must be able to negotiate which device 
adopts this role when forming a Group with another Wi-Fi 
Direct device. The device that forms the Group will provide 
the above described dynamically assembled web page with 
discovered services. It is how SpotEx could be extended to 
Wi-Fi Direct.  

IV. CONCLUSION 

This paper describes a new context-aware browsing 
model for mobile users developed on the ideas of Wi-Fi 
proximity. Service can use existing as well as the especially 
created (described) Wi-Fi networks as presence triggers for 
discovering user-defined content right to mobile subscribers.  

The proposed approach is completely software based. It 
is probably its biggest advantage. For using SpotEx you need 
nothing except the smart phone. So, there are no prior 
investments in the hardware.  Also this approach supports 
ad-hoc solutions and does not require the upfront space 
preparations.  

This service could be used for delivering commercial 
information (deals, discounts, coupons) in malls, hyper-local 
news data, data discovery in Smart City projects, personal 
news, etc.  
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Abstract — The main input of this paper is to examine a 
solution for acquiring data from beyond Event Horizon in an 
area of interest while operating in low-level operations in a 
given battlespace. As the pace of modern warfare increases, so 
does the necessity for maintaining accurately and timely 
updated Situational Awareness as well. Especially in tactical 
operations, the need for relevant reconnaissance data is critical 
in fostering effective decision making, and in this data 
collecting and analyzing process sensors capable of being 
deployable above an enemy territory play an important role. 
Versatile military operations in the modern battlespace strive 
for real-time information about enemy actions. Sensors 
capable of detecting seismic, acoustic and magnetic phenomena 
can be deployed to hostile areas with the assistance of mortars 
and howitzers. This paper describes basic principles 
concerning Sensor Element Munitions (SEMs) and discusses 
utilizing Sensor Elements (SEs) capable of sensing motion, 
magnetic, infrared and electro-optical phenomena and 
transmitting the accrued data to command posts in real-time to 
offer data and tools for rapid decision making to facilitate 
mission success. Rapidly deployable airborne SEMs represent 
versatile tools for low-level battalion and company operations.  

Keywords - Situational Awareness (SA); Common 
Operational Picture (COP); Sensors; Sensor Element Munitions 
(SEMs); Sensor Elements (SEs). 

I. INTRODUCTION AND DEFINITIONS 

 This paper introduces a method for accruing data for 
military troops operating in tactical level in a battlespace, 
namely, Sensor Element Munitions (SEMs) with encased 
Sensor Elements (SEs) . The objective of the introduced idea 
is to foster the means and technologies which increase the 
possibilities to facilitate collecting data for an improved 
Common Operational Picture (COP) utilizable in tactical 
operations. This rapidly deployable reconnaissance element, 
SEMs, is introduced as a tool for a comprehensive approach 
to perimeter control and intelligence, surveillance and data 
gathering in tactical level operations. This paper discusses 
how to utilize SEMs in military operations carried out in 
versatile battlespaces. Finally, the significance of the concept 
of Situational Awareness (SA) beyond the Event Horizon is 
discussed in relation to mission success in tactical level 
operations.  

This paper tackles the following three research questions: 
1) How to allow rapid collecting of data beyond the event 
horizon necessary for tactical troops with the assistance of 

Sensor Element Munitions? 2) What is the composition of 
SEMs? And lastly, 3) How to forward these gathered data to 
the given troops rapidly and reliably? 

In particular in low-level operations, namely, those of a 
company and battalion, military commanders must be able to 
maintain an optimal COP facilitated by an equally optimal 
overall SA. Some of the practical data gathering means 
enabling fulfilling these data requirements involve issues 
such as Blue Force Tracking (BFT), Target Identification 
(TID) and Combat Identification (CID) as discussed in [1]. 
The term CID can be defined as a process of attaining an 
accurate and timely characterization of detected objects in 
the joint battle space to the extent that high confidence, 
timely application of military options and weapon resources 
can occur [2]. The collected data can thus be forwarded by 
using available existing network systems to a given entity. A 
definition for SA applicable is verbalized in the Army Field 
Manual 1-02 (September 2004): “Knowledge and 
understanding of the current situation which promotes 
timely, relevant and accurate assessment of friendly, 
competitive and other operations within the battle space in 
order to facilitate decision making. An informational 
perspective and skill that fosters an ability to determine 
quickly the context and relevance of events that is 
unfolding.” Now, to improve SA to ensure mission success, 
tools and concepts applied in Net Centric Warfare (NCW) 
environments can be utilized. The end-state aims at merging 
the data collected from a finite array of sensors and sources. 
SA comprises three levels: 1) perception, 2) comprehension 
and 3) projection [3]. Operationally, SA, or lack of it, 
remains a key factor in military operations and intelligence 
capabilities [3], [4]. SA is linked to Dismounted Battle 
Command System (DBCS) [5] and to Blue Force Tracking.  

For the purposes of this paper, the term Event Horizon is 
used to denote the level which transcends the level of 
traditional reconnaissance capabilities of low-level military 
commanders. This is, commanders in battalion and company 
levels in militaries of small countries lack the capability of 
exploiting reconnaissance tools, such as Unmanned Aerial 
Vehicles (UAVs) and satellite services. Therefore, it is 
essential to introduce quickly deployable means to gather 
intelligence data, the means and tools that do not require 
procuring new types of weapons or materiel to overburden 
the organization in question. 

Data beyond the Event Horizon refers to data collected 
beyond the visual horizon. In case of troops and operations 
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concerning the battalion and lower levels, this collecting of 
data beyond the visual horizon is impossible because of the 
lacking reconnaissance tools described above. The pace of 
warfare is hectic in these low-level operations with multiple 
encounters in a tight time-frame. Thus more precise data are 
required for improved SA to ensure effective and timely 
decision making. This involves accounting for the 
phenomena taking place in the electromagnetic spectrum 
based on these observations and, moreover, the accrued data 
have to be in operational use in a matter of minutes. 
Indications of shots, explosions and acoustic and visual 
signatures of vehicles and their locations and actions are 
needed to create a Common Operational Picture (COP). 

Typically, a COP comprises three types of modules: 1) 
information gathering sources that observe events and report 
information to the command and control module, 2) a 
command and control module that makes decisions based on 
both information received directly from its information 
gathering sources and information reported by other peers, 
and 3) display units at the emergency location that receive 
instructions from the command and control module [4].  

The core capability in an optimal SA is a COP that 
fosters effective decision making, rapid staff actions, and 
appropriate mission execution [4]. The COP is employed to 
collect, share and display multi-dimensional information to 
facilitate collaborative planning and responding to security 
incidents. 

This paper discusses recent research in regard to 
possibilities for increasing SA to ensure mission success in 
low-level military operations in battlespace. The remaining 
of the paper is arranged as follows: Section II introduces 
related work, Section III describes the composition and 
characteristics of SEMs and their utilization, Section IV 
explains the characteristics of SEMs together with the 
communication process, Section V concentrates on the 
targeting process, Section VI deals with the possibilities to 
analyze the collected data with Section VIII concluding the 
paper. 

II. RELATED WORK 

This paper is linked to three major areas researched by 
armed forces. Firstly, the key issue concerning military 
troops is their efficiency, which can be gained via an 
improved operational setting involving optimal SA, BFT and 
Command, Control, Computers, Communication, 
Information and Intelligence, (C4I2) [6]. Secondly, efficiency 
in military operations asks for optimized target identification, 
gained via utilizing the electro magnetic spectrum [7]. 
Thirdly, performance in low-level operations is currently 
being extensively examined, especially in conscript-based 
armed forces  

In low-level operations, only minimal time is allocated 
for gaining SA data or waiting for orders. Systems applied in 
this level have to be simple, easy to use, and rapidly 
deployable. An example of this type of an operation is a 
dismounted company attack, where the structure of an attack 
process can be seen as a chain of planned events. This 
process requires particular services, which can be allocated 
to the requester of a service only if the service is available 

and within reach. The overall process of a company attack is 
explained in Figure 1. 

 

 
Figure 1.  Company attack as a process. 

Secondly, as militaries search for effective, rapid and 
reliable means to collect and analyze SA data in the 
battlespace, the realm of Wireless Sensor Networks (WSNs) 
[8] is relevant. As noted, WSN can be quickly-deployed, 
suitable for unattended monitoring and unnoticeable, 
representing an ideal choice for military applications [8]. For 
this particular purpose, remote, ground-based electronic 
sensors, used to collect intelligence on enemy movements 
and manoeuvres have been available for decades [9]. Yet, the 
reconnaissance and beneficial utilization of various types of 
sensors and sensor networks continue to be applicable. By 
adopting suitable sensors for appropriate platforms, the 
critical data can be gathered from the battlespace early 
enough to foster executing versatile military operations. 
Improved SA remains a key issue for small units operating in 
versatile military operations in a given battlespace and thus 
new and rapid means to collect data continue to remain 
necessary. For instance, the Finnish Defence Forces is 
developing its own sensors for improved skills in 
surveillance and intrusion detection systems to replace the 
anti-personnel land mines. 

Obviously, all armed forces look for enhancing the 
performance and agility of their troops. This paper discusses 
a solution, the Sensor Element Munitions (SEMs) that can be 
produced by utilizing existing COTS-technology. The 
sensing elements of SEMs represent inexpensive, rapidly 
deployable means and draw from COTS-products to 
facilitate data accruing behind the event horizon. 

III.  THE SET-UP AND UTILIZATION OF SENSOR ELEMENT 

MUNITIONS 

The data collecting and reconnaissance carried out by 
means of SEMs take after the standard High Explosive 
ammunition used in mortars and howitzers. The main 
difference is in the payload, in which the explosive charge 
has been replaced with a parachuted Sensor Element (SE). 
This SE is strong enough to withstand the forces of 
acceleration of a regular munition. The munition is delivered 
to a hostile area with similar procedures as standard High 
Explosive munition. The SE acting as a payload will be 
exhausted from the ammunition shell while airborne. 

Structurally, the SE comprises a power source, an array 
of sensors, a transmitting unit and a relay-unit. The SE can 
act simultaneously in two roles: in accruing data and in a 
relaying role between two SEs. The SE does not receive 
data, but only transmits the data gathered, including GPS-
data of its own position. The SE comprises sensors such as a 
visual sensor applicable to monitor targets both in daylight 
and low-light conditions as well as in the darkness. The 
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central sensor is forward-looking infrared (FLIR) which is an 
important sensor for its advantages in night vision in 
securing military camps, reassuring soldier security, and 
detecting suspected terror activities in the battlespace [10]. 

The SE carries an image intensifier element and low-light 
sensors. It also features shortwave infrared (SWIR) and 
longwave infrared (LWIR). In addition, the SE includes 
detection elements for sensing acoustic, seismic and 
magnetic interference. Moreover, the sensor package features 
detection elements capable of detecting infrared and the 
movement of an individual and a wheeled or tracked vehicle. 

Once the SE has been ejected out of the munition, it 
immediately starts to gather and transmit information from 
its area to own troops in an Ultra-Wideband using the 
frequency of 2,4 GHz for securing the transmission QoS. 
Another suitable method for transmitting the data is 
Worldwide Interoperability for Microwave Access 
(WiMAX), which is based on IEEE 802.16 standard utilizing 
frequencies of 4,4 -5,0 GHz. 

The WiMAX standard 802.16d is applicable for slowly 
moving users whereas 802.16e is tailored for mobile users 
[11] and therefore we concentrate on Portable (Mobile) 
WiMAX, 802.16e, the channel sizes of which are 5 MHz, 
8.75 MHz and 10 MHz. The usable WiMAX, 802.16e is 
based on orthogonal frequency division multiplexing 
(OFDM), orthogonal frequency division multiple access 
(OFDMA) [12]. In short, WiMAX combines OFDMA, an 
advanced multiple-input multiple-output (MIMO) as well as 
beamforming (BF) features [13]. These features together 
offer flexible bandwidth and fast link adaptation, creating a 
highly efficient air interface exceeding the capacity of 
existing 3G radio access networks [13]. These systems are 
suitable for military surveillance applications. 

In low-level operations in the battlespace, data collecting 
can be facilitated by SEMs. The shell of SEMs can be 
manufactured of either steel, composite, or heat-treated 
plastics. SEMs can be deployed to a target area either by a 
howitzer or a mortar. In what follows, we take a closer look 
at SEMs and examine the processes of munition deployment, 
data collecting and data distribution. 

Firstly, the ammunition shell of SEMs can be 
manufactured of various materials. One of these is 
composite, originally tailored for ballistic protection. The 
benefits of this material are its strength and suitability for 
munition core material in that it is lighter than steel and 
easily forged into the desired shape and structure. When 
munition is lighter, the payload can be heavier, if desired. 
Light-weight munition can be deployed further behind 
enemy lines by using the same charge as in steel munition. 
Moreover, composite represents a material, which can be 
surfaced with materials capable of absorbing radar beams, 
making the SEM less visible in enemy counter-artillery 
radars. This means that SEMs and the SEs are invisible on 
the screens of an adversary’s counter-artillery radars while 
SEMs are being deployed to enemy territory by air. 
Furthermore, as the SE is made of composite, when it hovers 
in the air above an adversary, the SE manufactured of 
composite is less visible compared to an SE made of 
traditional steel. In short, an adversary receives no early 

warning of the incoming munition and is unlikely to be 
capable of locating either the positions of an artillery weapon 
or the howering elements early enough. Therefore, it is 
highly unlikely that any counter measures be executed for 
there are no indications of any oncoming actions whatsoever. 
Figure 2 illustrates the structures of various types of SEMs 
with the encased SEs. 

 

 
Figure 2.  Structures of Sensor Element Munitions: An artillery SEM 

(left), a mortar SEM (right). Artillery and mortar shells can be 
manufactured of various materials. Composite-manufactured Sensor 
Elements (SEs) are packed inside the munitions together with their 

parachutes. 

Secondly, the tactical use of the SEM-based 
reconnaissance system is as follows: 1) When 
reconnaissance data beyond the Event Horizon are needed, a 
commander issues the order to deploy the munition to the 
target area, 2) mortars or/and howitzers perform the tasks to 
the designated areas, 3) the SE transmits the data to own 
receivers, 4) resulting improved SA is utilized in 
commanding troops and shooters to the designated areas or 
targets to maximize the performance of own troops (and gain 
the initiative). If more data are wanted, the described phase 
two can be repeated and more data can be gathered. This 
process is explained in Figure 3. 

 

 
Figure 3.  On deploying an SE above an enemy territory: 1) Fire Support 
Order is issued, 2) the SEM is airborne, 3) the SEM opens and ejects the 

SE, 4) the SE starts to transmit gathered data from the enemy territory and 
targets. 

Once the critical data have been collected they have to be 
quickly analyzed to be used for evaluating different Courses 
of Action (COAs). Success depends on an accurate mission 
analysis and a timely evaluation process of the accrued data. 
Improved SA results in optimal time for mission execution 
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and simultaneous minimizing of casualties, which increases 
efficiency and leads to minimum recovery times improving 
the overall efficiency and performance capabilities of the 
troops utilized. 

Once commanders have access to more current 
reconnaissance data for mission execution, they are able to 
analyze different COAs and calculate the pros and cons to 
evaluate the best possible method to operate in any scenario 
prevailing. As explained in Figure 4, military commanders 
have by default value at least two different options for 
executing the mission in question. Having completed 
Military Decision Making Process (MDMP), the most 
effective operation can be executed to maximize the 
performance of the designated troops. In the described 
scenario below, the commander focuses the performance on 
incapacitating the Command Post (CP), the alternative 
number 2, instead of attacking against the armored enemy. 

 

 
  

Figure 4.  Possibilities of COAs. 

Figure 5 explains the basic process of data gathering 
beyond the Event Horizon, especially in operations suitable 
for low-level troops. The deployed and hovering sensor 
element acts like loitering munition, sensing and measuring 
the prevailing electromagnetic spectrum, collecting and 
transmitting data to the receiver-station. An antenna can be 
installed both in a fighting vehicle and on the ground, 
depending on the prevailing combat-situation.  

 

 
Figure 5.  The data gathering process for improved SA beyond the 

Event Horizon and the transmitting of these data to own troops. 

Time itself is a critical resource in this type of 
reconnaissance process. In order to avoid wasting time, the 
signals and data must be transmitted reliably from the SE to 
the receiver-station. For this purpose, the SE utilizes smart 
antenna technology meaning that antenna transmission and 

propagation pattern can be optimized for the optimal 
outcome. The accrued data can be transmitted reliably to the 
receiver, and because of the clear Line-Of-Sight (LOS), there 
is only a limited number of obstacles or attenuation 
disturbing the coded transmission process from the sensor to 
the receiver-station. This method is described in Figure 6.  

 

Figure 6.  A method for transmitting the accrued data to the 
commanded troops to ensure successful operations. 

IV. ON AIRBORNE SENSORS, SEMS AND 

COMMUNICATION  

In any military operation, airborne sensors are important 
for missions, such as force protection, perimeter control and 
intelligence utilization [9]. Transmitting the accrued data to 
prevent fratricide and ensure success in operations 
presupposes optimal communications. WiMAX transmission 
offers applicable possibilities in forwarding collected data. 
The distances in the transmission process are relatively short, 
ranging from 1 kilometer to 20 kilometres in conditions of 
clear Line-Of-Sight.  

The sensor package inside SEMs, namely the SE, can be 
made of existing COTS-products comprising sensors capable 
of sensing most of the phenomena occurring in the 
electromagnetic spectrum. In general, COTS-products are 
relatively inexpensive and reliable in terms of function, as 
explained in [14]. An SE of a SEM comprises the following 
sensors: acoustic-, seismic-, magnetic-, visible image-, 
shortwave infrared (SWIR)-, thermal-, infrared-, low-light 
television (LLTV)-, and sensors for laser tracking and 
spotting and sensors for facial recognition. In terms of 
automatized identification and verification, a facial 
Recognition System represents a computer application 
capable of automatically identifying or verifying a person 
from a digital image. One possibility is to compare selected 
facial features from the captured image with an existing 
facial database.  

The analyzing centre has the capability for the fusion of 
all the accrued sensor information. The sensor package 
comprises a short lifetime battery, which can produce energy 
for the sensor package for the duration of 4 – 6 minutes 
(howering time). The battery can be equipped with 
capacitors or electric double-layer capacitors (EDLC) if the 
required energy level is inadequate with the selected sensor 
package.  
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Once an SE is airborne, it immediately starts to transmit 
the gathered data to own troops either directly or, if the 
transmission distance exceeds the capability of the 
transmission unit, the SE transmits the data to another 
airborne device, which acts as a relay station in relation to 
own troops. The SE communicates with the receiver station 
and other sensor element packages over a 2,4 GHz Ultra-
Wideband Network system. The accrued data are crypted for 
security reasons. 

V. COMPREHENSIVE TARGETING PROCESS 

The cycle of a complete targeting process can be 
described as Detect, Identify, Decide; Engage and Assess 
(DIDEA) [4]. The cycle is outlined in Figure 7 below. The 
DIDEA provides an iterative, standardised and systematic 
approach supporting targeting and decision making, being 
generic enough to be used as a systematic process for C2 
node targeting and decision making. This process is 
thoroughly discussed in [4]. 

 

 
 

Figure 7.   The simplified DIDEA process. 

The decision as to whether or not to open fire is based on 
the visual signature of a given uniform, weapon and gear as 
well as magnetic, seismic or acoustic signals identified by a 
sensor [9]. Self-evidently, the transmission of combat-critical 
location and identification data play a crucial role in the 
battle space. After the accrued data have been transmitted 
and received, they flow through a dissemination process, 
where these data are analyzed and fused to form a COP and 
to increase the overall SA. Figure 8 explains the process of 
Signature Prediction Process (SPP). As described in Figure 
8, sensors accrue data and transmit these data for analyzing 
centers. The data collected with SEMs are verified with the 
data gathered with other sensors to in order to predict and 
anticipate the type of target and its actions.  

 

 

Figure 8.  The Signature Prediction Process, typical of several 
surveillance and detection systems. 

The destruction power of a given weapon system has to 
be optimized to account for the enemy location (forest, open 

area, Urban Territory), the state of movement on-the Move 
(OTM) or at-the-halt (ATH), and the protection-level 
(mounted, dismounted, dug).  

The cruel reality remains that an executive commander is 
necessarily aware of fact the there is always the possibility of 
fratricide and collateral damage. Figure 9 emphasizes the 
importance of accurate and timely SA around the target area. 
The shooter has to be aware of the locations and status of 
both own troops and the enemy. It is critical to optimize the 
destruction power of a weapon system along the 
identification of a target. When the target represents a 
hierarchically critical enemy commander, he or she can be 
incapacitated by transmitting the coordinates and visual 
signature to the designated shooter, as indicated in Figure 9. 

 

 
Figure 9.  The importance of accurate and timely SA around the target 

area. 

If the commander has Close-Air Support (CAS) 
available, he or she can utilize the performance of the data 
analyzing centre (indicated as a satellite dish in Figure 10), 
the collected data can be forwarded directly to the shooter. 
This process improves the overall performance and saves 
time and utilizes the performance of a designated fighter (cf. 
Figure 10 below). As for the receiving antenna 
constellations, they can be both ground- and vehicle-born 
systems. 

 

 
Figure 10.  The process of detecting enemy forces and forwarding the 

accrued data to an Analyzing Center and finally to the shooter. 
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In a critical case when the target is a very important 
human being, he or she can be incapacitated by transmitting 
the required precise data of the target and its location to the 
sniper or to a team of snipers. A cellular telephone can act as 
a receiver. The figure caption of a sniper’s cellular phone is 
depicted in Figure 11. 

 

Figure 11.  Adequate target identification data transmitted to an 
individual member of Special Forces for eliminating purposes. 

VI. MEANS TO ANALYZE COLLECTED DATA 

When it comes to transmitting data, the following issues 
have been identified. As tested in [13], an 802.16e WiMAX 
Testbed has provided throughputs of 5.75 Mbps Upstream 
with a modulation and coding of 64 QAM ¾ [13]. These 
amounts of data seem adequate to receive all the required 
sensor data.  

With the assistance of automated targeting programs and 
classifiers, it is possible to recognize faces, find hidden and 
concealed targets, and look for essential information by 
means of computation algorithms [15]. Classifiers, such as a 
Support Vector Machine (SVM), K-Nearest Neighbourhood 
classifier (KNN), and BP neural classifier, can be utilized in 
battlefield target identification [7]. The recognition of an 
end-user can be based on visual biometrics and the most 
conventional identification, the computer-assisted 
recognition of human face [16]. The ubiquitous networks and 
sensor data can act as assisting tools in detection, recognition 
and especially in target classification [15]. Moreover, the 
data produced by various multi-sensors can be utilized in the 
data refinery process to ease the recognition and 
identification process with the assistance of data fusion 
processes by resorting to computer-programs designed for 
data fusion processes [17]. In fact, when using the K-
Nearest-Neighbour (KNN) algorithm, approximately 80 % of 
unknown target samples can be recognized correctly, when 
the known target classification accuracy remains above 95 
%. This enables the use of the ATR and the Automatic 
Target Cuer (ATC). Face recognition schemes that combine 
wavelet transform, SVM and clustering can be exploited 
identifying human beings [18].  

 As for object categorization, high-definition closed-
circuit television (CCTV) cameras feature many computer 
controlled technologies that allow them to identify, track, 

and categorize objects in their field of view. As defined in 
[19], WiMAX mobile technology is a good candidate in 
supporting the CCTV applications in the context of mobile 
users. Furthermore, Video Content Analysis (VCA) 
represents the capability of automatically analyzing a video 
to detect and determine temporal events not based on a single 
image. Moreover, a system utilizing a VCA can recognize 
changes in the environment and identify and compare objects 
in the database using size, speed, and color. Also, VCA 
analytics can be used to detect unusual patterns in a video’s 
environment. The system can be set to detect anomalies in a 
crowd of people and a VCA also has the ability to track 
people on a map by calculating their position from the 
images. 

VII.  CONLUSIONS 

This paper has introduced a robust SEMs-based data 
collecting means for gathering data beyond the Event 
Horizon. This approach draws from the utilization of existing 
sensors and WiMAX technology. The composition and 
functionality of SEMs have been introduced. The results of 
this paper offer a method to improve SA, COP, CID, and 
TID. The concepts of SEM and SE have been introduced in 
Figures 2 – 3. The introduced solution is applicable in 
increasing the performance capabilities of modern troops. 

Three research questions were raised in Section I, and the 
answers to questions 1 and 2 were provided in Section III 
with visualizations in Figures 2 and 3, and question 3 was 
addressed in Section III with visualizations in Figures 5 and 
6. 

As evident, in all operations and in low-level tactical 
operations in particular, critical Situational Awareness data 
have to be collected rapidly, since mission success is time-
dependent. Figures 4 – 6 concentrated on describing the data 
accruing process and utilization of data in military 
operations. Once data have been collected, a battle can be 
won only by careful mission planning, comparing different 
COAs and rapidly executing successful operations. Figures 7 
– 9 illustrated the process of targeting. Thereby the adoption 
of existing COTS-technologies, when appropriately applied, 
offers a key to ensuring the desired success.  

Operational time spent in the battlespace can be 
minimized by careful mission analysis and thorough 
evaluation of Courses of Actions (COAs). Critical data have 
to be forwarded to shooters, as illustrated in Figures 10 – 11. 

So far, all the decision-making processes in battlespace 
settings have culminated in a human being making the final 
decision to apply performance in missions. In the future, this 
decision maker’s position may be manned by Artificial 
Intelligence (AI). AI can be benefitted as an assisting power 
of a commander to ensure mission success. Figure 12 
describes this process in brief. 
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Figure 12.  Once COP and SA have been fused, a computer can assist in 
fostering the movement of own troops along the pace and direction. 

This mid-term solution remains applicable until the 
current armed forces are being replaced by robotic militaries 
of the future. Before this, however, humans have to continue 
coping with their own intelligence assisted with optimal data 
accruing and analyzing tools in order to be able to make 
judgements that keep incorporating both the probability of 
success and affordable costs. 
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Abstract—In this paper, the trade-off on resource allocation 
between multi-hop backhaul and access is investigated. Multi-
hop, treated as a special case of mesh, is very useful in non-
contention based network. We assume in-band relay backhaul 
and access share the same resource. Based on calculation and 
simulation, the relationship among resource allocation, cell 
coverage and channel status is revealed under two relay 
schemes. 

Keywords-Multi-hop; resource allocation; Shannon capactiy; 
in-band;out-band;  relay. 

I.  INTRODUCTION 

Wireless multi-hop networks have attracted lots of 
attentions in recent years as the next evolutionary step for 
wireless data networks. It is more feasible and effective than 
pure mesh structure, especially in non-contention based 
wireless network. Non-contention wireless network contains, 
such as Worldwide Interoperability for Microwave Access 
(WiMAX) [1], Long Term Evolution (LTE) [2], High Speed 
Uplink Packet Access (HSPA) [3] and so on. These networks 
carefully schedule the radio resource to avoid interference 
and efficiently utilize the radio resource. Pure mesh structure 
is not so easy to be implemented in such a network, due to 
synchronization, interference and so on. 

Currently, WiMAX and LTE both setup relay work 
group to study how to build multi-hop backhaul in access 
cell. 

WiMAX technology is becoming increasingly popular as 
a number of service providers are deploying WiMAX to 
provide wireless broadband connectivity to customers. IEEE 
802.16j work group is focusing on multi-hop relay networks 
that will enable multi-hop communication in mobile 
WiMAX (IEEE 802.16e) networks. In such a network, 
mobile stations or subscriber stations may communicate with 
a Relay Station (RS) instead of communicating directly with 
the Base Station (BS) [4][5]. 

Similarly, people also proposed relay system in LTE-
Advanced [6][7]. Generally, relay is essentially backhaul 
function plus access function in one node. LTE based 
wireless backhaul can be classified into in-band and out-band 
backhaul solutions. In-band backhaul, such as LTE in-band 

relay and IEEE802.16j [4][5], will share the radio resource 
with access. Out-band backhaul will use another independent 
radio resource from access. In this paper, we focus on in-
band multi-hop relay. 

In [9], the coverage and capacity of in-band relay in 
urban area were simulated. The realistic performance of 
relay in suburban area was illustrated in [10].  

In this paper, we will build an Orthogonal Frequency 
Division Multiplexing (OFDM)-based two-hop relay 
network to cover most cases, e.g., LTE, WiMAX. Then we 
will study the resource allocation balance between backhaul 
and access under different cell radius, various channel status, 
and different relay schemes. The performance will be 
compared in in-band and out-band relay, so as to indicate the 
respective use cases. 

This paper is organized as follows. In Section II, system 
model is described and two relay schemes are defined for 
multi-hop backhaul part. Here, we will investigate a two-hop 
in-band backhaul system with access. The assumptions are 
also given. In Section III, the calculation steps are given and 
a static system level simulation is built to help get the final 
results [8]. The obtained results are analyzed in detail as well. 
In Section IV, we get the final conclusions. 

II. SYSTEM MODEL 

Since access and backhaul parts share the same radio 
resource, an efficient resource management will be very 
important to avoid congestion regardless in access or 
backhaul. Generally, there are two kinds of methods—
dynamic allocation and static allocation. 

Comparatively, dynamic allocation is more efficient. The 
system obtains the statistics of the access/backhaul 
requirement and the channel qualities, and calculates the 
resource trade-off between access part and backhaul part 
instantly. 

Here, we assume an ideal dynamic allocation to avoid 
any congestion or unbalance between backhaul and access, 
which means that BS knows all instant channel information 
of all links and allocation granularity is very small. 

We also assume two configurations at two-hop relay part. 
The first scheme is the traditional one, which means different 
relay backhaul links will use orthogonal resources. The 
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second scheme allows relay backhaul links to utilize Spatial 
Division Multiplex Access (SDMA) to save radio resource. 
That means same resources can be spatially reused among 
different backhaul links with directional antennas. 

Details are as follows. 

A. Relay Scheme  1 

We assume a cell deployment structure shown in Figure 
1. All base stations (BSs) or relays are located at the center 
of hexagon cell. The access radio resource is separated into 
three parts as shown in Figure 2 and reused among the cells 
shown in Figure 1. Similarly, the backhaul resource is also 
reused as shown in Figure 1 and Figure 2. Different backhaul 
links will use orthogonal resources. 

Additionally, we call the central cell as egress cell. In 
egress cell as shown in Figure 1, all access traffics from 
these 19 cells are collected and backhauled to this egress BS, 
which is called Donor eNB in LTE-A [6][7]. We treat this 
node as wireless backhaul egress, since generally there will 
be a fiber connection on this node to continue to backhaul all 
traffics to core network. 

Around egress cell, there are 6 cells called 1st tier cells as 
shown in Figure 1. Around 1st tier, 2nd tier consists of 12 
cells. Backhaul links connecting egress cell and 1st tier cells 
are called 1st hop, while those connecting 1st tier and 2nd 
tier are called 2nd hop. 

Note that the first hop backhaul generally occupies more 
resources than the second hop due to the much more 
backhaul traffic. In Figure 1 thicker backhaul line means 
more radio resource occupation. 

 
Figure 1.  Cell structure of relay scheme 1. 

 
Figure 2.  OFDM subcarrier assignment for relay scheme 1. 

B. Relay Scheme  2 

We assume another cell deployment shown in Figure 3. 
Similarly, the access radio resource is separated into three 
parts as shown in Figure 4 and orthogonally reused in Figure 
3. Here, the backhaul resource is spatially reused as shown in 
Figures 3 and 4. Different backhaul links will use the same 
resource by for example Spatial Division Multiplex Access 
(SDMA) through directional antennas. Note that the first hop 
still occupies more resource than the second hop due to the 
much more backhaul traffic. In Figure 3, thicker backhaul 
line means more radio resource occupation. 

 
Figure 3.  Cell structure of relay scheme 2. 

 
Figure 4.  OFDM subcarrier assignment for relay scheme 2. 

C. Assumptions in System Model 

We assume that each cell has the same user density and 
the same traffic requirement of each user (calculated by 
Shannon Capacity). All cells have many users and are full-
loaded. 

Obviously, if a cell is close to the backhaul egress, the 
backhaul requirement will be much higher, because this cell 
has to backhaul not only its own traffic but also those of its 
child nodes. The cell close to the egress surely will consume 
more radio resource for backhaul. 

Here, we assume all cells have the same radius r. 
The other assumptions are as follows. All the cell access 

parts have the same path loss factor Aγ , and all the backhaul 

channels also have the same path loss factor BHγ . Assuming 
carrier frequency is fc; the transmit powers for access and 
backhaul are PA and PBH respectively; the noise power is N. 
BA and BBH are the bandwidths for access and backhaul parts 
in the second tier and second hop respectively. The total 
bandwidth is B. E(.) is the expectation operation. 
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The path loss for access in each cell is 

( ) ( )0

0

, [ ] , [ ] 10 log
A A A A

d
PL d dB PL d dB X

d
σγ γ γ= + +

 
 
 

  (1) 

Similarly, the path loss for backhaul is 
 

( ) ( )0

0

, [ ] , [ ] 10 log
BH BH BH BH

d
PL d dB PL d dB X

d
σγ γ γ= + +

 
 
 

,(2) 

where ( )
2

4
, c

f
PL d d

c

γπ
γ =  

 
 

. 

Here, d is the distance from transmitter to receiver (e.g., 
BS to User Equipment (UE)), d0 is the reference distant, and 
Xσ is the shadow fading. 

In following simulation and analysis, we follow the 
parameters defined in Table I. 

TABLE I.  SYSTEM PARAMETERS 

Parameters Value 

Access channel path loss factor Aγ  3.5 

Two-hop backhaul channel path loss factor 

BHγ  
2.5 

Carrier frequency fc 2.5GHz 

Cell radius 1 km 

Downlink transmit power of BS and relay 
33dBm@BS; 
18dBm@relay 

Total bandwidth B 10MHz 

UE antenna gain 0dBi 

BS or relay node antenna gain 11dBi 

Noise Figure 
5dB@BS or Relay, 

9dB@UE 

Traffic Density 

district town D=9.196bps/m2 

semi rural area D=1.522bps/m2 

rural area D=0.298bps/m2 

Antenna Configuration SISO 

Shadow fading standard deviation, Xσ 8dB 

 
Since access downlink (DL) always has higher power 

and higher throughput, we only consider DL here. 

III.  CALCULATION AND SIMULATION RESULTS 

Here, we build a static system level simulation, and use 
Monte-Carlo method to get the results according to [8]. 

We use Shannon Capacity to calculate the throughput for 
users and backhaul part. 

A. Relay Scheme  1 

At the second tier, in order to get the balance between 
access and backhaul parts, we have 

 

2 2

* *
log 1 log 1

* *

A A BH BH

A BH

A BH

P G P G
B E B E

N PL N PL
⋅ + = ⋅ +
     

      
     

(3) 

 
Here, BA and BBH are the bandwidths for access in each 

cell and backhaul parts in the second tier respectively. GA 
and GBH are the antenna gains in access part and in backhaul 
part respectively. As shown in Figure 1, the backhaul link in 
the first tier will transmit more traffic, including its own and 
its child cells’. Therefore, the backhaul bandwidth in first tier 
should be 3*BBH, since it will backhaul three cells’ traffic. 

Finally, assuming the total bandwidth is B, according to 
Figure 1, we have 

BBB BHA ≤+ *5*3   (4) 
It is hard to obtain a close-form result of the left side in 

(3). One way is to use static system level simulator to do 
Monte Carlo simulation [8]. 

 
An example is as follows. With the parameters in Table I 

and B=10MHz, according to Monte Carlo simulation, we 
have 

 

2

*
log 1

*
A A

A

P G
E

N PL

  
+  

  

=1.91    and   

2

*
log 1

*
BH BH

BH

P G
E

N PL

  
+  

  

=6.014 (5) 

 
According to (3), (4) and (5), we can obtain the 

bandwidth requirement for access and backhaul in the 
second tier as 

BA: BBH=6.014:1.91 
We use equal mark in (4) and obtain 

BA=2.18MHz   and  BBH=0.6922MHz 
For the egress cell and the cells in the first tier and the 

second tier, the resource for access in each cell is same, i.e., 
BA. For the 1st hop backhaul from the first tier to the egress 
cell, we require 3*BBH. For the 2nd hop backhaul from the 
second tier to the first tier, we require BBH. 

According to the mentioned example, we can calculate 
the bandwidth for access and backhaul in case of different 
parameters. 

 
Figure 5.  Proportion of Total Access Bandwidth over Total Bandwidth 

for Realy Scheme 1. 
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With the parameters in the mentioned example and 

different path loss factors Aγ  in access (gammaA in Figure 
5), we can get Figure 5. In Figure 5, the proportion of total 
access bandwidth in case of different path loss factors in 

access is shown, i.e., ( )3* AB
B

. It is shown that we require 

more access resource with higher path loss in access. 

B. Relay Scheme  2 

At the second tier, in order to get the resource balance 
between access and backhaul parts, we have 

 

2 2

* *
log 1 log 1

* *
A A BH BH

A BH
A BH

P G P G
B E B E

N PL N PL

      
⋅ + = ⋅ +      

      

  (6) 

 
Here, BA and BBH are the bandwidths for access in each 

cell and backhaul parts in the second tier. Similarly, the 
backhaul bandwidth in first tier should be 3*BBH. Assuming 
the total bandwidth is B, according to Figure 3, we have 

 
BBB BHA ≤+ *3*3   (7) 

 
Similarly, we use Monte Carlo simulation to obtain the 

result of left side in (6). 
 
An example is as follows. With the parameters in Table I 

and B=10MHz, according to Monte Carlo simulation [8], we 
can get 

 

2

*
log 1

*
A A

A

P G
E

N PL

  
+  

  

=1.91 and    

2

*
log 1

*
BH BH

BH

P G
E

N PL

  
+  

  

=6.014  (8) 

 
According to (6), (7) and (8), we can obtain the 

bandwidth requirement for access in each cell and backhaul 
in the second tier as 

BA: BBH=6.014:1.91 
We use equal mark in (7) and obtain 

BA=2.53MHz   and  BBH=0.80347MHz 
For the egress cell and the cells in the first tier and the 

second tier, the resource for access in each cell is same, i.e., 
BA. For the 1st hop backhaul link, we require 3*BBH for each. 
For the 2nd hop backhaul link, we require BBH for each. 

 
With the parameters in the mentioned example and 

different path loss factors Aγ  in access (gammaA in Figure 
6), we can get Figure 6. In Figure 6, the proportion of total 
access bandwidth in case of different path loss factors in 

access is shown, i.e., ( )3* AB
B

. It is shown that we require 

more access resource with higher path loss in access. 

C. Simulation Results Analysis 

According to Figure 5 and Figure 6, it is shown that 
when access has bad channel status, i.e., high path loss factor, 
access will occupy more bandwidth. In this case, backhaul 
will consume little bandwidth due to good channel status. If 
we meet large cell radius, access will occupy almost all 
bandwidth as shown in figures. 

If access has relatively good channel status (Aγ =3), i.e., 
low path loss factor, the proportion of access bandwidth has 
a peak value. As shown in Figure 5 and Figure 6, the peak 
value of scheme 1 is about 0.46 at cell radius equal to about 
4000 meters, while the peak value of scheme 2 is about 0.6 at 
cell radius equal to about 4500 meters. 

 
Figure 6.  Proportion of Total Access Bandwidth over Total Bandwidth 

for Relay Scheme 2. 

In this case, as cell radius enlarging, the proportion of 
access bandwidth will increase, but after achieving peak 
value, the proportion will decrease. The reason is that if the 
cell radius is too large, path loss in multi-hop backhaul part 
will relatively increase faster and require more bandwidth. 

In a word, the radio resource trade-off between multi-hop 
backhaul and access yields different characteristics under 
different channel status. 

D. Impact on Access Coverage 

The throughput in each cell 

is
2

*
log 1

*
A A

A
A

P G
B E

N PL

  
⋅ +  

  

 , where APL  is a function 

of distance. Here, we assume that the access traffic density is 
Dbps/m2 shown in Table I. The access traffic requirement in 

a cell is 2

2

33
* rD bps. With the parameters in Table I, we 

can get Figure 7 for scheme 1 and scheme 2. The capacity of 
traditional cell without in-band multi-hop backhaul (BH) is 
also shown (“cell capacity w/o in-band backhaul” in Figure 
7). 

Note that a cell without in-band backhaul can be a cell 
with out-band wireless backhaul or wired backhaul, such as 
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fiber, ATM, and so on. We also call this cell as traditional 
cell. 

In Figure 7, the real throughput requirements in each cell 
based on different traffic densities are shown (different D in 
Figure 7). It also shows the throughput provided by access 
cells in case of schemes 1 and 2. 

Obviously, only if the provided cell throughput is larger 
than the real traffic requirement, the user communication can 
be satisfied, i.e., the three red lines in Figure 7 should be on 
the upper of the other lines. According to Figure 7, we can 
get the coverage radius limit under different cases in Table II. 

 

 
Figure 7.  Cell Throughput and Throughput Requirement.. 

 

TABLE II.  COVERAGE RADIUS LIMITATION  

Senarios 
district town 
D=9.196bps/m2 

semi rural area 
D=1.522bps/m2 

rural area 
D=0.298bps/m2 

Scheme 1 651m 1200m 1950m 

Scheme 2 690m 1240m 1985m 

w/o in-band BH 
(traditional cell) 

755m 1301m 2036m 

 
Thus in order to cover a specific area of 100km2, the 

required number of BSs is listed in Table III. Here, BS 
means BS or relay, i.e., any access node. 

TABLE III.  NUMBER OF BSS TO COVER A SPECIFIC AREA OF 100KM2 

Parameters 
district town 
D=9.196bps/m2 

semi rural area 
D=1.522bps/m2 

rural area 
D=0.298bps/m2 

Scheme 1 91 27 11 

Scheme 2 81 25 10 

w/o in-band BH 
(traditional cell) 

68 23 10 

 
From this table, we can see that schemes 1 and 2, i.e., in-

band backhaul, are more suitable for rural area or the area of 
low traffic density, since in-band relay results in similar 
number of access nodes as traditional cells. 

In urban area, scheme 1 and 2 result in much more BSs 
than traditional cell, which may cause cost increasing and 
more handoff overhead. However, scheme 2 causes fewer 
BSs than scheme 1, which means that SDMA among multi-
hop backhaul is an efficient method to save radio resource. 

In rural area or semi rural area, comparison between 
scheme 1 and scheme 2 shows that SDMA yield little gain. 
Scheme 2 even results in same number of BSs as traditional 
cell. 

IV.  CONCLUSIONS 

In this paper, we studied a non-contention based OFDM 
in-band multi-hop system. Under two relay schemes, the 
allocation results for multi-hop backhaul and access are 
analyzed. It is shown that if access part has much worse 
channel status than backhaul part, the access will occupy 
more and more resources with increased cell radius. If 
backhaul part has similar channel status with access part, the 
access part will occupy more resources at the beginning, but 
the occupied resources will be decreased with continuing 
increased cell radius. 

If we use SDMA at multi-hop backhaul part, resource 
will be saved, and relay can cover larger area. However, it is 
much more effective in urban area than in rural area. Further 
study revealed that in-band relay is more suitable for low 
traffic density area. 
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Abstract— Single Carrier Frequency Division Multiple Access 
(SC-FDMA) is the access scheme chosen by 3GPP for uplink 
UTRAN Long Term Evolution project (LTE). As SC-FDMA 
provides intra-cell orthogonality, one of the main reasons for 
performance degradation is the Inter-Cell Interference (ICI). 
This degradation is accentuated by the frequency reuse of 1 
deployed in the system, Since the Frequency Reuse (FR) and 
Power Control (PC) functionalities is a strong tool for co-
channel interference mitigation, using them critical issues in 
cellular Orthogonal Frequency Division Multiple Access 
(OFDMA)/LTE networks. In this paper, we compare between 
the Open Loop Power Control (OLPC) and Closed Loop 
Power Control (CLPC) performance using different   
frequency reuse schemes. Simulation results show that large 
differences exist between the performance of different (FR) 
schemes and the optimal case in the overall cell throughput, as 
well as the cell-edge user performance. Also the closed loop 
power control has shown more cell and edge throughput gain 
over OLPC. 

 
Keywords— Open Loop Power Control; Closed Loop Power 
Control; Hard Frequency Reuse; Fractional Frequency Reuse; 
Soft Frequency Reuse. 

I. INTRODUCTION 
 LTE introduces a number of innovations that, in 

aggregate, continue to push ever closer to the theoretical 
maximum data rates defined by Shannon's Law [4]. 
Advances in multi-antenna techniques, OFDMA methods, 
wider bandwidth, interference mitigation, and protocol 
efficiencies are fundamental to deliver the promise of 4G 
Mass Market Wireless Broadband. The amazingly high data 
rates and sector throughputs (capacity) per cell are 
fundamental to supplying the ever increasing demand for 
wireless broadband. 

Effective reuse of resources in a cellular system can 
highly enhance the system capacity. With a smaller 
Frequency Reuse Factor (FRF), more available bandwidth 
can be obtained by each cell. So, in this sense the classical 
FRF of 1 is desirable see Fig. 2a. However, with the usage 
of FRF-1, the most User Equipments (UEs) are seriously 
afflicted with heavy ICI, especially near the cell edge. And 
that causes severe connect outages and consequently low 
system capacity. The conventional method to figure out this 
problem is through increasing the cluster-order, which can 
mitigate the ICI efficiently, nonetheless at the cost of a 
decrease on available bandwidth for each cell. This leads to 
restricted data transmissions and lower system spectrum 
efficiency. To take aim at improving cell-edge performance 
while retaining system spectrum efficiency of reuse-1. 

There are many techniques which can be used to 
mitigate interference in E-UTRA uplink. The basic 
approaches are classified into different type such as Power 
Control, Inter-cell-interference randomization, 
Coordination/avoidance, and Frequency domain spreading.  

 
Recent researches are focused at OLPC and CLPC 

performance evaluation. This is due to its capability of 
interference mitigation as well as increasing the system 
throughput. Many investigations for the performance and 
configurations of the OLPC and CLPC [4][7]. Results show 
that the different configuration is directly effect on both cell 
edge users and cell center users. 

Also, many recent researches are focused at FR 
techniques such as Hard Frequency Reuse HFR, Fractional 
Frequency Reuse FFR, Soft Frequency Reuse SFR and 
performance evaluation and developing [5][6], Results show 
great performance, especially for the cell edge throughput 
due to interference mitigation.   
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The current paper investigates about the ICI as a result of 
uplink PC and FR. In addition, it will combine between each 
PC techniques and the three FR schemes to achieve better 
performance.   

 
The paper is organized as follows; Section II describes 

the general interference mitigation concepts for E-UTRA 
followed by detail description of OLPC, CLPC and the most 
famous frequency reuse schemes which will be used with 
both OLPC & CLPC. Section III is discussing proposed 
system model. Section IV illustrates results and its analysis. 
Finally, the conclusion is presented in Section V. 
 

II. INTERFERENCE MITIGATION 
PC and FR schemes are representing the main building 

blocks of the proposed system model. 
 
A. Open Loop Power Control: 

PC refers to set output power levels of transmitters, Base 
Stations (BSs) in the downlink and UEs in the uplink. A PC 
formula has been already agreed in a 3GPP meeting for the 
Physical Uplink Shared Channel (PUSCH) [2]. Fig. 1 is 
based on an OLPC algorithm and CLPC adjustments can 
also be applied. 

 
The 3GPP specifications [3] defines the setting of the 

UE transmit power P  for PUSCH by the following 
equation 

  )(log10,min 100max imsc
fPLMPPP    (1) 

    
where maxP  is the maximum UE transmit power, 0P  is a 

parameter that has a cell specific and nominal part. It is 
measured in dBm/Hz, expressing the power to be contained 
in one Physical Resource Block (PRB), M is the number of 
assigned PRBs to a certain user,   is the cell-specific path-
loss compensation factor that can be set to 0.0 and from 0.4 
to 1.0 in steps of 0.1, PL is the downlink path-loss measured 
in the UE, msc  is a UE-specific parameter (optionally cell-

specific), and )( if   is a UE-specific close-loop correction 
value with a relative or absolute increase. 

 

The scope of PC is to define the transmitting power in 
one PRB according to (1), letting the UE scale it to the 
assigned transmission bandwidth (BW). This implies that 
ultimately it will transmit with a constant power in each 
assigned PRB, For this reason, the term M10log10   can be 
extracted from (1). Finally, removing the closed loop term, 
the Power Spectral Density (PSD) formula results in (2), 
which is referred to as the Fractional Power Control (FPC) 
formula.  

 

PLPPSD  0        “dBm/Hz” (2) 
 

It is preferred to work with the path gain information 
which is the linear inverse of the path loss. Then, (2) is re-
written as (3) in dBm 

 
PGPPSD  0       “dBm/Hz” (3) 

 
where PG  is the path gain of the user to the serving BS. 
 
If  =0, a case referred to as no compensation. All UEs 

will transmit at full power which results in high interference 
level and poor cell edge performance. With   =1, a case 
referred to as full compensation. The equation reduces to 
traditional slow power control scheme where all UEs are 
received at the same power resulting in poor spectral 
efficiency. By letting 0< <1,  one can achieve both good 
edge performance and high spectral efficiency by letting 
UEs with good channel condition transmit at relatively low 
power level to reduce the interference. At the same time, 
UEs with bad channel condition are transmitting at 
relatively high power level to achieve high spectral 
efficiency. 

Regarding to one of the references [4], we will use 
 =.8 and 810 P dBm/PRB which achieve both good 
edge and cell throughput. 
 

 Impact on the CINR Distribution 
 
The Carrier to Interference plus Noise Ratio (CINR) 
is one of the factors that determine the user 
throughput. Therefore, a discussion of the impact of 
the OLPC parameters on each UE experienced 
CINR would be very helpful for the operator. Let’s 
define the experienced CINR per user 

 





)(

,][
jsk

jkkj pgpsdEisd   “mW/Hz” (4) 

  
where, jisd is the average interference spectral 
density perceived by a given BS, s(j) denotes the 
users not served by BS j and allocated to transmit 
on the observed PRB, kpsd  is the power spectral 
density for user k  which is not serving by the 
given BS, jkpg , is the path gain between user k  

and the given BS. 
 

CINR i =
















nisd
pgpsd

E
is

isii

)(

)(,  (5) 

          where n is the thermal noise.  
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Figure 1. PUSCH power control parameters broadcasted by BS towards the 

UEs 
 

 Impact on the Cell and Edge throughput  
 
In EUTRAN LTE UL, the Modulation and Coding 
Scheme MSC is chosen according to the state of 
CINR, higher orders are used when this is higher. 
Equation (6) shows how the user throughput is 
calculated for a given user from its experienced 
CINR and allocated bandwidth. [4] 
 













eff

i
PRBeffi S

CINR
BWMBWC 1log2 “bps” (6) 

   
where effBW is the bandwidth efficiency Set to 0.72,  
is a correction factor set to 0.68, M  is the number of 
allocated PRBs, PRBBW  is the bandwidth of one PRB 

Equal to 180 KHz, effS  is the CINR efficiency at 
system level Set to 0.2 dB. By taking one PRB to be 
compatible with the fractional frequency reuse which 
will be discussed later, so there will be difference 
between our edge throughput and the reference edge 
throughput [4]. 
 

 Equation (7) is to calculate the cell throughput.  
 
T=E[C]*total number of PRBs at the system   “bps”    (7) 

 
where T is the cell throughput, E[C] is the average UEs 
throughput. 
Edge throughput is the lowest 5 % of Cumulative 
Distribution Function (CDF) of the total cell throughput. 
 

B. Closed Loop Power Control: 
 There are different techniques are used in CLPC because 

it does not have standardization. But the main idea of the 
closed loop is to start with OLPC then the UEs also sends 
feedback to the BS, which is then used to correct the user 
Transmitted XT  power. 

There are two main techniques used for CLPC, 
Generalized Interference Based Power Control GI-PC, 
which take in the consideration the path loss to the serving 
BS, and the generated interference from the UEs to the 
neighbour BS. 

The second technique is Cell Interference Based Power 
Control C-IPC, which proposed for each UE to have not less 
the minimum reference CINR. 

 In our work, we will use the GI-PC as the second PC 
reference. 

 
The power spectral density can be obtained from (8) 
 

  isi PGPGIPSD 0  “dBm/Hz” (8) 
               
where 0I is interference power spectral density limit, it 

work as 0p  in OLPC but the main difference is that 0I  is 

the power spectral density per hertz but 0p  is the total 

power contained in one PRB, sPG is the path gain to the 

serving BS, IPG is the path gain to the nearest interfered 

BS from the iUE ,  is a parameter that affects the impact 

of sPG on the XT  PSD ,  is a parameter that affects the 

impact of iPG on the XT  PSD . 
 

 Impact on the CINR Distribution 
 
The CINR can be easily obtained same as OLPC but 
the main difference will be only in the PSD term. 
 

 NIIPG
sPGI

iS



 

1
0  (9) 

 
where I  is the average interference spectral density 
perceived by a given BS and N is the thermal noise. 
 
For the cell and edge UEs throughput will be the 
same as OLPC, other assumption will be at the 
Table 3. 

C. Frequency Reuses Schemes: 
There are three major techniques used 
 Hard Frequency Reuse (HFR), hard frequency reuse 

splits the system bandwidth into a number of 
distinct sub-bands according to a chosen reuse 
factor and lets neighboring cells transmit on 
different sub bands see Fig. 2b. 

 Fractional Frequency Reuse (FFR), Fractional 
frequency reuse [5] splits the given bandwidth into 
an inner and an outer part. The inner part is 
completely reused by all BSs, the outer part is 
divided among the BSs with a frequency reuse 
factor greater, as one seen in Fig. 2c. 
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  Figure 2.  Different frequency reuses techniques 
 
 

 Soft Frequency Reuse (SFR), soft frequency reuse 
[6][8][9], the overall bandwidth is shared by all base 
stations (reuse factor of one is applied), but for the 
transmission on each sub-carrier the BSs are 
restricted to a certain power bound see Fig. 2d. 

 

III. PROPOSED SYSTEM MODEL 
In this section, the system model is discussed; details are 

shown in tables 1, 2.  
Following the 3GPP guidelines [1], the cell simulation 

layout consist of a wrap around Macro-cell scenario 
reference case 1; see Fig. 3. Composed by a grid of 19 sites 
with 3 sectors each (19 BS with 3 sectors, total cells are 
19*3=57cells), each cell has 100 user, the inter site distance 
is 500 meters and each sector is modeled by a hexagon 

 
The operating bandwidth is divided in 50 PRBs (48 PRB 

for users and 2 for signaling) with a bandwidth of 180 KHz 
each. There is a Maximal Ratio Combining (MRC) in the 
specifications, used to constructively combine the multiple 
received signals in the antennas. It is modeled here as a 
constant gain of 3 dB in the received signal. 

The total path loss between an UE and a BS is modeled 
as in (10). 

 
 

 

TABLE 1 SYSTEM MODEL DETAIL 
 

Simulation 
case 

ISD 
meters 

BW 
MHz 

PLoss 
dB 

Speed 
Km/h 

1 500 10 20 3 
 

 
TABLE 2 SYSTEM MODEL DETAIL 

 
Parameter Assumptions 

Cellular Layout Hexagonal grid, 19 cell sites, 3 sectors per 
site (wrap around) 

Distance-dependent path 
loss L=128.1 + 37.6*log10(R)  R in kilometers 

Penetration Loss 20 dB 
Antenna 

pattern(horizontal) 
(For 3-sector cell sites 

with fixed antenna 
patterns) 

















 20,

70
12min)(

2
A  

Shadowing modeled as a 
log-normal distribution 

(SF) 
Mean =0, standard deviation= 8dB 
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Figure 3.  Wrap around Macro cell model 
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TABLE 3 PC PARAMETERS 
 

Parameter Value Unit 
Bandwidth 
efficiency .72 bps/Hz 

PRB bandwidth 180 KHz 

Max UE power 250 mW 
Number of PRBs 

per user 1 - 

Outage 5 % 
Thermal noise 

level -174 dBm/Hz 

Total number of 
PRBs 

48+2 for 
signalling - 

Number of users 
per cell 100 user 

MRC gain 3 dB 

α  .8 - 

P 0  -81 dBm/Hz 

I 0  -157 dBm/Hz 

β .7 - 

γ .3 - 
 

 
For the PC parameter we will take the same assumption as 
[4], except the PRB for each user will be one PRB, all 
parameters are shown in Table 3.  

 
       For the frequency reuse  

 For HFR, we will divide the total used PRBs for the 
3 sectors which will give 16 PRBs for each sector. 

 For FFR, we will divide the total PRBs to two 
groups each group is 24 PRBs, 24PRBs for the 
centre UEs (Ues, which have path loss less than 
120dB), and 24 PRBs is distributed to the three 
sectors (8PRBs for each sector for the UEs which 
have path loss more than 120dB).  

 For SFR, we divide the total PRBs to three [9] 
groups, the first group include the UEs which have 
path loss less than 110dB, the second group include 
the UEs, which have a path loss between 110dB and 
120dB and the last group include the UEs, which 
have a path loss more than 120dB.  

 
IV.   RESULTS AND ANALYSIS 

The implementation and simulations are carried out using 
a multi-cell radio network dynamic simulator implemented 
in MATLAB to evaluate the PC with different FR schemes. 
 

The results show that all techniques start from the lowest 
cell throughput and edge throughput and both of them 
increase to a certain point,   peak edge throughput observed 
when the first user reaches the maximum UE power 
limitation. Sudden decreasing appears in edge throughput 
due to interference increasing regarding to the many UEs 

reach the maximum power limitation which leads to average 
PSD increasing, which is responsible of edge throughput 
decreasing. 

We will divide the results to three main parts, validation 
results, OLPC with different FR schemes and CLPC with 
different FR schemes 
 
A. Validation results 

Fig. 4 shows a comparison between the obtained results 
and that had been presented in [4] in the same operational 
conditions. It is shown that the obtained results get more 
gains and have the same behaviour of [4] taking in the 
consideration that in [4] there are 6 PRB for each user ,but 
in our case there are only 1 PRB for each user to be 
compatible with each FR scheme.  

 
B. OLPC with different FR schemes 
     Fig. 5 illustrates different schemes of FR. It is shown that 
by decreasing the interference level by using different FR 
there will be an increasing in the CINR. The obtained results 
may be categorized into two main sections. The first one is 
the edge throughput and the other one is cell throughput. 
 
1. Impact on edge throughput  
 

All FR schemes obtained edge throughput gain over the 
ordinary OLPC. 
 

OL-HFR has become the highest obtained edge 
throughput, on the other hand OL-SFR is acting as the 
lowest edge throughput. 
 
 

 
Figure 4. Shows there are CINR shift towards increasing with HF reuse 

scheme 
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Figure 5.  CINR distribution of OLPC with 8. , 810 P dBm /Hz 

with different FR schemes, there are an increasing in CINR for all FR 
 
 
The results may be explained as follows; 
 

 OL-HFR: As a result of taking sixteen PRBs only 
for each cell, The interference level is decreased by 
1/3 compared with ordinary OLPC; see Fig. 6. 

 OL-FFR: Has a moderate edge throughput due to 
degradation of interference level by 1/3; see Fig. 6. 

 OL-SFR:  Has the lowest edge throughput due to 
the increasing of the interference level when it is 
compared to the other FR schemes; see Fig. 6. 

 
2. Impact on cell throughput  

 
Both OL-FFR and OL-SFR obtained cell throughput 

gain over ordinary OLPC on the other hand CL-HFR has 
lower cell throughput than ordinary OLPC. 
The result may be explained as follows; 
 

 OL-HFR: Has the lowest cell throughput as the 
total number of PRBs is decreased to 16 PRBs only; 
see Fig. 6. 

 OL-FFR: Has a good cell throughput regarding to 
decreasing the amount of interference which is 
generated from the edge UEs; see Fig. 6. 

 OL-SFR has the highest cell throughput because of 
decreasing the total amount of interference for the 
cell; see Fig. 6. 

 
 

 
 

 

Figure 6. Edge throughput vs. Cell throughput of OLPC with 8.  

, 810 P dBm/Hz and with all FR schemes, there are edge throughput 
increasing for all FR over OLPC 

 
C. CLPC with different FR schemes 
     Fig. 7 illustrates different schemes of FR. It is shown that 
by decreasing the interference level by using different FR 
there will be an increasing in the CINR. The obtained results 
may be categorized into two main sections. The first one is 
the edge throughput and the other one is cell throughput. 
 
1. Impact on edge throughput  

 
 All FR schemes obtained edge throughput gain over the 

ordinary CLPC. 
 

CL-HFR has become the highest obtained edge 
throughput, on the other hand CL-SFR is acting as the 
lowest edge throughput. 
The results may be explained as follows; 
 

 CL-HFR: The interference level is decreased by 
1/3 compared with ordinary CLPC; see Fig. 8. 

 CL-FFR: Has a moderate edge throughput due to 
degradation of interference level by 1/3; see Fig. 8. 

 CL-SFR:  Has the lowest edge throughput due to 
interference level is higher than the other two FR 
schemes; see Fig. 8. 
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2. Impact on cell throughput 

  
Both CL-FFR and CL-SFR obtained cell throughput 

gain over ordinary CLPC on the other hand CL-HFR has 
lower cell throughput than ordinary CLPC. 
 
The result may be explained as follows; 
 

 CL-HFR: Has the lowest cell throughput as the 
total number of PRBs is decreased to 16 PRBs only; 
see Fig. 8. 

Figure 8.  Edge throughput vs. Cell throughput of CLPC with 

7.  , 3. , 1570 I dBm/Hz and with all FR schemes, there are 

an increasing in all edge throughput 
 

 CL-FFR: Has a good cell throughput regarding to 
decreasing the amount of interference which is 
generated from the edge UEs; see Fig. 8. 

 CL-SFR has the highest cell throughput because of 
decreasing the total amount of interference for the 
cell; see Fig. 8. 

 

V. CONCLUSION AND FUTURE WORK  
As the FR and PC functionalities is a strong tool for co-

channel interference mitigation, using them critical issues in 
cellular (OFDMA)/LTE networks.  

Both of OLPC & CLPC techniques had been 
investigated. 

The novelty of the current work is presented via 
considering both of FR schemes as well as the PC 
techniques.The obtained results shows gain in CINR for all 
FR schemes. 

The closed loop power control has shown more cell and 
edge throughput and system gain. 

 
During this work PC techniques with different FR 

schemes were analyzed by the means of a fixed bandwidth, 
balanced load and specific boundries of PL for FR schemes. 

Future work could investigate the impact of variable 
bandwidth and unbalanced load. An important contribution 
would be to find a mechanism to automatically set the 
optimum boundries of PL for FR schemes and the ability to 
switch between different FR schemes to obtain the best 
performance 
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Abstract—Research in Internet-of-Things infrastructures has
so far mainly been focused on connecting sensors and actuators
to the Internet, while associating these devices to applications
via web services. This has contributed to making the technology
accessible in areas such as smart-grid, transport, health, etc.
These early successes have hidden the lack of support for
sensor-based applications to share information and limitations
in support for applications to access sensors and actuators
globally. We address these limitations in a novel open-source
platform, MediaSense. MediaSense offers scalable, seamless,
real-time access to global sensors and actuators via hetero-
geneous network infrastructure. This paper presents a set
of requirements for Internet-of-Things applications support,
an overview of our architecture, and application prototypes
created in order to verify the approach in a test bed with
users connected from heterogeneous networks.

Keywords: Internet of Things, Context awareness, Sensors,
Actuators, Open source

I. INTRODUCTION

Applications that utilize information from sensors to
provide more personalized, automatized, or even intelligent
behavior to the user are commonly referred to as Internet-of-
Things (IoT) applications[1] or Machine-to-Machine (M2M)
applications[2]. The reasoning is that these kinds of applica-
tions will become widespread when connected to form the
IoT where everyday objects can display intelligent behavior.
IoT applications can display context-aware behavior, since
they may associate a user or an object with information
about the surroundings and the current situation[3].

IoT applications exist in a variety of areas, such as
environmental monitoring (pollution, earth quake, flooding,
forest fire), energy conservation (optimization), security
(traffic, fire, surveillance), safety (health care, elderly care),
and enhancement of social experience and comfort. IoT
applications are projected to have a big impact on how we
interact with the world, people and things in the future.
In order to enable IoT applications to make intelligent
decisions, it is paramount to support timely access to a wide
range of information sources on a global scale.

This paper therefore specifies a set of requirements that
need to be considered when designing a platform for IoT
applications. Related work is presented and described in re-
lation to the requirements, along with limitations in existing
solutions, foremost in the lack of support for applications to
share information and provide timely access to information
from global sensors and actuators. We present an overview
of the MediaSense platform and how it addresses the re-
quirements in order to offer scalable, seamless, and real-time
access to global sensors and actuators via heterogeneous
network infrastructures.

Section II outlines the requirements for IoT applications.
Section III puts these requirements in relation to related
work. Section IV outlines our solution called the Media-
Sense platform, whereas section V discusses our current
results. Finally, section VI presents the conclusions and the
research that still remains to be undertaken.

II. REQUIREMENTS

Internet-of-Things applications put certain requirements
on the supporting architecture and infrastructure. In our
analysis, we derived a list of requirements that must be
satisfied in order to provide adequate Quality of Service
(QoS) and Quality of Experience (QoE) for various types
of Internet-of-Things applications. In detail, these require-
ments are: a) Scalable – logarithmic or better scaling of
communication load in end-points. b) No central point of
failure – fully distributed and several ways to connect to the
platform. c) Bidirectional – capable of communicating with
both sensors and actuators. d) Fast – capable of signaling in
real-time between end points. e) Current – all data retrieved
should be the most current values. f) Lightweight – able to
run on mobile devices with limited resources. g) Seamless
– capable of handling multi-NAT traversal, heterogeneous
infrastructures, and different end user devices. h) Stable
– reliably handle transient nodes joining and leaving with
high churn rates, while making sure that all queries into the
platform should return an answer. i) Extensible – capable
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of adding new features and modules without complete redis-
tribution, such as persistence, authentication, and reasoning.

III. RELATED WORK

Related work has mainly been focused on brokering of
sensor information on the Internet, via different types of web
services. Examples of these typical IoT architectures which
utilize centralized servers or cloud-based web services are
SenseWeb[4] and Pachube[5]. In detail, these approaches
broker the information through a centralized web-service
based architecture and thus they do not support requirement
a), b), c), d), and e), i.e., Scalable, No central point of
failure, Bidirectional, Fast, and Current.

Cloud-based infrastructures such as CeNSE[6] claim to
address the scalability issues. However, cloud-based infras-
tructures centralize components for authentication and bro-
kering, therefore not satisfying requirements b) No central
point of failure and e) Current.

Project SENSEI[7] proposes a logical architecture for the
IoT, but has as yet not provided answers about how sensors
are integrated and how such information will be made
available in a real-time and scalable fashion, therefore not
fulfilling requirements a) Scalable and d) Fast. Addition-
ally, its architecture contains components which centralize
brokering and therefore does not satisfy requirement b) No
central point of failure.

The SOFIA architecture[8] offers a scalable middleware
approach to context aware applications. SOFIA is based on
an ontological data model, which can provide filtering of
information in relation to related context to create context
awareness. The reasoning over an ontological model is
inherently slow and the solution there does not satisfy
requirement d) Fast or e) Current.

The COSMOS system[9] is also a middleware for context-
centric access control for wireless architectures. COSMOS
applies context information to create a novel security model
for context-centric access control where mobile agents acts
as proxies for mobile devices inside the middleware. This
introduces an additional step in data communication which
does not satisfy requirement d) Fast.

IV. THE MEDIASENSE PLATFORM

In response to the shortcomings of earlier solutions in
regards to fulfilling the requirements presented in section II,
this paper presents a novel architecture for developing appli-
cations on the Internet of Things, which satisfies the require-
ments. The architecture is encapsulated as the MediaSense
platform and it is a distributed architecture that enables IoT
applications based on sensor and actuator information. An
overview of the platform and its components is presented in
Figure 1, which show how the platform is distributed over a
number of entities connected to the Internet. The figure show
how an application that is running a client of the MediaSense

Figure 1. Overview on the function of the MediaSense platform.

platform (a MediaSense instance) communicates with other
entities running the platform. A client can acquire sensor and
actuator information of the other participants. Furthermore,
the platform can act as both a producer and consumer of
sensor and actuator information at the same time, enabling
bidirectional exchange of context information.

A more detailed overview of the whole architecture,
including all the layers and components, is shown in Figure
2. This paper will focus on this figure and the remainder of
this section will explain the purpose and operation of each
layer and their components.

A. Interface Layer

The interface layer is the public interface through which
applications interact with the MediaSense platform. The
interface layer includes a single component, the MediaSense
application interface, which is a generic and standardized
Application Programming Interface (API) for developers to
build their own IoT applications.

1) MediaSense Application Interface: The purpose of the
MediaSense application interface is to provide a single entry
point for developers to create applications on top of the
MediaSense platform. The interface is thus a standardized
API and it provides access to all of the available func-
tionality that the platform provides. Hence, the MediaSense
application interface provides many different means of inter-
acting with the MediaSense platform, such as accessing the
dissemination core directly or trough any running add-ins,
all depending on the applications demands, requirements,
and sought after QoE.

B. Sensor and Actuator Layer

The purpose of the sensor and actuator layer is to enable
a generalized method to produce information and provide it
to the MediaSense platform. The problem is that there exist
a large number of different sensors and actuators, which
use many different technologies. This needs to be addressed
in order to provide the platform with the information and
functionality that applications require. The sensor and actu-
ator layer is therefore separated into four components: the
actual sensors and actuators, different sensor and actuator
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Figure 2. Overview of the MediaSense platform’s architecture.

networks, a sensor and actuator gateway, and an abstraction
component.

1) Physical Sensors and Actuators: The sensors and ac-
tuators provides the actual connection to the physical world.
Sensors sense their surroundings and are thus the sources
of context information to the whole system. By sensors we
mean anything that can produce contextual information, for
example, GPS location, temperature, pressure, humidity, and
health status. But also context information that are difficult
to physically sense, such as name, favorite food, mood,
preferences, etc. By actuators we mean any type of object
which can access the physical world and perform some
form of actuation in it. Typical actuators include controlling
devices such as light switches and heating temperature
settings. But actuators can also include any type of shared
resource made available to interact with via the MediaSense
platform, such as shared data storage.

2) Sensor and Actuator Networks: Sensors and actuators
are usually connected through some form of sensor or actua-
tor network. These are for example, wireless sensor networks
(WSN) or wireless sensor/actuator networks (WSAN). The
purpose of these networks is to gather data from many
connected physical sensors through a network of sensors
and actuators. WSN/WSAN is used in order to achieve
larger area coverage, higher quality of service, lower energy
consumption, and cheaper hardware.

A sensor and actuator network commonly designate a
node to coordinate access to and from the outside world,
it is not uncommon for such a node to be more advanced
in terms of processing power or battery reserves. Based on
the properties of the network, this will be the node that
communicates upward to either a gateway or directly to the

sensor and actuator abstraction.

3) Gateways: As a consequence of the wide range of
protocols and technologies used in sensors and actuator
networks, gateways are sometimes required. In detail, a gate-
way translates the sensor specific network technology into a
common communication protocol. Thus a gateway mediates
communication with each specific sensor and actuator type.
Therefore a separate gateway has to be built for each new
sensor or actuator network that wants to connect into the
MediaSense platform. The gateway then provides access
to the sensors and actuators regardless of the underlying
technology used by the sensor and actuator networks.

However, if the sensor and actuator network has the ability
to directly talk to the abstraction component, the gateway can
be ignored for that particular network. This is denoted as the
"End to End" part inside the sensor and actuator layer. These
are for example IPv6 capable sensor and actuator networks
[10] or other types of networks with extend capacities and
computational power.

4) Sensor and Actuator Abstraction: The abstraction
component provides a standardized method of interaction
with all sensors and actuators. It abstracts all sensors and
actuators into a generalized and standardized format, which
is connected into the MediaSense platform through the ap-
plication interface as any other application. It thus provides
the platform with access to all types of sensors and actuators
in one of two ways. Either through a gateway that translates
any communication protocol and access method used by the
sensor and actuators network, or by directly communicating
with the sensor and actuator network if the sensor and
actuator network is powerful enough.
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C. Add-in Layer

The purpose of the add-in layer is to enable developers
to add optional functionality and/or optimization algorithms
to the MediaSense platform. An add-in can be used in order
to make the MediaSense platform meet specific application
requirements, sought after quality of experience, or available
capacity in regards to computational power and bandwidth.
Thus the add-in layer manages different extensible and
pluggable add-ins, which can be loaded and unloaded in
runtime when needed. The add-in layer can include any
number or type of add-ins, but they are divided into two
categories, optimization components and extension compo-
nents. Whereas the optimization components offer ways of
optimizing the behavior and functionality of the system, and
the extension components enables extended functionality
which applications might demand.

1) Extensions: The extension components provide add-
ins for enabling extended functionality, such as context-
awareness and reasoning, in the MediaSense platform. These
extension add-ins can for example include, logical context
objects, semantics, reasoning, ranking of context informa-
tion, search engines, query languages, and context agents.

2) Optimizations: The optimization components provides
add-ins for optimizing the MediaSense platform in many
different forms. These optimizations add-ins can for exam-
ple include clustering of information, caching, persistence,
intelligent routing, and decision making to determine when
to optimally send data.

D. Dissemination Layer

The dissemination layer enables dissemination of informa-
tion between all entities that participate in the system and
are connected to the IoT. In detail, the Distributed Context
eXchange Protocol (DCXP) [11] is used. DCXP offers
reliable communication among entities that have joined a
peer-to-peer network, which is used to enable exchange of
context information in real-time. The operation of the DCXP
includes resolving of so called Universal Context Identifiers
(UCI) and subsequently transferring context information
directly with a resolved entity. Therefore, the dissemination
layer includes three components, a dissemination core, a
lookup service, and a communication system. The dissem-
ination core exposes the primitive functions provided by
DCXP, the lookup service find and resolve other entities who
has joined the system, and the communication component
abstracts a transport layer communication.

1) Dissemination Core: DCXP offers primitive functions
for publishing, retrieving, and transferring information in a
peer-to-peer manner, as well as joining and leaving the peer-
to-peer network. Hence, it is the dissemination core that
exposes these primitive functions to the above layers, thus
making these services available to the MediaSense platform.
Furthermore the dissemination core hides the underlying
lookup service and communication technology from the

above layers. Thus allowing different choices for lookup
service and communication technology without any changes
to the other layers.

2) Lookup Service: The lookup service provides the
means of resolving UCI’s to find the location of a sought
after piece of information or entity. The lookup service can
be implemented in a number of different ways, for example
as a distributed hash table, distributed graph, or cloud server.
Examples of already tested and evaluated systems are Chord
and PGRID, which was done in [12] and [13], respectively.

3) Communication: The communication component of-
fers the possibility to exchange the communication pro-
tocol of the dissemination layer and thus of the whole
MediaSense platform. It also makes it possible to provide
multiple concurrent communication protocols, such that the
components can request different quality of service based on
their chosen communication protocol. Examples of possible
communication protocols are: TCP, UDP, Reliable-UDP, and
Stream Control Transmission Protocol (SCTP).

E. Networking Layer

The MediaSense platform is designed to operate over
heterogeneous infrastructure, including wireless and mobile.
The purpose of the networking layer is to connect different
entities over current IP based networking infrastructure. In
general the networking layer has two components, an IP
network and a physical network medium.

1) IP Networking: The IP network component is the IP
endpoint for a particular entity, which is running an instance
of the MediaSense platform. The IP networking components
thus provides the ability to communicate with other entities
on the Internet, regardless of type the type of connection. In
detail, this can include both IPv4 and IPv6 networks.

2) Physical Network Medium: The physical network
medium component denotes that the MediaSense platform is
agnostic of the underlying infrastructure. Hence, the Media-
Sense platform can run over heterogeneous networks and
via different types of physical infrastructures. This includes
different technologies such as Ethernet, 802.11 b/g/n, and
other variants of mobile broadband and fiber optic networks.

V. RESULTS AND DISCUSSION

The current results include development and launching of
an open source development website (www.mediasense.se)
for the MediaSense platform. This website will act as a
portal for all developers who want to utilize the MediaSense
platform in their applications. The MediaSense platform is
provided free and under an open source license, in order to
make it available for anyone to use.

A. Verification

Initial testing and evaluation of the open source platform
has been conducted with users in a testbed with fixed and
mobile access to the Internet. Proof-of-concept applications
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(a) Object tracking (b) Intelligent home (c) Health monitoring (d) Energy consumption (e) Energy profiling

Figure 3. Examples of applications using the MediaSense platform.

have been built both on set-top boxes and smartphones, in
order to show that the MediaSense platform can be applied
in a wide range of scenarios, e.g., health care, intelligent
home, object tracking, and social applications. Figure 3,
shows some of these proof-of-concept applications that use
the MediaSense platform. From left to right they represent
object tracking (for tracking sensor enabled objects), intelli-
gent home automation (for interacting with the intelligent
home), health monitoring (for medical status and alerts),
energy consumption (for smart energy monitoring), and
energy profiling (for energy awareness). The initial testing
and evaluation indicates that the MediaSense platform is on
par with UDP traffic over mobile Internet access, which is
demanded by real-time applications.

The application shown in Figure 3a addresses object
tracking and verifies the importance of requirements a)
scalable, b) No central point of failure, f) Lightweight,
and h) Stable, due to the large number of transient entities
and objects.

The application in Figure 3b targets the intelligent home
and verifies the importance of requirements c) Bidirectional
and g) Seamless, due to that it both handles sensors and
actuators, as well as different networks.

Figure 3c shows a health monitoring application that
verifies the importance of requirements d) Fast, e) Current,
h) Stable, and i) Extensible. This is due to the highly
sensitive data which requires secure authentication and real-
time delivery to minimize delay of critical health care.

The application in Figure 3d targets energy consumption
and verifies the importance of requirements d) Fast, and
e) Current, requiring a steady stream of current data to
monitor the changes in energy consumption.

Lastly, the energy profiling application in Figure 3e ver-
ifies the importance of requirements c) Bidirectional, d)
Fast, e) Current, and i) Extensible, because profiling also

has to include reasoning in order to create energy awareness
in the application.

B. Addressing the Requirements

The presented architecture and platform can support all
of the posed requirements in section II. In detail, the
requirements are addressed as follow.

a) Scalable is addressed by using a scalable lookup
service in the platform. For example, the Chord and P-grid
solutions which scale logarithmic with the amount of entities
in the whole system.

b) No central point of failure is addressed by using a
fully distributed system in the dissemination layer, without
any centralized component. A fully distributed system is
needed due other requirements, such as fast, current, and
scalability.

c) Bidirectional is addressed by allowing two-way com-
munication in the dissemination layer and accepting both
sensors and actuators in the system.

d) Fast is addressed by using a distributed lookup service
with logarithmic, or better, lookup delays that utilize a
communication protocol which can provide real-time com-
munication. This, in order to support real-time applications,
and that no obsolete information is being considered in
application logic.

e) Current is addressed by using a peer-to-peer system
as the dissemination layer. This because a peer-to-peer
system is communicating with the source, and thus is always
proving the most current value.

f) Lightweight is addressed with the possibility of choos-
ing lightweight components and only loading the required
add-ins. For example only loading reasoning, semantics, etc.,
when needed. Thus avoiding computational heavy compo-
nents if they are not required. Our platform is therefore able
to run on mobile devices such as smartphones.
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g) Seamless is addressed by having the platform agnostic
of the underlying infrastructures. The networking layer sup-
ports heterogeneous IP-based infrastructures if the lookup
service and commutation protocol can penetrate Network
Address Translation (NAT).

h) Stable is addressed by utilizing a stable lookup ser-
vice. The lookup service must thus support transient nodes
leaving and joining, as well as intermittent disruptions and
unexpected disconnections. Furthermore, the reliability is
solved by using a reliable lookup service and commutation
protocol. This is also required in order to support real-
time applications, with application logic depending on fresh
information. Thus the lookup service and the communication
protocol must provide reliable services.

i) Extensible is addressed by allowing multiple add-ins to
be dynamically loaded on demand. Which is solved in the
add-in layer, and is a prerequisite for other requirements,
such as persistence and authentication. Persistence can be
addressed by adding such an add-in to the platform. Relevant
data can be stored based on importance, in order to provide
better lookup, and reliability. Furthermore, controlling the
reach of information can be addressed by creating an add-in
that can authenticate entities and encrypt the data.

VI. CONCLUSION AND FUTURE WORK

The contributions of this paper begins in Section II with
the specification of a set of requirements that need to be
considered when designing a platform for IoT applications.
Then existing related work is evaluated in Section III, where
several of these approaches address some of the require-
ments, but they all have their limitations. We therefore
propose the MediaSense platform and its components in
Section IV. It provides a distributed IoT infrastructure that
offers scalable, seamless, real-time access to global sensors
and actuators. The sensors and actuators are connected via
devices that act as end-points in the peer-to-peer based
infrastructure. Applications running locally on such end-
point devices can thereby access information from sensors,
and control actuators, connected to any other end-point. The
proposed MediaSense platform fulfills all the stated require-
ments, as shown by the demo applications and descriptions
in Section V. Further, the platform is provided for free, under
an open source license.

Current efforts are directed toward interfacing between
the connected-things infrastructure and the world of our
experience, through extending the platform with a semantic
layer and datamining capabilities, decision making, reason-
ing, and optimizations. Moreover, we are working on a
generic integration with IoT and cloud infrastructures in new
projects.
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Abstract—This paper explores the merits of the indoor 

positioning system using Radio-frequency identification (RFID) 

technology for mobile robots. The indoor positioning function 

by the Received Signal Strength Indicator (RSSI) and the Link 

Quality Indicator (LQI) method is developed first to determine 

the location of the robot. The RSSI and the LQI based indoor 

positioning system employs wireless signal intensities to build 

the intensity distribution map and compares the signal 

intensity of the transmitters obtained by the receivers to 

determine the location of the robot. In the end, the 

implementation is to use a predetermined indoor environment, 

which is set up beforehand to validate the RFID based indoor 

positioning system developed by a mobile robot. Validation 

results show that the precision of the positioning system in one-

dimensional is 10 cm and the average accuracy rate is 97.23%. 

The precision of the positioning system in two-dimensional is 

10cm x 10cm and the average accuracy rate is 79.73%. Finally, 

the average error of the robot tracking in two-dimensional is 

14.16cm. 

Keywords-RFID technology; RSSI; LQI; indoor positioning; 

mobile robot 

I.  INTRODUCTION  

Currently, various kinds of robots are used to make work 
efficiently and avoid the dangerous situations for human 
beings. In order to make the robot perform the designated 
activities like human beings in an unknown environment, the 
robot must be able to perceive its own locations. By being 
able to perceive its position in the environment, the robot can 
then move autonomously to achieve its tasks. 

  For the purpose of knowing the location of the robot, 
different methods have been developed, including multiple 
sensors for obstacle detection in the environment such as 
infrared sensor [1]-[5], ultrasonic sensor [6]-[7], image 
methods [8]-[14], lasers [15]-[17], color belt method [13], 
landmark [18]-[22] and RFID [20]-[31], etc. The RFID tag 
includes a small RF transmitter and receiver. An RFID 
reader transmits an encoded radio signal to interrogate the 
tag. The tag receives the message and responds with its 
identification information. This study adopts the RFID 
method for robot localization for its simplicity and wireless 
features.  

In this paper, Section I introduces the structure of the 
paper. Section II introduces the information about the RFID 
system. Section III and Section IV introduce the basic 
principles of positioning and the positioning techniques. 
Section V introduces the system design and the 
implementation. In the end, Section VI shows the results and 
the discussion and Section VII is to sum up the paper. 

II. RFID SYSTEM 

RFID is a technology that transfers data between a reader 
and an electronic tag attached to an object for the purpose of 
identification and tracking via wireless signals and has 
attracted great attentions recently for its tracking capability. 
It was originally intended in industry as an alternative to the 
bar code and logistic applications. Its advantage includes no 
requirement of direct contact or line-of-sight scanning.  

The purpose of an RFID system is to enable data to be 
transmitted to and from the tag. The data may provide 
identification or location information, or specifics about the 
product being tagged, such as price, color, date of purchasing, 
etc. A basic RFID system consists of three components, 
namely an antenna, a transceiver (with a decoder often 
combined into the reader) and a transporter (an RF tag, 
electrically programmed with unique information). The 
antenna transmits radio signals to activate the transponder.    

Three types of RFID tags are commonly used, including 
active, passive and semi-passive ones. Active RFID tags 
broadcast their signal to the reader, and are typically more 
reliable and accurate than passive ones. They send stronger 
signals and thus are more adaptable to environments that are 
hard to transmit other types of tags, such as under water 
situations or those requiring a longer distance of 
communications. However, their required power source 
makes them larger and more expensive. Passive RFID tags, 
on the other hand, do not need internal power supplies and 
rely on the RFID reader to transmit data so that they are 
smaller and cheaper. A small electrical current is received 
through radio waves by the RFID antenna which has enough 
power to transmit a response. They are more suited for 
warehousing environments where the interference is not 
severe and the distances are relatively short. Semi-passive 
RFID tags are similar to the active ones with an internal 
power supply, but it does not broadcast any signal until the 
reader initiates it. 

III. THE BASIC PRINCIPLES OF POSITIONING 

A. RSSI (Received Signal Strength Indicator) 

RSSI [32]-[33] uses a channel path loss propagation 

model to describe the signal decay with distance. RSSI 

represents the signal strength. When the transmitter is near 

to the receiver, the RSSI value is larger and vice versa. For 

localization, three receivers are required at least. In the free 

space propagation model, the transmitted and received 

signal power ratio is as follows: 

   
       

 

(   ) 
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where Pr (dB),  Pt (dB), Gr, Gt, λ(m) and d (m) denote the 

received signal power, the transmitted signal power, the 

receiver antenna gain, the transmitter antenna gain, the 

signal wavelength and the distance between the transmitter 

and the receiver, respectively 

In an indoor environment, the received and transmitted 

power ratio is susceptible to both multi-path interference 

and shadowing effects. Therefore, the signal strength will be 

different from that in free space. In addition, the resulted 

distance will have errors due to refractions at edges and 

from the media, different propagation speeds, polarization 

and scatterings, etc. That is, the deduced location will not be 

at one point but will fall into an area. Therefore, the total 

received power from the tag has to take into account the 

effects of multi-reflections and other error factors which 

may cause the power loss. Thus, the total received power 

previously given is modified as follows: 

             
       

 

(   ) 
 

where Pref (dB) and Perr (dB) represent the power due to 

reflections and other error factors, respectively.
 
 

B. LQI (Link Quality Indicator) 

 In practical applications, the total received power can 
not be used directly due to affecting factors mentioned above. 
Hence, in this study we use the link quality indicator (LQI) 
method for our distance reduction to avoid the problems. 

LQI [34] is determined by two characteristic of the 
receiving packets, namely, signal strength and quality. It is 
specified by IEEE802.15.4 to assess the quality of the 
communication link between a receiver and transmitter. LQI 
is based on signal to-noise ratio or energy density of the 
signal in the frequency band used and provides average 
correlation values for each incoming packet. As with RSSI, 
LQI allows users to assess the communication link 
considering the environmental effects on a single 
transmitter/receiver pair. However, LQI provides a more 
thorough estimate of the quality of the link than RSSI since it 
assesses all possible frequencies in the physical layer of the 
transmission. 

The basic idea of using LQI for distance determination is 
that the transmission quality is better when the distance is 
smaller and vice versa. In general, the values of LQI are 
expressed in binary digits of a byte from 0 to 255 with 255 
indicating the highest link quality. That is, the received 
signal is divided into 256 parts equally from the weakest to 
strongest by the manufacturer. 

IV. POSITIONING TECHNIQUES 

The positioning technique adopted in this study includes 

pattern matching and related algorithms as follows. 

A. Pattern matching location technology 

The pattern matching between the received signal and 

the database of the training samples for positioning is 

known as the fingerprint matching method. The matching 

process is divided into two phases as shown in Figure 1; 

namely off line (off stage) and on line (real time) as follows.  

 

 
 

 

∙ Off line (Off stage): establishing the feature database. 

This is the training phase in which the signal strengths at 

a number of locations are measured and recorded to the 

database first. The format of the received signal strength of 

each record is denoted by (       〈                〉  ) , 

where (    ) is the coordinate of the training location and 

   (         )  is the received signal strength at the 

training point from the ith transmitter. Once the database is 

established, positioning can be accomplished by pattern 

matching between the received signal strength and that in 

the database. 

∙ On line (Real time) 

After establishing the database, real time position 

localization is performed. In this situation, a number of 

training locations is selected at which the received signal 

strength from every sender is recorded and the received 

signal pattern is then compared with the training pattern in 

the database for positioning. In general, positioning model 

will give several possible estimated locations combined 

with their probabilities. In the present method, only the 

highest likelihood location is selected. 

B. Probability-based method 

 Probability method is the use of conditional probability 

statistics. Under current conditions, use the current location 

of the user to find the most likely location of the user. 

Firstly, establish the characteristic vector for every training 

location to form the database of the characteristic vectors. 

The characteristic vector is denoted by    〈  
       

    
  
 〉, where the   

 

 
is the     training location receiving the 

distributed signal strength from the     transmitter. Using 

statistical methods to collect all possible distributed signal 

patterns from every transmitter of the training location, and 

then to set the threshold value of the number of the correct 

matching data. When the number of the correct matching 

data is greater than the threshold value, the training location 

is used to estimate the position. 

V.   SYSTEM DESIGN AND IMPLEMENTATION 

The procedure of location planning is set in two steps; 

first, one-dimensional line planning; then two-dimensional 

Figure 1: Pattern matching for location  
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positioning planning. By varying the distance between the 

robot and the signal transmitter, the law of the received 

signal by LQI is established to determine the positioning 

relationship. 

             
 

 

In Figure 2 is RFID module, which is operated at the 

frequency of 315M Hz. The effective radius of RFID 

module is 15 meters with an antenna. In Figure 3, the 

mobile robot uses a micro-processor AT89S52 to control the 

motors for movements and uses the Bluetooth for remote 

control via a personal computer. The robot size is145mm 

long by 115mm wide by 120 mm high and weighs 1kgw.  

 

 
Specifications Description 

Receiver Supply Voltage :  9VDC via wall adaptor if necessary  

Receiver Supply Current :  4mA Typical  

Receiver Output :  RS232,  9600 Baud, 8 bit words,1 stop 

bit,1 start bit, no parity 

Transmitter Power Supply :  CR2032 (7,000 hours)  

Operating Frequency :  315 Mhz  

Data Format :  4 characters  

Effective Radius :  15 meters by using antenna  

 

Table I is the specifications of the RFID module. As 

shown in Figure 4, the positioning system consists of the 

mobile robot, RFID modules and the personal computer. It 

has four active RFID tags with an RFID receiver for its 

position module. The RFID receiver is responsible for 

transmitting the received signal strength of the RFID tags 

via RS232 to the personal computer for data processing. The 

personal computer processes the received signal strength of 

each RFID tag and displays the positioning results. 

 

RFID Transmitter
RFID Receiver

Robot

Bluetooth Transmitter Bluetooth Receiver

Server

Remote Control 

Positioning System

RS232

 
 

VI. RESULT AND DISCUSSION 

A. LQI statistics and the deduced distance database table 

For real time positioning, we need to establish the 

reference database of LQI versus known distance first. This 

is accomplished by fixing the transmitter location, varying 

the receiver distance step by step from the transmitter and 

measuring the corresponding LQI value at each location. In 

In Figure 5, it shows that how is the LQI reference table 

being established. It shows that at distance d1, the 

corresponding      is measured. Then, the receiver is 

moved to location 2 where the distance is        to 

measure    , and so on. The LQI values are measured a 

total of 30 data at each location so that data variance can be 

reduced to obtain an interval of the average value and thus 

to strengthen the reliability of the received signal. 

 

 

 

 

 

 
 

 

               …    

   
 
           …      

 

 

 
 

 

Typical signal strength variations versus distance are 

shown in Figure 6 for four RFID tags. It can be observed 

that the signal strength decreases with some oscillation as 

the distance increases from 0 cm to 140 cm. For distances 

greater than 140 cm, the LQI value levels off to about a 

fixed range. The signal can be received to a distance as far 

as 1500 cm. It is clear that the gain of each RFID is not the 

same because the curves shown in Figure 6 do not coincide 

to each other. To unveil the reason of this inconsistency 

among the RFIDs, the antenna of the RFID is removed and 

the measurements are taken again with the same conditions 

as that of Figure 6. The results are shown in Figure 7. It can 
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Figure 5: Establishing the LQI reference table with known distance. 

Figure 4: System configuration 

To get the 𝐿𝑄𝐼  
 

取得  

 

 𝑑  
 

To get the 𝐿𝑄𝐼  
 

 𝑑    ∗ 𝑑  
 

To get the 𝐿𝑄𝐼𝑁 
 

 𝑑𝑁  𝑁 ∗ 𝑑  
 

Table I. The specifications of RF8315RT 

 

Figure 2: RFID module Figure 3: the mobile robot 

 

Figure 6: LQI distributions versus distance for four RFIDs, each  

with an antenna. 
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be seen that data variation among the RFIDs is reduced 

considerably. That is, the variation in antennas of the RFIDs 

is the main reason causing the data spreading shown in 

Figure 6. 

The results depicted in Figure 7 indicate that the signal 

strength decreases as the distance increases from 0 cm to 80 

cm. The oscillatory variation shown in Figure 6 is greatly 

reduced. Furthermore, the decreasing rate of the LQI value 

is larger than that with antennas. For the distance greater 

than 80 cm, the LQI value is reasonably constant. The signal 

can be received as far as 8 m, shorter than that with the 

antenna of 15 m. That is, the antenna gain factor is about 

1.75. Because a constant LQI value is not suitable for 

distance determination, the LQI in the range from 0 to 80 

cm illustrated in Figure 7 is used for distance determination 

in this study due to the larger negative slope.  

 

 
 

 

B. Experimental one-dimensional positioning for mobile 

robot 

 

 

 The average accuracy:97.23% 

 

For the one dimensional positioning experiments, at each 

distance, the measurements are conducted a total of 30 data 

for each location and the distance is changed with an 

interval of 10 cm. The results are shown in Table II. The 

number of false positing given in the table means the 

number of incorrect measurement among the 30 

measurements at each location. The accuracy is deduced by 

dividing the number of accurate positing to the total 

measurement number 30. It can be observed that within the 

distance of 30 cm and at the distance of 60 cm, no error 

occurs. However, at the distances of 40 cm and 50 cm, the 

errors are 10 cm and ±10 cm, respectively. That is, at these 

two locations, an error of one measurement interval (10 cm) 

is observed due to the oscillatory behavior of LQI shown in 

Figure 7 at these distances.  

C. Pattern matching location technology to establish the 

signal strength database 

In the off-line stage, we establish the characteristics of the 

positioning database. The environment is divided into 36 

cells by an area of 10 cm x 10 cm each first. Then we 

measure the signal strength LQI of each position to establish 

the location reference database. In real-time applications, we 

use the positioning module and positioning rules described 

above to estimate the receiver position. Figure 8 shows the 

experimental environment for real time testing. It can be 

seen that a tag was installed at each corner of the four 

corners of the environment while a robot moves inside the 

area enclosed by the tags. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figures 9(a)-(d) illustrate the variation of the signal 

strength for each RFID tag. The result shows that the signal 

strength of the tag varies from the distance in the indoor 

environment. That is, the received signal strength is smaller 

when the distance is farther. This is true for all of the four 

tags investigated. However, it is also evident that at the 

same distance, the received signal strength from each tag. 

That is, when using the received signal strength of the tags 

to determine a specific location in the environment, the 

deduced coordinate is not a single value but during an 

interval.  
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Figure 7: LQI distributions versus distance for the RFIDs without 

         any antenna. 

 

      Figure 8: The testing environment.  

 

Figure 9(a) Signal strengths from Tag A  

 

Table II. The table of one-dimensional position and the actual 

distance prediction (measuring a total of 30 data) 
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D. E Two-dimensional localization for tracking the mobile 

robot 

This experiment is adding the mobile robot for tracking 

observation. Place the receiver in the mobile robot and 

observe the localization results. In Figure 10, this is the 

result of two-dimensional localization for mobile tracking 

and the tracking path is (5 , 5)→(5 , 4)→(5 , 3)→(4 , 

3)→(3 , 3)→(3 , 2)→(3 , 1). 

The wireless location signal strength is affected by 

fluctuations, so real-time tracking is a great challenge. 

According to experimental the results, it could be observed 

that the accuracy rate is low at the coordinate of (1 , 2), (1 , 

3), and(1 , 4). It is clear that when the robot makes a turn, 

the receiver will follow the turning action and causes a 

positioning error. Therefore, the robot must wait for a while 

for the signal to be steady so that the positioning results can 

be more accurate.  

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

In Figure 11, it shows the estimated localization average 

error of walking path for mobile robot. The average 

localization error is 14.16 cm. 

 
 

VII. CONCLUSION 

This study uses the property of the signal strength for 

positioning. The accuracy of one-dimensional localization 

without antennas is 10 cm and the average accuracy rate is 

about 97%. Therefore, in one-dimensional positioning by 

using the robot for adaptive positioning control is good. 

For two-dimensional positioning in the area of 60 cm x 

60 cm, the location average accuracy is about 79.7%, not as 

good as the one dimensional case due to errors generated by 

the wireless signal interference from the surrounding objects. 
To expand the scope of the present localization method, in 

addition to increasing the number of RFID tags, the other 
approach is to unify the antenna specifications with high-
gains. 
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Abstract—This paper investigates the potential interactions
between reader and tag anti-collision algorithms of passive RFID
(radio frequency identification) systems. Conventionally, reader
and tag anti-collision algorithms are designed by assuming that
they are independent from each other. In practice, however,
readers and tags usually operate in the same frequency band.
Therefore, contention between their transmissions can also po-
tentially arise. Furthermore, reader anti-collision policies directly
influence the way in which tags are activated, and thus also
the way in which they collide when responding to reader’s
requests. In view of this and considering the growing numbers of
readers and tags, independence of both schemes can not longer
be considered as a realistic assumption. This paper partially
fills this gap by proposing a new cross-layer framework for
the joint evaluation and optimization of reader and tag anti-
collision algorithms. Furthermore, the paper proposes a new
approach, based on a Markov model, which allows capacity
and stability analysis of asymmetrical RFID systems (i.e., when
readers and tags experience different channel and queuing states).
The model captures the dynamics of tag activation and tag
detection processes of RFID. It also represents a first step towards
a joint design of physical (PHY) and medium access control
layers (MAC) of RFID. The results indicate that the proposed
approach provides benefits in terms of stability and capacity
over conventional solutions even when readers and tags operate
in different channels. The results also provide useful guidelines
towards the cross-layer design of future RFID platforms.

Index Terms—RFID anti-collision algorithms, cross-layer de-
sign, random access theory.

I. INTRODUCTION

A. RFID technology and previous works

RFID (Radio Frequency Identification) is a technology that
uses radio frequency signals for purposes of identification
and tracking of objects, humans or animals [1]. In passive
systems, where tags reuse the energy radiated by the reader,
coordination capabilities are considerably limited, thereby
leading to signal collisions. Therefore, an efficient medium
access control layer (MAC) is crucial to the correct operation
of RFID [2].

Two types of RFID MAC collision can be distinguished:
tag and reader collision. A tag collision arises when several
tags simultaneously respond to the same reader request, thus
causing the loss of information. To address this issue, tag anti-
collision schemes such as ALOHA and binary tree algorithms
are commonly employed [2]. Improvements on these solutions
have been further proposed by using tag estimation method-
ologies [3], and modified frame structures [2]. Two types

of reader collision can be also identified: multiple-reader-
to-tag and reader-to-reader collision [4]. To address these
issues, reader anti-collision algorithms based on scheduling
or coverage control have been proposed. Typical scheduling
schemes are frequency division multiple access (FDMA) [5]
or listen-before-talk (LBT) [6]. Advanced schemes such as
Colorwave in [7] and Pulse in [8] implement inter-reader
control mechanisms to assist in collision avoidance, whereas
HiQ in [9] uses analysis of collision patterns to improve
scheduling. In coverage-based algorithms, we find schemes
that reduce the overlapping coverage area between readers
(e.g., [10]), and those that monitor interference to adapt power
levels accordingly (e.g., [12]).

B. Paper contributions

Despite these advances in RFID MAC design, several issues
remain open. This paper addresses some of these issues and
proposes several advances over previous solutions. The paper
addresses for the first time in the literature (to the best of our
knowledge) the joint design of reader and tag anti-collision
algorithms. To achieve this goal, a novel framework for cross-
layer design of MAC and PHY (physical) layers of RFID is
also proposed. Based on this framework, a Markov model
is further presented for the study of capacity and stability
of asymmetrical RFID systems, which is also new in the
literature. More details on these objectives and the rationale
behind them are next explained.

1) Joint design of reader and tag anti-collision: In con-
ventional RFID system design, reader and tag anti-collision
algorithms are considered as independent from each other.
This means that reader anti-collision schemes ignore tag
collisions, and viceversa, tag anti-collision schemes ignore
reader collisions. The reason for this is that the number of
readers is low in typical RFID applications, which means
that reader collisions rarely occur. However, recent years have
seen an increasing numbers of readers and tags. Also, readers
and tags of passive systems usually operate in the same
frequency band, which increases the probability of collision
between their transmissions. Furthermore, reader anti-collision
schemes directly induce tag collision patterns. Therefore, the
assumption of independence of these two schemes does not
longer hold. The objective of this paper is to fill this gap by
studying the interactions between all the elements of a multi-
tag and multi-reader RFID network.
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2) Cross-layer design in RFID: In order to achieve an
accurate evaluation of multi-tag and multi-reader systems, this
paper proposes a novel theoretical framework which includes
relevant PHY and MAC layer parameters. Previous works
on RFID MAC design have used simplistic formulations of
the PHY layer which are inaccurate when modeling real-
life systems. In general, cross-layer design has been scarcely
used in the literature of RFID. At the MAC/PHY level,
some anti-collision algorithms based on power control and
reader scheduling can be considered as cross-layer solutions
(e.g.,[12]), but they have not been explicitly designed with
a cross-layer methodology. At upper layers, only a few
cross-layer solutions using context aware analysis have been
shown to significantly improve reading reliability levels (e.g.,
[13]) and security/privacy features (e.g.,[14]). By contrast, in
conventional wireless networks cross-layer design has shown
considerable benefits, particularly at the MAC/PHY level [11].
Therefore, there is a big potential in using cross-layer design
to improve RFID. The proposed framework in this paper
represents an initial step towards a full joint design of RFID
PHY and MAC layers [15]. Stochastic reception models for
correct tag activation and correct tag detection probabilities
considering channel and queuing states are here proposed.
This stochastic framework can also be used, for example,
to describe advanced multiuser detection schemes for RFID
applications.

3) Asymmetrical scenarios, results and future work: RFID
MAC algorithms have been conventionally modeled in sym-
metrical scenarios, i.e. when all elements are statistically
identical. However, this assumption is unrealistic and can
lead to inaccurate design. This paper also proposes a Markov
model that allows capacity and dynamic stability analysis
of asymmetrical RFID systems (i.e., readers and tags have
different channel and queuing states). This approach is, to
the best of our knowledge, new in the literature of RFID,
as it captures the dynamics of tag activation and detection
processes. The results in this paper indicate that joint cross-
layer optimization of reader and tag anti-collision algorithms
provides considerable benefits in terms of capacity and stabil-
ity even when readers and tags operate in different channels.
The proposed approach was found particularly helpful in
the asymmetrical case. Future work will include the use of
advanced algorithms such as beam-forming, retransmission
diversity, and multi-packet reception.

C. Paper organization

Section II describes the proposed framework for cross-layer
optimization with the signal models for down-link and up-link
reception. Section III describes the proposed metrics, the tag
reception and activation probabilities and the Markov model
for dynamic analysis. Section IV presents the optimization of
the throughput and the results obtained in different scenarios.
Finally, Section V presents the conclusions of the paper.

II. SYSTEM MODEL AND CROSS-LAYER FRAMEWORK

Consider the slotted RFID network depicted in Fig. 1 with
a set R of K readers, i.e., R = {1, . . .K}, and a set T
of J tags, i.e., T = {1, . . . , J}. Two main processes can be
distinguished in the RFID network in Fig. 1: Tag activation
by the transmission of readers, also called the down-link
transmission; and the backscattering response towards readers
by previously activated tags, also called up-link transmission
(see Fig. 1). In the down-link, the transmit power of reader k
will be denoted by Pr,k while its probability of transmission
will be denoted by pr,k. The subset of active readers at any
given time will be denoted by Rt. Tags are activated whenever
the energy received from a reader is above an activation
threshold. The set of activated tags will be denoted here by TP
(TP ⊆ T ). These active tags proceed to transmit a backscatter
signal to the readers using a randomized transmission scheme.
The subset of tags that transmit a backscatter signal once they
have been activated will be given by Tt(Tt ⊆ TP ⊆ T ), where
each tag j ∈ Tt will transmit with a power level denoted by
Pt,j .

Reader 1

Reader 3

Tag 1

Down-link (tag activation)

Up-link (backscatter signal)

Interference

Interference
Interference

Reader 2
Reader K

Tag J

Fig. 1. Multi-tag and Multi-reader deployment scenario.

A. Tag activation: Down-link model

For convenience in the analysis, consider that the channel
between reader k and tag j is given by hk,j . Similarly, the
channel between reader k and reader m is given by gk,m, and
the channel between tag i and tag j is given by ui,j . Therefore,
the signal-to-interference-plus-noise ratio (SINR) experienced
by tag j due to a transmission of reader k will be denoted by
γk,j , and it can be expressed as follows:

γk,j =
Pr,k|hk,j |2

Irk,j
+ Itj + σ2

v,j

, k ∈ Rt (1)

where Irk,j
=

∑
m∈Rt,m 6=k Pr,m|hm,j |2 is the interference

created by other active readers, Itj =
∑

i∈Tt,i6=j Pt,i(|uj,i|2)

is the interference created by other contending tags, and σ2
v,j

is the noise component. If the SINR experienced by tag
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j is above the tag sensitivity threshold γ̃j , then the tag is
powered-up and is then considered as active. The probability
of tag j being activated can be written as Pr{j ∈ TP } =
Pr{maxk γk,j > γ̃j}.

B. Backscattering reply and tag detection: up-link model

Once a given tag j has been activated, it starts a random
transmission process to prevent collisions with other active
tags. This random transmission control will be characterized
by a Bernoulli process with parameter pt,j , which is also the
transmission probability. We consider the backscattering factor
βj as the fraction of the received power reused by the tag to
reply to the reader. Therefore, the transmit power of tag j
can be calculated as Pt,j = βjPr,k|hkopt,j |2, where kopt =
arg maxk γk,j denotes the reader that has previously activated
the tag. The SINR of the signal of tag j received by reader k
can then be written as:

γ̂j,k =
Pt,j |hj,k|2

Îr,k + Îtj,k + Pr,kηk + σ̂2
v,k

, j ∈ Tt (2)

where Îr,k =
∑

m6=k Pr,m|gm,k|2 is the interference created by
other active readers, Îtj,k =

∑
i 6=j Pt,i|hi,k|2 is the interfer-

ence created by other active tags, ηk is the power ratio leaked
from the down-link transmission chain, and σ̂2

v,k is the noise.
Tag j can be detected by reader k if the received SINR is above
a threshold denoted by γ̌k. The set of detected tags by reader
k will be denoted by TD,k, while the probability of tag j being
in TD,k will be given by Pr{j ∈ TD,k} = Pr{γ̂j,k > γ̌k}.

III. PERFORMANCE METRICS AND MARKOV MODEL

The main performance metric to be used in this paper is
the average tag throughput, which can be defined as the long
term ratio of correct tag readings to the total number of time-
slots used in the measurement. Before providing an expression
for this metric, it is first necessary to define the network state
information, as well as the tag activation and tag reception
probability models, and the definition of the Markov model
for the dynamic analysis of an RFID network.

A. Network state information and tag activation model

The network state information can be defined as all the
parameters that completely describe the network at any given
time. In our case, the network state information N (n) at time
slot n is defined as the collection of the sets of active readers
Rs(n) and contending tags Tt(n):

N (n) = {Rs(n), Tt(n)}.

Once the network state information has been defined, we
can define the probability of tag j being activated in slot
n conditional on a given realization of the network state
information N (n) as follows:

Qj|N (n) = Pr{j ∈ TP (n+ 1)|N (n)} =

Pr{max
k

γk,j(n) > γ̃j}.

For convenience in the analysis, let us rewrite this tag acti-
vation probability in terms of the set of active tags TP (n) by
averaging over all values of N (n) where Tt(n) ∈ TP (n):

Qj|TP (n) =
∑

N (n);Tt(n)∈TP (n)

Pr{N (n)}Qj|N (n)

where Pr{N (n)} is the probability of occurrence of the
network state information N (n). This term can be calculated
by considering all the combinations of active tags and readers
as follows:

Pr{N (n)} =
∏

k∈Rt

pr,k
∏

m6∈Rt

pr,m
∏
j∈Tt

pt,j
∏
i 6∈Tt

pt,i

where (·) = 1 − (·). This concludes the definition of the tag
activation probability and the network state information.

B. Markov model
In order to define the Markov model for dynamic analysis of

the system, let us now calculate the probability of having a set
of active tags TP (n+1) in time slot n+1 conditional on having
the set of active tags TP (n) during the previous time-slot. This
transition probability must consider all the combinations of
tags that either enter (i.e., they are activated in time slot n) or
leave the set of active tags (i.e., they transmit in time slot n).
This can be expressed as follows:

Pr{TP (n+ 1)|TP (n)} =
∏

j∈TP (n),j 6∈TP (n+1)

pt,j

×
∏

i6∈TP (n),i∈TP (n+1)

Qi|TP (n)

∏
l 6∈TP (n),l 6∈T (n+1)

Ql|TP (n)

×
∏

w∈TP (n),w∈TP (n+1)

pt,w.

Let us now arrange the probability of occurrence of all the
possible sets of activated tags Pr{TP } into a one-dimensional
vector given by s = [s0, . . . sJJ ]T , where (·)T is the transpose
operator (see Fig. 2). This means that we are mapping the
asymmetrical states into a linear state vector where each ele-
ment represents the probability of occurrence of one different
state Pr{TP }. In the example given in Fig. 2 we have only
two possible tags, where the first system state is given by
both tags as active, the second state with only tag 1 as active,
the third state with only tag 2 as active, and the fourth
state with none tag active. Once these states are mapped
into the state vector s, the transition probabilities between
such states (Pr{TP (n+ 1)|TP (n)) can also be mapped into a
matrix M, which defines the Markov model for state transition
probabilities (see Fig. 2). The i, j entry of the matrix M
denotes the transition probability between state i and state
j. The vector of state probabilities can thus be obtained by
solving the following characteristic equation:

s = Ms,

using standard eigenvalue analysis or iterative schemes. Each
one of the calculated terms of the vector s can be mapped
back to the original probability space Pr{TP }, which can then
be used to calculate relevant performance metrics.
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C. Tag detection model

Before calculating the tag throughput, first we must define
the correct reception probability of tag j at the reader side
conditional on the network state information N (n) as follows:

qj|N (n) = Pr{j ∈ TP (n+ 1)} =
∑
k∈R

Pr{γ̂j,k(n) > γ̌k}

It is also convenient to re-write this reception probability in
terms of the set of active tags TP (n) by averaging over all
values of N (n) where Tt(n) ∈ TP (n):

qj|TP (n) =
∑

N (n);Tt(n)∈TP (n)

Pr{N (n)}qj|N (n)

D. Tag throughput and stability

The tag throughput can be finally calculated by adding all
the contributions over the calculated probability space Pr{TP }
using the Markov model presented in previous subsections.
This can be mathematically expressed as:

Tj =
∑
TP

Pr{TP }qj|TP
. (3)

As a measure of stability we will use the average number of
activated tags, which can be calculated as follows:

E[|TP |] =
∑
TP

Pr{TP }|TP |. (4)

A high number of active tags means that stability is com-
promised, while a relatively low number indicates that the
algorithm is more stable.

Tag 1 Tag 2 

State  

Active Active 

Active Inactive 

Inactive Active 

Inactive Inactive 

1 

2 

3 

4 

State probability vector s 

s=[ s1  s2  s3  s4] 
Transition probabilities: Matrix M 

Characteristic equation 

1 

2 

3 

4 

1 2 3 4 

Transition 

probability 

between state 3 

and state 1 

(M31) 

1 2 3 4 

s=Ms 

Markov chain 

M14 

M41 
M31 

Fig. 2. Example of the Markov model for a two-tag system.

IV. OPTIMIZATION AND RESULTS

The parameters to be optimized are the vector of reader
transmission probabilities pr = [pr,1, . . . pr,K ]T , the vector
of reader transmit powers Pr = [Pr,1, . . . Pr,K ] and the
vector of transmission probabilities of the active tags pt =
[pt,1, . . . pt,J ]. The objective of the optimization is the total tag

throughput, so the optimization problem can thus be written
as follows:

{Pr,pt,pr}opt = arg max
{Pr,pt

,p
r
}

∑
Tj

subject to Pr < Pr,0 (5)

where Pr,0 is the reader transmit power constraint vector.
Since the explicit optimization of the expressions is difficult
to achieve, particularly when considering the Markov model
proposed in the previous section, in this section we will
simplify the optimization problem by applying the previous
concepts to an ALOHA protocol implemented both at the
reader and the tag side. This means that we consider that any
collision yields the loss of all information. Two different cases
will be considered: one in which readers and tags transmit
in orthogonal channels, i.e. no collision exists between the
transmissions of readers and tags, and the second case in which
readers and tags transmit at free will in the same channel,
thereby leading to potential collisions. Under these assump-
tions, the power optimization problem reduces to simply
setting the transmit power of the readers to a particular level to
ensure an average tag activation and tag detection probabilities.
The remaining variables to be optimized are the reader and tag
transmission probabilities. To further illustrate the operation
of the proposed approach, two different scenarios will be
addressed: one in which all elements are statistically identical
(symmetrical scenario) and another with asymmetrical features
(some tags and readers have different characteristics).

A. Symmetrical case with tags and readers operating in dif-
ferent channels

The first scenario consists of R = 5 readers and J = 15
tags all with the same channel and queuing states (symmetrical
case). Tags and readers are assumed to work in different
channels. Fig. 3 displays the results of using the throughput
expression in eq.(3) for various values of reader and tag
transmission probabilities (pr and pt). MATLAB is used for
calculating the results and solving explicitly the Markov chain
model presented in the previous section and thus obtain the
steady state vector and the throughput values. All the cases
discussed in this section will use a fixed transmit power
that has been set to provide the following tag activation and
detection probabilities: Qj = 0.7 and qj = 0.95, respectively.
The surface shape of the global tag throughput in Fig. 3
is slightly asymmetrical, which indicates that the optimum
probabilities cannot be considered as completely independent.
Consider the values of optimum transmission probability with-
out joint design for the ALOHA protocol: ptopt = 1/15 and
propt = 1/5, which yields a value of throughput in Fig. 3 of
0.354. By contrast, the true maximum of the system, which
can be only found using joint optimization, yields 0.3558
with values ptopt = 0.085 and propt = 0.1975. Regarding
stability, Fig. 4 shows the average number of active tags,
where it can be observed that joint design can also help in
driving the system towards a region with low numbers of
backlogged tags. By using joint optimization, the achieved
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value for the average number of active tags is 9, whereas
using the original strategy it would yield an average of 9.8
active tags. Therefore, in this case it has been observed that
even in a completely symmetrical scenario where tags and
readers operate in different channels, joint design also provides
benefits in terms of capacity and stability.

B. Symmetrical case with tags and readers operating in the
same channel

Fig. 5 displays the results for the same scenario but this time
considering full interference between tags and readers. In this
case, the shape is even more asymmetrical, which is consistent
with the assumption of full interference between tags and
readers and which indicates the increased importance of joint
optimization. Consider the values of optimum transmission
probability without joint design ptopt = 1/15 and propt = 1/5,
which yields a value of throughput in Fig. 5 of 0.1789. By
contrast the true maximum of the system, which can only
be found using joint optimization, yields 0.2499 with values
ptopt = 0.035 and propt = 0.085. This indicates that joint
design increases its efficiency when readers and tags operate
in the same channel.

C. Asymmetrical case with tags and readers operating in
different channel

In the second scenario, we consider that the tag/reader
space is divided into two different sets of readers and three
different sets of tags (asymmetrical scenario). Readers and
tags are working in different channels. The first and second
sets of tags can only be reached by the first and second
sets of readers, respectively. The third set of tags can be
reached by both sets of readers. All tags have the same
transmission probability pt as well as all readers transmit
with the same parameter pr. The results displayed in Fig. 6
show that the throughput has also an irregular shape, which
indicates a complex dependency between the transmission
probabilities and, hence, an increased advantages of using joint
optimization. The results of Fig. 6 have been obtained using
three groups of tags with J1 = 3,J2 = 5 and J3 = 7 tags, and
two groups of readers with R1 = 5 and R2 = 10 readers. The
maximum of the global throughput using joint optimization
is 0.4780, whereas using the conventional strategy is 0.4413.
Therefore, joint optimization provides even higher gains in
this asymmetrical scenario as compared to its symmetrical
counterpart. According to these results, joint optimization is
well suited for asymmetrical scenarios. However, in an RFID
network, accurate tracking of different channels of the tags is a
difficult task. A solution to this problem is to use context aware
techniques that allow us to estimate tag relative positions with
respect to the set of readers. Thus, it is foreseen that joint
optimization will be further improved by exploiting context
information acquired from different layers. In the future, RFID
systems can be based on cross-layer design and then help in
the acquisition of all the relevant information to carry out a
more efficient optimization.

V. CONCLUSIONS

This paper addressed the joint optimization and design of
reader and tag anti-collision algorithms for RFID systems. A
general framework was developed for cross-layer evaluation
and optimization of these two contention resolution schemes.
Basic examples using ALOHA protocol have shown that in all
the cases joint optimization provides benefits to global system
operation in terms of stability and capacity even when readers
and tags operate in different channels. The results also indicate
that the gains provided by the joint optimization approach
increase when the scenario deviates from the symmetrical
case, which also means that in a real system deployment
context aware information can be used to further improve the
joint optimization process. The tools developed in this paper
represent a first step towards the full joint design of MAC
and PHY layers of RFID systems. The expressions derived
in this paper also allow the investigation of advanced signal
processing schemes for multi-packet reception which will be
addressed in future works.

Fig. 3. Throughput (T ) vs. reader and tag transmissions probabilities (pr
and pt) of a symmetrical ALOHA protocol for reader and tag anti-collision
assuming no interference between readers and tags.
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Fig. 4. Average number of active tags (E[|TP |]) vs. reader and tag
transmissions probabilities (pr and pt) of a symmetrical ALOHA protocol
assuming no interference between readers and tags.

Fig. 5. Throughput (T ) vs. reader and tag transmissions probabilities (pr
and pt) of a symmetrical ALOHA protocol for reader and tag anti-collision
assuming full interference between readers and tags.

Fig. 6. Throughput (T ) vs. reader and tag transmissions probabilities (pr
and pt) of an asymmetrical ALOHA protocol for reader and tag anti-collision
assuming no interference between readers and tags.

[9] K.Ho. Junius, “Solving the reader collision problem with a hierarchical
q-learning algorithm,” Master’s thesis,MIT, February, 2003.

[10] S.Y. Kim and J.K. Lee “A study on control method to reduce
collisions and interferences between multiple RFID readers and RFID
tag,” International Conference on New Trends in Information and Service
Science NISS, 2009, pp.339-343.

[11] V. Srivastaya and M. Montani “Cross-layer design: a survey and the road
ahead,” IEEE Commun. Magazine, Vol. 43, No. 12, December 2005, pp.
112-119.

[12] K. Cha, S. Jagannathan, and D. Pommerenke “ Adaptive power control
with hardware implementation for wireless sensor and RFID networks,”
IEEE Systems Journal, Vol. 1, No. 2, December 2007, pp. 145-159.

[13] N. Ahmed, R. Kumar, R.S. French, and U. Ramachandran “RF2ID:
A Reliable Middleware Framework for RFID Deployment,” IEEE Int.
Parallel and Distributed processing Symposium, March 2007, pp. 1-10.

[14] T. Kriplean, R. Kumar, R.S. French, and U. Ramachandran “Physical
Access control for captured RFID Data,” IEEE Pervasive Computing,
Vol. 6, No. 4, 2007, pp. 48-55.

[15] R. Samano-Robles and A. Gameiro “Collision resolution algorithms for
RFID applications,” Asia-Pacific Microwave Conference, 2008, pp. 1-4.

44Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-193-9

ICDT 2012 : The Seventh International Conference on Digital Telecommunications

                           53 / 144



Wireless Network Localization 

Optimization Processing 

 

Lukas Klozar, Jan Prokopec 

Department of Radio Electronics 

FEEC, Brno University of Technology 

Brno, Czech Republic 

xkloza00@stud.feec.vutbr.cz, prokopec@feec.vutbr.cz  

 
Abstract—This paper deals with localization in wireless cellular 

networks. We performed measurement of the received signal 

strength in and around Brno city and stored the collected data. 

The localization approach uses multislope channel models to 

estimates the propagation distance from the signal strength. 

Results are processed by two localization techniques. The first 

one is geometrically based with a triangular constellation of 

BSs. The second one is independent on the number of 

connected BSs, however more linked BSs with a triangular 

constellation refine the localization precision. This 

technique uses an optimization algorithm and proves to be 

universal and more accurate.  

Keywords-Channel; localization; modelling; multislope; 

optimization; propagation; wireless. 

I.  INTRODUCTION  

Wireless mobile communication networks are widely 

spread all around the world and new sites are built 

contemporary. This brings new opportunities for localization. 

Many techniques were developed for positioning in wireless 

networks [1][2][10][11][12][13]. In addition, the dedicated 

wireless satellite networks like GPS, GLONASS or 

GALILEO provide localization and navigation services [2]. 

The motivation of this work is to investigate localization 

capabilities of an optimization approach in wireless 

networks. We have measured parameters of GPS and GSM 

networks in an urban environment of Brno city. With the 

combined GPS/GSM module XT65 [3] we have collected 

localization data (latitude, longitude, received signal 

strength, timing advance, cell identity, signal frequency) and 

processed them in Matlab.  

The measurement of the received signal level in the GSM 

network is influenced by individual propagation conditions. 

Therefore, the positioning is ambiguous and additional 

processing is required to increase precision. We applied the 

adaptable multislope propagation channel model on the 

measured values of the signal level to estimate the 

propagation distance. Next, to determine the final position 

we propose two localization algorithms. The first one is 

geometric-based and it is strongly dependent on a network 

constellation. The second one uses an optimization approach 

with a mean square error (MSE) estimation to find the 

Mobile Station (MS) position in two-dimensional space. 
At the beginning of this paper is a theoretical description 

of localization principles in dedicated wireless networks 
(GPS, GSM). Next, the experimental measurement is 
introduced. An optimization multislope channel modeling 
technique is presented [9] to estimate a propagation distance. 
Next, two localization techniques are described and tested. 
Results are compared with other techniques described in 
[11][12]. In conclusion, the results are summarized and 
further improvements are proposed.  

II. GPS LOCALIZATION  

GPS uses the physical model of the Earth called 
WGS 84 [2]. The localization applied in GPS uses a precise 
time synchronization, and the GPS receiver measures 
the Time of Arrival (TOA) [2]. The satellite signals should 
be received from at least four satellites to achieve sufficient 
accuracy. Satellite Based Augmentation Systems (SBAS) 
could provide additional corrections in a receiver. Its 
accuracy depends on the constellation and the number of 
visible satellites. With the SBAS [3] is the XT65’s Circular 
Error Probable (CEP) 2 m and Spherical Error Probable 
(SEP) 3 m [3]. 

III. GSM LOCALIZATION 

GSM is the wireless network with a cellular architecture 
(Figure 1). There are many techniques developed 
for localization [1]. However, the precise position data of 
BSs (Base Stations) are mandatory for all of them. 

A. Network Based Localization 

The GSM network was not designed for localization, thus 
this approach requires additional hardware enhancements in 
network architecture. The Location Measurement Unit 
(LMU) needs to be involved to perform time based 
measurements and computation. With the LMU unit the 
network is capable of using localization techniques TDOA 
(Time Difference of Arrival), OTD (Observed Time 
Difference), E-OTD (Enhanced-OTD). Additional 
capabilities for localization provide the combination with 
GPS receiver denoted as A-GPS (Assisted-GPS) and also the 
measurement of AOA (Angle of Arrival). We focus this 
work on the processing of the received signal strength 
information by the MS as the part of service communication.  
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Figure 1.  Cell identity of the sectors in a cellular network. 

 

Figure 2.  Localization approach based on the measured signal strength

B. Cell Identity Technique 

The Cell Identity (CI) code uniquely identifies each 
sector in the network as illustrated in Figure 1. The 
Broadcast Control Channel (BCCH) [1] carries the CI code 
expressed in hexadecimal format as part of the common 
service communication.  

With the database of identification and position 
information of BSs it is possible to track the MS moving in 
the network according to the actual CI value i.e., trace 
connected sectors of BSs. Other codes used for the 
identification of the MS in the network: Location Area Code 
(LAC), Mobile Network Code (MNC), Mobile Country 
Code (MCC) [1]. 

C. Timing Advance Technique 

The Timing Advance (TA) information transmitted 
in the BCCH corresponds with a propagation delay of a 
transmitted signal. The TA interval in the GSM network 
served to avoid an overlapping of the bursts transmitted by 
different users to a single BS. The TA is expressed as a 
natural number from 0 to 63. Each value determines the 
distance from the BS up to 34 km with a 550 m width 
step [1].  

D. Received Signal Level Technique 

The Received Signal Level (RxLev) represents the power 
of the BCCH received by the MS from a network [3]. The 
RxLev value depends on length and conditions of a 
propagation channel. The free space path loss formula (1) 
[10] is 
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where d is the propagation distance in [m], f is the signal 
frequency in [Hz], c is the speed of light (3·10

8
 m/s). 

Figure 2 describes the basic principle of triangulation 
technique used for the MS position estimation. Character of 
a propagation environment influences path losses, therefore 
using the feasible propagation model is mandatory.  

IV. MEASUREMENT 

We designed the Structured Query Language (SQL) 
database containing position data and identification of BSs 
(latitude, longitude, CI, LAC, MNC and MCC). Next, we 
performed measurement in the real network in Brno city with 

the combined GSM/GPS module [3]. Measured BSs 
transmitted in the 900 MHz GSM frequency band [1]. 
Collected service information and position data were sent via 
GPRS data service on the http server. Next, the PHP script 
running on this server stored and processed incoming data 
in to the SQL database. Incoming data were CI, LAC, MNC, 
MCC, TA, RxLev, Absolute Radio Frequency Channel 
Number (ARFCN)) for each connected BS, and GPS latitude 
and longitude for each measuring point. Next, we determined 
the propagation distance for every connected BS. The path 
losses depend on a propagation distance and is modeled by 
propagation models [1][4][5][6]. Figure 3 shows path loss 
measurement. 

Based on the measured parameters of the network, two 
localization techniques were developed and simulation 
results were compared.  

V. CHANNEL MODELLING 

Channel modeling is a complex process influenced by 
individual propagation conditions. We have modeled path 
losses by some widely used path loss models (COST 231 [4], 
ECC 131 [6], WINNER II [5]) and adjusted their parameters 
to fit our measurement [8]. According to the results [8] we 
propose the adaptable optimization technique [9]. It uses 
the multislope modeling approach [7][9] and describes the 
log-distance dependency of path loses (2) [10] as 
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where n is the path loss exponent setting the slope of the 
model (nFREE SPACE = 2), d is the propagation distance, d0 is 
the reference distance (typically d0 = 1 m) and PLd0 is 
the frequency dependent parameter describing the free space 
path loss (1) at the reference distance d0 = 1 m.  

We enhanced the log-distance model with a multislope 
adaptation as described in [9]. We have optimized the break 
point positions of a multislope model. According to the MSE 
estimation, we adjusted the path loss model to fit with the 
measurement (Figure 4). Our adaptable modeling algorithm 
uses PSO (Particle Swarm Optimization) to adapt the 
position of break points (blue and red triangles in Figure 4). 
The first break point bp0 is static and its position is 
determined as the free space path loss (1) at a distance 
of 40 m. This distance represents correction of the BS height 
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Figure 3.  Measured path losses for an outdoor urban scenario in a real 

GSM network. The distance is determined according to the GPS 

coordiantes of MS. 

 
Figure 4.  Optimized multislope log-distance model with the deviation 

error of 12 dB. Break point positions are bp0=[40 m; 64 dB], bp1=[253 m; 

100 dB] , bp2=[542 m; 104 dB] , bp3=[1000 m; 127 dB].

for macro cell in an urban area. The PSO algorithm estimates 
the position of the other three break points (bp1, bp2, bp3) 
in the range from 40 m to 1000 m The algorithm changes the 
position (distance and path loss) of the breakpoints and 
model path losses according to (3) [9]. 

Path losses of the multislope model are described by (3) 
for the distances d over the last breakpoint as  
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where the first part is similar to (2) and describes 
propagation losses up to the first breakpoint, h1 is the 
distance of the first breakpoint, d0= 1 m is the reference 
distance. The summation in the second part of (3) describes 
the propagation losses between the first (bp1) and the last 
(bp4) breakpoint (the red triangles in Figure 4), nBP is the 
total number of break points and hi is the distance of the i-th 
breakpoint. The last part of (3) describes the path losses in 
the distances d over the last breakpoint hnBP-1. 

To estimate the final path loss value in a particular 
propagation distance it is necessary to determine the correct 
value of nBP (representing the number of breakpoints) as the 
number of the last breakpoint previous to the desired 
distance. 

We use the model shown in Figure 3 with parameters: 
bp0= [40 m; 64 dB], bp1= [253 m; 100 dB], bp2= [542 m; 
104 dB], p3= [1000 m; 127 dB]. The standard deviation is 
12dB. 

VI. LOCALIZATION  

Measured signal strength is the initial parameter for the 
localization. Channel models (COST 231, ECC 131, our 
optimized multislope log-distance model) were applied to 
determine the propagation distance. Unfortunately, none of 
the tested models are precise enough to estimate the exact 
position applying simple triangulation. Areas like parks, 
squares, wide streets, and crossroads cause spatial ambiguity 
and an inaccuracy of the propagation model. Moreover, 
the relative MS position, reflections and interferences (co-
channel, adjacent channel, intersystem) could cause 
degradation of the measured RxLev value.  

The visual presentation is performed in the UTM 
coordinate system. Displayed by blue circles and circular 
arcs in Figure 5 and Figure 6 represent the propagation 
distance In Figure 6 the sectors of the cells are considered.  

A. Geometric Localization Technique 

This technique is possible to apply only in case that the 
MS have connection with at least three BSs. The triangular 
constellation of connected BSs is mandatory. The best results 
were achieved with the constellation conformable to an 
equilateral triangle (Figure 5).  

The basic principle is to link the neighboring BS with 
a line to create the triangle (red lines in Figure 5). Next, 
divide those lines according to the ratio of the RxLev value. 
The perpendicular line (green lines) is led through this 
dividing point of each side of triangle. Intersections of the 
green lines create a small triangle. The space limited by this 
triangle defines the possible MS position. Then the final MS 
position is estimated in the center of the small triangle (the 
upper red cross on left). The second red cross on the right is 
the triangle’s centroid. The real GPS position of MS is 
marked with the green cross. 

The localization error for the case in Figure 5 is 165 m 
and the typical error of this technique was around 300m in 
an urban environment. 
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Figure 5.  Geometric localization technique (localization error is 165 m). 

Red lines link BSs and divide them according to the ration of received 

RxLev. The upper red cross on the left points estimated position, the red 

cross on the right points the triangle centriod and the green cross points the 

GPS position. 

 
Figure 6.  Localization technique with optimization algorithm (localization 

error is 65 m). The blue arcs describe the modeled propagation distance of 

received RxLev in connected sectors of BSs. The green cross points real 

GPS position and the blue cross point the optimized position.

B. Optimization Localization Techniq 

This localization technique uses PSO (Particle Swarm 
Optimization) algorithm to estimate the MS position. 
In dedicated sectors of the linked BSs (blue triangles in 
Figure 6) the optimized channel model [9] determines the 
propagation distance (blue circular arcs in Figure 6).  

The TA value sets boundaries of the searched space. 
Twelve PSO agents move inside the defined space with the 
global scaling factor g= 2.49 and the personal scaling factor 
p= 1.5. The optimization algorithm has 25 iteration loops. In 
each loop, the main criteria function computes the criteria 
value K (4) for each of the twelve agents and store one with 
the minimal value. The stored value is compared with the 
values received in next loop. Ai represents the distance 
between the agent position and the modeled propagation 
distance (the blue circular arcs in Figure 6). Ai is weighted by 
Wi according to the modeled propagation distance Ri (the 
higher value of Ri, the higher value of weight Wi). The 
criteria function K for a single agent is described as 
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where Ri [m] is the modeled propagation distance between 
the BS and the MS (blue arcs in Figure 6) and Ai [m] is the 
Euclidean distance between the agent's position and 
the modeled propagation distance Ri. The nBS is the number 

of connected BSs. Wi is the weight describing the 
dependency on the modeled propagation distance Ri. 

C. Other Localization Approaches 

GSM localization based on measurement of the received 
signal strength use a fingerprinting approach [11][12]. This 
approach compares measured or modeled pattern of signal 
level in the desired area with an actual received value. 
Instead of determining the MS-BS distance, how it is 
performed in our approach. Additional improvements of 
fingerprinting technique are reported in [11] [13]. Achieved 
localization error was around hundreds of meters. The 
WLAN (Wireless Local Area Network) localization 
proposed in [12] has an error of around a few meters.  

The localization error (in range of hundreds of meters) 
of the GSM techniques described in [11][13] is comparable 
with results obtained by our optimization technique. 

VII. CONCLUSION AND FUTURE WORK 

We presented the capabilities of localization in cellular 
wireless networks. We performed measurements of RxLev in 
the real GSM network in Brno. The post processing of the 
measured data predicts the propagation distance according 
to the applied channel model. Propagation models are not 
capable of involving every individual propagation scenario. 
Therefore, additional processing is performed to reduce 
ambiguity. Two localization methods are described and 
compared. 

The first approach is a simple geometric technique. 
The position is estimated as the ratio of received power from 
three BSs in the triangle constellation (Figure 5). 
The positioning error is around 300 m, but it is very strongly 
dependent on the triangular constellation of BSs. The second 
technique uses the PSO algorithm (Figure 6). The number 
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and the relative constellation of connected BSs influence the 
precision of localization. In some cases, the localization error 
was in ones of meters. Average error was in tens of meters 
for scenarios with at least three BSs connected.  

We created the database of BSs and stored measured and 
processed data. We use the CI and the RxLev localization 
technique. For path loss description, we use the multislope 
propagation model with optimization adaptation [9]. The 
mean localization error achieved by the geometric technique 
was around 300 m, the mean error achieved by the PSO 
technique was around 80 m. We proved the capabilities of 
the PSO technique in localization. The results were 
comparable with approaches presented in [11] [13]. 

We will focus our further work on a comparison of 
propagation models for serving and neighboring BSs and 
improving the optimization algorithm to adapt the size of the 
searched space. The fingerprinting technique will be 
considered and involved in the ongoing approach. 
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Abstract—Disparity estimation in stereo video processing is a 
crucial step in the generation of a 3D view of a scene. In this 
paper, a multi-wavelet based stereo correspondence matching 
technique for video is proposed. A multi-wavelet transform is 
first applied to a pair of stereo frames. Correspondence 
matching is initially performed at the coarsest level and relies 
on coarse-to-fine refinement in order to reduce the overall 
computational costs. Correspondence matching is carried out 
using a global error energy minimization technique to generate 
a disparity map for each of the four multiwavelet basebands of 
the stereo pair. Information in the resulting disparity maps is 
then combined using an interpolation operator to construct an 
initial disparity map. The information in the initial disparity 
map is then progressively propagated to higher resolution 
levels, on a coarse-to-fine basis, leading to a dense disparity 
map. Experimental results were generated using two sets of 
wide baseline convergent multi-view test videos: Breakdancers 
and Ballet. Results show that multi-wavelets can be a serious 
contender to scalar wavelets, producing smoother disparity 
maps with less mismatch errors compared to applying the 
same global error energy minimization algorithm in the 
wavelet domain. 

Keywords- Multi-wavelets, Correspondence matching, 
Disparity estimation, Stereo video. 

I.  INTRODUCTION 
Recent years have seen significant advances in 

multimedia technologies with stereo video and 3D-TV 
equipment becoming a familiar consumer presence. In stereo 
video, three-dimensional perception is achieved by 
simultaneously providing two views of a scene captured by a 
stereoscopic camera to each corresponding eye, typically 
with the aid of a pair of active glasses. The brain will then 
process this stereo information and based on the disparities 
between the corresponding elements of the two scenes 
‘convert’ it into a meaningful 3D internal representation. The 
key and the most complex operation in any stereoscopic to 
real 3D video system is disparity estimation, which needs to  
accurately find the correspondence points between the two 
stereo pairs and generate a disparity map for each frame pair. 
Using these disparity vectors in conjunction with the relevant 
camera parameters allows one to reconstruct a 3D model of a 
scene via conventional triangulation techniques. 
     Many stereo correspondence matching algorithms have 
been proposed over time, from feature based algorithms, to 
block-matching, pel-recursive, optical flow, and Bayesian-

based approaches.  Chien et al. [1] proposed a disparity 
estimation algorithm for mesh-based stereo images and video 
featuring a two-stage hybrid approach. In the first stage, an 
initial disparity map is generated using an iterative block 
matching algorithm. In the second stage, an iterative 
octagonal matching algorithm is employed to refine the 
disparity vectors. Another disparity estimation algorithm for 
stereo video based on epipolar geometry was reported by Lu 
et al. [2]. Their theoretical analysis and experimental results 
showed that their algorithm greatly reduce the search cost, 
while effectively tracking large and irregular disparities and 
being less sensitive to epipolar geometry estimation noise. 
Fan et al. [3] presented a disparity estimation algorithm for 
stereo video based on edge detection. This algorithm 
employs the characteristics of human visual system to reduce 
distortion around the edge regions. They report significant 
improvement in disparity estimation compared to other state 
of art techniques. Another disparity estimation technique for 
stereo video was proposed by Zhu et al. [4], which employed 
both spatio-temporal correlation and temporal variation of 
disparity field techniques. By using this technique, they 
achieved an important reduction in computational 
complexity compared to full search algorithms. 

Over the past years much research has been done to 
improve the performance of correspondence matching 
techniques, as well as reducing the computational cost of the 
search for the best match. Multi-resolution based stereo 
matching algorithms have received much attentions due to 
the hierarchical and scale-space localization properties of the 
wavelets [5],[6]. Correspondence matching can be performed 
hierarchically, leading to lower computational costs. 
Yongdong and Guiling [7] proposed a hierarchical multi-
resolution based block matching technique for disparity 
estimation in stereo video. They reported significant 
improvement in the smoothness of disparity field as well as a 
reduction in the computational load. Sarkar and Bansal [6] 
presented a multi-resolution based correspondence matching 
technique using a mutual information algorithm. They 
showed that such technique can produce significantly more 
accurate matching results compared to conventional 
correlation based algorithms at lower computational costs.  

Multi-wavelets offer a number of desirable properties 
compared to scalar wavelets such as their ability to possess 
orthogonality, symmetry and high orders of approximation 
all at once [8]. These properties could increase the accuracy 
of correspondence matching techniques while still exploiting 
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their hierarchical nature in order to reduce the overall 
complexity of the correspondence matching algorithms via 
coarse-to-fine refinement. Bhatti and Nahavandi [9] 
proposed a multiwavelet based stereo correspondence 
matching algorithm which makes use of the wavelet 
transform modulus maxima to generate a disparity map at the 
coarsest level. This is then followed by a coarse-to-fine 
strategy to refine the disparity map up to the finest level. 
Bagheri Zadeh and Serdean [10] provided an evaluation on 
different types and families of multiwavelets in stereo 
correspondence matching. They developed an algorithm 
based on normalized cross correlation. To generate a dense 
disparity map from the four basebands, a shuffling technique 
was used in case of balanced multiwavelets and a Fuzzy 
algorithm was employed in the case of unbalanced 
multiwavelets. Results showed that the unbalanced 
multiwavelets produced a smoother disparity map with less 
mismatch errors compared to balanced multiwavelets. 

This paper presents a multi-wavelet based stereo 
matching algorithm for video which employs a global error 
energy minimization technique. A multi-wavelet transform is 
first applied to the input stereo pair to decompose them into a 
number of subbands. The global error energy minimization 
algorithm is then employed to generate a disparity map using 
the coarse subbands. A median operator is then used to 
combine the disparity maps and generate an initial disparity 
map. The estimated disparity map is then refined at higher 
resolution levels, taking advantage of the hierarchical, multi-
resolution nature of the multiwavelets to efficiently generate 
a more accurate final disparity map.  

The paper is organized as it follows. Section II presents a 
brief review of the multi-wavelet transform. The proposed 
stereo matching technique is discussed in Section III. 
Experimental results are presented in Section IV while 
Section V is dedicated to the conclusions. 

 

II. MULTIWAVELET TRANSFORM 
Multi-wavelet transforms are similar to scalar wavelet 

transforms with some key differences. Classical wavelet 
theory is based on the refinement equations as given below: 
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where ( )tφ  is a scaling function, ( )tψ  is a wavelet function, 

kh and kg  are scalar filters and m represents the band 
number.  
     In contrast to wavelet transforms, multi-wavelets have 
two or more scaling and wavelet functions. Scalar wavelets 
have multiplicity 1=r , while multi-wavelets support 2≥r . 
To date, most multiwavelets have a multiplicity factor of 2=r  . 
      The set of scaling and wavelet functions of a multi-
wavelet in vector notation can be defined as: 
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where ( )tΦ and ( )tΨ  represent the multi-scaling and 
respectively multi-wavelet functions, with r scaling- and 
wavelet functions. A multi-wavelet with two scaling and 
wavelet functions can be denoted as [11]: 
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where kH  and kG are rr × matrix filters and m is the 
subband number.  

Unlike scalar wavelets, multi-wavelets can offer 
symmetry, orthogonality and approximation orders higher 
than 1 simultaneously. Similar to wavelet transforms, multi-
wavelets can be implemented using Mallat's filter bank 
theory [5]. A 2D multi-wavelet   transform with multiplicity 
two will produce sixteen subbands: four basebands and 
twelve high frequency subbands. A visual comparison of the 
resulting subbands of a 2D wavelet (Antonini 9/7) and 
respectively 2D multi-wavelet (bat01) is shown in Figure 1. 

 

III. MULTI-WAVELET IN STEREO VIDEO CORRESPONDENCE 
MATCHING  

A block diagram of the multi-wavelet based stereo 
correspondence matching technique for stereo video based 
on a global error energy minimization algorithm is shown in 
Figure 2. A stereoscopic video needs to be input to the 
system. For the purpose of this paper, two camera views 
from the multi-view sequences, Breakdancers and Ballet 
(generated by Microsoft laboratories using eight 
synchronized PtGrey color cameras) are chosen [12]. As 
these datasets were captured using convergent cameras, each 
frame pair needs to be rectified to suppress the vertical 
displacement. The epipolar rectification algorithm proposed 
by Fusiello and Irsara [13] has been used in this work to 
rectify each fame pair of the video input. A multi-wavelet 
transform is then applied to each rectified frame pair to 
decompose them into multi-wavelet subbands. The search 
for the best correspondence points starts at the coarsest level. 
The corresponding basebands in the two frames are passed to 
a regional based stereo matching block. The matching 
algorithm uses a global energy minimization technique [14] 
to generate a disparity map between the two input subbands.   
This global error energy minimization technique is briefly 
described   in Section III.A.  The output of the matching 
process is four disparity maps. These maps are then 
combined using a median operator to generate an initial 
disparity map. As the initial disparity map is estimated at the 
lowest resolution, the information needs to be progressively 
passed  on  to  higher  resolution  levels.  For  this refinement 
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Figure 1.  Single level decomposition of Lena test image (a) Antonini 9/7 
wavelet transform (b) bat01 multi-wavelet transform. 

process, the algorithm presented in [6] is used to propagate 
information in the coarsest level to the higher resolutions. 
Finally a median filter is applied to the last processed 
disparity map to further smooth the final disparity map.  

A. Global Error Energy Minimization technique 
The Global Error Energy Minimization (GEEM) technique 
[14] calculates a disparity vector for each pixel.  It searches 
for  the  best   match  for  each  pixel  in  the  correspondence 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Block diagram of multi-wavelet based stereo matching 
technique using the global energy minimization algorithm. 

search area of the other image using error minimization 
criterion.  For RGB images, the error energy criterion can be 
defined as: 
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where 1I and 2I  are the two input frames,  

),,,( yxen wwjiEr is the difference energy of the pixel 
),(2 jiI and pixel ),(1 yx wjwiI ++ , xd is the maximum 

displacement around the pixel in the x  direction, yd is 
maximum displacement around the pixel in the y  direction 
and  m and n are the image size. 

In order the GEEM algorithm to determine the disparity 
vector for each pixel in the current view, it first calculates 

enEr of each pixel with all the pixels in its search area in the 
corresponding frame. For every disparity vector ),( yx ww  in 
the disparity search area, error energy is calculated using 
Equation 4 and placed into a matrix.  Each of the resulting 
error energy matrices is first filtered  using  an  average  filter  
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Figure 3.  Two views of Multi-view test sequences, (a) 'Ballet’ and (b) 'Breakdancers.

to decrease the number of incorrect matches [15]. The 
disparity index of each pixel is then determined by finding 
the disparity index of the matrix which contains the 
minimum error energy for that pixel. In order to increase the 
reliability of the disparity vectors around the object 
boundaries, which is the result of object occlusion in images, 
the generated disparity map undergoes a thresholding 
procedure as it follows: 
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where ),(
~

jid  is the processed disparity map, ),( jid  is the 
disparity map, α  is a tolerance reliability factor, ),( jiEren  
is the minimum error energy of the pixel ),( ji  calculated and 
selected in the previous stage. Finally a median filter is 

applied to the processed disparity map, ),(
~

jid  to further 
smooth the final disparity map. 
 

IV. SIMULATION RESULTS 
In order to evaluate the performance of the proposed 

multi-wavelet technique compared to a similar wavelet based 
stereo matching technique which employs the same global 
energy minimization algorithm, both methods are 
benchmarked using two multi-view sequences, Breakdancers 
and Ballet [12]. Figure 3 shows frames 25 and 99 of the 
camera 4 and camera 5 views of Ballet sequence and 
respectively frames 51 and 99 of the two views (camera 4 

and camera 5 views) of Breakdancers video. The resulting 
disparity maps for the two methods using the GHM 
unbalanced multi-wavelet and respectively the Antonini 9/7 
scalar wavelet for the Ballet sequence (frame 25 and 99 from 
camera views of 4 and 5) and Breakdancers sequence (frame 
51 and 99 from camera views of 4 and 5) are illustrated in 
Figures 4(a) and 4(b). In these figures areas with intensity 0 
represent unreliable disparities. From Figure 4, it is obvious 
that the disparity map produced by the multi-wavelet based 
algorithm is more accurate and smoother than that of the 
wavelet based technique. The different spectral content of 
the multiwavelet subbands and the greater subband structure 
flexibility afforded by multi-wavelets enable the global 
energy minimization algorithm to generate more reliable 
matches from the multi-wavelet decomposition than from the 
scalar wavelet decomposition. 

V. CONCLUSION 

This paper presented a multi-wavelet based stereo 
correspondence matching technique for video using a global 
error energy minimization algorithm. A multi-wavelet 
transform with multiplicity of two decomposes the input 
rectified frame pairs into four baseband and twelve high 
frequency subbands. The resulting four basebands of the two 
views were then employed to generate four disparity maps 
using the global error energy minimization algorithm. The 
resulting four disparity maps were then combined using a 
median operator to generate the initial disparity map, which 
was then refined by hierarchically propagating it to the finer 
levels.  Results  show  that  multi-wavelets  can  be  a serious  

Camera 4, Frame25 
(a) ‘Ballet’ Multi-view Sequence 

Camera 5, Frame 25 Camera 4, Frame99 Camera 5, Frame 99 

Camera 4, Frame 51 
(b) ‘Breakdancer’ Multi-view Sequence 

Camera 5, Frame 51 Camera 4, Frame99 Camera 5, Frame 99 

Camera 4, Frame25 
(a) ‘Ballet’ Multi-view Sequence 

Camera 5, Frame 25 Camera 4, Frame99 Camera 5, Frame 99 

Camera 4, Frame 51 
(b) ‘Breakdancer’ Multi-view Sequence 

Camera 5, Frame 51 Camera 4, Frame99 Camera 5, Frame 99 
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Figure 4.  Disparity maps generated using wavelet based algorithm and the multi-wavelet based algorithm for (a) ‘Ballet’ multi-view sequence and (b) 
‘Breakdancers’ multiview sequence.

contender to scalar wavelets, producing smoother disparity 
maps with less mismatch errors compared to applying the 
same global error energy minimization algorithm in the 
wavelet domain. 
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Abstract—This paper proposes a Look-Up-Table Digital Pre-
Distorter (LUT DPD) for PA linearization with baseband
predistorting procedure. Memory effect can be compensated
with Memory Polynomial (MP) modelisation for the wideband
applications. Measurements are realized on a PA ZFL-2500
driven by a modulated 16QAM signal with 3.84MHz bandwidth
at the carrier frequency of 1.8GHz. The proposed solution
achieves maximum ACPR reduction of 12.5dB and EVM
correction of 3%.

Keywords-power amplifier; baseband predistortion procedure;
nonlinear memory effect; digital predistortion; linearization.

I. INTRODUCTION

Modern wireless communication systems aim to provide
sevices of high data rates for the applications such as
video conference, broadcast TV. Constrained by the limited
radio frequence resource, spectrally efficient modulation
schemes (OFDM, etc.) are widely used in order to increase
system capacity. Unfortunately, the resulted non-constant-
envelope signals with high Peak-to-Average Power Ratio
(PAPR) become more sensitive to the inherent nonlinearity
of Power Amplifier (PA) [3]. Thus, a tradeoff between
spectrum efficiency and power efficiency must be made.
The memory effect increases the distortions on the output
signal. The origins of memory effect can be thermal or
electrical. Electrical origin is mainly caused by the mismatch
of circuit impendence, due to capacitors and resistances. The
thermal origin due to the temperature variation may affect
low modulation frequencies up to a few megahertz. There-
fore, the nonlinear memory effect is device dependant (bias
condition, temperature, et) and signal dependant (signal’s
PAPR, average power, bandwidth, etc).

Digital Pre-Distortion (DPD) is one of the promising
techniques for minimizing these distortions. Its advantages
lie in the fact that it is reconfigurable and doesn’t require
deep knowledge of PA’s physic circuits [1]. In order to define
the predistorting procedure, we need to find a precise model
to exactly describe the nonlinear memory effect behavior of
the PA.

Figure 1 illustrates the basic principle of DPD. A digital
predistortion circuit is inserted before the PA. Then, the over-
all system produces linearized characteristic. The objective is
to efficiently determine the predistorted signal e(nT ), which
is also the new input of the PA. With ideal linearization, the
output of the DPD-PA cascade S(nT ) can be written as:

S(nT ) = G(F (x(nT ))) = G0x(nT ) (1)

where x(nT ) is the input signal; G represents the nonlinear
behavior of the PA, F the behavior of the DPD, which is
also the inversed characteristic of G; G0 is the desired linear
gain.

Figure 1. DPD principle

In [5], a baseband DPD based on the Hammerstein
model is proposed to linearize the PAs. However this DPD
presents two disadvantages. Firstly, the Hammerstein model
implicitly separates the memory effect from the nonlinearity.
I practice these two effects are often closely related. Sec-
ondly, the complex root-finding procedure for finding the
amplitude of predistorted signal is not adaptive for the real-
time systems. In this paper, we use the MP model to better
model the nonlinear memory effect behavior of the PAs and
a LUT technique is proposed to avoid the complex root-
finding procedure. In section II, the principle of baseband
DPD is presented. Based on the baseband signal processing,
in section III, the modelisation and the LUT technique are
illustrated in detail. In section IV, the measurement is shown.
Finally the conclusions and the perspectives are presented.
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II. PRINCIPLE OF BASEBAND DPD

Predistorting procedure can be classified into three cat-
egories: baseband, Intermediate Frequency (IF) and Radio
Frequency (RF). RF predistorter suffers from constrained
adaptivity to the variable PA characteristics, due to its
high frequency (considered from 800MHz to several GHz
for radio communication systems). For IF predistorter, the
development of Digital Signal Processing (DSP) still cannot
sustain the high sampling frequency to digitize the IF
signals. Furthermore, higher power consumption is required
for RF/IF predistorters than the baseband predistorters. This
affects the flexibility, the size, the mobility, the cost, and the
communication quality [2].

Table I
BANDWIDTH FOR DIFFERENT STANDARDS

Standards Bandwidth
Digital Advanced Mobile Phone System 25kHz

Global System for Mobile Communications 200kHz
Interim Standard 95 1.25MHz

Universal Mobile Telecommunications System 5MHz
Digital Video Broadcasting - Terrestrial 8MHz

3GPP Long Term Evolution and WiMAX Up to 20MHz
802.11a/g 25MHz

Emerging 4G systems up to 100MHz

Compared with RF/IF predistorters, baseband DPD
presents higher adaptivity to these various parameters. DPD
is a DSP-based PD technique. Benefiting from the develop-
ment of DSP technology, DPD can theoretically to process
signal bandwidth greater than 1GHz. But in practice, it is
constrained to less than 100MHz [6] for complexity and cost
reasons. Baseband predistorting procedure operates on the
input signals in baseband frequency, where it is much easier
to construct the inversed characteristics [4]. Bandwidths for
typical standards are illustrated in Table I. This technique
can be applied to different standards and further developed
to emerging 4G systems. DPD is added in the stage prior to
the DAC and the up-conversion before the PA.

Figure 2. Baseband DPD System Design

Figure 2 presents the typical baseband DPD system
design. For the nonlinear system, the gain of the PA G
presents device-dependant and signal-dependant character-
istics, which can be described as:

G = G(B, |x(nT )|, fc, T . . . ) (2)

here B is the bandwidth of input signal x(nT ), fc illustrates
the carrier frequency, T represents the temperature.

The nonlinear RF output of PA SR(nT ) is down converted
to baseband S(nT ) to be compared with the baseband input
x(nT ) and to obtain the inversed nonlinear behavior of PA
F :

F =
G−1

G0
(3)

In order to compensate the nonlinear memory effect in
wideband systems, the baseband input sample x(nT ) is
predistorted in DPD (Figure 1):

e(nT ) = F (x(nT )) (4)

The predistorted output signal e(nT ) is then directly up
converted to RF eR(nT ) (equation (5)) to be amplified
by the PA. Finally, the PA’s linearized output SRL(nT )
(equation (6)) is radiated by the antenna to transmit the
messages.

The signal eR(nT ) can be expressed as:

eR(nT ) =Re[e(nT )e
j2πfcnT ]

=I ′(nT ) cos(2πfcT )−Q′(nT ) sin(2πfcnT )
(5)

The signal SRL(nT ) is given by:

SRL(nT ) = G(eR(nT )) = G0x(nT )e
j2πfcnT (6)

Note that, with ideal linearization, G0 is a real constant, pre-
senting no device-dependant or signal-dependant distortions
anymore.

As shown in Figure 2, the spectrum of baseband input sig-
nal is without spectral regrowth. Due to the nonlinearity or
the nonlinear memory effect especially presented by the PA,
spectral regrowth appears in the adjacent channels. While
with the predistortion, these distortions can be minimized.

III. PROPOSED LUT BASEBAND DPD

A. PA modelisation

The first step in PA linearization is to provide a mathemat-
ical description of PA’s nonlinear memory effect behavior.

In the narrowband systems, memoryless polynomial
model (Figure 3(a)) exhibits good performances in describ-
ing the PA’s behavior. With the baseband input sample
x(nT ), the PA’s nonlinear output is:

S(nT ) = a1x(nT ) + ...+ a2j+1x(nT )|x(nT )|2j + ... (7)

where a2j+1 (j = 0, 1, 2 . . . N) are the coefficients of the
nonlinearity. N represents the order of nonlinearity.
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(a) Memoryless Polynomial

(b) Hammerstein model

Figure 3. Model structures

For wideband applications, memory effect should be taken
into account. Hammerstein model (Figure 3(b)) consists of
a polynomial to model the static nonlinearity and a Finite
Impulse Response (FIR) filter to represent the memory
effect.
y(nT ), the output of the polynomial block is defined as:

y(nT ) =

N∑
j=0

b2j+1x(nT )|x(nT )|2j (8)

where b2j+1 are the coefficients representing nonlinearity.
The output of FIR filter, S(nT ), which is also the output

of PA is given by:

S(nT ) =

P−1∑
i=0

aiy[(n− i)T ] (9)

where ai are the coefficients representing memory effect. P
shows the length of memory effect.

The DPD proposed in [5] is based on the Hammerstein
model. This model implicitly separates the memory effect
from the nonlinearity. However, in practice these two effects
are often closely related. In this paper, we use the MP model
to better model this nonlinear memory effect behavior. The
PA’s MP modelisation is given by [7]:

S(nT ) =

P−1∑
i=0

N∑
j=0

ai,2j+1x[(n− i)T ]|x[(n− i)T ]|2j (10)

where ai,2j+1 are the coefficients of the nonlinear memory
effect.

B. Look-Up-Table DPD

According to the DPD principle (equation (1)), if the PA
is perfectly linearized, we get:

P−1∑
i=0

N∑
j=0

ai,2j+1e[(n−i)T ]|e[(n−i)T ]|2j = G0x(nT ) (11)

The left member of above equation can be divided into
two parts: static nonlinearity d(nT ) (equation (12)) and
dynamic deviation P (nT ) (equation (13)). The first part
depends only on the current input at instant nT with

i = 0. The second part, depending on the previous inputs,
is composed of the terms with i varying from 1 to P − 1.

d(nT ) =

N∑
j=0

a0,2j+1e(nT )|e(nT )|2j (12)

P (nT ) =

P−1∑
i=1

N∑
j=0

ai,2j+1e[(n− i)T ]|e[(n− i)T ]|2j (13)

Seperating the static nonlinearity d(nT ) and dynamic
deviation P (nT ), we get:

N∑
j=0

a0,2j+1e(nT )|e(nT )|2j = G0x(nT )− P (nT ) (14)

With P (nT ) being known at instant nT , the correspond-
ing predistorted signal e(nT ) can be found for each x(nT ).
Taking the absolute value of each side of equation (14), we
obtain:

|
N∑
j=0

a0,2j+1e(nT )|e(nT )|2j | = |G0x(nT )− P (nT )| (15)

In [5], the Hammerstein DPD adopts a complex root-
finding procedure to calculate the amplitude of the predis-
torted signal |e(nT )|. Unfortunately, this procedure is too
time-consuming to be applicable in the real-time applica-
tions. In this paper, the LUT principle [7] is proposed to
efficiently find E(m), which is also defined as |e(nT )|.

Firstly, we decompose the maximum dynamic range of
|e(nT )|, function of the input amplitude of saturation point
and the maximum magnitude of input signal, into M (table
size) intervals of equal length. Each interval corresponds
to a quantified value E(m) (m = 1, 2,M). Each E(m)
corresponds to a value f(m), according to the left member
of equation (15). Thus a LUT (TABLE II) is generated
according to the following equation:

LUT : f(m) = |
N∑
j=0

a0,2j+1E(m)2j+1| (16)

Table II
LUT

INLUT OUTLUT
E(1) f(1)

... ...
E(m) f(m)

... ...
E(M) f(M)

For each baseband input sample x(nT ), we calculate the
right member of equation (15) (|G0x(nT ) − P (nT )|) and
compare with the values f(m) in the MP LUT to find the
corresponding E(m), which is also the desired |e(nT )|.
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The corresponding phase Arg(e(nT )) is calculated by:

Arg(e(nT )) = arg

{
G0x(nT )− P (nT )∑N
j=0 a0,2j+1|e(nT )|2j+1

}
(17)

Finally, the predistorted signal e(nT ) is given by:

e(nT ) = |e(nT )|ejArg(e(nT )) (18)

Table III
LUT DPD ALGORITHM

Initialization:
n = 0, P (0) = 0

Generate LUT:
f(m) = |

∑N
j=0 a0,2j+1E(m)2j+1|

Loop(n = n+ 1)
{
- Calculate:

|G0x(nT )− P (nT )|
- Compare with values OUTLUT in the table to find the corresponding
|e(nT )| for each x(nT)
- Calculate:

Arg(e(nT )) = arg

{
G0x(nT )−P (nT )∑N

j=0 a0,2j+1|e(nT )|2j+1

}
- Calculate:

e(nT ) = |e(nT )|ejArg(e(nT ))

- Calculate:

P [(n+ 1)T ] =

P−1∑
i=1

N∑
j=0

ai,2j+1e[(n+ 1− i)T ]|e[(n+ 1− i)T ]|2j

}Goto loop

Table III gives the summary of the proposed LUT algo-
rithm.

The proposed MP model based LUT DPD exhibits lower
complexity than the Hammerstein DPD [5]. With the simu-
lation in Matlab, the Hammerstein DPD needs 1.24s, while
only 0.32s is required for the LUT DPD with a table size
of 1000.

IV. MEASUREMENT

The test bench consists of a Vector Signal Generator
(VSG), a Spectrum Analyzer (SA) and a PC. It is designed to
be fully automatic by using a Matlab toolbox. The baseband
data are generated in Matlab and then sent to the VSG. The
VSG (Rhode & Schwartz SMU 200A) receives the complex
envelope data via an Ethernet cable (TCP/IP) from the PC
and uses a direct up-conversion from baseband to RF. Once
the data have been sent to the VSG, the VSG will send the
corresponding modulated signal to the PA. The RF input
and output signals of the PA are then analyzed by the SA
(Agilent E4440A). In this case, the signal analysis software
(89601A) provided by this instrument can be used to acquire
and demodulate the input and output signals separately. It
digitalizes each IF signal by using two ADC (14bits), each
with a frequency of 100MHz, totally 200MHz. These
signals are then transferred via an Ethernet cable to the PC,
and finally processed in the workspace of Matlab.

Figure 4. Test Bench

In the PC, the acquired signals by the SA are used to
identify the parameters of the PA to obtain the inversed
characteristics and then loaded again to the VSG. Finally,
the output of the linearized PA is digitized in the SA and
sent back to the PC to evaluate the performance of the DPD.

The tested wideband (500-2500 MHz) PA (Mini-Circuits
ZFL-2500) has a gain of 28dB(±1.5) and the 1dB com-
pression point around the output power of 15dBm. It is
saturated at the average output power around 19.7dBm. The
measurement is driven by a 16QAM modulated signal with
3.84MHz bandwidth at the carrier frequency of 1.8GHz.
The offset of adjacent channel is set to be 5MHz. The pulse
shaping filters are square-root raised cosine filters with a
roll-off factor of 0.35. A sequence of 200 symbols (4000
samples) is sent to the VSG. The table size is 1000 with N
of 4 and P of 2.

(a) Measured ACPR

(b) Measured EVM

Figure 5. Measured performances

The measured ACPR performance is presented in Figure
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5. The proposed LUT DPD achieves slightly higher ACPR
corrections than the Hammerstein DPD, meanwhile with
higher simplicity and lower time consumption. The best
performance for ACPR reduction is about 12.5dB for the
proposed LUT DPD and 10dB for Hammerstein DPD
around the average output power of 12dBm. For the in-
band distortion (EVM), these two DPDs present nearly the
same performances with 3% maximum corrections around
the average output power of 14dBm.

V. CONCLUSION AND PROSPECTIVE

In this paper, we proposed a MP model based LUT
baseband DPD which presents the ability to linearize the PA
with memory effect for the wideband applications. Based
on the MP model, a robust modelisation is presented to
describe the nonlinear memory effect behavior of the PA.
For this DPD, the generated LUT in digital signal processing
is used to predistort the baseband signal prior to DAC and
up conversion to the desired carrier frequency. The results
present maximum ACPR reduction of 12.5dB and EVM
correction of 3% with lower complexity compared with
the Hammerstein DPD. The LUT is updated continuously
so as to enable the DPD to adapt to variations of the
transmitter chain characteristics (due to temperature drift,
antenna impedances, etc.). We are also planning to consider
the nonuniform LUT intervals.
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Abstract—The paper deals with various approaches used for
parallel computing in signal processing domain. More precisely,
the methods exploiting the multicores Central Processing Units
such as Message Passing Interface and OpenMP are taking
into account. The properties of the programming methods are
experimentally proved in application of two-dimensional Fast
Fourier Transform and Discrete Cosine Transform and are
compared with possibilities of MATLAB built-in functions and
Digital Signal Processors with Very Long Instruction Word
architecture. The optimal combination of computing methods
in signal processing domain is proposed. Results in the paper
prove the possibility of creation of a heterogeneous computing
system compounded of CPU and DSP architectures.

Keywords-transform coding; parallel computing; MPI;
OpenMP; DSP.

I. INTRODUCTION

There are several approaches for effective parallel pro-
gramming. The most widely used approach for distributed
parallel computing for multicore Central Processing Units
(CPUs) is Message Passing Interface (MPI) [1]. The MPI
specifies the communication between separate processes,
and it was designed for high performance on both massively
parallel machines and on workstation clusters. The present-
day version of the standard is MPI-2.2 approved by the MPI
Forum at September, 2009. MPI library contains functions
written in C and Fortran languages and in detail it is
described in literature, such as [1], [2], or [3].

A different approach represents OpenMP with shared
memory space, where all the cores can access the whole
memory space. The OpenMP is an application programming
interface for multi-platform parallel programming in C/C++
and Fortran. The current version of the standard is OpenMP
3.1 from July 2011. The specification and detailed tutorials
could be found in [4], [5], or [6].

In this paper, both efficiency and limitations of multi-core
processing are discussed and the impact in signal processing
domain is proved. There are several projects implementing
the main algorithms for digital signal processing. This paper
deals with possibility of effective implementation of fast
Fourier transform and discrete cosine transform. Libraries
for fast computing the discrete Fourier transform, which

commonly include real and/or complex, multidimensional,
and parallel transforms can be found in [7], [8], etc.

Aim of this paper is to provide the comparison of different
parallel approaches for signal processing. Two of well-
known and widely used signal processing algorithms are
implemented using MPI, OpenMP, MATLAB and DSP, then
the results are discussed and compared. These algorithms
will form a part of the benchmarks set useful for students
and researchers interested in radio electronics.

The rest of this paper is organized as follows. Section II
presents the chosen algorithms for parallel implementation in
both CPU and DSP processors. The considered experiments
with implementation of digital signal processing algorithms
and achieved results are described in Section III, followed
by short conclusion and future plans.

II. EVALUATED ALGORITHMS

In this section, two implementation of digital signal
processing algorithms are outlined. The algorithms used
for evaluation of parallel potentialities are Fast Fourier
Transform and Discrete Cosine Transform.

A. Fast Fourier Transform Algorithms

A Discrete Fourier Transform (DFT) complexity grows
with the square of the data length (N ). Therefore, since the
original paper of Cooley and Tukey published in 1965 [9]
a tremendous effort has been devoted to the Fast Fourier
Transform (FFT) algorithm research. The complexity of the
FFT is generally in order of N log2N operations.

Many algorithms for the FFT calculations have been
proposed in the past. Their very detailed overview containing
the mathematical derivations gives a book [10]. The meth-
ods can be basically classified to the Decimation In Time
(DIT) or Decimation In Frequency (DIF) families. Further
classification of the methods is according the used radix –
from the basic radix-2 the algorithms of radix-4 or radix-8
can be derived. It is also possible to use the combinations
called split-radix [11] or mixed-radix FFT. A derivation of
the basic method – radix-2 DIF is based on the recursive
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decomposition of the DFT [10]

X(r) =

N−1∑
l=0

x(l)ωrlN (1)

of the N -point input sequence x(l) into two parts of the
same length [10]:

X(r) =

N/2−1∑
l=0

x(l)ωrlN +

N−1∑
l=N/2

x(l)ωrlN . (2)

After simple manipulations, it can be shown, that the radix-
2 DIF FFT of N -sample length sequence x(l) can be
computed with the use of two half-size FFT’s of sequences
y(l), z(l) [10]:

Y (k) =

N/2−1∑
l=0

y(l)ωklN
2

and (3)

Z(k) =

N/2−1∑
l=0

z(l)ωklN
2
, (4)

with Y (k) = X(2k), y(l) = x(l) + x
(
l + N

2

)
, Z(k) =

X (2k + 1) , z(l) =
(
x(l)− x

(
l + N

2

))
ωlN . Note that the

twiddle factors ωrN are defined as

ωrN = ejrθ = ejr
2π
N , where j =

√
−1. (5)

An example of 8-point long FFT calculated using the radix-2
DIF algorithm is shown in Figure 1.

Figure 1. Radix-2 DIF graphical representation for 8-point data sequence.

B. Discrete Cosine Transform

For vector with dimension of N , the forward one-
dimensional discrete cosine transform (1-D DCT) is defined
in the following way [12]

D(u) = γ(u) ·
N−1∑
x=0

f(x) · πu(2x+ 1)

2N
(6)

where D(u) represents 1-D DCT coefficient of a vector item
f(x) while u = 0, . . . , N − 1. The constant γ(u) could be
expressed as follows [12]

γ(u) =
√

1/N : u = 0√
2/N : u 6= 0.

From the symmetry of DCT base function, the com-
putation load of the DCT can be exploited. There are
several known algorithms, such as Arai’s [13], Chen’s [14],
Loeffler’s [15], or Vetterli’s [16]. For further implementation,
the Arai’s forward DCT approach was chosen. Let N = 8,
then according to [13], [17], 5 multiplication and 29 addition
operations have to be evaluated in order to calculate eight
one-dimensional coefficients. Supposing color block with
8×8 elements, the 1-D transform has to be repeated 48
(8×3 + 8×3) times to obtain 64 two-dimensional frequency
coefficients. Therefore, for 8×8 color block, only 720 mul-
tiplications and 4 176 additions have to be calculated for
transforming a single color block.

III. EXPERIMENTS

Algorithms were tested via two dimensional transforma-
tion of color frame(s) with QSXGA resolution, i.e., with
dimensions of 2,560×2,048 pixels. Each pixel is coded in
RGB color space by 24 bits. Tested frames were separated
into small blocks of N×N pixels. Those blocks represent in-
put signal for the two-dimensional FFT, or DCT coder. FFT
uses complex input/output values, whereas DCT algorithm is
adapted for real data only. The proposed implementation of
both algorithms (according to Subsection II-A and II-B) uses
the common dimension of transform base in signal process-
ing domain, i.e., N = 8. Only in MATLAB environment,
the built-in functions with dimensions from 8 to 2,048 were
used.

For the evaluation of considered parallel computing meth-
ods, the several test cases were performed. Mainly, the time
consuming of two-dimensional FFT and DCT algorithms
with MPI, OpenMP, MATLAB, and Texas Instruments DSP
approaches were tested. Two-dimensional transforms were
always divided to successive calculation of two 1-D trans-
forms. In general, algorithms could use either fixed-point
or floating-point number representation. The most famous
open source FFT library FFTW [7] uses double precision
floating-point representation in theirs functions, while DSP
the library [8] from Texas Instruments (produces of present-
day’s most powerful DSPs) incorporates both, single and
double precision routines. For basic confrontation with men-
tioned libraries, all data in our tests were represented in
single precision floating-point format. Fixed-point releases
would be implemented and optimized in the future.
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All CPU based parallel computing tests were performed
on HP BL465c G5 Blade Server with two quad-core Opteron
processors and 32 GB of RAM. The core clock frequency
is 2.7 GHz, synchronous DDRII memory was running on
800 MHz.

For the simulation results discussion, we also mention
size of CPUs internal cache. Internal L1 cache 256 kB per
processor (64 kB for data and 64 kB for instruction), L2
cache is 2 MB (4×512 kB) per processor, L3 cache 6 MB
per processor, TLB (Translation Lookaside Buffer) of 4 kB.

The DSP based computing test were performed on Texas
Instruments evaluation board with 32-bit floating-point dig-
ital signal processor TMS320C6747, with VLIW (Very
Long Instruction Word) architecture, and clock frequency
fCPU = 300 MHz.

A. Implementation Results

Results from first test case are shown in Figure 2. For
various QSXGA color frames, the length of MPI message
buffer was altered. The buffer contains both the input picture
data (from master to slaves communication), and trans-
formed two-dimensional coefficients as well (from slaves
to master communication). Average computation times were
calculated from sixteen evaluations; 8 cores were used for all
calculations. It can be seen, the first fall of the computation
time for both transforms, which corresponds with hardware
setting of blade server; concretely with TLB size. On the
other hand, the second (wider) fall of the computation time
corresponds with the L2 cache size. For further computing,
the MPI message buffer size of 4 kB would be chosen.

From Figure 2 (a) and Figure 2 (b) it is obvious that
the selected implementation of FFT algorithm is slower
than implementation of DCT algorithm. For N = 8, the
implemented FFT algorithm is approximately 1.5-times
slower than DCT algorithm. The reason is that FFT needs
complex data, while as DCT needs real input and output
values. Therefore, thirty two QSXGA color frames could
be transformed in 2.2 s by FFT, but only in 1.4 s by DCT
method.

Second test case describes parallel implementation of FFT
and DCT algorithms with help of OpenMP approach. For
transformation of several QSXGA color frames, 1, 2, 4,
or 8 cores were used. The number of transformed frames
varied between 1 and 32 for FFT algorithm and between
1 and 128 for DCT algorithm. The computation times are
shown in Figure 3. With dotted lines, the serial versions of
implemented algorithms, as well as ideal curves for parallel
versions are expressed. The ideal versions are computed
as the portion of serial results. The dashed line in figures
represents the results achieved by MPI approach as well.

It can be seen, for lower number of processed data,
the OpenMP version is less effective than MPI version.
In addition, while a single QSXGA color frame is being
transformed, the computation time for serial version is lower

that parallel version with 2 cores! Therefore, the beneficial
using of simple OpenMP in signal processing domain could
be bitrate, which is adequate to 64 QSXGA color frames.

B. Non Standard Implementations

MATLAB’s Parallel Computing Toolbox provides running
the script in up to 8 threads on a local computer or running it
on a cluster machine using MATLAB Distributed Computing
Server [18]. The main task is called Job and it is divided
into Tasks, which are assigned to the individual workers by
scheduler. The default scheduler for MATLAB Distributed
Computing Server, MathWorks Job Manager, supports the
Platform LSF, Microsoft Compute Cluster Server and Altair
PBS Pro. Other schedulers can be integrated by user.

Third test case was performed in MATLAB environment.
The MATLAB built-in functions fft and dct are called
in all the individual workers. The computational time mea-
surement starts before the parfor loop and ends after the
variables’ final reshape after the parfor loop. The results for
the FFT and DCT computation from 1 to 8 threads for the
blocks of vectors with the length of 8, 16, 32, 64, 128, 256,
512, 1024 and 2048 are depicted in Figure 4.

The application has to be divided into independent tasks
which are then processed simultaneously. The most conve-
nient way to solve this particular task uses the MATLAB
functions as much as possible, because they are optimized
to run fast and to use proper amount of memory. The fft and
dct task is specific because of the use of both MATLAB
functions and the parallel expressions. While the length of
the array for the fft and dct function increases, the number
of parallel loops decreases because of the total size of the
matrix being processed. Thus, the computational time does
not decrease constantly with increasing number of threads.
This issue can be solved by using simpler algorithm, not the
one which is based on two contradictory parts. This problem
is to be solved and the new algorithm will be included in
the benchmark dataset.

Table I
COMPUTATION TIME FOR TWO-DIMENSIONAL TMS320C6747

IMPLEMENTATION WITH VARYING PROGRAMMING APPROACHES
(fCPU = 300 MHZ, 1 QSXGA COLOR FRAME: 2,560×2,048 PIXELS)

Algorithm Programming language Computation time [s]

2-D FFT C code 7.08

2-D FFT Linear assembly 1.65

2-D DCT C code 3.05

2-D DCT Linear assembly 1.02

Last considered test case was performed by digital signal
processor TMS320C6747, controlled by clock frequency of
300 MHz (9-times lower than CPU based tests). Although,
the evaluation board contains only a single core DSP, the
VLIW architecture meets the parallel approach. Selected
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Figure 2. Average computation time for two-dimensional MPI implementation with varying buffer message size (N = 8, fCPU = 2.7 GHz, 8 threads,
QSXGA color frames: 2,560×2,048 pixels).
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Figure 3. Average computation time for two-dimensional OpenMP implementation with varying transformed frames and threads number (N = 8,
fCPU = 2.7 GHz, QSXGA color frames: 2,560×2,048 pixels).

algorithms were implemented in C language and in lin-
ear assembly language. Development tool Code Composer
Studio v.3.3 from Texas Instruments was used. All codes
were optimized by CCS internal tools as well. The achieved
results are shown in Table I.

It can be seen that the general abstraction brought by
C code is not useful in this case. The low-level programming
of both FFT and DCT algorithms represents outstanding
contribution in signal processing. A single QSXGA frame
could be transformed in 1.65 s by FFT, and in 1.02 s by DCT
method.

IV. CONCLUSION AND FUTURE WORK

The paper was focused on the implementation of two
transforms, commonly used in signal processing domain.
The two-dimensional FFT and DCT were chosen. The
outline of currently used methods for parallel computing
on CPU was performed as well. The MPI, OpenMP, and
MATLAB approach were taken into account. The goal of
the paper was also to present a possibility to create an
interconnection between CPU based methods and VLIW
architecture DSP evaluation boards. The future work would
be focused mainly to implementation of digital signal pro-
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Figure 4. Computation time for two-dimensional MATLAB implementation with varying parallel lab number (fCPU = 2.7 GHz, 1 QSXGA color frame:
2,560×2,048 pixels).

cessing algorithms to Graphical Processing Units (GPUs) as
well as to comparison with other CPUs, such as Intel quad-
core Xeon e5640.
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Abstract — In Video over IP services, perceived video quality 

heavily depends on parameters such as video coding and 

network Quality of Service. This paper proposes a model for 

the estimation of perceived video quality in video streaming 

and broadcasting services that combines the aforementioned 

parameters with other that depend mainly on the information 

contents of the video sequences. These fitting parameters are 

derived from the Spatial and Temporal Information contents 

of the sequences. This model does not require reference to the 

original video sequence so it can be used for online, real-time 

monitoring of perceived video quality in Video over IP 

services. Furthermore, this paper proposes a measurement 

workbench designed to acquire both training data for model 

fitting and test data for model validation. Preliminary results 

show good correlation between measured and predicted values. 

Keywords - Video over IP, Perceived Quality, Quality Models, 

Quality of Experience, Quality of Service.  

I.  INTRODUCTION 

User Quality of Experience (QoE) is a determining factor 
for successful deployment of emerging multimedia services. 
QoE is easy to understand, but complex to implement in real 
systems. This complexity is mainly due to the difficulty of its 
modeling, evaluation and translation into Quality of Service 
(QoS) parameters. 

A complete QoE management procedure should 
encompass at least: monitoring the user experience when 
consuming the service; adapting the provisioning of the 
content to the varying context conditions; predicting 
potential QoE level degradation; and recovering from QoE 
degradation due to system changes. In order to have a 
complete control of the final user experience, all these tasks 
must be performed in-service and in a coordinated way. 

Among multimedia services, Video over IP applications 
have reached a remarkable market penetration. Furthermore, 
Video over IP customers expect a QoE comparable to 
traditional broadcast systems. So the ability to measure, 
estimate and monitor user perceived quality in near real time 
and to relate it to network conditions, is critical for Video 
over IP service providers. 

This paper focuses on the perceived video quality aspects 
of Video over IP streaming and broadcasting services. A 
model for estimating the Video Quality Metric (VQM) [1] as 
defined in ITU-T J.144 [2] is proposed. 

Subjective quality measurements, as those defined in 
ITU-T P.910 [3], are undoubtedly the most precise, and 
constitute the benchmark for any estimation model. 
However, they are costly, both in time and resources. Thus, 
our approach has been to estimate an objective perceptual 
distortion metric, originally defined as a Full Reference (FR) 
measure, from coding and Network QoS parameters, using a 
model similar to those suggested in [4], [5], [6] and [7]. 

The proposed model takes as input easily measurable 
video coding and Network QoS (NQoS) parameters, and 
includes some fitting parameters that depend mainly on the 
information contents of the video sequences. A method for 
computing them from Average Spatial and Temporal 
Information content measures (ASI/ATI), similar to those 
defined in ITU-T P.910 [3], is proposed. All the values 
required for the estimation can be obtained without reference 
to the original video sequence, enabling online, real-time 
evaluation of perceived video quality in Video over IP 
services. 

In the following sections previous work is reviewed; the 
estimation model is proposed; the method for computing the 
fitting parameters is described; a measurement workbench is 
presented; the main conclusions are summarized; and some 
future work is outlined. 

II. RELATED WORK 

In [4], a comprehensive model, based on theoretical 
considerations, is proposed in order to relate several coding 
and network parameters to the Perceptual Distortion Metric 
(PDM) of MPEG-2 sequences. The coefficients of this model 
mainly depend on the complexity (information contents) of 
the analyzed sequence. 

The dependence of VQM on Video Coding Rate (VCR), 
display format (resolution), codec type and “motion 
contents”, is analyzed for MPEG-2 and H.264 Advanced 
Video Coding (AVC) sequences in [5]. Although this model 
takes into account the effects of codec type and coding 
parameters, it obviates the dependence of VQM on the 
transmission network parameters. 

In the previous models, the variation of the chosen metric 
follows a negative power function of VCR. Regarding 
Packet Loss Ratio (PLR), [4] proposes a linear variation 
while [5] does not consider its effect at all. 

Reference [6] estimates the Perceived Video Quality of 
H.264 sequences combining coding and network QoS 
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parameters (namely VCR and the Packet Loss Frequency, 
PLF) and codec features in a parametric packet level model. 
This model states that the variation of the Perceived Video 
Quality with VCR follows a logistic function while its 
variation with PLF follows a negative exponential. 

In [7], a parametric null reference (NR) model, called 
“Temporal-Visual (T-V) Model” is proposed. The objective 
of this model is to estimate the Perceived Video Quality of 
MPEG-2 and H.264 sequences, using network QoS, coding 
and other parameters. This model states that the Perceived 
Video Quality is related to VCR by an exponential function 
while its variation with PLR follows a logistic function. 

One of the key aspects when designing a model is the 
determination of the “fitting” parameters. In the previous 
proposals different approaches are followed. In [4], the 
fitting process is performed for each individual sequence. In 
[5], the sequences are classified in classes according to their 
„motion contents‟ and values are assigned to the parameters 
for each group of sequences. In [6] and [7], neither the 
contents nor the spatial or temporal complexity of the 
sequences are considered. 

None of the analyzed models completely fulfill our 
needs. Some of them are too specific for a particular kind of 
application or propose forms of variation that do not 
correspond to our measurements, which rather suggest a 
(positive or negative) power function. Most of them estimate 
the subjectively perceived video quality or metrics other than 
VQM. In [5], VQM is estimated, but it does not take into 
account the effect of the transmission network. Furthermore, 
none of the reviewed proposals include the effect of the 
complexity and/or information contents of the video 
sequences. 

All these reasons lead us to develop a new model for 
online, real-time estimation of VQM in Video over IP 
streaming and broadcasting services, using coding and 
network QoS parameters and the complexity and information 
contents of the video sequences. 

III. MODEL DESCRIPTION 

Different measurements, obtained using the Video 
Quality Experts Group (VQEG) FR-TV1 test sequences [10] 
and our Measurement Workbench (described later), 

confirmed the variation of VQM with coding parameters 
according to the model of [5]. However, these measurements 
also showed that the variation of VQM with PLR is far from 
linear in most of the cases. Figure 1 shows the effects of 
coding and packet loss. 

Figure 1a shows the variation of VQM with VCR for all 
sequences coded using H.264, prior to transmission (i.e., 
with no transmission losses). VCR is the actual Average 
VCR (Video Data Size/Duration). 

The relation between VQM and PLR is shown in Figure 
1b. In this measurement all the sequences have been coded 
using H.264 with VCR=5 Mbps. The plotted VQM is the 
average result of several repetitions with the same PLR in 
order to attenuate random effects. The value for PLR=0 (no 
losses) is the value of VQM prior to transmission as given in 
Figure 1a. 

VQM can be split into two parts in order to separate the 
effects of coding and transmission: 

 VQM = VQMC + VQML 

where 
VQMC is the contribution of coding to VQM. 
VQML is the contribution of packet losses to 

VQM. 
By plotting VQMC and VQML in logarithmic scale, it can 

be noticed that both curves fit very well to a power function, 
as they are nearly linear in both cases. They can be expressed 
as: 

 VQMC  =  VQMREF • (VCR/VCRREF)
-KC 

 VQML  =  (1-VQMC) • (PLR/PLR1) 
KL 

where 
VCRREF is a reference VCR (e.g., 1Mbps). 
VQMREF is the value of VQM at the reference VCR. 
PLR1  is the value of PLR for which VQM = 1. 
VQMREF and KC depend on the codec, the coding 

parameters (except VCR), and the characteristics of the 
video sequence (e.g., spatial and temporal complexity, 
information contents, etc.). 

PLR1 and KL depend on the codec, the coding parameters 
(including VCR), and the characteristics of the video 

  
(a)      (b) 

Figure 1. Variation of VQM with VCR (for PLR=0) and PLR. 
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sequence. Their variation with VCR fits very well to a 
function of the form: 

 F(VCR) = A + B•VCR• (1+C•e
-(VCR/D)^K

) 

where A, B, C, D, K are fitting parameters that depend on 
the codec, the coding parameters (except VCR) and the 
characteristics of the video sequences (type, format and 
information contents). 

For K2 this function approximates to a Weibull curve 
on top of a linear asymptote. For K=2 it corresponds to a 
Rayleigh curve, also on top of a linear asymptote. Figure 2 
shows the fitting of this function to the values of KL for a 
group of sequences coded using H.264. 

According to this model, for a given PLR, there is a VCR 
that minimizes VQM, i.e., maximizes the perceived quality. 
The consequence is that for higher coding rates, and against 
the common assumption, the perceived quality decreases due 
to the increment of packet losses. Therefore, in real systems 
with transmission errors, increasing the coding rate beyond a 
certain limit is not only useless (as users don‟t perceive the 
difference), but may even be counterproductive. This 
behavior was already noticed in [4]. 

IV. ESTIMATION OF MODEL PARAMETERS 

As seen in the previous section, the characteristics of 
each sequence, i.e., its type, complexity and information 
contents, directly influence the perceived video quality. 
Therefore, a crucial aspect is how to compute the model 
parameters for each video sequence, without having to fit the 
model specifically for each of them. This paper proposes the 
use of two measures similar to the Spatial/Temporal 
Information (SI/TI) measures, described in [11]. SI/TI 
measurements evaluate the spatial/temporal information 
detail in a way similar to the perception of a human viewer. 
They are standardized in ITU-T Recommendation P.910 [3]. 
These measurements are rather easy to obtain using well-
known techniques such as the Sobel filter (a simple high-
pass, edge enhancement digital filter widely used in image 
processing) and pixel-wise difference. 

However, our preliminary results concluded that SI/TI 
measurements, as originally described, i.e., based on the 

maximum SI/TI values of the frames in the sequence, are too 
sensitive to exceptional SI/TI values of individual frames [8]. 
Therefore, in order to attenuate this effect, the Average 
Absolute Spatial/Temporal Information (ASI/ATI) 
measurements are defined as follows: 

1) Use the absolute value of the pixel-wise difference of 

luminance values of successive frames to compute the 

Temporal Information values of each frame. 

2) Take the average of the SI/TI values of all frames as 

the ASI/ATI value of the sequence. 
ASI/ATI measures will be used as indexes into 

precomputed “complexity tables”. The model parameters for 
a given sequence will be computed by linear interpolation in 
these tables. The methods for populating the Complexity 
Tables and using them to compute the model parameters for 
arbitrary sequences are described in [8]. 

The proposed method enables online, real-time 
monitoring of perceived video quality, because the whole 
process (ASI/ATI computation, table lookup, interpolation, 
and model evaluation) takes much less time than the duration 
of the sequences. In addition, all values required for VQM 
estimation can be either obtained from the Network 
Management System (NMS) or measured at the receiving 
side, so no measurements on the reference sequence are 
required. 

V. MEASUREMENT WORKBENCH 

This section describes the measurement workbench that 
was implemented in order to obtain training data for model 
fitting and test data for model validation [9]. Figure 3 shows 
its functional architecture, which was implemented using the 
following tools: 

 Encoder/Decoder: FFmpeg 0.6.1-2/4 + libX264 [for 
H.264] 

 Transmitter/Receiver: Videolan VLC 1.1.5/7 

 Network Simulator: NetEm  (Linux Kernel 2.6.35) 

 Information Measurement: STIX 0.9 

 Distortion Measurement: ITS/NTIA BVQM 1.4 

 QoS Measurement: WireShark 1.6.0 
Specific tools were developed in order to perform 

ASI/ATI measurements and frame loss concealment. Frame 
loss concealment is required because the received and 
reference sequences must have equal length for BVQM to 
work adequately. The operation of the frame concealer is 
based on detecting the lost frames and duplicating the 
previous one (i.e., freezing). 

The workbench comprises four physical nodes. The first 
one is the emitter station that performs encoding and 
transmission operations. The second one is the receiver 
station, responsible for reception, decoding and frame loss 
concealment. The third node is the network simulator, 
capable of simulating different network parameters and 
scenarios. The last one is the measurement workstation, used 
to perform VQM, QoS and ASI/ATI measurements. 

All these nodes were physically implemented using 
DELL Optiplex 755 PCs with Intel Core 2 Duo processors at 
2.66GHz with 3GB of RAM. The emitter and receiver 
stations and the network simulator run under Ubuntu Linux  Figure 2. Variation of KL with VCR for a group of sequences. 
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10.04.2 LTS, and the measurement workstation under 
Windows XP Professional SP3. The nodes communicate 
through a 100Mbps Fast Ethernet LAN. 

The test sequence database [10] includes both high and 
low motion (including static) sequences, spatially simple as 
well as complex, both natural (filmed) and artificial 
(animation or computer-generated). All sequences are in 
ITU-R BT.601 UYVY (Big-YUV) format (either 
525lines@60Hz or 625lines@50Hz). 

Measurements were made for all sequences coded in 
MPEG-2, MPEG-4 and H.264 AVC, for several VCR and 
PLR values. In order to account for random effects of packet 
losses, these measurements were repeated several times for 
the same nominal VCR and PLR values. In total more than 
6,000 data points were collected. These data will be 
statistically analised in order to validate the accuracy of the 
model. Preliminary results show good correlation between 
measured and predicted values (see Table I). 

VI. CONCLUSION AND FUTURE WORKS 

This paper proposed a new model for online, real-time 
estimation and monitoring of perceived video quality in 
Video over IP streaming and broadcasting services, using the 
Video Quality Metric (VQM) as objective measure. This 
model is based on video coding and Network Quality of 
Service (NQoS) parameters. Our model shows that the 
contributions to VQM from coding (VQMC) and packet 
losses (VQML) follow power functions of the Video Coding 
Rate (VCR) and Packet Loss Ratio (PLR) respectively. 

Additionally, the model includes fitting parameters that 
depend mainly on the complexity (information contents) of 
the video sequence. These parameters are estimated using the 
Average Absolute Spatial and Temporal Information (ASI/ 
ATI) contents of the sequence. 

A measurement workbench was implemented. It 
comprises several nodes, such as emitter and receiver 
stations, a network simulator and a measurement 
workstation. This workbench was used with a public test 
sequence database in order to obtain training data for fitting 
the model parameters. Preliminary results show good 
correlation between measured and predicted values. 

The following points remain open: sequence 
classification based on features other than ASI/ATI, and use 
of different complexity tables for each group of sequences; 
influence of coding parameters other than VCR; effect of 
NQoS parameters other than PLR (e.g., Packet Error Ratio 
(PER) and/or Bit Error Ratio (BER)); influence of error/loss 
patterns (distribution), in particular the Average Burst 
Length (ABL); effect of extreme variation of the ASI/ATI 

TABLE I.  PRELIMINARY STATISTICAL RESULTS 

Codec Correlation Avg.Error RMSE 

MPEG-2 0.9519 0.0339 0.0703 

MPEG-4 0.9471 0.0551 0.0704 

H.264 0.9462 0.0549 0.0749 

ALL 0.9511 0.0487 0.0722 

 
values of received (distorted) sequences with respect to that 
of original sequences, in the computation of fitting 
parameters from the complexity tables; definition of spatial 
and temporal information measures based on chrominance 
values, and inclusion of them in the estimation model.  
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Abstract – In an aggregated radio access network (A-RAN), 
wherein multiple radio access technologies (RAT) coexist, 
different radio resource utilization in each RAT may result in 
decreasing quality of service (QoS). In this paper, we propose a 
radio resource switching scheme in A-RAN coexist to provide 
multi-modal mobile users with the best service using a cloud 
base-station concept. The proposed scheme is manipulated to 
optimize radio utilization and QoS.  

Keywords: radio-resource; cloud; radio-access-network. 

I.  INTRODUCTION 

The widespread and increasing use of smart-phones and 
broadband based services such as high-quality video and 
peer-to-peer services has caused the explosion of data traffic 
in mobile networks. To cope with this surge of data traffic, 
new technologies such as the WiMAX [1] and LTE [2] 
families have been implemented in a short period. Therefore, 
these newly deployed systems are likely to coexist with 
legacy systems, with each owning a separately their radio 
access network, resulting in high capital 
expenditure/operating expenditure (CAPEX/OPEX). 
Moreover, dynamic variations in traffic load may cause 
lower average utilization of a base station. To settle these 
challenges, a cloud-conceptual base station system has been 
introduced. Through virtualization using cloud technologies, 
any user equipment (UE) is able to access one of the 
common cell-sites, behind which multiple radio access 
technologies (RATs) are used to service a user-specific 
traffic in the best possible manner. We call such a network 
with multi-RATs, an aggregated radio access network (A-
RAN). In A-RAN, it is also anticipated that software-defined 
radio equipment for signal processing of each radio access 
technology (RAT) provides the capability of sharing radio 
resources between different RATs to optimize frequency 
usage. In this paper, we propose a scheme to switch radio 
resources between the different radio access technologies 
used within an aggregated radio access network (A-RAN) to 
increase spectrum utilization. 

The rest of this paper is organized as follows. The system 
to which our proposed scheme is applied is described in 
Section II. The proposed scheme to switch radio resources is 
described in Section III. The current simulation system, 
discussion, and further works to fulfill our study are 

presented in Section IV. Finally, Section V summarizes our 
conclusions. 

II. SYSTEM MODEL 

A. Aggregated radio access network architecture. 

A-RAN has been developing to reduce network 
implementation and maintenance costs as well as to increase 
efficiency of hardware usage. Some A-RAN models have 
been introduced such as KT CCC (Cloud Communication 
Center) [3], Alcatel-Lucent lightRadio [4] or C-RAN of 
China Mobile Research Institute [5]. Fig. 1 shows the 
generalization of A-RAN architectures mentioned above. 
The A-RAN consists of Radio Units (RUs) and Digital Units 
(DUs), as shown in Fig. 1. A DU performs all of the 
functions performed by a traditional base station transceiver 
(BTS) and base station controller (BSC) in a legacy system, 
including baseband signal processing of user data, radio-
resource allocation, and various control functions. On the 
other hand, an RU only has a physical radio interface 
comprising an antenna and power amplification. By 
centralized processing and control functions in DU, DU can 
be built on cloud computing environment to optimize 
hardware utilization as well as using software-defined radio 
equipments to have flexible capability of processing any 
baseband signals.  
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Figure 1.  A-RAN architecture. 

B. System model 

In our study, we assume three different wireless access 
systems: A, B, and C. These systems are characterized by the 
carried traffic types such as packet or circuit-switched and 
the availability of carrier aggregation, a functionality 
introduced for broadband services in the LTE-Advance 
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standard [6]. The descriptive parameters of the three above 
mentioned systems are summarized in Table 1. 

 
 

TABLE I.  SYSTEM PARAMETERS 

Parameters System A System B System C

System bandwidth (MHz) 40 40 20 

Channelization (MHz) 20, 10, 5, 5 20, 10, 5, 5 5, 5, 5, 5 

Carrier aggregation Yes No No 

Traffic type 
Packet 
traffic 

Packet 
traffic 

Circuit 
traffic 

Frame length (ms) 10 10 N/A 

 
Systems A and B have LTE-like orthogonal frequency 
division multiple access (OFDMA) channel architectures [7], 
in which the time axis is divided into 10-ms frames that are 
further subdivided into ten 1-ms slots. In the frequency 
domain, the subcarrier spacing is 1 MHz. In the 2-
dimensional channel domain, a resource-allocation unit 
called a resource block (RB) is defined as 1 ms × 1 MHz 
[time × frequency]. There are three UE types: mode-A-only, 
which is capable of only accessing system A; mode-B-only, 
which is for system B only; and multi-modal UE, which is 
capable of using both systems A and B. On the other hand, 
system C is accessible to all UE for circuit traffic. Moreover, 
in terms of the channel handling capability, the UE is 
categorized as having 5, 10, 20, and 40 MHz capability. 

WiBro

WCDMA

LTESystem A

System B

System C

Spectrum sensing

request

System A System CSystem B
 

Figure 2.  Spectrum map in UE 

 
Before making a call request, a multi-modal UE performs 

a kind of preliminary preparation called early spectrum 
sensing (ESS). It measures the power levels over the entire 
frequency band of Systems A, B, and C and builds a 
spectrum map based on these measurements, as shown in 
Figure 2. Then, the UE tries to send a call request to the 
system that contains the lowest power level, which means 
that the frequency availability is the highest. When the target 

system receives UE request, if it has enough available 
resource and its average packet loss ratio over N frames is 
lower than packet loss threshold, it will admit the call. 
Otherwise, it consults DU controller about other available 
system. By checking remaining resource and packet loss 
ratio of other systems, DU controller informs target system 
of a new system that has enough free resource and average 
packet loss ratio over N frames is lower than packet loss 
threshold, and then target system signals to UE to send call 
request to the new one. If other systems also do not meet 
these two conditions, UE call request will be dropped, with 
real-time traffic, or put into buffer, with delay tolerance 
traffic. 

III. PROPOSAL OF RADIO RESOURCE SWITCHING 

 
DU is able to monitor the entire radio resource utilization 

for Systems A, B, and C, and control the amount of radio 
resources belonging to each system if needed. On that basis, 
we propose a scheme for switching radio resources between 
systems to ensure better system performance and higher 
resource utilization. The proposed scheme is illustrated using 
the flow chart shown in Figure 3. 

 

 
Figure 3.  Proposed radio resource switching scheme 

 
In our proposed scheme: 
 If radio resource switching (RRS) has not yet 

occurred, DU calculates the performance measures 
for each period, tDU_mon 

 If RRS has occurred, DU calculates the performance 
measures for each period, tbr, in the borrower system 
to which the free radio resources are switched, and 
for each tld in the lender system from which free 
radio resources are switched. 
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We define a “busy system” as a system in which both the 
average packet loss rate over period tDU_mon, Pavg, is higher 
than the packet loss threshold, PThr, and the average channel 
utilization over period tDU_mon, ChUavg, is higher than the 
channel utilization threshold ChUThr, which is 95 percentage 
capacity of all channels in system. If these two conditions do 
not occur simultaneously, we consider the system to be a 
“free system”.  

The operation of our scheme is described below. If radio 
resource switching has not yet occurred, the DU 
continuously monitors the average packet loss rate, Pavg, and 
average channel utilization, ChUavg, in each system for each 
period, tDU_mon. When it finds a busy system, it then checks 
the utilization of 5MHz channels ChU5M in the free 
systems: if it is lower than a threshold called ChU5MThr_low: 

          ChU5MThr_low = (num_5M-1)/ num_5M                (1) 

whereas num_5M is the number of 5MHz channels in free 
system, the DU will switch resources from the free system 
with the most available resources to the busy system. Then, 
each system will update its channelization information. If 
radio resource switching has already occurred, the DU 
calculates the average packet loss ratio, Pavg_br, and average 
channel utilization, ChUavg_br, over tbr in the borrower system, 
along with the average packet loss ratio, Pavg_ld, and average 
channel utilization, ChUavg_ld, over tld in the lender system. In 
the lender system, if both Pavg_ld and ChUavg_ld are higher than 
thresholds PThr and ChUThr, respectively, the DU restores the 
lent resources to the system to which they belong. This 
means the lender system becomes busier and needs to recall 
its lent resources. In the case of the borrower system, if the 
following condition happens 

          Pavg_br<PThr & ChU5Mavg_br<ChU5MThr_low            (2) 

the DU restores the lent resources to the original system. 
This indicates that the load on the borrower system is 
decreasing and it may no longer need the additional 
resources. When monitoring system C, packet lost ratio is 
replaced by call block probability. 

In A-RAN, channel processing modules of system can be 
software-defined radio equipments. So it is able to switch 
radio channel from one system to other system by re-
configure the software of channel processing module. 

IV. ONGOING SIMULATION 

A. Simulation environment 

We start the computer simulation under a single-cell 
condition with a static UE number, but will eventually 
consider multi-cell environments and user mobility with 
handoffs between them. UEs are distributed uniformly in cell 
coverage. DU manages a finite-length buffer for each user in 
order to store data coming from the core network side. If the 
buffer overflows, the packets are lost. In this paper, the 
packets are categorized as real-time packet and delay-
tolerant packet, with tolerances ranging from one to three 

frames. The traffic generation of user n is modeled as a 
Poisson arrival process with rate n, n{1,2,…N}. Then, the 
total arrival rate is 

                                     



N

1n
nall                                  (3) 

The traffic volume is normalized by the number of RBs 
needed to carry it. 

B. Initial simulation result 

In this part, we will discuss our initial simulation result.  
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Figure 4.  System performance 

Fig. 4 compares the system throughput when radio resource 
switching is used and when it is not used. RRS helps to 
improve system throughput. Additional simulations will help 
us ensure that packet lost ratio with RRS is lower than 
without RRS. 

V. CONCLUSION AND FUTURE WORKS 

In this paper, a radio resource switching scheme was 
proposed for application to an A-RAN based on the 
deployment of a cloud base-station in order to improve 
frequency utilization, increase system throughput, and 
enhance the QoS. We expect that after the system 
simulations are completed, the simulation results will 
validate the performance enhancement of the proposed 
scheme. In the next step, we will consider this scheme in an 
environment closer to reality, i.e., system parameters are 
same as defined in standards. 
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Abstract — This short paper compares 3D video image quality 
and perceived 3D video image depth of three present-day 
stereoscopic displays for home entertainment. These 
stereoscopic displays are represented by the commercially 
available plasma display panel (PDP) with active shutter 
glasses, digital light processing (DLP)  projection also with 
active shutter glasses and liquid crystal display (LCD) with 
passive polarization glasses. Subjective tests and assessment of 
3D video image quality and stereoscopic effects have been 
organized with help of 128 respondents in various age 
categories and 32 various 3D video or image sequences. The 
paper presents results of subjectively evaluated 3D video image 
depth and determination of the viewing conditions impact on 
perceived 3D depth. 

Keywords – stereoscopic display; 3D passive display; 3D 
polarization display; shutter glasses; circle polarization glasses, 
3D video image quality; subjective testing; viewing angles  

I.  INTRODUCTION  

Today’s development of stereoscopic imaging and 3D 
video image quality evaluation is divided mainly into three 
branches. Testing methodology for 3D video image quality 
evaluation is the first one, which tries to define testing 
conditions and processing of data from subjective tests. 
These tests could be classical deliberation or behavioral 
evaluation [1], where the quality and fidelity of 3D imaging 
is evaluated by biological responses of tested subject. These 
responses are produced automatically such as postural 
responses, skin conductance or heart rate. The second way is 
to find possibilities how to describe projection of objective 
video image parameters to the space of subjective test results 
and to define metrics for their evaluation [2]. The third type 
of contemporary research in this area is focused on Quality 
of Service (QoS) determination in concrete application such 
as 3D IPTV [3] or wireless transmission is [4]. 

This paper describes subjective tests that we have 
recently organized and brings preliminary and partial results 
with their discussion. These tests have been quite complex 
and intended to investigate the subjective 3D video image 
quality and stereoscopic effect related to different display 
technologies, content parameters, light conditions, viewing 
angles and characteristics of respondents. This contribution 
selects only a fragment of our results. It focuses only on the 
influence of the viewer position on the Quality of Experience 
(QoE) for three present-day 3D display technologies.  

We have tested three different technologies, currently 
widespread on the market for 3D home entertainment 

(Table I). These present Plasma Display Panel (PDP) and 
Digital Light Processing (DLP) projection, both with active 
shutter glasses, and Liquid Crystal Display (LCD) with 
passive polarization glasses. Our analysis aims at the 
comparison of the technologies in terms of perceived quality 
of stereoscopic content and in terms of naturalness of the 
perceived 3D video image depth.  

The rest of the paper is organized as follows. Section 2 
summarizes relevant information about the mentioned 
display technologies and it needed for understanding the 
subjective test adjustment. Section 3 contains description of 
individual technical equipment used for testing and 
subjective tests arrangement. It also mentions the parameters 
of the tested 3D image video content. Next, Section 4 
provides some information about our respondents and also 
shows the results. Finally, in Section 5, the results are 
discussed and a brief outlook for the future work is given. 

II. 3D DISPLAY TECHNOLOGY 

Time multiplexing is the most extended technique for 
stereo pair discrimination today. The display itself can be a 
classical 2D panel with higher video frame rate. The most 
important part of the system is synchronization of active 
shutter glasses, which switch light sequentially in time 
multiplex to both eyes. This approach has theoretically 
limitless horizontal and vertical viewing angles, in fact 
limited just by the display itself. However, in reality, the 
manufacturers admit some limitation in light separation, 
because of the directional characteristic of active LCD 
glasses [5] [6]. 

For this purpose, it seems very convenient to use a PDP, 
which has in principle no problem with fast refresh rate (e.g., 
0,001 ms - Panasonic TX-P42GT20E [6]). That is because 
the gas discharge ignition is practically immediate. In spite 
of this potential parameter, the current systems use only 
120 Hz frame rate for 3D. It leads to 60 frames per eye, 
which is a lower rate compared to what the classical 2D 
systems use today. Also it is not a problem for concurrent 
products based on LCD panels to reach the same parameters. 

Due to its simple configuration, the DLP technology is 
widely used for home 3D projection with time multiplexing 
of both halves of stereo pair. DLP technology can reach 
higher frame rate in comparison with LCD projectors. Frame 
rate is the same (low) as in previous system (e.g., BenQ 
W710ST, frame rate 119 Hz), but we can remark, that it is 
going to be increased in next generation of projectors.  
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Figure 1.  Principle of polarizated discrimination display demonstrated on cross section.

Generally, a characteristic property of projectors is the 
higher diagonal dimension of the image. 

In case of 3D utilization, it brings a higher parallax and 
consequently larger 3D effect in the same viewing 
conditions. This “advantage” should also cause problems, 
because the available content is usually calculated for 
smaller diagonal dimension and due to adaptive parallax [7] 
the 3D effect can be higher and perceptual depth can leave 
the comfortable zone. This could cause so called “dizziness”.  

Besides time multiplexing, the new implementation of 
the old known polarization technology celebrates success at 
present. Its novelty lies in using a patented system for 
circular light polarization called Film-type Patterned 
Retarder (FPR), which decreases production costs. 
Demonstrational cross section is shown in Fig. 1 [5]. 
Unpolarized light from Cold Cathode Fluorescent Lamp 
(CCFL) or Light Emitting Diode (LED) is in principle 
linearly polarized in the system of LCD panel. A half-wave 
row slice structure rotates the light polarization plane by π/2 
radians in case of odd rows of image. In this plane of the 
structure, the information for the left and right eye is 
  

 
Figure 2.  Illustrative scheme of laboratory arrangement for testing. 

separated spatially and by linear polarization. Circular 
polarization, which is used for the intra-eye crosstalk 
minimization, is then obtained by quarter-wave plate. 

Separation of polarized light in glasses uses a reverse 
mechanism [8]. One advantage of passive system is of 
course the weight of glasses, which achieves 15 g in case of 
polarized discrimination glasses (LG) compared to 50 g or 
28 g for active shutter glasses (NVIDIA and Panasonic, 
respectively). The design of Panasonic glasses has been 
criticized for wearing discomfort by respondents. 

III.  SUBJECTIVE TESTING 

A. Technical Equipment 

The laboratory equipment (Fig. 2) consists of two sources 
of 3D video signal, HDMI 1.4 splitter, 3 different 
stereoscopic displays (Table I) and control and monitoring 
displays. 

 

 
Figure 3.  Floor projection of test arrangement. 

TABLE I.  PARAMETERS OF THE TESTED 3D SYSTEMS 

3D System Display 
Technology 

Stereo Pair 
Discrimination 

Native Displayed 
Resolution in 3D 

Diagonal 
[cm] 

LG 
32LW570S 

LCD  Polarization 960 x 540 82 

BenQ W710ST 
(NVIDIA) 

DLP Time multiplex 960 x 720 196 

Panasonic 
TX-P42GT20E 

PDP Time multiplex 
 

960 x 1080 
106 
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Figure 4.  Age composition of the respondents. 
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Figure 5.   Previous experience with 3D television. 

Two independent signal sources were used, because it is 
necessary to generate separate video signals. One of them is 
time multiplexed for 3D projector – a PC with graphic card 
NVIDIA GeForce 8000 has been used. To control the other 
two displays, the home theater PC XStreamer Ultra with 
built-in SSD hard drive has been used.  

B. Laboratory Arrangement 

Fig. 3 shows a floor projection of the testing site. In all 
three cases, the same viewing conditions have been defined, 
especially the horizontal and vertical viewing angles. 

The viewing distance has been calculated as four times of 
the picture height (4h) in case of ideal viewing condition [9]. 
While horizontal angular displacement α has been set 
directly by the seat position, vertical displacement β depends 
on the tested subject height. We have asked for it in the 
evaluation form. 

 
The average height has been 180.2 cm (values from 166 

to 196 cm). These values lead to the mean vertical viewing 
angle β of 14° (from 11° to 18°) in case of LCD display, 
assuming the average distance of eyes (optical axis) from the 
top of the head is 12 cm. For PDP, the same value was 11° 
(from 8° to 14°). For projection, the mean vertical angle was 
2.5° (from 0.5° to 4.5°) in case of positive vertical 
displacement (standing observers) and 3.2° (from 1.5 to 4.3) 
in case of negative vertical displacement. 

C. 3D Video Image Content 

We have utilized three sources of content to evoke 
impression of standard home usage: Blu-ray disc, 3D 

satellite digital television broadcasting and amateur 3D 
camera captured sequences. Four sets of sequences have 
been prepared for testing. Three from the previously 
mentioned content types with an additional set containing 
static images, created from the sequences in the other sets.    

The sources used had variable native 3D format, 
compression and resolution. The original content was coded 
with Multiview Video Coding (MVC) format (for Blu-ray 
sequences), spatially compressed side-by-side and H.264 
encoded (for satellite television broadcasting) and spatially 
compressed and Advanced Video Coding High Definition 
(AVCHD) encoded (for amateur capture).  

For playback during the test session, we have converted 
all the sequences to spatially compressed (side by side) 
“Full HD” format 1920x1080/25p. The sequences were 
stored in YUV raw video format and played back with no 
compression. Native pixel resolution in Table I is calculated 
for one half of stereo pair of this input format. 

D. Test Session 

Structure of each set is done according to ITU 
recommendation ITU-R BT.710 [9], where 10 to 15 s of 
video sequence/static image is followed by 5 s of mid gray 
color. The sequences were played back in random order, 8 
sequences per format, resulting in the total of 32 sequences. 

After viewing the set of sequences on one 3D system, 
the observers were asked to perform the test on another 
system. The order of the sequences was different for this 
following test. We repeated the same procedure for all the 
three 3D systems under test. At the end of the subjective test 
session, the observers were asked to fill in a simple 
questionnaire including several personal questions and an 
overall judgment comparing the three systems in terms of 
3D effect quality and depth naturalness. The task was to 
select which of the three systems performed 3D display and 
according QoE the best [10]. 

E. Observers 

We have tested a sample of 128 people of age between 
20 and 74 years (Fig. 4). The yield of test has been over 
95 %. In total 74 respondents compared all three 3D 
technologies in their subjective tests.  

We have not done any training of our respondents; we 
have just allowed them some time to read the test form. The 
tested sample of people has consisted mainly of students 
(93%), which have no experience with video image and 
multimedia subjective quality tests at all. 

At the beginning of the test we have asked the subjects 
about personal information, including gender, age and 
employment. We have investigated for how long they watch 
TV per week, whether they suffer from eye defect and what 
their experience with 3D technology is. We have asked in 
particular about 3D home television/cinema systems, not 
about 3D cinema (Fig. 5). Scale has been four-level, where 
intermediate/great experience means, that the subject owns a 
3D display and watches 3D content sporadically/regularly.  
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Figure 6.  The best 3D video image quality in dependence on 3D system 

and actual viewing position of the respondent.  

 
Figure 7.  Illustration for the perceived depth ratio evaluation. 

 
The eye defects we distinguish among corrected ones as 

myopia/astigmatism, in that case were questioner classically 
processed, then serious defects as amblyopia, or disorder 
of spatial perception, where respondents has been discarded 
and daltonism, where only questions about perceived 3D 
video image depth has been taken into account when 
processing the results.  

IV. RESULTS 

In this paper, the answers for two questions from our 
complex questionnaire are only presented, associated with 
the technological aspects of the used 3D displays. 

A. Perceived Quality 

The first test question deals with 3D video image quality 
evaluation (Fig. 6). Percentage of respondents evaluating 
video image quality of a particular system as the best is 
shown by a gray bar. The colored columns show the 
proportion of respondents, who decided for a concrete 
horizontal or vertical viewing angle. This percentage is 
calculated among the respondents, who participated in the 
subjective test in a particular position [7]. 

The best 3D video image quality is given by, according 
to test results, the PDP system. This fact could be associated 
with the highest native resolution of the one displayed image 
from the stereo pair (Table I). 
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Figure 8.  The highest 3D depth perception in dependence on 3D system 
and actual viewing position of the respondent. 

TABLE II.  THEORETICAL PERCIEVED DEPTH RATIO FOR VARIOUS 
VIEWING CONDITIONS 

Technology Viewing position α [°] β  [°] Perceived depth ratio

Polarization Horizontal displacement 20 0 1.00 1
LCD Direct View 0 0 1.02 1

Vertical displacement 0 14,31.03 1
Time-mult iplex Horizontal displacement 20 0 1.47 1
PDP Direct View 0 0 1.53 2

Vertical displacement 0 10,91.53 2
Time-mult iplex Horizontal displacement 20 0 5.66 6
DLP Vertical displacement + 0 2.5 6.67 7

Vertical displacement - 0 3.2 6.67 7  

B. Perceived Depth 

The second test question discussed in this paper is which 
system and configuration provides the highest depth 
perception. The answer for this could be, unlike the 
previous, theoretically calculated from the known viewing 
position under the condition that the same 3D content is 
displayed on the compared displays (Table II).  

The perceived depth ratio, which we have defined for 
this purpose as our own and original measure, gives an 
objective comparison of the 3D systems under given 
observation conditions. It is computed as follows (Fig. 7). 
At first, the perceived distance (dp) of static stereoscopic 
parallax is calculated. The value depends on pixel disparity 
(D), defined viewing distance (4h) and horizontal 
displacement (α). The pixel disparity increases with the 3D 
display diagonal size. Perceived depth ratio is then defined 
as normalized value of the dp to the viewing distance. From 
the results, the rows and their order in the Table II show, 
that the DLP projection should provide the highest 
perceived depth and the best stereoscopic effect to the 
viewer. 

Unfortunately, the described calculation is in 
contradiction with the test results (Fig. 8). The tested 
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subjects consider PDP depth perception the highest. One of 
the aspects, where test results correspond to theoretical 
computations, is the lowest depth of LCD polarization 
system. How to explain the general difference? One 
hypothesis says that the stereo effect of DLP system may be 
so strong, that the brain of some part of respondents can not 
process it. We may also suppose that level of light, which 
has been changed during the subjective test, but 
intentionally not discussed in this paper, degrades the results 
of DLP system. Lighting conditions influences the quality 
of experience for sure and they are important topic for 
forthcoming investigation. In fact, variety of illumination 
during the test was set from 10 lx to 500 lx, but light 
conditions have not been strictly complied with ITU 
recommendation [9]. They have been specified as a most 
common and comparable with home environment and 
scenario.  

V. CONCLUSIONS AND FUTURE WORK 

In this short paper, we presented a comparison of 
performance of present-day stereoscopic display systems by 
subjective testing. The aim of this short paper was not to 
bring complete study and present all the results from our 
subjective tests, but only describe the present commercial 
3D display technologies and then our methods, technical 
equipment, laboratory arrangement, definition of 3D video 
image content and group of observers. The results are very 
brief and evaluate just answers to the two questions from 
our complex questionnaire for the 3D video image quality 
and its subjective evaluation related to QoE.  

Within the evaluation and subjective testing of 3D 
systems that was discussed in this paper, we have also 
measured some objective parameters of the individual 
displays. The technological limitations of the used 3D 
systems were taken, such as the maximum useable 
displacement or crosstalk between the halves of stereo pair.  

The aim of our future work is to find and quantify all 
technological aspects of 3D video image quality and image 
depth to improve these parameters. Of course, our findings 
could have some discrepancies with theory and the data will 
be statistically processed in a more complex manner to find 
hidden dependences.  
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Abstract — This paper presents two blind video watermarking
techniques in the spatial and wavelet domain proposed by the
authors and compares the two approaches. The original
watermark and the original, unwatermarked videos are not
required for the watermark extraction process. The two
methods are combinations of spread-spectrum and
quantization based techniques. The watermarks used are
binary images, containing the copyright information. The
watermark is protected against singular bit errors with a
Hamming error correction code. The spatial domain technique
embeds a watermark bit by spreading it in a luminance block.
The actual embedding is done using a quantization based
approach. The wavelet based technique embeds the same
watermark bit into a number of chosen detail wavelet
coefficients of the middle wavelet sub-band. The resilience of
the schemes is improved by redundantly embedding the same
watermark in a number of video frames. We have tested the
perceptual quality of the watermarked videos and the
resilience of our schemes to eight different attacks in the
spatial, temporal and compressed domain, for different
quantization step sizes and different number of redundant
frames. The test results show that our wavelet domain
technique achieves better video quality and robustness to
attacks than the spatial domain method.

Keywords - Digital Video Watermarking; Copyright
Protection; Spatial Domain; Wavelet Domain; Comparison;
Perceptual Quality; Robustness to Attacks.

I. INTRODUCTION

Video watermarking techniques are characterized by the
domain that the watermark is being embedded or detected,
their capacity, the perceptual quality of the watermarked
videos and their robustness to particular types of attacks.
They can be divided into three main groups according to the
domain, in which the watermark is embedded and extracted:
spatial domain, frequency domain and compressed domain
watermarking. We will focus here on spatial and frequency
domain watermarking.

Spatial domain algorithms embed the watermark into the
pixel values and no transforms are applied to the host signal
during the embedding process. The most common techniques
to insert the watermark into the host data in the spatial
domain is via Least Significant Bit (LSB) modification,
Spread Spectrum Modulation (SS) and Quantization Index
Modulation (QIM). The LSB techniques are not robust to

attacks because the LSB plane can be easily replaced by
random bits, removing the watermark.

Spread spectrum methods view watermarking as a
problem of communication through a noisy channel. As a
means to combating this noise or interference, spread-
spectrum techniques are employed to allow reliable
communication in such noisy environments. In this case, the
watermark data is coded with a pseudorandom code
sequence to spread its power spectrum in the image or video,
thus increasing its robustness to attacks. One of the first
methods was the one-dimensional spread spectrum approach
[1]. Here, the watermark is a pseudo-random sequence
spread over the video frames by direct spatial domain
addition. The watermark is repeatedly embedded throughout
the video in a sequential manner. Other more complicated
spread-spectrum methods were proposed in [2][3].

Quantization Index Modulation (QIM) refers to a class of
data hiding schemes that exploit Costa’s [4] findings by
embedding information in the choice of quantizers. Over the
past few years, QIM-based data hiding has received
increasing attention from the data hiding community because
it is more robust than techniques such as spread spectrum
and LSB modification. State of the art proposed QIM
schemes include Chen and Wornell’s QIM and dither
modulation [5], Eggers et al’s scalar Costa scheme (SCS)
[6], Jie and Zhiqiang’s color image QIM scheme [7] and
Kalantari and Ahadi’s logarithmic QIM scheme [8].

In frequency domain watermarking, the most common
transforms being used are the Discrete Cosine Transform
(DCT), Discrete Fourier Transform (DFT) and Discrete
Wavelet Transform. The main advantage offered by
transform domain techniques is that they can take advantage
of special properties of the alternate domains to address the
limitations of pixel-based methods or to support additional
features. Also, they have better resistance to compression
based attacks. Generally, the main drawback of transform
domain methods is their higher computational requirements.

Lately, algorithms in the Wavelet domain have gained
more popularity due to their excellent spatial localization,
frequency spread, and multi-resolution characteristics [9-14].

A lot of research has been done lately in developing new
and improved watermarking techniques, but there is a
difficulty in comparing the research results, because
independent researchers use very different watermarks,
watermark capacity, test videos, parameters for watermark
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embedding and extraction and attacks with different
parameters to test the robustness of their schemes. There is a
need to compare the watermarking methods in different
domains. Our paper addresses this issue by proposing two
approaches in the spatial and Wavelet domain that have
similar specifications, like watermark, watermark capacity,
test videos, attacks with the same parameters. Both
approaches embed the same watermark (binary image) with
spatial and temporal redundancy and use a blind method for
watermark extraction.

The rest of this paper is organized as follows: Sections II
and III describe the proposed video watermarking techniques
in the spatial and DWT domain, respectively, providing
detailed diagrams and description of the watermark
embedding and extraction strategies. Section IV contains the
experimental results and a detailed comparison of the
proposed methods in terms of perceptual quality and
robustness to different attacks. Finally, Section V presents
the conclusions of our work.

II. THE PROPOSED VIDEO WATERMARKING SCHEME IN

THE SPATIAL DOMAIN

The watermark embedding process, illustrated in Fig. 1,
is described in the following:

First, the original video is partitioned into groups of k
frames. Every frame of the group is converted to the YCbCr

color space.
The binary image matrix is transformed into a binary row

vector w of size  P h v . To protect the watermark against
bit errors, a Hamming error correction code (m,n) with
codeword length of m bits and data-word length of n bits is
applied to the vector w. The size of the resulting watermark
vector wc is:

 ' 
m

P P
n
 

The binary sequence wc is partitioned into a number of

F

k
sequences ( )cw j of size 

k
P

F
, where 1,

F
j

k
, F is the

number of frames of the video and k is the number of
redundant frames. The dimensions h and v of the watermark

are chosen so that 
k

P
F

is an integer. The same sequence

( )cw j will be inserted into every frame of a group j of k

frames.
The size l of a square bloc of l l luminance values is

calculated in (2) to embed a bit of the watermark:

 ,
 

  
 

MNC
l

P k
 

where [.] is the integer part operator.

Figure 1. Block diagram of the spatial watermark encoder

A spread-spectrum technique is used to spread the power
spectrum of the watermark data, thus, increasing its
robustness against attacks. First a binary pseudo-random

sequence  2{0,1}, 1,...,  r rS s s r l of size 2l with equal

number of zeros and ones is generated using the Mersenne-
Twister algorithm proposed in [15] with the use of the last 64
bits of the secret key K as seed for the generator. This

method generates numbers with a period of 19937(2 1) / 2 .

For every bit of the watermark ( )cw j , the corresponding

spread spectrum sequence is:


2

2

1 2

1 2

[ , ,..., ], if 0

[ , ,..., ], if 1

 
 



cl
ss

cl

s s s w
w

s s s w
 

A sequence S (representing one bit of the original
watermark) is embedded in every bloc of l l luminance
values. A bit of S is embedded into the luminance value of
the pixel of the same index by rounding its value to an even
or odd quantization level. Rounding to an even quantization
level embeds a “0”, while rounding to an odd quantization
level embeds a “1”, as shown in (4):


( , )

( , ) 2 ( , ) 2 ,
2 2

    
          

    
w

L L i j
L i j q q w sign L i j q

q q


where ( , )L i j is the original luminance value, ( , )wL i j is the

watermarked luminance value, q is the quantization step size
and sign() is defined as:


1 , 0

( )
1 , 0

 
 



if x
sign x

if x
 

The video is converted back to the RGB format,
obtaining the watermark video.

The choice of the quantization step size q is a tradeoff
between the perceptual quality of the watermarked video (q
must have a small value) and the resilience of the
watermarking scheme to attacks (q must have a big value).

The watermark extraction process, shown in Fig. 2,
implies the following steps:

The watermarked video is partitioned into groups of k
frames. Every frame of the group is converted to the YCbCr

format. Every luminance frame is partitioned into square
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blocks of l l luminance values. A bit of the spread

spectrum sequence 
ssw of size l2 is extracted from every

luminance value of a block of size l l using (6):


( , )

mod 2 ,
  

    
  

wL i j
w round

q
 

where w is the extracted watermark bit, ( , )wL i j is the

luminance value of the pixel at position (i,j), q is the
quantization step size and mod2 is the modulo2 function.

Using the 64 bit seed from the secret key K the binary
sequence S is generated locally. The extracted watermark bit
for the corresponding block is:



2

2

2

,
1

2

,
1

0, if
2

1, if
2






  

  
   





l

ss r r
r

b
l

ss r r
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A binary sequence , ( )
c iw j is extracted from every frame

of a group of k frames, where 1,i k . The sequence ( )
cw j

is computed from , ( )
c iw j using (8):

  
,

1

,
1

0, if ( )
2

( ) , 1,2, ,

1, if ( )
2






 


  

  







k

c i
i

c k

c i
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k
w j

w j j P
k
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The resulting watermark bit stream 
cw of size P’ is error

corrected and the watermark w of size P is obtained. The
extracted binary image is obtained by reshaping the vector
w to a matrix of size h v .

The choice of the quantization step size q is a tradeoff
between the perceptual quality of the watermarked video (q
should have a small value) and the resilience of the
watermarking scheme to attacks (q should have a big value).

Figure 2. Block diagram of the spatial watermark decoder

III. THE PROPOSED VIDEO WATERMARKING SCHEME IN

THE WAVELET DOMAIN

The watermark is embedded in the selected wavelet
coefficients of the luminance Y of every frame of the video.
The wavelet decomposition of the luminance is done using
the 2D Discrete Wavelet Transform. We have chosen a
Wavelet decomposition on L=3 resolution levels. The
watermark is embedded in the wavelet coefficients of the
LH, HL and HH sub-bands of the second Wavelet
decomposition level. The choice of the second
decomposition level is a tradeoff between the invisibility of
the watermark and the resilience to attacks. A watermark
embedded in the wavelet coefficients of the LH1, HL1 and
HH1 sub-bands is very sensitive to attacks, because these
sub-bands contain the finest details of the frame. On the
other hand, if we embed the watermark in the LH3, HL3 and
HH3 sub-bands, the perceptual quality of the video will be
significantly altered. For these reasons, the best choice for
watermark embedding is the second wavelet decomposition
level.

For videos of resolution M N , the number of selected
wavelet coefficients for a frame is:


2( 1)

3
2 


L

MN
C  

The maximum capacity of the watermarking scheme is
 C FC where F is the number of video frames and can be

achieved by embedding a watermark bit in every selected
wavelet coefficient. For example, for CIF videos of
resolution 352x288 and 30 frames/s, the maximum capacity
is 556kb/s. This maximum capacity is not needed in most
applications, thus we will reduce it to improve the robustness
of the scheme. Fig. 3 shows the block diagram of our
Wavelet based watermark embedding scheme and is
described in the following steps:

The binary image matrix is transformed into a binary row
vector w of size  P h v . To protect the watermark against
bit errors, a Hamming error correction code with codeword
length of m bits and data word length of n bits is applied to
vector w, resulting in a watermark vector w of size P .

A same spread-spectrum technique is used to spread the
power spectrum of the watermark data. First the binary

sequence  {0,1}, 0,1,...,  j jS s s j G with equal

number of zeros and ones is generated using the Mersenne-
Twister algorithm with the use of 64 bits of the secret key K
as seed for the generator. For every bit of the watermark w’,
the corresponding spread spectrum sequence is:

 1 2

1 2

[ , ,..., ], ( ) 0
( ) , 1,...,

[ , ,..., ], ( ) 1

 
 

 

G

ss

G

s s s if w i
w i i P

s s s if w i
 

Every sequence ( )ssw i (representing one bit of the

original watermark) is embedded into a number G of wavelet
coefficients, every bit of ( )ssw i in a wavelet coefficient.
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Figure 3. Block diagram of the wavelet watermark encoder

The number G depends on the number C of the selected
wavelet coefficients, the number of frames F of the original

video and the size 'P of the watermark:


 

   

C F
G

P
 

A bit of the binary sequence S is embedded in the
selected wavelet coefficient by rounding its value to an even
or odd quantization level. Rounding to an even quantization
level embeds a “0”, while rounding to an odd quantization
level embeds a “1”, as shown in (12):

 2 2 ,
2 2

    
           
    

w

d d
d q q w sign d q

q q
 

where d is the original wavelet coefficient, wd is the

watermarked wavelet coefficient and q is the quantization
step size.

After the entire watermark has been embedded, the 2D
Inverse Discrete Wavelet Transform is computed for every
frame to obtain the watermarked video.

The watermark extraction process, shown in Fig. 4, is
explained in the following:

First, the wavelet decomposition of the watermarked,
possibly attacked video is performed, then the wavelet
coefficients used for embedding are selected. Parameter G is
computed using the information about the size of the
watermark provided by the secret key K. From every
selected coefficient a bit is extracted according to (13),

resulting in a sequence ( )
ssw j of G bits from every group.

 2mod ,
  

     
  

wd
w round

q
 

where wd is the watermarked wavelet coefficient.

Using the 64 bit seed from the secret key K the binary
sequence S of size G is generated. The extracted watermark
bit ( )w i corresponding to a group of G wavelet coefficients

is computed in (14).

Figure 4. Block diagram of the wavelet watermark decoder
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The resulting watermark bit stream of size P’ is error
corrected and the watermark w of size P is obtained. The
extracted binary image is obtained by reshaping the vector
w to a matrix of size h v .

To improve the resilience of the algorithm against
temporal attacks we embedded the same watermark
redundantly in every k frames. Thus, the number of wavelet
coefficients used for embedding a watermark bit is decreased
from G to G/k.

IV. COMPARISON OF THE PROPOSED TECHNIQUES

Our algorithms were tested using the first 27 frames of
the videos “stefan”, “forman” and “bus” in RGB
uncompressed avi format, of resolution 352x288, 24
bits/pixel and frame rate of 30 frames/s. The binary image
used as watermark is a copyright logo containing the name
of one of the authors. The resolution of the image depends on
the error correction code used, the number of redundant
frames and the resolution of the initial video. The size of the
watermark used is rather big, in order to better compare the
two approaches. Using watermarks with smaller payload
would improve the robustness, with BER values very close
to zero for both methods, making it harder to compare them.

We have conducted the experiments for both methods
using the quantization step sizes 2q , 4q , embedding

of the same watermark in 3k and 9k frames, without
using an error correction code and using a Hamming (7,4)
error correction code.

To compare the perceptual quality of the watermarked
video with the original one, we have computed the mean
Peak Signal to Noise Ration (PSNR) of all frames of the
video. The PSNR results are shown in Fig. 5. We can see
that the best quality is obtained using the Wavelet approach.
The PSNR results for the spatial watermarking scheme are
quite low for quantization with bigger quantization step sizes
(for 4q and 8q below the accepted value of 40 dB).

For 8q only the wavelet based technique achieves a

PSNR value higher than 40 dB.
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Figure 5. PSNR values for the proposed methods for
different quantization step sizes

Next, we wanted to test the robustness of the proposed
watermarking schemes. For this purpose we have carried out
a range of eight attacks on the watermarked videos: (a)
blurring of 2x2 pixel blocks, (b) brightening, adding Y=6 to
the luminance of every pixel, (c) addition of Gaussian noise
with mean 0 and variance 0,0003, (d) median filtering using
a 3x3 pixel neighborhood, (e) addition of “salt and pepper”
noise with density 0,3%, (f) frame averaging of 20% of the
frames, where the current frame is the mean of the previous,
current and next frame of the video, (g) JPEG compression
of every frame using a quality factor Q=60 and (h) MPEG-2
compression at 4 and 2 Mbps. The parameters of the attacks
were chosen in such a manner, that the visual degradation of
the attacked videos is acceptable, because, by attacking a
watermarked video, an attacker wants to destroy the
watermark, but not the video quality.

To evaluate the robustness objectively, we have
calculated the mean values of the decoding BER for the
watermarks extracted from all test videos after they were
attacked and plotted 6 different graphs (Fig. 6 - 8), where we
represent the mean decoding BER for every method and
every attack. The variables are the quantization step size q
(chosen 2, 4 and 8) and the number of frames k used for
embedding the same watermark (chosen 3 and 9). For

2q no error correction code was used, because the

corresponding BER values are quite high and the Hamming
(7,4) error correction would not work for such high bit error
rates. For 4q and 8q , with lower BER values, we used

the Hamming (7,4) code, which can correct single bit errors.
The method working in the spatial domain is vulnerable

to the brightening attack. For example by adding Y=6 to
every luminance value, the decoding BER is 100% for every
combination of parameters. We didn’t represent this value on
the graphs, because we didn’t want to scale all BER values to
100%. On the other hand, the spatial embedding method has
the best resilience to median filtering attacks. The weakness
of the wavelet-based method to 3x3 median filtering can be
improved by embedding the watermark in the third level
wavelet subbands instead of the second. Because of the
lower computational complexity, the spatial method could be
used for real time processing.

The best overall resilience is achieved by the method
working in the wavelet domain, with perfect decoding of the

watermark for 8q , 9k and Hamming (7,4) error

correction.

V. CONCLUSION

In this paper we have compared our two proposed, blind
video watermarking techniques in the spatial and wavelet
domain. The original watermark and the original,
unwatermarked videos are not required for the watermark
extraction process. The methods are combinations of spread-
spectrum and quantization based techniques. The watermarks
used are binary images, containing the copyright
information. The watermark is protected against singular bit
errors using a Hamming error correction code.

The spatial domain technique embeds a watermark bit by
spreading it in a luminance block. The actual embedding into
a luminance value is done using a quantization based
approach. The wavelet based technique embeds the same
watermark bit into a number of detail wavelet coefficients of
the middle wavelet sub-bands.

The resilience of the schemes is improved by redundantly
embedding the same watermark in a number of k video
frames. We have tested the perceptual quality of the
watermarked videos and the resilience of the schemes to
eight different attacks in the spatial, temporal and
compressed domain, for different quantization step sizes and
different number of redundant frames.

The experimental results show, that the wavelet domain
technique achieves better video quality and better robustness
to most attacks. The spatial domain method is most
vulnerable to the brightening attack. The wavelet based
technique achieves very good overall scores, being the better
candidate for robust video watermarking.
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Figure 6. Decoding BER (%) for the proposed methods using q = 2 , no error correction code and (a) k=3 and (b) k=9 redundant frames

Figure 7. Decoding BER (%) for the proposed methods using q = 4 , no error correction code and (a) k=3 and (b) k=9 redundant frames

Figure 8. Decoding BER (%) for the proposed methods using q = 8 , no error correction code and (a) k=3 and (b) k=9 redundant frames
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Abstract—This short paper deals with the performance of the 
rotated constellation, which is one of the main innovations in the 
DVB-T2 (Second Generation Digital Terrestrial Television 
Broadcasting) standard. Rotated constellation is an optional 
feature to improve performance in frequency selective channels. 
This paper contains the present and progress results of the 
rotated constellation performance. For the determination of 
differences between the non-rotated and rotated constellation, a 
0 dB Echo channel model was used. Graphical dependences of 
the BER before and after LDPC coding are given. Finally, 
achieved results are evaluated and discussed with promising 
expectations of a very good performance of rotated constellation 
technique in DVB-T2. 

Keywords-DVB-T2; LDPC coding and decoding; rotated 
constellation; 0 dB Echo channel; BER 

I.  INTRODUCTION  

Nowadays, DVB-T2 (2nd Generation Digital Terrestrial 
Television Broadcasting) standard is definitely the world’s 
most advanced DTT (Digital Terrestrial Transmission) system, 
which offers robustness and high efficiency for terrestrial 
broadcasting  [1]. It is built on the technologies used as part of 
the first-generation system (DVB-T), developed over a decade 
ago. DVB-T2 extends the possibilities of all parameters of 
DVB-T and significantly reduces overhead to build a system 
with a throughput close to theoretical channel capacity  [2],  [3]. 

DVB-T2 specification includes many innovations in system 
parameters. The combination of LDPC (Low Density Parity 
Check) and BCH (Bose-Chaudhuri-Hocquengham) codes give 
a very robust channel coding. Moreover, several options are 
available in areas such as the number of carriers, GI (Guard 
Interval) sizes and pilot signals. Therefore, the overheads can 
be optimized for any target transmission channel  [1]-  [3]. The 
advanced coding and interleaving techniques  [2] offer good 
performance in so called non-selective channels. However, 
frequency selective channels (with deep fadings) need extra 
redundancy, previously given by a lower-rate code.  

DVB-T2 also includes a novel technique of constellation, 
so called rotated constellation, which is one of the main 
innovations in DVB-T2 system configuration. It is an optional 
feature to improve performance even for very frequency 
selective channels  [3]. The technique of the rotated 
constellation and the idea of its use in communication systems 
are not new. This method has been studied since 1997, when 
Giraud et al. presented the lattice constellations for the 
Rayleigh fading channel  [4]. 

After then, in  [5] an alternative diversity technique 
for Rayleigh fading channel was presented, which was 
achieved by the high diversity modulation schemes (rotation 
of constellation points). Now, the exploring of the possibilities 
of rotated constellation technique was used for the improving 
of the DVB-T2 system performance. In  [6] and  [7] the rotated 
constellation technique has been analyzed in terms of BER 
(Bit Error Ratio) evaluation. For the exploring of its 
performance a Rayliegh (P1 channel) and RME (Rayleigh 
Memoryless Erasures)  [2] fading channel models were used. 
On the other hand, the appropriate design of the rotated 
demapper on the receiver side is very important  [8]. When 
rotated constellation is not used, the LLRs (Log Likelihood-
Ratios) soft decision metrics can be derived in the normal, one-
dimensional way  [2], well known from DVB-T. In case of 
rotated constellation the 2D LLR demapping is used. In  [9] a 
very promising solution of this problem was presented, where a 
novel detection method (QAM detector) also reduces the 
demand of the computational resources. 

In this work in progress paper, the investigation is focused 
on the performance of the rotated constellation in DVB-T2 
standard from the perspective of transmission distortion 
in frequency selective channels. To demonstrate simply 
transmission distortions, a two path, 0 dB Echo channel was 
used  [2]. Moreover, this article proposes and evaluates 
a configuration that has been optimized for the mentioned 
channel conditions. 

The rest of the paper is organized as follows. After the 
introduction and related state-of-the-art works review in the 
area of rotated constellation, a brief description of the main 
differences between the non-rotated and rotated constellation 
techniques is presented in Section II. The parameters and short 
description of used channel model for the analysis and 
simulation are presented in Section III. Section IV contains the 
graphical dependences of the BER before and after LDPC 
decoding on C/N (Carrier-to-Noise Ratio) ratio for both, non-
rotated and rotated constellation modes. Finally, the results are 
evaluated and discussed in Section V. 

II. NON-ROTATED AND ROTATED CONSTELLATIONS 

A. Non-Rotated Constellation 

A constellation diagram is a representation of a signal 
modulated by a digital modulation scheme, such as QAM. 
In DVB-T2 standard, it is a selection from QPSK, 16QAM, 
64QAM or 256QAM modulation. In a classical, non-rotated 
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Figure 1.  A theoretical rotated constellation diagram for a) QPSK with Φ1 
and b) 16QAM with Φ2. 

   

Figure 2.  A simulated rotated constellation diagram for a) QPSK  with 
Φ1=29.0 and b) 16QAM with Φ2=16.8 in AWGN channel with C/N = 20 dB. 

constellation, the receiver needs both I (In-Phase) and 
Q (Quadrature) components of one constellation point to 
identify, which information was transmitted. The reason is that 
the estimation of I component does not give information about 
a Q component  [6]. 

B. Rotated Constellation 

As it was mentioned before, DVB-T2 standard introduces 
a novel technique to improve performance in selective fading 
channels. In case of the rotated constellation (see Fig. 1), 
a certain rotation angle is applied in the complex plane to a 
classical signal constellation. Then each component (I or Q), 
has enough information by its own to guess, which was the 
transmitted symbol  [6]. Of course, the performances gain, in 
case of this technique, depends on the rotation angle. These 
angle values are different for each type of modulations in 
DVB-T2 and their exact value (see Fig. 2) can be found in  [2].  

Of course, only the rotation of constellation points is not 
enough for achieving a good performance. The additional 
innovation, and also the trick, is that the rotated constellation 
comes with Q-delay (after the constellation mapping). Delay 
means in this context that the Q components are shifted to the 
next COFDM (Coded Orthogonal Frequency Division 
Multiplexing) cell. This cyclical delay is realized on the level 
of individual FEC (Forward Error Correction) blocks  [7],  [10]. 
Thank to the combination of rotated constellation and Q-
delays, I and Q components are now separated by the 
interleaving process (in cell, time and frequency) so that in 
general they are transmitted on different frequencies, different 
carriers and at different time. Therefore, if the channel destroys 
one of the components (I or Q) the other component (Q or I) 
can be used to recover the information  [2]. 

III.  SIMULATION PARAMETERS 

A brief description of two constellation techniques for 
DVB-T2 broadcasting standard was presented in the previous 
section. Due to the innovations in constellation mapping, DVB-
T2 standard enables to improve the performance of data 
reconstruction on the receiver side, when the transmission 
conditions contains a lot of fadings. For the comparison 
of differences between the mentioned constellation techniques, 
we used a special type of fading channel, 0 dB Echo, 
well known from DVB-T. 

The 0 dB Echo channel profile has been defined by 
Motivate partners  [2]. Its composition has been largely 
influenced by the nature of the DVB-T/T2 signal. Concretely, 
it is defined by the following parameters:  

• Spread spectrum technique - introducing ICI (Inter 
Carrier Interference) sensitivity to Doppler spread,  

• Guard Interval - introducing IS (Inter Symbol) 
sensitivity to the echo delays. 

This profile is made of two paths, having the same power 
(0 dB). These echoes are delayed by half of the GI value and 
they are presenting a pure Doppler characteristic  [2]. 
The general graphical representation of the impulse and 
frequency response of 0 dB echo channel is shown in Fig. 3 
and Fig. 4. The Tg is representing the value of the GI. 

 

Figure 3.  Impulse response of a 0 dB Echo channel. 

 

Figure 4.  Frequency response of a 0 dB Echo channel. 
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Figure 5.  BER before LDPC decoding as a function of C/N ratio in the 
“0 dB Echo” channel (QPSK and 16QAM – non-rotated constellation, 

2k mode, CR 1/2 and GI 1/16). 
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Figure 6.  BER after LDPC decoding as a function of C/N ratio in the “0 dB 
Echo” channel (QPSK and 16QAM – non-rotated constellation, 2k mode, 

CR 1/2 and GI 1/16). 

The implementation of functional model for the simulation 
of DVB-T2 transmission in MATLAB was done as it is 
recommended in  [2]. For the simulation of the DVB-T2 
transmission the following settings were used: 

• mode: 2k (mobile reception), 

• LDPC code ratio: 1/2 (robust protection), 

• modulation: QPSK and 16QAM, 

• constellation: non-rotated and rotated, 

• rotation angle [Φ]: 29.0 (QPSK) and 16.8 (16QAM), 

• Guard Interval: 1/16 (mid SFN - Single Frequency 
Network), 

• decoding method: LDPC + BCH (with 50 iteration, as 
recommended in  [2]). 
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Figure 7.  BER before LDPC decoding as a function of C/N ratio in the 
“0 dB Echo” channel (QPSK and 16QAM – rotated constellation, 2k mode, 

CR 1/2 and GI 1/16). 
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Figure 8.  BER after LDPC decoding as a function of C/N ratio in the “0 dB 
Echo” channel (QPSK and 16QAM – rotated constellation, 2k mode, 

CR 1/2 and GI 1/16). 

IV.  SIMUALTION RESULTS 

Simulation results of the DVB-T2 transmission for various 
C/N ratios in the 0 dB Echo fading channel were obtained. 
The simulation was done for two types of constellation 
technique: rotated and non-rotated. 

DVB-T2 uses concatenated LDPC + BCH coding, the same 
as in DVB-S2 (2nd Generation Satellite DVB). These codes 
assure better protection, allowing more data to be transported 
in a given channel. It means that, for achieving a good signal 
quality (low BER); a lower C/N ratio is needed. In this paper, 
the limit of the error-free reception is considered as C/N for 
which BER is equal to 1.10-5 after LDPC decoding, as it is used 
in  [6]. The number of iterations in LDPC decoding 
is depending on the hardware complexity of the receiver. 
In this paper, the number of iterations is equal to fifty (50) 
as recommended in  [2]. 
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TABLE I.  COMPARISON OF THE SIMULATED RESULTS C/N FOR THE 
BER EQUAL TO10-5 IN 0 DB ECHO CHANNEL 

Modulation Configuration Non-Rotated 
Constellation 

C/N [dB] 

Rotated 
Constellation 

C/N [dB] 

QPSK 13.2 9.8 

16QAM 

2k mode 

CRLDPC = 1/2 

GI = 1/16 
19.3 16.5 

 

As mentioned above, for the comparison of the 
performance of the non-rotated and rotated constellation 0 dB 
Echo channel was used. This type of channel is the worst case 
channel, which consists of two paths, with equal level and the 
second arriving later than the first as shown in Fig. 3. In this 
paper, we used configuration for the mobile scenario (2k mode) 
with mid size (GI = 1/16) of the SFN network. Therefore, the 
delay of the second path is equal to 7 us. Moreover, for the 
increase of the fadings in the channel, the speed of the receiver 
was set to 50 km/h. 

Fig. 5 and Fig. 7 illustrate the BER before the LDPC 
decoding for QPSK and 16QAM modulations, when non-
rotated and rotated constellation techniques were used. In these 
figures the effect of 0 dB echo fading channel can be observed. 
The BER decreases with the increased C/N ratio only slightly. 
The BER before the LDPC decoding (not corrected data) 
in both cases of non-rotated and rotated constellation are very 
similar. As can be seen, at this point, the performance of the 
non-rotated and rotated constellation is almost the same and 
any significant differences can not be found. 

On the other hand, visible differences in achieved BER can 
be seen after the LDPC decoding, which are shown in Fig. 6 
for non-rotated constellation, for rotated constellation in Fig. 8. 
In case, when we are using non-rotated constellation, for 
achieving a 1.10-5 BER it is needed high value of C/N ratio: 
13.2 dB for QPSK and 19.3 dB for 16QAM modulation 
(see Tab. I). In case of rotated-constellation these values are 
9.8 dB for QPSK and 16.5 dB for 16QAM modulation. 

It should be noted that the maximum gain is obtained, when 
QPSK modulation with rotated constellation was used. 
This can be easily explained, since this modulation is the most 
robust to fadings. On the other hand, in comparison with 
classical constellation technique, the gain was better by 3 dB 
for both types of modulations, when the rotated-constellation 
technique was used.  

V. CONCLUSIONS AND FUTURE WORKS 

In this paper, the performance of the rotated constellation 
for DVB-T2, with comparison of non-rotated constellation, 
was explored. It has been shown that for fading channels with 
very bad conditions, a good performance can be obtained with 
rotated constellation. On the other hand, only the features 
of rotated constellation are not allowed for achieving a good 
signal quality. Unconditionally, the mentioned innovation 
of FEC coding/decoding, which is used in DVB-T2, has 
a significant role. Thank to the number of decoding processes 

(50 iterations in this simulation), which is used in this paper, 
the results in the special 0 dB Echo fading channel are much 
better. This advantage of DVB-T2 standard also improves the 
BER ratio in the fading channel  [11]. The additional robustness 
can be used to increase the data rate by choosing a higher code 
rate while keeping the same minimum field strength. 

This work will continue in the future by improving the 
rotated constellation technique for the analysis and simulation 
the transmission distortions in all possible scenarios, which 
can occur in DVB-T2 system configurations  [12]. The work 
will be also focused on the investigation of the performance 
of rotated constellation in, so called, erasures channels. In case 
of DVB-T2 this is the RME channel  [2]. Finally, the MER 
(Modulation Error Ratio) for both constellation techniques 
should be investigated deeper.   

ACKNOWLEDGMENT 

This paper was supported by the grant projects of the Czech 
Science Foundation no. 102/10/1320 “Research and modeling 
of advanced methods of image quality evaluation (DEIMOS)”, 
MEYS no. CZ.1.07/2.3.00/20.0007 “Wireless Communication 
Team (WICOMT)” , financed from the operational program 
Education for competitiveness. The described research was 
also performed in laboratories supported by the SIX project; 
no.CZ.1.05/2.1.00/03.0072, the operational program Research 
and Development for Innovation. 

REFERENCES 
[1] DVB Fact Sheet. DVB-T2 – 2nd Generation Terrestrial (2011-08). 

[2] TR 102 831 V0.10.4 (2010-06). Digital Video Broadcasting (DVB); 
Implementation guidelines for a second generation digital terrestrial 
television broadcasting system (DVB-T2), Technical Report ETSI, 2010. 

[3] L. Vangelista, et al., “Key Technologies for Next-Generation Terrestrial 
Digital Television Standrad DVB-T2,” IEEE communication Magazine, 
2009, vol. 47, no. 10,  pp. 146-153. 

[4] X. Giraud, E. Boutillon and J. C. Belfiore, “Algebraic tools to Build 
Modulation Schemes for Fading Channels,” IEEE Transactions 
on Information Theory, vol. 43, no. 3, 1997, pp. 938–952. 

[5] J. Boutros and E. Viterbo, “Signal Space Diversity: A Power- and 
Bandwidth-Efficient Diversity Technique for the Rayleigh Fading 
Channels,” IEEE Transactions on Information Theory, vol. 44, no. 4, 
1998, pp. 1453–1467. 

[6] D. P. Calderón, C. Oria, J. García, P. López, V. Baena and I. Lacadena, 
“Rotated constellations for DVB-T2, ” DCIS´09, Spain, 2009, pp. 41-45. 

[7] CH. A. Nour, C. Douillard, “Rotated QAM Constellations to Improve 
BICM Performance for DVB-T2,” ISSSTA´08, Italy, 2008, pp. 354-359. 

[8] D. P. Calderón, V. B. Lecuyer, A. C. Oria, P. López and J. G. Doblado, 
“Rotated constellation demapper for DVB-T2,” IEEE Electronic Letters, 
vol. 47, no. 1, 2011, pp. 31–32. 

[9] M. Li, CH., A. Nour, CH. Jégo and C. Douillard, “Design of rotated 
QAM Mapper/Demapper for the DVB-T2 Standard, ” SiPS´09, 
Finland, 2009, pp. 18-23,. 

[10] T. Vieracker, “Planning DVB-T2 – Advance and challenge (White 
Paper)”, LStelcom, June 2010, pp. 1-9. 

[11] L. Polák and T. Kratochvíl, “DVB-SH-A and DVB-T2 Performance 
in Mobile TV Environment,” ISWCS´11, Germany, 2011, pp. 1-5. 

[12] L. Polák and T. Kratochvíl, “Simulation and Measurement of the 
Transmission Distortions of the Digital Television DVB-T/H Part 3: 
Transmission in Fading Channels,” Radioengineering, 2010, vol. 19, 
no. 4, pp. 703-711. 

 

87Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-193-9

ICDT 2012 : The Seventh International Conference on Digital Telecommunications

                           96 / 144



Estimation of Perceived Quality in Convergent Services 

 

Pedro de la Cruz Ramos1, Mario Cao Cueto1, Raquel Pérez Leal2, Francisco González Vidal1  

 
1
Depto. de Ingeniería Telemática 

Universidad Politécnica de Madrid 

Madrid, Spain 

{pcruzr, mcao, vidal}@dit.upm.es 

2
Depto. de Teoría de la Señal y Comunicaciones 

Universidad Carlos III de Madrid 

Madrid, Spain 

rpleal@tsc.uc3m.es

 
 

Abstract— Triple-Play (3P) and Quadruple-Play (4P) services 

are being widely offered by telecommunication services 

providers. Such services must be able to offer equal or higher 

quality levels than those obtained with traditional systems, 

especially for the most demanding services such as broadcast 

IPTV. This paper presents a matrix-based model, defined in 

terms of service components, user perceptions, agent 

capabilities, performance indicators and evaluation functions, 

which allows to estimate the overall quality of a set of 

convergent services, as perceived by the users, from a set of 

performance and/or Quality of Service (QoS) parameters of 

the convergent IP transport network. 

Keywords- Quality of Experience, Perceived Quality, Quality 

of Service, �etwork Performance, Quality Models. 

 

I. INTRODUCTION 

Customers of convergent Triple-Play (3P) and 
Quadruple-Play (4P) services expect a Quality of Experience 
(QoE) comparable to that obtained with traditional broadcast 
systems. Consequently, it is of utmost importance for 3P and 
4P service providers to be able to measure, estimate and/or 
monitor user perceived quality in near real time, especially 
for the most demanding services such as broadcast IPTV. 

User QoE in 3P/4P services depends on many factors, 
among other: 

1) Perceived quality of each of the individual services, 
which in turn depends on: 
a) Perceived quality of each of the service 

components. 
b) Relationships, interactions and/or dependencies 

between the components. 
2) Service availability and reliability. 
3) System responsiveness, user-friendliness, etc. 
4) Customer service. 

For instance, 3P QoE depends on the perceived quality of 
the IPTV service, which in turn depends on audiovisual 
quality, which depends on audio quality, video quality and 
audio-video synchronization (lip sync), and so on. 

This paper focuses on those elements of perceived 
quality that can be estimated, directly or indirectly, from 
performance or Quality of Service (QoS) parameters of the 
convergent IP transport network, i.e., parameters which can 
be measured at easily accessible reference points  [1] or 

obtained from the Network Management System (NMS). 
These parameters include: 

1) IP Packet Error Ratio (PER) and Packet Loss Ratio 
(PLR). 

2) End-to-end IP packet delay. 
3) Delay variation (jitter). 

For instance, MPEG Video Quality can be estimated 
from QoS parameters such as PLR [2][3]. 

In order to estimate user perceived quality we propose 
the use of a matrix-based model, which allows to estimate 
the overall quality of a set of convergent services, as 
perceived by one or more types of users, from a set of 
performance and/or Quality of Service (QoS) parameters of 
the convergent IP transport network. 

In the following sections the model is presented; its 
application to convergent services is described; the quality 
evaluation process is detailed; the main conclusions are 
summarized; and some future work is outlined. 

II. PRESENTATION OF THE MODEL 

The model is schematically depicted in Figure 1. Its 
elements are succinctly described in the following sections. 
It is thoroughly described in  [4][5][6], where its application 
to a 3P (data + voice + video) service offering is also 
explained. The video service (VoD), however, is considered 
of little importance and thus dropped. In the case of domestic 
users, the voice service (VoIP) is also dropped, so that the 
global service reduces to a data service (Internet access + 
On-Line Gaming). 

In this paper, instead, a full Triple-Play service offering, 
including data, voice and video services, is covered. 

For the purposes of this paper, a “user” is anyone who 
“consumes” some service included in a 3P/4P service 
offering. Typically, they are unaware of the internal 
mechanisms used to provide the service, and of its 
composing elements. They are only interested in the 
“experience” delivered to them by these services, and judge 
the quality of this experience (QoE) by means of their 
subjective perceptions, and not by technical criteria. 

Usually, we will not be interested in the individual QoE 
of specific users, but in the “average QoE” of a community 
or category of users with similar characteristics, i.e., of a 
“user type”. Sometimes, we will even consider the average 
QoE of a wide sample of customers whith quite dissimilar 
characteristics, i.e., that of the “average user”. 
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A. Services and User Perceptions 

In Figure 1, the upper side of the matrix corresponds to 
the services and how the users experience those services as 
sets of user perceptions. 

Services. For the purposes of this paper, a service is 
defined as a set of functionalities whose purpose is to satisfy 
certain needs and which are perceived as a whole by the 
users. We will distinguish between: 

1) Overall or Global Services: they are offered by 
providers as a whole, but composed of more 
elementary services. An example is the 3P Service 
offered by a provider as a whole. 

2) Final Services: components of Global Services. 
They are not offered independently by providers, 
but are perceived as independent services by users. 
Examples: Internet Access, IPTV, VoIP, etc. 

3) Elementary or Basic Services: components of Final 
Services. They are not offered independently by 
providers. Users perceive them as separate, but not 
independent, services. Examples: Web Browsing, 
Electronic Mail, File Transfer, etc. 

4) Support Services: they support the Final and/or 
Basic Services. They are not offered independently, 
and users are often unaware of their existence. 
Examples: ADSL access, DNS, DHCP, etc. 

In this paper, “Service” will mean “Final Service” unless 
otherwise stated. 

User Perceptions. A user perception is a factor that 
influences the evaluation of the service quality as perceived 
by users, i.e., the Quality of Experience (QoE). 

It may be quantified by means of a valuation, similar to 
that obtained by subjective methods such as MOS, DSCQM, 
SSCQE, etc.  [7] [8]. In this paper, user perceptions will be 
quantified using the Standard MOS Scale (from 
1=unacceptable to 5=excellent) [9]. 

For each user perception, Global Valuation Factors 
(GVF) should be defined as objective, quantifiable 
parameters which determine (or at least influence) the 
subjective perception of quality. They are the result of the 
performance achieved by providers and obtained by the users 
of the service. They provide a clean separation between 
technical performance parameters and user quality 
evaluations. For example a GVF for the perception of 
“Download Speed” may be the “Page Download Time”. 

B. Agents and Agent Capabilities 

In the left side of Figure 1, the agents and their 
capabilities are depicted. 

Agents. An agent is any component of a system which 
has individual, separate existence and provides an 
identifiable set of functionalities with the purpose of 
providing some service to the users. Examples: Content 
providers, Carriers, Access providers. 

Agent Capabilities. These are the different 
functionalities provided by the agents, contributing to the 
provision of a service to the users. Examples: Connectivity, 
processing, data storage, data transfer. 

For each agent there are (Internal) Performance 
Parameters, which are internal elements or factors that an 

agent may control or manage and that contribute to the 
performance of a capability. Typically, they are magnitudes 
related to the internal infrastructure or operation of the agent. 
Some typical examples are: throughput, bit error rate, 
MTBF. 

C. Matching Points and Performance Indicators 

As previously mentioned, the matrix-oriented quality 
estimation model tries to identify the dependencies between 
services and the performance and/or quality parameters 
related to the agents and their capabilities. 

Matching Points. They represent the relationships or 
dependencies between user perceptions and agent 
capabilities, such that the capability affects or influences the 
perception. For instance, the data transfer capability of the 
transport network influences the loading speed perception in 
the web browsing service.  

Performance Indicators. These are measurable 
magnitudes, associated to matching points, whose values 
determine or affect the user valuation of the corresponding 
perception. We will distinguish between: 

1) Elementary Performance Indicators, which model 
the contribution of a single capability of an agent to 
a perception. 

2) Local Performace Indicators, which model the 
contribution of all capabilities of an agent to a 
perception. 

3) Global Performance Indicators, which model the 
contribution of all agents to a perception. 

Some examples are: bandwith, delay, jitter. 

D. Quality Evaluation Process 

The Quality Evaluation Process comprises a set of sub-
processes and functions. Figure 2 shows the information 
flow of these evaluation functions and processes, where the 
output of each step is the input to the next one. We will 
distinguish the following evaluation functions: 
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Figure 1.  Matrix-oriented quality estimation model. 
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1) Performance Functions: compute the Elementary 
Performance Indicators from the Internal 
Performance Parameters. 

2) Local Weighting Processes: compute the Local 
Performance Indicators from the Elementary 
Performance Indicators. 

3) Global Aggregation Process: computes the Global 
Performance Indicators from the Local Performance 
Indicators. 

4) Parameterization Functions: compute the Global 
Valuation Factors from the Global Performance 
Indicators. 

5) Valuation Functions: compute the valuations of 
perceptions from the Global Valuation Factors. 

6) Global Evaluation Process: computes the 
evaluations of the perceived quality of each Final 
Service and the overall evaluation of the Global 
Service, for each User Type and/or for the Average 
User. For this purpose, the Analytic Hierarchy 
Process (AHP) method  [10] is used. 

III. APPLICATION OF THE MODEL TO CONVERGENT (3P) 

SERVICES 

We will follow the application methodology described in 
 [4]. We will try to estimate the average QoE of so-called 
“Residential Users”, i.e., domestic (home), non-enterprise 
users, whose interests are mainly the leisure and pastime 
opportunities given by broadcast IPTV, and the information 
access possibilities offered by Internet Access, and 
specifically, Web Browsing. These users also seek cost 
saving opportunities offered by VoIP. 

For broadcast IPTV, these customers expect a QoE 
comparable to that of traditional broadcast systems (i.e., 
terrestrial or satellite TV). For VoIP, they will also expect a 
quality similar to that of POTS, but will very likely accept a 
quality similar to that of mobile telephony, if the cost savings 
are substantial. 

Non-residential users, i.e., enterprise and SOHO (Small 
Office/Home Office), are usually not interested in TV 
services, and so in 3P services, and are thus not considered in 
this model. 

A. Identification of Components 

Following the model presentation described above, this 
section aims to identify the model components and define its 
corresponding parameters. 

For the purposes of this paper, we will consider a 3P 
Global Service offering composed of the following Final 
Services: 

1) Internet Access, including Web Browsing, 
Electronic Mail, File Transfer and File Sharing 
(P2P). 

2) IP Telephony: Voice Call. 
3) IPTV: Digital Video Broadcast (DVB). 

As we are specifically interested in the estimation of user 
perceived quality from performance and/or QoS parameters 
of the underlying convergent IP transport network, we will 
deliberately ignore the Customer Service, Pricing and 
Marketing aspects of these services, as they cannot be 

estimated from network parameters, and will concentrate 
only in the technical quality aspects. 

The User Perceptions that we consider relevant for each 
service are shown in Table I. Some perceptions are common 
to all services. The Global Valuation Factors for each user 
perception are also shown in Table I. 

The Global Performance Indicators (GPI) for each user 
perception of a representative service (Digital Video 

Performance Functions

Local Weighting Process

Global Aggregation Process

Parameterization Process

Valuation Functions

Global Evaluation Process (AHP)

Agents

Internal Performance Parameters

Elementary Performance Indicators

Local Performance Indicators

Global Performance Indicators

Global Valuation Factors

Perception Valuations

Service Quality 

Evaluations

 

Figure 2.  Matrix-oriented quality estimation model. 

TABLE I.     USER PERCEPTIONS AND GLOBAL VALUATION FACTORS 

Service Perception GVF 

Web 
Browsing 

Download Speed Page Download Time 

Electronic 

Mail 
Response Speed Response Time 

Download Speed Download Rate 
File Transfer 

Upload Speed Upload Rate 

File Sharing Download Speed Download Rate 

Voice Quality 
R-Factor 

Codec Parameters 

Response Speed Response Delay 
Voice Call 

Call Setup Speed Call Setup Delay 

Video Quality Video Quality Metric 

Audio Quality PEAQ Metric 

Lip Sync Audio-Video Delay 

Digital 

Video 

Broadcast Channel Change 
Speed 

Channel Change Time 

Availability 
Successful Connection 

Percentage 
All Services 

Reliability 
Interrupted Connection 

Percentage 
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Broadcast) are shown in Table II. The detailed relationships 
between indicators and GVFs (parameterization functions), 
and the process for deriving Global Performance Indicators 
(GPI) from Local and Elementary Performance Indicators 
(LPI/EPI) (i.e., the Local/Global Weighting Processes) will 
be given in Section IV. 

For the identification of Agents we will use the network 
model and reference points recommended in  [1]. The main 
agents are: 

1) Content Provider(s), which are the ultimate 
responsibles of the delivery of the final services. 

2) Service Provider(s), that we further subdivide into: 
a) Internet Service Provider (ISP), which provides 

Internet Access Services to end users. It may 
also integrate some additional services. 

b) Network Services Provider (NSP), which 
provides some of the Support Services (such as 
DNS, DHCP, etc.). 

c) Service Centers, which host the Final Services 
and provide connectivity between the ISPs and 
the Content Providers. 

3) Network Provider(s), that we further subdivide into: 
a) Access Network Provider, which transports the 

information between the end-user and the ISP. 
b) Core (Transport) Network Provider (Carrier), 

which includes all those elements which 
connect the ISP that hosts the final service to 
other ISPs, e.g., neutral points, international 
accesses, inter-ISP accesses, etc. 

4) End-User, including the User Plattform and 
Customer Premises Equipment (CPE). 

The most relevant capabilities for each agent are shown 
in Table III. 

B. Definition of Matching Points. 

The relationships (Matching Points) between User 
Perceptions and Agent Capabilities depend on the precise 
information flows. We may distinguish four cases, 
depending on whether the content server is internal or 
external to the ISP, and whether or not the content is 
“cached” (stored) in the ISP or in the user platform. 

For the purposes of this paper, we will consider the case 
where the content server is external to the ISP and there is no 
content caching outside the content provider. The resulting 
matching points between capabilities and perceptions are 
shown in Table III. 

IV. QUALITY EVALUATION PROCESS 

In this section, we will describe in detail: 
1) The local and global weighting and/or aggregation 

processes (including weighting matrixes and/or 
metrics), valuation functions and quality models for 
each service. 

2) The process for computing the Global Perceived 
Quality from the valuations of the perceptions for 
each service. 

TABLE III.     PERCEPTION-CAPABILITY MATCHING POINTS. 
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Agents Capabilities Matching Points 

Processing X X X X X X X X X X X X User 

Platform Transfer X X X X X X X X X X X X 

Processing X X X X X X X X X X X X 
CPE 

Transfer X X X X X X X X X X X X 

Upstream C.  X  X  X    X X X Access 

Network Downstr. C. X X X  X X X X X X X X 

Upstream C.  X  X  X    X X X Transport 

Network Downstr. C. X X X  X X X X X X X X 

Internal C. X X X X X X X X X X X X 
ISP 

External C. X X X X X X X X X X X X 

Connectivity X X X X X     X X X 
NSP 

Processing X X X X X     X X X 

Upstream C.  X  X  X    X X X 

Downstr. C. X X X  X X X X X X X X 
Service 

Centers 
Processing X X X X X X X X X X X X 

Upstream C.  X  X  X    X X X 

Downstr. C. X X X  X X X X X X X X 
Content 
Provider 

Processing X X X X X X X X X X X X 

 

TABLE II. GLOBAL PERFORMANCE INDICATORS (GPI) FOR A 

REPRESENTATIVE SERVICE (DIGITAL VIDEO BROADCAST) 

Perception Indicators 

Video Quality 

Packet Loss Ratio 

Video Coding Rate 

Image Size (Resolution) 

Image Rate 

Codec Parameters 

Audio Quality 

Packet Loss Ratio 

Audio Coding Rate 

Codec Parameters 

Lip Sync Audio-Video Delay 

Channel Change 

Speed 

IGMP Leave Time 

IGMP Join Time 

Key Acquisition Time 

Program Decoding Time 

Key-Frame Acquisition Time 

Frame Reordering Time 

Error Correction Time 

Processing Time 

Buffering Delay 
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A. Performance Functions 

The Performance Indicators corresponding to the 
capabilities of each agent will be measured directly (or 
obtained from the Network Management System). Thus 
Performance Functions are not required in this case. 

In the most general case, where Performance Indicators 
cannot be measured directly, they should be derived from 
Internal Performance Parameters measured for each agent (or 
obtained from the NMS) by means of suitable Performance 
Functions. 

B. Local Weighting Process 

As we are considering the case of a single type of flow 
(see Section III.B), there is no need for a local weighting 
process: the contributions of the relevant capabilities of each 
agent are used directly in the global weighting process. 

In the most general case, when several types of flows are 
considered, the contribution of each capability of each agent 
should be weighted depending on its participation in each 
flow and the importance or contribution of each flow to the 
total information flow. 

C. Global Aggregation Process 

For the Global Aggregation Process, simple metrics will 
be used as far as possible. They are summarized in Table IV. 

D. Valuation and Parameterization Functions 

As mentioned before, the valuation and parameterization 
functions relate the perceptions for each service to Global 
Valuation Factors and Global Performance Indicators. 

In the next subsections, we provide models for the 
estimation of perceived quality for the main Basic Service of 
each Final Service. 

1) IPTV: Digital Video Broadcast 

We have developed our own model for estimating the 
video quality in IPTV. An early version of the model is 
described in [2], and a more advanced version in [3]. 

{ 5 - 4⋅VQM         VQM ≤ 1 
MOS = {          (1) 

{ 1          VQM > 1 

 VQM  =  VQMC  +  VQML         (2) 

 VQMC  =  VQMREF · (VCR/VCRREF)
−KC       (3) 

 VQML  =  (1−VQMC) · (PLR/PLR1)
 KL       (4) 

where 
VQM is the Video Quality Metric as specified in [11] 
VQMC is the contribution of coding to VQM 
VQML is the contribution of packet losses to VQM 
VCRREF is a reference VCR (e.g., 1Mbps) 
VQMREF is the value of VQM at the reference VCR 
PLR1 is the value of PLR for which VQM = 1 
 
VQMREF, KC, PLR1 and KL depend on the codec, the 

coding parameters, and the characteristics of the video 
sequence (type, format, spatial and temporal complexity, 
information contents, etc.). 

PLR1 and KL also depend on VCR. We have found that 
their variation with VCR fits very well to a function of the 
form: 

 F(VCR) = A + B⋅VCR⋅(1+C⋅e
−(VCR/D)^K

)       (5) 

In order to estimate the Audiovisual Quality for 
synchronized audio and video streams, we use the model 
described in [12][13]: 

QAV = K0 + KA⋅QA + KV⋅QV + KAV⋅QA⋅QV       (6) 

where 
 QAV is the Audiovisual Quality Factor 
 QA is the Audio Quality Factor 
 QV is the Video Quality Factor 

 
QAV must be converted to the standard MOS scale using 

the E-Model conversion function specified in [14]: 

{ 1    QAV < 0 
MOS={ 1+0,035·QAV+QAV·(QAV-60)·(100-QAV)·7·10

-6
 

{     0≤QAV≤100 (7) 
{ 4,5    QAV > 100 

 QV is derived from the MOS value given by (1) using the 
E-Model inverse function specified in ITU-T G.107 [14]. 

There are other factors that contribute to the global 
quality perception of the IPTV service, such as audio quality, 
audio-video synchronization (lip sync), channel change time, 
etc. In order to compute the global quality perception all 
these factors must be taken into account. 

The Perceived Global Quality of the IPTV service will be 
computed using a nonlinear model: 

QIPTV = KIPTV+KAV⋅QAV+KTav⋅QTav+KTcc⋅QTcc 

+ KAVTav⋅QAV⋅QTav+KAVTcc⋅QAV⋅QTcc+KTavTcc⋅QTav⋅QTcc (8) 

where 
QIPTV is the Global Quality of the IPTV service 
QAV is the Audiovisual Quality given by (7) 
QTav is the Perceived Quality due to audio-

video desynchronization (lip sync) 
QTcc is the Perceived Quality due to Channel 

Change Time (CCT) 

Qi⋅Qj are the interaction terms 
 
The coefficients Ki will be computed using the AHP 

method. 

TABLE IV.     METRICS FOR THE GLOBAL AGGREGATION PROCESS 

Indicator Metric 

Delay Additive 

Delay Variance Additive 

Jitter Rooted Sum of Squares (RSS) 

Bandwidth Concave 

Packet Passthrough Ratio Multiplicative 

Packet Loss Ratio Additive 
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2) IP Telephony: Voice Call 

In order to estimate the voice quality perception in IP 
Telephony, the adaptation of the E-Model [14] for VoIP 
given in [15] [16] will be used: 

 R = Ro – Is – Id – Ie + A    (9) 

 { 0.024·d  d < 177.3 
Id = {     (10) 
 { 0.134·d – 19.503 d ≥ 177.3 

Ie = a·ln(1+b·ρ)+c   (11) 

where 
R is the R-Factor of the E-Model 
Ro = 93.2 is the signal/noise ratio for 0dBr 
Is is the degradation of the voice signal 
Id is the degradation caused by delay and 

delay variation (jitter) 
Ie is the degradation caused by the 

equipment (coding and packet loss) 
A is the User Expectation Factor 
d is the end-to-end delay in miliseconds 
ρ is the end-to-end packet loss ratio 
a,b,c are coefficients that depend on the codec 

 
The R-Factor will be converted to the standard MOS 

scale using the E-Model conversion function  [14]: 

{ 1 R<0 
  MOS = { 1+0,035·R+R·(R-60)·(100-R)·7·10

-6 
0≤R≤100 (12) 

{ 4,5 R>100 

There are other factors that contribute to the global 
quality perception of the service, such as dial tone delay, call 
setup time, etc. In order to compute the global quality 
perception all these factors must be taken into account. 

The Perceived Global Quality of the IP Telephony 
service will be computed using a nonlinear model similar to 
that used for the IPTV service (8). 

3) Internet Access: Web Browsing 

In order to estimate the preceived quality for Web 
Browsing in the Internet Access service, we will use the 
model proposed in [4], which in turn is based on that 
proposed in [17]: 

{ 5 T < 2 seg 
MOS = { 5 - log2 T/2 2 seg ≤ T ≤ 30 seg (13) 

{ 1 T > 30 seg 

T = TDNS + 2⋅RTD + TMAIN + N⋅S/B  (14) 

where 
T is the average page download time 
TDNS is the time needed for name resolution 
RTD is the Round Trip Delay 
TMAIN is the main page download time 
N is the average number of objects in a page 
S is the average object size 
B is the effective bandwith 

 

The Perceived Global Quality of the Internet Access 
service will be computed by combining the Perceived 
Quality evaluations for each Basic Service using a linear 
model as proposed in [4]: 

QIA = KWB⋅QWB + KEM⋅QEM + KFT⋅QFT + KFS⋅QFS (15) 

where QIA is the Perceived Quality of the  
  Internet Access Service 
 QWB Web Browsing Service 
 QEM Electronic Mail Service 
 QFT File Transfer (FTP) Service 
 QFS File Sharing (P2P) Service 

 
The coefficients Ki will be computed using the AHP 

method [10]. 

E. Global Evaluation Process 

In this section, the contributions of the different elements 
of the model are weighted and combined in order to produce 
a global evaluation of the perceived quality of the 3P service. 
The AHP method  [10] will be used when the weights cannot 
be determined in a more specific way. 

1) Evaluation of Perceptions 

Once the different perceptions related to a service have 
been derived (valuation and parameterization functions), 
they must be combined in order to obtain the global 
evaluation of the service. For each service, an AHP matrix 
[10] should be used to define the relative importance of the 
different perceptions.  

For all services, we have considered that service 
availability has extreme importance, and service reliability 
strong importance for the users, relatively to other 
perceptions. For other perceptions, we have considered the 
primary perceptions (other than service availability and 
reliability) as moderately more important than the secondary 
perceptions. These ratings will be refined once we had more 
evidence of the relative importance of these perceptions for 
domestic users. 

2) Evaluation of Services 

In  [4], all services are evaluated in a single step. Instead, 
we have decomposed the Service Evaluation process in two 
steps: first, the relative importance of the Final Services is 
rated; then, the relative importance of the Elementary 
Services of each Final Service is rated. This method scales 
better to a situation with many Final Services, each in turn 
composed of many Elementary Services. 

The relative weights for the Final Services are shown in 
Table V. They are derived from service usage data [18]. 

TABLE V. IMPORTANCE WEIGHTS FOR FINAL SERVICES. 

Service 
Internet 
Access 

IP 
Telephony 

IPTV 

Home percent 63,9 80,6 99,6 

Weight 0,2618 0,3302 0,4080 
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As an example, the relative importance (AHP Matrix) for 
the Elementary Services of the Internet Access Service is 
shown in Table VI. The value (rating) in each cell represents 
the importance of the service in the row relative to the 
service in the column. The precise meaning of each rating is 
described in [10], but intuitively a higher rating means that 
the row is more important relative to the column. 

The importance ratings are derived from those in  [4] after 
removing the unused services and including the new ones. 
We have given File Sharing the same importance as File 
Transfer, and kept the relative importance of other services. 

The Consistency Ratio (CR) of this matrix is 
2.25%<10%, so the relative importance factors are 
acceptably consistent. The corresponding weights are shown 
in Table VII. 

V. CONCLUSION 

A model for the estimation of quality as perceived by the 
users (i.e., the user Quality of Experience, QoE) in Triple-
Play (3P) and Quadruple-Play (4P) services has been 
presented. The model is based on a matrix framework 
defined in terms of user types, service components, and user 
perceptions on the user side, and agents, agent capabilities, 
and performance indicators on the network side. A Global 
Quality Evaluation process, based on several layers of 
evaluation functions, has been described, that allows to 
estimate the overall quality of a set of convergent services, as 
perceived by the users, from a set of performance and/or 
Quality of Service (QoS) parameters of the convergent IP 
transport network. The model has been refined for the 
particular case of residential (domestic) users with a specific 
information flow where the content server is external to the 
ISP and there is no content caching outside the content 
provider. The full sets of services, user perceptions, 
valuation factors, agents and agent capabilities have been 
provided, as well as the full matrix of matching points 
between agent capabilities and user perceptions. 
Performance indicators, as well as valuation and 
parameterization functions for some representative services 
(Digital Video Broadcast in IPTV, Voice Call in IP 
Telephony, and Web Browsing in Internet Access) have been 
provided. For Global Service Quality evaluation, weights for 

the Final Services, derived from service usage statistics, have 
been provided, as well as an example of the use of the AHP 
method for deriving the weights of the Elementary Services 
of a Final Service (Internet Access). In summary, the paper 
shows the applicability of the proposed model to the 
estimation of perceived quality (Quality of Experience) in 
convergent 3P/4P services. 
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Abstract— The continuous evolution of Internet and Internet 

applications increases the demands on access networks. 

Understanding user behavior and Internet usage patterns is 

fundamental in developing future access networks that meet 

technical as well as end user needs, and from a societal point of 

view it is equally important to correctly recognize and 

understand user behavior. In this paper, we present 

measurements from the Acreo National Testbed where we have 

access to traffic measurements from real end users. We have 

developed a unified methodology combining traffic 

measurements with web questionnaires and diaries to compare 

the results from different methods as well as investigate user 

behavior. By comparing the different measurement methods 

we find that the end users have difficulty in estimating the time 

they spend on different Internet activities although they are 

fairly well able to estimate the frequency of usage. We also 

found that though the diaries are quite accurate, the traffic 

measurements give us a much more detailed picture of the end 

user activity. The importance of having a testbed with real end 

users is invaluable to this kind of study and we emphasize the 

importance of having access to access network traffic.  

Keywords - Testbed; Traffic measurements; User behavior; 

FTTH. 

I.      INTRODUCTION 

As the Internet continues to evolve and offer new 
services, it takes up a larger part of our lives. We find new 
ways to communicate, interact and entertain ourselves. This 
puts new demands on access networks [1] and requires new 
insights into the behavior of those who use them. We 
believe that understanding user behavior and needs is the 
key to develop future networks and services that are 
accessible, reliable and that address the needs of real end 
users. There are several ways to study user behavior. From 
the technical side, the data traffic can be measured and 
analyzed. Other common ways are to use surveys or diaries. 
Traffic measurements are routinely performed by all larger 
operators, but results are rarely published because the 
operators don’t want to share this information with 
competitors. On the other hand, published behavior studies 
are almost always based on surveys with individuals (e.g., 
telephone interviews with a large population). Such surveys 

often attract considerable interest among in the public 
debate, and far-reaching conclusions may be drawn. 

The question is now whether such surveys are reliable. 
People can forget about their Internet behavior, they may 
not know what they did, they may not know what the 
children in the household have done, they may lie about 
sensible subjects, etc.  

The purpose of this study is to develop a unified 
methodology where different kinds of surveys are combined 
with actual traffic measurements. We compare three 
different methods of looking at Internet user behavior; 1) 
Internet protocol (IP) traffic measurements, 2) web 
questionnaire and 3) diary. This will lead to a more detailed 
knowledge of the behavior, and, by evaluating results from 
different methods, we will obtain a better knowledge of 
their respective limitations. Furthermore, this way it can be 
verified whether surveys are correct or whether there 
perhaps is a systematic bias in survey answers that thus 
leads to misleading results. 

There are few comprehensive traffic measurement 
studies in the literature and most of these are based on 
traffic from a campus areas [2], [3] or measure aggregated 
traffic [4], [5]. Questionnaires and diaries are well known 
and often used methods [6], [7], [8], but, as far as we know, 
have not been used together with traffic measurements. In 
the following sections, we will first describe the 
measurement setup and population. We will then present 
and discuss our results and finally presents our conclusions. 

Combining technical measurements with surveys require 
test subjects in order to get statistical data. At Acreo we put 
a lot of effort into developing the Acreo National Testbed, 
ANT, which enables us to perform in-depth measurements 
and test new technology and equipment as well as to interact 
with end users. Here we can study user behavior in a unique 
way as we have access to real user traffic measured on a 
household level.  

We have signed agreements with the end users where 
they agree to give feedback and participate in surveys and 
investigations. This means that the network conditions such 
as network topology, link speeds, service setup, etc as well 
as user metadata such as the number of people in a 
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household, age, etc are known. This gives us a unique 
opportunity to perform measurements of user behavior, and 
to compare the results from different measurement 
techniques in order to evaluate the validity of the results.  

 

II. TEST ENVIRONMENT AND POPULATION 

As mentioned in the introduction, the measurements in 
this study were performed in the Acreo National Testbed 
(ANT), which has previously been described in [9] and [10]. 
Contrary to lab based testbeds, this is a live network with 
real end users or test pilots. In return to being test pilots the 
end user households are given free access to services like 
Internet and IPTV. Fiber to the home (FTTH) is the main 
access technology in the testbed, and a schematic picture of 
the network is shown in Fig. 1.  

 

Figure 1.  Schematic picture of the Acreo National Testbed, ANT. 

The FTTH installation at the test households is active 
Ethernet providing 100 Mbit/s symmetrical connections to 
each household.   

The number of households in the testbed changes over 
time according to the current tests that are being performed. 
At the time of this study, there were approximately 40 active 
households in the testbed. Approximately 20 were 
apartments in a building centrally located in the Swedish 
town Hudiksvall. The rest of the households, approximately 
20 single dwelling units, were connected to the testbed via a 
fixed wireless access network, depicted as HSPA (High 
Speed Packet Access) in Figure 1. 

The measurements in this paper are based on data from 5 
testbed households. The reason for using a small population 
in the study is that we wanted to perform a qualitative 
analysis of their Internet usage, i.e., the main point is not to 
gather data for statistical analysis, but rather to study the 
user behavior in depth, as we have not found any similar 
studies in the literature. As this is a novel comparative 
methodology it was also important to develop methods and 
analysis tools that can be scaled up to considerably larger 
populations [13] where the amount of data to be handled 
will be much more extensive. That is, we do not claim to be 
able to make statistical conclusions in this study, but 
interesting trends for further study will be pointed out. 
Nevertheless, we will develop a unified methodology that, 

at a later stage, can be used for more substantial 
conclusions. 

A letter of invitation was sent out to all households in 
the testbed, asking for participation in the study. The 
participants were selected from those who responded. In the 
selection process, household details such as number of 
people in the household, number of computers, ages, etc 
were taken into account, in order to get a varied test 
population with different household constellations. The test 
pilots were assured that their answers would be treated 
anonymously. This resulted in a test group of 5 households 
of which 2 were single households and 3 family households. 
Of the family households, one had small children (<7 years 
old), one had teenage children and one both teenagers and 
small children. 

III. MEASUREMENTS 

The combined measurement methodology consists of 
three parts: traffic measurements, web questionnaires and 
diaries. In this section we will describe these methods. 

A. Traffic Measurements 

The traffic measurements have been performed using 
PacketLogic (PL) [12], a commercial traffic management 
device used in many commercial broadband access 
networks all over the world. Traffic is identified based on 
packet content (deep packet inspection and deep flow 
inspection) instead of port definitions. The device can 
identify more than 1000 Internet application protocols, and 
the signature database is continuously updated.  

Since the PL is a commercial product, the details of its 
functions are proprietary. However, the identification 
process is connection-oriented, which means that each 
established connection between two hosts is matched to a 
certain application protocol. When a new connection is 
established, the identification of this connection begins. The 
identification algorithm searches for specific patterns, 
signatures, in the connection. The patterns are found in the 
IP header and application payload. The PL uses the traffic in 
both directions in the identification process. The 
measurement point is depicted as “deep packet inspection” 
in Fig. 1. 

The PL can track and identify several hundred thousand 
simultaneous connections, storing statistics in large 
databases. The statistics database records the short-time 
average amount of traffic in inbound and outbound 
directions as well as the total traffic for all nodes in the 
network. The data is averaged over 5 minute periods. Data 
concerning which web sites have been visited is stored in 
the connection log. 

The measurement setup, although giving detailed 
measurements, has certain constraints. First, the traffic is 
measured per household and not per person and the analysis 
in this paper is therefore done on a per household basis. 
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There is also a 5 minute resolution in the measurements, 
which may have an impact on measurements of applications 
that are used in short time periods such as instant 
messaging. The data cut-off is 1 kbps, which may influence 
the measurements of certain applications such as gaming 
where the amount of data is generally very low. The 
signature database in this study was not up-to-date due to 
old hardware, which may result in a larger amount of 
unknown traffic. An upgrade will be performed before 
follow-up studies are performed. 

The Internet traffic of each household was measured both 
during the days when the household recorded their diaries 
and for a complete month (May 2009) to get enough 
statistics to compare with the web questionnaire. Statistics 
on what web sites were visited by the different households 
were monitored for two weeks.  

B. Web questionnaires 

Each household member was asked to answer a web 
questionnaire regarding their Internet activity and behavior. 
In the case of small children (<7 years), the parents were 
asked to answer for them. The web questionnaire contained 
basic questions concerning family situation, education and 
occupation as well as questions pertaining to computer 
knowledge and Internet activity. The Internet activity 
questions include questions on what kind of medium is used 
to access Internet applications and frequency of use of 
different applications.  

The questionnaire also surveys how often different types 
of web sites are visited such as banks or newspapers, etc. 
Finally the respondents are asked to estimate the amount of 
time they spend on different Internet activities. The 
questions are multiple choice with an additional field for 
comments. 

C. Diaries 

The members of each household were asked to fill in a 
diary logging their Internet activity during two consecutive 
days, 17-18 May 2009. Each day was divided into 15 
minute intervals. The diary had four columns that the test 
pilots were asked to fill in: 

1. Daily activity (sleep, work/school, leisure time 
activities, meal times etc.) 

2. Media usage (TV, newspaper , radio, book, etc) 
3. Internet activity when at home (web browsing, 

playing games online, community, downloading 
material from the Internet, etc) 

4. Web address or service used  

IV. RESULTS 

From the traffic measurements, we find that the Internet 
activity of the households in the study occurs mainly during 
afternoons and evenings with shorter bursts of traffic during 
the morning and lunch hours. This is consistent with the 
traffic patterns established both in ANT and in municipal 

networks of similar characteristics, but with much higher 
populations [10]. The daily traffic pattern in the testbed 
during May 2009 is shown in Figure 2. 

 

 

Figure 2.  Daily traffic pattern of all active households in ANT during May 
2009. 

We also note that the average time spent online 
calculated from the traffic measurements is greater during 
the weekends than the weekdays for the family households 
while the opposite is true for the households without 
children, see Table I.TABLE I.  The assumption here is that 
for the family households, the time of day when household 
members use Internet applications will be more spread out 
during the weekends and of course there are more people at 
home with leisure time. However, this assumption should be 
confirmed for a larger population. 

TABLE I.  AVERAGE TIME PER DAY SPENT ON INTERNET 
APPLICATIONS PER HOUSEHOLD. 

Household All days [min/day] Weekends [min/day] 

1 253 111 
2 432(IP1) / 75(IP2) 614 (IP1) / 66(IP2) 
3 588 496 
4 196 154 
5 1047 1162 

 
Concerning application usage, the frequencies of use 

reported by the household members in the web 
questionnaires corresponds well with the measured data for 
the most part. The test pilots were able to give estimations 
of how often they used specific applications such as Spotify 
or file sharing applications and how often they visited 
certain types of web sites such as newspapers or banks. 
Deviations in the estimation of frequencies were however 
seen for more general questions about usage. For example, 
the users were able to estimate how often they use Spotify 
but had a harder time answering questions about how often 
they listened to streaming music or watched streaming 
media. Here it is important how the questions are posed and 
if the user understands which medium he/she is using.  
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TABLE II.   USER PENETRATION OF SPECIFIC APPLICATIONS SEEN IN 
THE TRAFFIC MEASUREMENTS. 

Application 
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1 x x x  x x x  
2 x x x x x x x x 
3 x x  x x x   
4 x x   x x   
5 x x x  x x x  

 
The user penetration of a number of applications seen in 

the traffic measurements is found in Table II. This is in 
good agreement with the answers from the web 
questionnaires. As is expected, HTTP is used by all 
households as well as the SSL protocol, which is used by for 
example Internet shops and banks. All of the households 
also use HTTP media stream as well as flash video meaning 
that they look at streaming material on the Internet.  

Although the estimation of frequencies agreed fairly 
well with the traffic measurements, there were discrepancies 
between the approximations of the time spent on different 
applications and the measured time. For example, three of 
the households were able to give a reasonable figure as to 
how much time they spent using Internet applications 
though tending to slightly underestimate the actual figure, 
see Table III. The deviation between measurements and 
questionnaire was especially large for household number 2. 
We note that this is a family household and the total time is 
more difficult to estimate. 

TABLE III.  TIME SPENT ON INTERNET APPLICATIONS PER HOUSEHOLD 
AND PER WEEK. 

Household 
Questionnaire 

[h/w] 

Measured HTTP 

[h/w] 

Measured ALL 

[h/w] 

1 14 16 30 
2 97 28 (IP#1) 50 
3 8 10 69 
4 7 14 23 
5 49 48 122 

 
Comparing the diaries with the traffic measurements we 

find that they are mainly in accordance with each other. 
However, the traffic measurements add details to the picture 
given by the diaries, showing the potential that the method 
has in analyzing user behavior. A limitation of a diary is that 
users may not record all activities, either because they are 
done very frequently or because they are a natural part of 
your daily life that you do without reflecting that you are 
actually using the Internet. For example, one of the 
respondents had noted down “watching TV” in the diary. 
From the traffic measurements, we find that she was 
watching SVT play (streaming video from the Swedish state 
television) while at the same time being active on several 

community sites. This raises, among other things, an 
interesting question: What is actually meant by watching 
TV in the future when even more TV material will be 
available on-demand over the Internet? 

The questionnaire contains questions concerning file 
sharing. The answers correspond well with what is 
measured and the frequencies of use recorded in the 
questionnaires agree well with the measurement. Although 
the use of file sharing applications is a sensitive question in 
public debate, the test pilots seem comfortable answering 
questions about this. Three of the households have used file 
sharing applications during the measurement period but 
none of the households are heavy users. It should be noted 
here that the test pilots are used to answer questionnaires, so 
they may not be representative in the sense that they may be 
less shy than other users when sharing sensible information. 

V. CONCLUSION AND FUTURE WORK 

In this paper, we have proposed and applied a unified 
methodology using three different methods to study Internet 
user behavior: traffic measurements, web questionnaires and 
diaries with the purpose of verifying and comparing the 
different methods as well as gaining more insight into user 
behavior.  

From the measurements, we conclude that the test pilots 
are well able to describe some of their short term behavior 
seen in the diaries, although some activities were not noted 
in the diaries. The long term behavior seen in the web 
questionnaires are fairly accurate in describing frequencies 
of use specific applications and visits to specific web sites. 
The estimation of the amount of time spent on different 
activities was seen to differ from that of the traffic 
measurements, with a slight tendency to under-estimate the 
time spent. An even more powerful conclusion is the 
complex and rich picture of user behavior, which is obtained 
via traffic measurements. Here, details and behaviors that 
are not exposed in diaries or questionnaires are visible. This 
gives new insights into user behavior as well as valuable 
feedback for better construction of question based 
investigations in the future.  

Another major result of the study is the importance of 
the testbed to the study. Here, we have the possibility of 
making measurements in a controlled environment with real 
end users. We gain much more insight into the behavior of 
the end users than can be obtained from only questionnaires 
or diaries. We also gain understanding of what the end user 
experiences that complements the traffic measurements. 
From the network side, this can be used to improve the 
quality of service both from the technical and the end user 
perspective.  

Our future work will continue with a wider study to 
follow up on the results presented here as well as a 
continued development of our testbed, which makes these 
types of measurements possible.  
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Abstract— Software Defined Radio (SDR) is a promising 

concept for the next generation of low-power portable wireless 

devices. Different communication standards can be processed 

just by changing the software in the transmitter. This 

approach allows great flexibility as well as hardware cost 

reduction. In this paper, we describe discrete-time passive 

mixer architecture for Radio Frequency (RF) direct sampling 

receivers. This architecture can achieve wideband quadrature 

demodulation and is suitable for SDR applications. The 

performances of the architecture are evaluated by simulation. 

Currently, we are working on the design of an Integrated 

Circuit (IC) that will implement a quadrature sampled I/Q 

receiver front-end. The IC is based on a 130nm CMOS 

technology. The receiver should be able to work in the 868MHz 

and 2.4GHz ISM bands. The expected power consumption is 

less than 2 mW. 

Keywords-Software defined radio; RF sampling; discrete-time 

mixer; linearity; QAM; I/Q; BER; noise figure; filtering; phase 

noise; blockers. 

I.  INTRODUCTION 

The pervasive wireless applications and the presence of 

multiple communication standards based on different 

modulations, with variable channel bandwidth and carrier 

frequencies have motivated the development of multi-band 

and multi-standard radio communication technologies like 

the Software Defined Radio (SDR). On the other hand the 

CMOS technology’s scaling allows now the fabrication of 

fully integrated radio transceiver chips able to work 

practically in any available frequency bands [1].  The final 

goal of the SDR is to receive a plurality of standards on just 

one single chip, whose functionalities can be updated by 

software only. The ideal SDR receiver hardware is 

composed of an antenna immediately followed by an 

Analog-to-Digital Converter (ADC) followed by the digital 

signal processing unit. Nevertheless, sampling a 2.4 GHz 

Radio Frequency (RF) signal at 4.8 Gsample/sec and 12 bit 

amplitude resolution would consume too much power which 

makes such approaches clearly unrealistic for miniaturized 

battery powered devices. In a more practical approach the 

ADC can be located at the Intermediate Frequency (IF) 

output of a frequency mixer (down-converter) in a standard 

super heterodyne RF receiver. Another possible solution is 

to use direct RF sampling mixer to down convert the wanted 

RF frequency band around the DC component and to 

amplify and process the band-pass signal at low frequency.  

 

By using N paths sampling structures it is possible to 

sample the RF signal on N passive elements such as 

switched capacitors with both filtering and down-conversion 

at base-band [2]. This permits to greatly reduce the 

constraints for the ADC. Some receivers based on this 

principle have already been studied, implemented and tested 

by different research groups [3], [4], [5]. They show very 

interesting properties concerning the linearity and the power 

consumption. It is interesting to note that with such 

structures, very high Q pass-band filters can be realized at 

high frequency [4]. They easily replace RF SAW filters or 

LC structures which are bulky, costly and difficult to 

integrate. 

The goal of our project is to design, simulate, implement 

and evaluate passive four paths mixer architecture for direct 

RF sampled conversion. In this paper we present the 

receiver architecture as well as the simulation results of its 

performances. The sampled receiver is designed to work 

with Quadrature Amplitude Modulated (QAM) signals but 

can also work with Amplitude Modulated (AM), Frequency 

Modulated (FM) and Phase Modulated (FM) signals. The 

complete receiver front-end will be further fabricated in a 

130 nm CMOS RF technology. 

Section II presents the RF sampling mixer structure and 

its basic parameters. Section III presents Matlab simulations 

of the receiver [6].  Section IV defines the implementation 

characteristics of the receiver and final conclusions are 

drawn in Section V. This paper is an intermediate report of a 

“work in progress”. 

II. FOUR PATHS MIXER ARCHITECTURE 

A. Conventional  and 4- paths structure  

The conventional I/Q passive mixer structure is shown 

in Fig. 1. For a QAM modulated RF signal VRF(t) = 

Acos(ω0t+φ) where w0 and φ are respectively the carrier 

pulsation and phase. During the symbol period A and φ are 

constant. In the passive sampling mixer, I and Q are 

obtained on two different sample/hold circuits by separating 

their sampling instant by T0/4, where T0 is the signal’s 

period (T0 = 2π/ ω0). At the sampling time t0 = 0, I(t0) = 

Acos[φ]. At the sampling time t1 = t0 + T0/4, Q(t1) = Acos(φ 

+ π/2) = - Asin(φ). In this way it is possible to find the 

magnitude A and phase φ of the RF signal in an orthogonal 

basis I/Q created by the voltage values sampled at the 

moment t0 and t1 as follows: A = (I²+Q²)
0.5

 and φ = -
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arctan(Q/I). Nevertheless, in such architecture due to the 

low conversion gain the noise figure is high, thus severely 

limiting the high frequency performances.  

 
 

 

It is possible to improve the two phases I/Q sampling 

mixer by sampling the RF signal at four different points. 

The four phases mixer operation is based on the 

relationships: Acos(φ + π) = - Acos(φ) and Asin(φ + π) = - 

Asin(φ). The structure of the mixer is shown in Fig. 2. Now, 

I and Q redundant information are obtained by sampling 

data I+ and I- during phases 0° and 180° at and data Q+ and 

Q- during phases 90° and 270° respectively. If we subtract 

both I+ and I- as well as Q+ and Q- we’ll have I = I
+ 

- (I-) 

= 2Acos(φ) and Q = Q
+ 

- (Q-) = 2Asin(φ). The power gain 

is improved by 6 dB and in the same time the Noise Factor 

(NF) is reduced by 3 dB for each I and Q paths. 

 

 
Figure 2. Passive four paths mixer (left) and clock scheme (right) 

 

Further improvement can be obtained by using a fully 

differential topology. In this case, as shown in Fig. 3, the 

differential RF signal is sampled on eight different paths and 

the corresponding values are stored in two capacitors. The 

differential RF signal can be generated by either a 

transformer or a single-to-differential buffer amplifier 

before the sampler. This system is able to work without 

Low Noise Amplifier (LNA). The gain stage (G) can be 

moved to the base band signals I and Q thus increasing the 

noise figure of the receiver. This sampling scheme has 

multiple advantages. It is possible to reduce significantly the 

even order harmonic terms created by the non-linearity in 

the transistor forming the switch. 

 
Figure 3. Differential sampling mixer and phase generator 

 

At the sampling moment two opposite switches are 

activated at the same time. This allows the compensation of 

the charge injection phenomenon in the switch which causes 

a distortion in the amplitude of the sampled RF signal. 

Finally, the error caused by the clock feedthrough is 

completely rejected [6]. Indeed this error signals appears as 

a common mode voltage on both top and bottom plate of the 

capacitor C. At least 20 dB of improvement can be done 

concerning the IIP2. 

B. Conversion Gain and Filtering 

When the received signal VRF and the sampling signal 

VLO in Fig. 2 have the same frequency, the difference of 

frequency seen by each capacitor C is null and their 

equivalent impedance is infinite. Each capacitor behaves as 

an open circuit. In this case the mixer detects the complex 

envelope of the modulated signal VRF without attenuation. If 

D is the duty cycle of VLO (D = Tφ / T0) the conversion gain 

(CG) of the sampler at the carrier frequency f0 is given by: 

 

      )(sin DcCG          (1) 

 

When the two signals VRF and VLO are with different 

frequencies each capacitor observes a periodic sliding of 

VRF. The equivalent impedance is now non infinite. C starts 

to conduct and provides some voltage attenuation. If we 

consider one branch of the mixer, a first order low-pass 

filter if formed by the antenna resistance Ra, the conducting 

switch resistance Ron and the capacitor C. By choosing a 

time constant τ = (Ra+ Ron)C higher than the period of the 
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Figure 1. Classical I/Q sampling mixer 
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modulated signal we can filter the input signal VRF. If fIF = f0 

- fLO is the difference of the frequency between the radio 

signal and the sampling signal and fC = 1/(2π τ) is the cut-off 

frequency of the low-pass filter, the transfer function of the 

sampler at the base-band is given by [3]: 
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The equivalent bandwidth B of the sampler is: 

CRR
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The system is equivalent to a frequency converter and a 

band-pass filter at the same time. By changing the VLO 

frequency it is possible to down convert VRF and by 

choosing the duty-cycle it is possible to control the 

bandwidth of the converted signal. 

C. Harmonics rejection 

The sampling receiver architecture is based on the N 

paths filtering concept [2]. At the base band the sampler 

down converts the signals VRF with harmonic frequencies 

multiple of fLO. By combining signals from the different 

paths some harmonics can be suppressed. Using a N paths 

mixer, only the harmonics of the form (Ni+1)fFLO remain 

(i=±1, ±2, ±3 …). For the four path mixer in Fig. 3 (N=4) 

the harmonics (-5, -4, -2, -1, 2, 3, 4, 7 …)fLO are rejected.  

D. Noise 

In the mixer there are two main noise sources: the 
thermal noise of the antenna and the thermal noise of the 
switch resistance Ron when the switch it turned on. The major 
contributor to the noise is the resistance of the switch. That’s 
why this resistance must be as low as possible. That imposes 
the use of larger transistors with higher Wide to Length 
(W/L) gate ratio. This also increases the parasitic capacitor 
between the gate and the source, which leads to degradation 
of the linearity due to more charge injection phenomenon 
[5]. That’s why a trade-off must be found between linearity, 
noise factor and sizing of transistors realizing the switches. 
The Noise Figure (NF) of the system is given by [4]:  

                
8

)1(
2

a

on

R

R
NF            (4) 

The best NF is obtained when Ron is null. In this case NF 
= 0.9 dB.  With the four paths architecture, very low-noise 
figure can be achieved. 

III. MATLAB SIMULATION RESULTS 

A. System level architecture 

Using the Matlab Simulink software package [7], we 

have simulated the four phase down sampling mixer 

represented in Fig. 3. The simulation takes into account the 

phase noise of the sampling signal VLO, the switch thermal 

noise and the presence of radio interferences and blockers at 

the mixer input. The radio frequency signal VRF parameters 

have been chosen as follow: carrier frequency f0 = 2.4 GHz, 

16-QAM modulation and 9MHz RF bandwidth. The cut-off 

frequency is fC = 20 MHz and the duty-cycle is D = 0.25. 

The sampling signals VLO are generated from a 4.8 GHz 

external signal. 

B. Ideal transmitted signal 

Fig. 4 shows the received signal constellation for an 

ideally 16-QAM modulated signal without any source of 

perturbation added. The rotation of the constellation is due 

to the delay produced by the time constant τ of the receiver. 

This problem is not harmful and can be compensated by 

some calibration methods. 

                  
 

Figure 4. Ideal received constellation at the sampler output 

 

C. Phase noise 

The presence of phase noise in the sampling signal VLO 

is a very important problem because it can degrade SNR at 

the output of the receiver and makes harder to detect the 

correct symbols. Simulations were performed with a phase 

noise of -102dBc@1MHz (1ps jitter). This is the maximum 

noise tolerated by the WiFi system. Fig. 5 shows the 

received constellation. Phase noise introduces some 

variations in the phase of received symbols which span an 

arc around its ideal value. Nevertheless the distortion is 

acceptable and received symbols still can be detected. 

 
 

Figure 5. Received constellation with 1ps jitter@2.4GHz 
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D. Influence of the thermal noise 

Fig. 6 shows the effect of the receiver’s thermal noise 

generated by the antenna and the switch resistances. By 

taking Ra = 50 Ώ and Ron = 100 Ώ, NF is about 5.68 dB for 

20 MHz bandwidth. The noise power at the switch output is 

-95.3 dBm. Here we assume 10 dB of SNR at the output, 

which is 10 dB lower than the expected one for a correct 16-

QAM demodulation. In Fig. 6 we can observe clouds of 

symbol randomly distributed around the ideal one.  

 
 

Figure 6. Received constellation with input AWG noise 

 

E. Influence of interferers 

Selectivity is one of fundamental criteria for a receiver and 

determines how much strong power blockers it is able to 

receive without deteriorating the Bit Error Rate (BER). Here 

we placed a sinusoidal interferer at a distance of 50 MHz 

from the modulated signal. The interference signal power is 

10 dB higher than the power of the modulated signal. In Fig. 

7 we observe symbols distributed on a circle around the 

ideal symbol position. This phenomenon is the consequence 

of AM to PM modulation in QAM systems. It shows the 

limits of the mixer for very close interferers in terms of 

filtering.  

 
 

Figure 7. Received constellation with a 10dBm interferer@50MHz 

 

That’s why some passive filtering needs to be made at the 

antenna level. Some digital filtering can also be done on the 

down converted signal. 

IV. AIM OF THE WORK 

The main objective of this work is to design, realize, test 
and evaluate the performances of a four paths sampling 
mixer implemented in a 130 nm CMOS technology.  The 
Integrated Circuit (IC), based on the structure represented on 
Fig. 3, includes the mixer (switches and capacitors) the four 
phase generator, and the low frequency amplifiers (G). The 
mixer is designed to work in the ISM frequency band of 868 
MHz and 2.4 GHz with special care to the low power 
consumption. The design target IC power consumption of 
less than 2 mW. The finality is to demonstrate the possibility 
to receive different communication standards with a simple 
structure with low power consumption, high linearity and 
low noise figure. 

V. CONCLUSION 

The present article describes low complexity four paths 
differential sampling mixer architecture. The passive mixer 
has the property to act also as a high Q pass-band filter. The 
mixer is flexible in frequency and achieves good linearity. It 
consumes low dynamic power, has low noise figure and is 
easy to integrate on silicon. It is a serious candidate for 
future SDR receivers and cognitive radio applications. Some 
Matlab simulation results are presented in the paper. A 130 
nm CMOS integrated circuit implementing the mixer and the 
phase generator is under development. It is dedicated to be 
used in the 868 MHz and 2.4 GHz ISM frequency bands. 
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Abstract—This paper analyzes two well-known but com-
plementary speech detection algorithms, and combines them
to create a robust, low complexity method of speech detec-
tion. Software emulation of behaviors important in venerable
hardware-based voice-operated switches is key to hybrid system
performance. We test the hybrid system in the context of
amateur radio, where speech and in-band data is accurately
detected in real-time, even in the presence of significant noise.

Keywords-silence detection, voice activity detection, VAD,
VOX, voice-activated squelch, voice-activated switch

I. INTRODUCTION

Speech detection plays an important role in applications
where communication may be intermittent, or hands-free
operation is desirable. Examples of this class of applica-
tions include emergency radio services, amateur radio, and
communications for infrastructure maintenance and develop-
ment. These environments require monitoring of communi-
cations channels for the presence of speech, which places a
psychological strain on operators who must listen to constant
noise and interference. Often, voice-operated switch systems
are used to detect the presence of speech on a channel,
and automatically “gate” the signal to an audio amplifier.
Automated speech detection can effectively relieve operator
strain and mute the speaker/receiver until active speech is
present in the incoming transmission.

This paper analyzes two complementary approaches to
speech detection, compares their operating characteristics,
and presents a combination of elements to produce a hybrid,
easily implemented and robust speech detection system.
We focus on use of this approach in amateur radio sys-
tems and explore the performance and requirements of
an automated squelch for convenient, hands-free operation.
Conventional terminology among amateur radio operators
uses the term “VOX” for a voice-activated switch, or voice-
operated squelching unit. Thus, we refer to this system as a
“VOX” in the remainder of this paper.

In Section II, we describe a venerable but popular hard-
ware driven approach with some operational features which
are very attractive for the user community. In Section III,
we examine a software-driven approach which is similar to
well-known pitch detection schemes, but optimized for low

computational complexity. In Section IV, we describe the
characteristics of a hybrid system which derives operational
features from both of the preceding architectures. In Section
V we evaluate the three complementary approaches and
present performance comparisons, and Section VI concludes
with observations about the examined systems and their
application in real-time systems.

II. HARDWARE DRIVEN APPROACH

In the 1970’s, Motorola engineers developed a transistor
circuit for hardware-based voice detection [1]. This circuit,
which we refer to as the “MICOM” implementation, had
very good characteristics for speech detection in noisy ana-
log transmissions, and variants of this system were popular
in the amateur radio community. Such variants include the
Smart Squelch, popularized in 73 Magazine [2] and an
implementation by the Jet Propulsion Laboratories Amateur
Radio Club [3] for retransmission of NASA Select Audio
over the JPL voice/packet repeater network in Southern
California.

The MICOM circuit was popular with amateur radio
enthusiasts since it provided a simple and easily imple-
mented speech detection subsystem. The MICOM VOX
continuously monitors a specified channel, suppressing non-
speech noise in the idle channel while allowing detected
speech signals to activate the speaker.

MICOM-like circuits exploit the syllabic rate of human
speech (3 syllables per second) and include a detector for
short-term frequency modulation which is characteristic of
voiced speech. The main components of MICOM imple-
mentations include a high gain amplifier, a trigger circuit
to produce constant width pulses, a 3.25 Hz lowpass filter,
comparators and timing circuitry to create hysteresis on the
output “voicing” signal.

Motivated by the popularity and continued use of the
MICOM VOX architecture [3] we performed an in-depth
analysis of of this circuit to understand its behavior and
model its features in a software simulation. First, we ana-
lyzed the MICOM circuit by hand and modeled it using a
SPICE variant (MultiSim [4]) to accurately decompose its
functional components. Then, we duplicated these functional
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Figure 1. High level block diagram of MICOM algorithm.

components using a simulation package (Simulink [5]) to
model the subsystems using signal processing algorithms.

In effect, we modeled the hardware implementation to
extract performance measurements. This enabled a common
reference to compare subsequent speech detection algo-
rithms. Following subsections describe this process and
illustrate the performance of the MICOM system.

A. MICOM Subsystems

To baseline MICOM performance, both the MultiSim and
Simulink simulations used an 8kHz audio file which was
manipulated through the stages shown in Figure 1. Each of
the stages play an important role as described below:

• Band-Pass Filter (0.5 - 3 kHz): Removes non-voice-
band energy.

• Limiter (85dB amplifier): Amplifies the signal so that
non zero samples are saturated at the extrema. The
effect of this function is a zero crossing detector for
positive going excursions.

• Trigger Circuit (0.33ms pulses): Triggered by the am-
plified and limited voice band signal to create a steady
stream of pulses that have uniform width, one per zero-
crossing.

• Low-Pass Filter (3.25 Hz): Extracts the syllabic enve-
lope from the pulse stream, estimating energy < 3 Hz.

• Phase Splitter: The first output of the phase splitter
removes the DC component from the LPF output, and
the second output inverts the resulting signal. This
separates the original output of the LPF into a “top
phase” and “bottom phase” for the detector.

• Detector: Creates a detection event if either of the
phase voltages is above a manually-set threshold. This
threshold must be set by the user each time a different
channel is selected (ex. carrier frequency in amateur
radio) or if the noise floor of the channel changes. In
the analog implementation, a potentiometer provided
decent control. However, in software, the tuning of this
threshold becomes difficult.

• Output Switch: Incorporates a timing capacitor that
creates a one second holdover from a single detection
event. This is done in order to remove “dropouts” in
the middle of active speech. The output switch also

incorporates hysteresis by lowering the threshold when-
ever a detection event occurs. This, like the holdover
capacitor, is intended to reduce false negatives.

B. MICOM Problems

Although the MICOM circuit was robust and simple to
implement in an analog system, some subtleties of modeling
analog phenomena make it less stable and more difficult
to implement directly in a discrete time system. Certain
components such as DC removal, which are simply ca-
pacitors in an analog circuit, become complicated in a
discrete environment. Further, slight usability issues revolve
around the threshold setting, which is sensitive and has
small tolerance. Issues also arise whenever modulated data
is transmitted on the channel, or when noise changes slowly
producing localized energy < 3 Hz in the detection circuit.

Although much of the MICOM VOX functionality may
have been supplanted by modern signal processing tech-
niques, many of the MICOM operational characteristics are
powerful and attractive to the user community. Thus, we
attempt to model and emulate selected features in a discrete
fashion.

III. SOFTWARE DRIVEN APPROACH

Robust speech detection systems often incorporate sep-
arate detection or classification of voiced and unvoiced
speech. Many approaches to detection of voiced, unvoiced,
and silence segments have been described in the literature,
including for example: pitch detection [6], spectral charac-
terizations [7], [8], and distance measures or statistical tests
applied to harmonic and/or nonparametric models [9], [10].

However, in some classes of systems, detection of voiced
segments is performed by subtracting estimated noise power
from the output of a comb filter at the dominant frequency
of the voiced speech. This result is compared to a threshold
that determines whether speech is present. This type of “dis-
criminate and threshold” system is functional, but presents
a heavy computing load.

An approach to reducing the compute burden, which
we refer to as the “Harris Algorithm,” provides an ap-
proximation of the voiced detector through a single lag
autocorrelation process [11]. This method has been used
by Harris Corp. to provide dynamic channel routing and
activation for ADPCM (Adaptive Differential Pulse-Code
Modulation) channel encoding.

The Harris Algorithm has several useful features for
robust speech detection. However, in a complete implemen-
tation it may be lacking key features which are provided
very effectively by aspects of the MICOM system.

A. Harris Subsystems

The Harris algorithm was designed in the 1990’s to meet
the demand for a functional and simple voice detector [11].
For the purpose of this paper we summarize the general
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Figure 2. High level diagram showing the Harris algorithm components.

operation of the Harris algorithm and refer the reader to the
literature for a complete discussion.

A block diagram of the Harris system is shown in Figure
2. The system incorporates a delay and multiply operation
which essentially computes a running autocorrelation at a
single pre-determined lag, according to Equation 1. In the
equation, l is the fixed lag and X̄ is the complex conjugate
of X:

ACF (l) =
∑
n

XnX̄n−l (1)

The output from this delay and multiply operation is fed
into a simple lowpass filter implemented as an accumulator.
The resulting low frequency component of the running auto-
correlation is then compared to a threshold to determine the
presence of speech. The effect of the Harris approach is to
detect strong, stable correlations around the pre-determined
lag value, which is related to pitch frequency.

B. Harris Problems

The Harris Algorithm performs well in detecting the onset
of speech, but is inconsistent during active speech segments.
The detect output has many false negatives within active
speech, and resulting audio is choppy and incomprehensible.
When the threshold is lowered to prevent these dropouts,
the same results occur during silence intervals since the
noise creates a high enough output to repeatedly trigger a
detect event. Furthermore, since the Harris Algorithm relies
on the low frequency components of the ACF, the slow
spectral rolloff caused by an accumulator (a poor lowpass
filter) allows low-frequency components to interfere with the
approximation.

The core idea within the Harris approach is valuable, but
by itself it does not provide a reliable system. The hybrid
implementation described here uses aspects of the MICOM
system to address these problems.

IV. HYBRID APPROACH

In order to achieve a robust hybrid speech detection
algorithm, fundamental features of the MICOM circuit and
the Harris Algorithm were taken into consideration and then
extended. The components that are used from each system
are outlined below, as well as the additional modifications
made to increase detection speed, reduce false positives, and
reduce the need for manual operation of the threshold.

Figure 3. High level diagram showing the hybrid algorithm incorporating
MICOM, Harris and new components.

A. Hybrid Inner Workings

Figure 3 presents a high level block diagram of the hybrid
system. Each of the hybrid blocks is explained below:

• Band-Pass Filter (300-700 Hz): The BPF provides the
same function as the BPF in the MICOM circuit but
the voice band is decreased so that processing is done
on more selective data.

• Delay and Multiply: Extracts short term periodicities
in filtered audio. The delay chosen of 50 samples
with a sampling frequency of 8000Hz provides smooth
operation and good sensitivity.

• MICOM Low-Pass Filter: Instead of using a simple
accumulator, the 3.25Hz lowpass filter from the MI-
COM circuit is used to extract syllabic rate information
from the delay and multiply. This filter also provides a
much sharper cut-off, eliminating unwanted frequency
components that interfered with the estimation in the
Harris algorithm.

• Derivative and Absolute Value: The derivative converts
the slowly changing output of the LPF into a more
defined and faster changing waveform which increases
the tolerance and sensitivity of the threshold. Since
the output of the LPF contains information about the
changes in syllabic rate, like the phase splitter subsec-
tion of the MICOM circuit, both positive and negative
deviations are important. The absolute value allows a
single threshold to considers both deviations.

• Threshold Calculation: Removes the need for manual
setting of the threshold value. To accomplish this,
whenever speech is not detected, the energy of the noise
is continuously calculated and the baseline threshold
is established according to this changing energy level.
This allows detection in varying noise floors.

• Modified MICOM Output Switch: Forces a holdover in
detection via a counter that resets every time there is
a detect event. The output is turned off only when the
counter saturates to a holdover value. Instead of using a
1 second holdover (as in the MICOM circuit) the hybrid
algorithm uses a 0.25s holdover which results in few
dropouts and does not overly extend a detect event.

V. PERFORMANCE AND COMPARISONS

The hybrid algorithm accurately performs the VOX func-
tion in low-noise as well as high-noise conditions. Figure
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"C" "C"

"C"

"A" "A"
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Figure 4. Performance of all three voice detection algorithms in a low noise, natural environment. The utterance was captured from an amateur radio
transmission, and contains some non-speech noise. Annotations “A” through “D” indicate detection errors in each algorithm.

"A" "A" "A"

"B" "B" "B"

Figure 5. Performance of all three voice detection algorithms in high levels of additive Gaussian noise. In this case, the maximum noise amplitude is half
the audio waveform maximum amplitude. Note the erratic performance of the Harris approach in voiced segments (“A”), and the inability of the MICOM
approach to discriminate between noise and silence (“B”).
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4 shows performance of the Harris, MICOM, and hybrid
VOX implementations in low-noise conditions. Although
Figure 4 seems to display a fairly “clean” or lab quality
original signal, the signal is actually a speech utterance
captured from an amateur radio transmission, and contains
some objectionable, non-speech noise.

In the figure, several error conditions are labeled. Note
the highly erratic performance of the Harris approach in
voiced segments (“A”), but the ability of the Harris approach
to reliably (albeit aggressively) determine non-speech seg-
ments (“B”). Also note the inaccurate voiced/non-voiced
decisions of the MICOM approach (“C”). The hybrid ap-
proach typically produces accurate voicing indicators with
acceptable overhang, and without aggressive penetration into
non-voiced segments. There are a few exceptions (e.g. a
missed onset at “D”). However, this style of performance
is quite acceptable for real-time implementation, which
avoids clipping, slow-attack, and other behaviors which are
objectionable to amateur radio operators.

The performance of the Harris, MICOM, and Hybrid
approaches in noisy environments is shown in Figure 5,
where Gaussian noise was added to a speech signal to
simulate poor quality amateur radio channels. The additive
noise amplitude is adjusted to be half of the waveform’s
maximum, or 6dBV down from the signal’s peak amplitude.
In the figure, several error conditions are labeled.

The top trace of Figure 5 shows voicing indicators gener-
ated by the hybrid implementation, which accurately track
the voicing segments of the original speech, even in the
presence of significant additive noise.

The second trace shows voicing indicators generated by
the Harris algorithm, which switches erratically between
ON/OFF states during voiced segments (“A”), generating
numerous false positives and false negatives for voiced and
unvoiced speech, as well as inter-word gaps.

The third trace from the top of Figure 5 shows voicing
indicators generated by our software emulation of the the
MICOM VOX system. In noisy environments, the MICOM
system remains in the ON or “voicing” state for the majority
of the utterance, and has difficulty discriminating between
noise and silence (“B”).

Neither the MICOM VOX nor the Harris algorithm are
sufficiently robust to generate stable voicing indicators in the
presence of mild to moderate additive noise. Furthermore,
and not discussed here in detail, the MICOM and Harris
approaches are highly susceptible to colored noise, tone
bursts, and in-band data.

The hybrid implementation works significantly better than
the other two approaches even though the thresholds of
the other systems were carefully set to extract maximum
performance for the tests typified by Figure 5. In contrast
with the other approaches, the hybrid system meshes the
MICOM and Harris extremes together and tracks the speech
in real-time, with minimal computational burden, and only

a small, configurable detection delay.
To complete our analysis, the hybrid algorithm was also

tested using several “in-band” data transmissions which
are popular in amateur radio [12]. In-band tests included
modulation schemes such as WSJT, CW1, PSK31, FSK,
Pactor 1&2, and RTTY. Figure 6 provides the combined
results of this testing. As shown in the figure, none of these
modulation schemes triggered a speech detection event in
the hybrid VOX, which would have been indicated by a
low-to-high excursion of the voicing indicator. In the figure,
the voicing indicator is shown as a dotted line just above
each data sequence.

This testing demonstrates the robustness and stability of
the hybrid approach in realistic applications and environ-
ments. These results are important in amateur radio and
infrastructure applications where operators rely on hands-
free VOX operation and robust voicing detection in noisy
channels.

VI. CONCLUSION

The results of our comparison of VOX systems has
shown that a combination of features from hardware-driven
and software-driven approaches provides a robust and low
complexity system capable of meeting important application
requirements in a variety of environments.

In particular, amateur radio channels with in-band data
transmissions and significant noise and non-speech inter-
ference are well-served by the hybrid VOX system. The
approach described here combining venerable techniques
with newer signal processing approaches and emulated hard-
ware behaviors results in a stable, sensitive speech detection
algorithm.

Further development and testing will improve the perfor-
mance of the hybrid implementation in other environments
and in different applications. Specifically, work is ongoing
to compare the hybrid VOX system to well-known VAD
schemes via standardized test frameworks, such as [13].
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Abstract—In this paper, we will discuss the current state of 

open APIs for M2M applications, as well as propose several 

possible changes and extensions. Our article based on open 

standards provided by ETSI. An open specification, presented 

as an Application Programming Interface (OpenAPI), provides 

applications with a rich framework of core network 

capabilities upon which to build services while encapsulating 

the underlying communication protocols. OpenAPI is a 

portable platform for services that may be replicated and 

ported between different execution environments and 

hardware platforms. We are proposing possible extensions for 

ETSI documents that let keep telecom development in sync 

with the modern approaches in the web development.  

Keywords-m2m; REST; open API; XML; web intents. 

I.  INTRODUCTION  

As per classical definition from Numerex, Machine-to-
Machine (M2M) refers to technologies that allow both 
wireless and wired systems to communicate with other 
devices of the same ability. M2M uses a device (such as a 
sensor or meter) to capture an event (such as temperature, 
inventory level, etc.), which is relayed through a network 
(wireless, wired or hybrid) to an application (software 
program), translates the captured event into meaningful 
information [1].  

The next related acronym is Internet of things (IoT), 
referring to the networked interconnection of everyday 
objects [2]; it can be regarded as an extension of the existing 
interaction between humans and applications through the 
new dimension of “things” communication and integration. 
In IoT, devices are clustered together to create a stub M2M 
network, and are then connected to its infrastructure, i.e., the 
traditional “Internet of people” [3]. 

Considering M2M communications as a central point of 
Future Internet, European commission creates 
standardization mandate M/441 [4]. The Standardization 
mandate M/441, issued on 12th March 2009 by the European 
Commission to CEN, CENELEC and ETSI, in the field of 
measuring instruments for the development of an open 
architecture for utility meters involving communication 
protocols enabling interoperability, is a major development 
in shaping the future European standards for smart metering 
and Advanced Metering Infrastructures. The general 
objective of the mandate is to ensure European standards that 

will enable interoperability of utility meters (water, gas, 
electricity, heat), which can then improve the means by 
which customers’ awareness of actual consumption can be 
raised in order to allow timely adaptation to their demands.  

 
Besides the describing the current state of standards, our 

goal main here is the proposal for some new additions in 
M2M APIs architecture. We are going to propose web 
intents as add-on for the more traditional REST approach in 
order to simplify the development phases for M2M 
applications. The key moments in our proposals are: JSON 
versus XML, asynchronous communications and integrated 
calls. 

The rest of the paper is organized as follows. Section II 
contains an analysis of M2M API standardization activities. 
In Section III, we consider Open API for M2M, submitted to 
ETSI. Sections IV and V are devoted to our offerings. In 
Section IV, we offer the never web tool – Web Intents for 
enhancement of M2M middleware. Sections V and VI are 
devoted to discussions. 

II. THE CURRENT STATE OF M2M STANDARDS 

Let us start from the basic moments. Right now, market 
players are offering own standards for M2M architecture. 
We refer to the recent ETSI TC M2M Workshop held on 
October 26-28, 2011. Figure 1 illustrates the basics of M2M 
infrastructure (as per ETSI) [5]. 

 

 
Figure 1.   M2M infrastructure (as per ETSI) 
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The goals for M2M middleware are obvious. M2M 
middleware helps us with heterogeneity of M2M 
applications. Heterogeneity of service protocols inhibits the 
interoperation among smart objects using different service 
protocols and/or APIs. We assume that service protocols and 
API’s are known in advance. This assumption prevents 
existing works from being applied to situations where a user 
wants to spontaneously configure her smart objects to 
interoperate with smart objects found nearby [6]. M2M API 
provides the abstraction layer necessary to implement 
interactions between devices uniformly. The M2M API 
provides the means for the device to expose its capabilities 
and the services it may offer, so that remote machines may 
utilize them. Consequently, such an API is necessary to 
enable proactive and transparent communication of devices, 
in order to invoke actions in M2M devices and receive the 
relating responses as well as the simplified management of 
resources. 

ETSI is not the only source for the standardization in 
M2M area. Actually, ETSI has created a dedicated Technical 
Comittee for developing standards on M2M communications 
[7].  This structure aims at developing and maintaining an 
end-to-end architecture for M2M systems, as well as 
addressing various M2M communication considerations, 
such as naming, addressing, location, QoS, security, 
charging, management, application interfaces and hardware 
interfaces. Additionally, a major concern of the committee is 
to integrate sensor networks. The above-mentioned M/411 is 
just one example [12]. Other examples cover eHealth [8], 
Connected Consumer [9], City Automation [10] and 
Automotive Applications [11].  

The 3rd Generation Partnership Project maintains and 
develops technical specifications and reports for mobile 
communication systems. Mobile networks are also 
concerned with the integration and support of M2M 
communications, as the nature of M2M systems is 
substantially differentiated than that of Human-to- Human 
services, i.e. plain telephone calls, which mobile networks 
originally addressed. Therefore, the 3GPP Technical 
Specifications Group dealing with Service and System 
Aspects [13], has issued a number of specifications dealing 
with requirements that M2M services and M2M 
communication imposes on the mobile network. 

The Telecommunications Industry Association is the 
United States developing industry standards for a wide 
variety of telecommunication products. The standardization 
activities are assigned to separate Engineering Committees. 
The TR-50 Engineering Committee Smart Device 
Communications [14], has been assigned the task to develop 
and maintain physical-medium-agnostic interface standards, 
that will enable the monitoring and bi-directional 
communication of events and information between smart 
devices and other devices, applications or networks. It will 
develop a Smart Device Communications framework that 
can operate over different types of underlying transport 
networks (wireless, wired, etc.) and can be adapted to a 
given transport network by means of an 
adaptation/convergence layer. 

The International Telecommunication Union as a 
specialized agency of the United Nations is responsible for 
IT and communication technologies. The 
Telecommunications Standardization Sector (ITU-T), covers 
the issue of M2M communication via the special Ubiquitous 
Sensor Networks-related groups [15]. ITU address the area 
of networked intelligent sensors. 

Open Mobile Alliance (OMA) [16] develops mobile 
service enabler specifications. OMA drives service enabler 
architectures and open enabler interfaces that are 
independent of the underlying wireless networks and 
platforms. An OMA Enabler is a management object 
designated for a particular purpose. It is defined in a 
specification and is published by the Open Mobile Alliance 
as a set of requirements documents, architecture documents, 
technical specifications and test specifications. Examples of 
enablers would be: a download enabler, a browsing enabler, 
a messaging enabler, a location enabler, etc. Data service 
enablers from OMA should work across devices, service 
providers, operators, networks, and geographies. 

 
As there are several OMA standards that map into the 

ETSI M2M framework, a link has been established between 
the two standardization bodies in order to provide 
associations between ETSI M2M Service Capabilities and 
OMA Supporting Enablers [17]. Specifically, the expertise 
of OMA in abstract, protocol-independent APIs creation, as 
well as the creation of APIs protocol bindings (i.e. REST, 
SOAP) and especially the expertise of OMA in RESTful 
APIs is expected to complement the standardization 
activities of ETSI in the field of M2M communications. 
Additionally, OMA has identified areas where further 
standardization will enhance support for generic M2M 
implementations, i.e. device management, network APIs 
addressing M2M service capabilities, location services for 
mobile M2M applications [18]. 

Actually, there should be a mapping of OMA service 
enablers to the ETSI M2M framework. 

III. OPEN API FROM ETSI 

This section describes an Open API for M2M, submitted 
to ETSI. By our opinion it is probably the most valuable 
achievement at this moment.  

The Open API for M2M applications developed jointly in 
Eurescom study P1957 [19] and the EU FP7 SENSEI project 
makes. The OpenAPI has been submitted as a contribution to 
ETSI TC M2M [20] for standardization. 

Actually, in this Open API we can see the big influence 
of Parlay specification. Parlay Group leads the standard, so 
called Parlay/OSA API, to open up the networks by defining, 
establishing, and supporting a common industry-standard 
APIs. Parlay Group also specifies the Parlay Web services 
API, also known as Parlay X API, which is much simpler 
than Parlay/OSA API to enable IT developers to use it 
without network expertise [21]. 

The goals are obvious, and they are probably the same as 
for any unified API. One of the main challenges in order to 
support easy development of M2M services and applications 
will be to make M2M network protocols “transparent” to 
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applications. Providing standard interfaces to service and 
application providers in a network independent way will 
allow service portability [22].  

At the same time, an application could provide services 
via different M2M networks using different technologies as 
long as the same API is supported and used. This way an 
API shields applications from the underlying technologies, 
and reduces efforts involved in service development. 
Services may be replicated and ported between different 
execution environments and hardware platforms [23]  

This approach also lets services and technology platforms 
to evolve independently. A standard open M2M API with 
network support will ensure service interoperability and 
allow ubiquitous end-to-end service provisioning.  

The OpenAPI provide service capabilities that are to be 
shared by different applications. Service Capabilities may be 
M2M specific or generic, i.e., providing support to more than 
one M2M application.  

 
Key points for Open API: 
 
- It supports interoperability across heterogeneous 

transports 
- ETSI describes high-level flow and does not 

dictate implementation technology 
- It is message-based solution 
- It combines P2P with client-server model 
-   It supports routing via intermediaries 
 
At this moment, all points are probably well developed 

except the message-based decision. Nowadays, publish-
subscribe method is definitely not among the favorites 
approaches in the web development, especially for heavy-
loading projects. 

 
Main API sections are:  
 

- Subscription and Notification (e.g., 
Publish/Subscribe). 

- Grouping. 
- Transactions. 
- Application Interaction: Read, Do, Observe. 
- Compensation (micro-payment). 
- Sessions.  

 
Let us provide more details for Open API categories and 

make some remarks: 
 
Grouping 
A group here is defined as a common set of attributes 

(data elements) shared between member elements.  On 
practice, it is about the definition of addressable and 
exchangeable data sets. Just note, as it is important for our 
future suggestions, there are no persistence mechanisms for 
groups 

 
Transactions 
Service capability features and their service primitives 

optionally include a transaction ID in order to allow relevant 

service capabilities to be part of a transaction. Just for the 
deploying transactions and presenting some sequences of 
operations as atomic.   

In the terms of transactions management, Open API 
presents the classical 2-phase commit model. By the way, we 
should note here that this model practically does not work in 
the large-scale web applications. We think it is very 
important because without scalability we cannot think about 
“billions of connected devices”. 

 
Application Interaction 
The application interaction part is added in order to 

support development of simple M2M applications with only 
minor application specific data definitions:  readings, 
observations and commands.  

 
Application interactions build on the generic messaging 

and transaction functionality and offer capabilities 
considered sufficient for most simple application domains. 

 
Messaging 
The Message service capability feature offers message 

delivery with no message duplication. Messages may be 
unconfirmed, confirmed or transaction controlled. The 
message modes supported are single Object messaging, 
Object group messaging, and any object messaging; (it can 
also be Selective object messaging); thinking about this as 
Message Broker. 

 
Event notification and presence 
The notification service capability feature is more generic 

than handling only presence. It could give notifications on an 
object entering or leaving a specific group, reaching a certain 
location area, sensor readings outside a predefined band, an 
alarm, etc.  

It is a generic form. So, for example, geo fencing [32] 
should fall into this category too. 

 
The subscriber subscribes for events happening at the 

Target at a Registrar. The Registrar and the Target might be 
the same object. This configuration offers a 
publish/subscribe mechanism with no central point of failure. 

 
Compensation 
Fair and flexible compensation schemes between 

cooperating and competing parties are required to correlate 
resource consumption and cost, e.g., in order to avoid 
anomalous resource consumption and blocking of incentives 
for investments. The defined capability feature for micro-
payment additionally allows charging for consumed network 
resources. 

 
It is very similar to Parlay’s offering [33] for Charging 

API. Again, it is a big question from the modern large-scale 
applications point of view: shall we develop a special API 
for the compensations or create a rich logging functionality 
where the external log processing should be responsible for 
the things as charging. 
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Sessions 
In the context of OpenAPI, a session shall be understood 

to represent the state of active communication between 
Connected Objects 

 
OpenAPI is REST based, so, the endpoints should be 

presented as some URI’s capable to accept (in this 
implementation) the basic commands GET, POST, PUT, 
DELETE. 

 
Actually, ETSI uses the Smart Meter profile as ‘proof of 

concept’ for the M2M service platform in Release 1. 
 
For example: requests execution of some function. 
 
URI: http://{nodeId}/a/do 
Method: POST 
 
Request 
 
<?xml version="1.0" encoding="UTF-8" 

standalone="yes"?> 
<appint-do-request 

xmlns="http://eurescom.eu/p1957/openm2m"> 
<requestor>9378f697-773e-4c8b-8c89-

27d45ecc70c7</requestor> 
<commands> 
<command>command1</command> 
<command>command2</command> 
</commands> 
<responders>9870f7b6-bc47-47df-b670-

2227ac5aaa2d</responders> 
<transaction-

id>AEDF7D2C67BB4C7DB7615856868057C3</transactio
n-id> 

</appint-do-request> 
 
Response 
 
<?xml version="1.0" encoding="UTF-8" 

standalone="yes"?> 
<appint-do-response 

xmlns="http://eurescom.eu/p1957/openm2m"> 
<requestor>9378f697-773e-4c8b-8c89-

27d45ecc70c7</requestor> 
<timestamp>2010-04-

30T14:12:34.796+02:00</timestamp> 
<responders>9870f7b6-bc47-47df-b670-

2227ac5aaa2d</responders> 
<result>200</result> 
</appint-do-response> 
 
Note that because we are talking about server-side 

solution, there is no problem with so called sandbox 
restrictions. But, it means of course, that such kind of request 
could not be provided right from the client side as many 
modern web applications do. 

IV. THE MODERN WEB VS. OPEN API FROM ETSI 

Let us describe the proposed standards from the modern 
web development points of view. As seems to us it is a 
correct approach, because Open API declares REST support 
right for the web development. In other words, support for 
web developers as the first class citizens is one of the 
obvious goals for ETSI. 

It is almost impossible for developers to anticipate every 
new service and to integrate with every existing external 
service that their users prefer and thus they must choose to 
integrate with a few select APIs at great expense to the 
developer.  

As per telecom experience we can mention here the 
various attempts for unified API that started, probably, with 
Parlay. Despite a lot of efforts, Parlay API’s actually 
increase the time for development. It is, by our opinion, the 
main reason for the Parlay’s failure.  

Web Intents solves this problem. Web Intents is a 
framework for client-side service discovery and inter-
application communication. Services register their intention 
to be able to handle an action on the user's behalf. 
Applications request to start an action of a certain verb (for 
example share, edit, view, pick etc.) and the system will find 
the appropriate services for the user to use based on the 
user's preference. It is the basic [24].  

Intents play the very important role in Android 
Architecture. Three of the four basic OS component types - 
activities, services, and broadcast receivers - are activated by 
an asynchronous message called as intent.  

Intents bind individual components to each other at 
runtime (you can think of them as the messengers that 
request an action from other components), whether the 
component belongs to your application or another. 

 
Created intent defines a message to activate either a 

specific component or a specific type of component - an 
intent can be either explicit or implicit, respectively. 

For activities and services, an Intent defines the action to 
perform (for example, to "view" or "send" something) and 
may specify the URI of the data to act on (among other 
things that the component being started might need to know). 
For example, our intent might convey a request for an 
activity to show an image or to open a web page. In some 
cases, you can start an activity to receive a result, in which 
case, the activity also returns the result in an Intent (for 
example, you can issue an intent to let the user pick a 
personal contact and have it returned to you - the return 
intent includes a URI pointing to the chosen contact) [25]. 

Going to M2M applications, it means that our potential 
devices will be able to present more integrated data for the 
measurement visualization for example. The final goal of 
any M2M based application is to get (collect) measurements 
and perform some calculations (make some decisions) on the 
collected dataset.  We can go either via low level APIs or use 
(at least for the majority of use cases) some integrated 
solutions. The advantages are obvious. We can seriously 
decrease the time for development. 
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Web Intents puts the user in control of service 
integrations and makes the developers life simple.  

Here, is the modified example for web intents integration 
for the hypothetical web intents example: 

 
1. Register some intent upon loading our HTML 

document 
document.addEventListener("DOMContentLoaded", 

function() { 
      var regBtn = document.getElementById("register"); 
      regBtn.addEventListener("click", function() { 
  window.navigator.register("http://webintents.org/m2m", 

undefined);    }, false); 
       
2. Start intent’s activity 
 
      var startButton = 

document.getElementById("startActivity"); 
      startButton.addEventListener("click", function() { 
        var intent = new Intent(); 
        intent.action = "http://webintents.org/m2m"; 
          window.navigator.startActivity(intent);  }, false); 
 
3. Get measurements (note – in JSON rather than XML) 

and display them in our application 
 
      window.navigator.onActivity = function(data) { 
        var output = document.getElementById("output"); 
        output.textContent = JSON.stringify(data); 
      }; }, false); 
 
Obviously, that it is much shorter than the long sequence 

of individual calls as per M2M Open API.  
The key point here is onActivity callback, which returns 

JSON (not XML!) formatted data. In contrast, as per 
suggested M2M API, we should perform several individual 
requests, parse XML responses for the each of them and only 
after that make some visualization. Additionally, Web 
Intents based approach is asynchronous by its nature, so, we 
don need to organize asynchronous calls by our own. 

Also, Web Intents approach let us bypass sandbox 
restrictions. In other words developers can raise requests 
right from the end-user devices, rather than always call the 
server. The server-side only solution becomes bottleneck 
very fast, and vice-versa, client side based request let 
developers deploy new services very quickly.  Why do not 
use the powerful browsers in the modern smart-phones?  At 
the end of the day Parlay spec were born in the time of WAP 
and weak phones. Why do we ignore HTML5 browsers and 
JavaScript support in the modern phones? 

Generally speaking, we expect the initiatives from 
software companies that will opposite to telecom approach. 
For example, Paho project [26] (IBM et al.) directly declares 
the need to provide open source implementations of open 
and standard messaging protocols that support current and 
emerging requirements of M2M integration with Web and 
Enterprise middleware and applications.  It will include 
client implementations for use on embedded platforms along 
with corresponding server support as determined by the 

community. This will enable a paradigm shift from legacy 
point-to-point protocols and the limitations of protocols like 
SOAP or HTTP into more loosely coupled yet determinable 
models. It will bridge the SOA, REST, Pub/Sub and other 
middleware architectures already well understood by Web 
2.0 and Enterprise IT shops today, with the embedded and 
wireless device architectures inherent to M2M. 

We think that XML days are over, JSON (and especially 
JSONP) is a key. 

But, here goes the next big question: persistence. 

V. DATA PERSISTENCE 

The next question we would like to discuss relating to the 
M2M API’s is probably more discussion able.  Shall we add 
some persistence API (at least in the form of generic 
interface)? 

The reasons are obvious – save the development time. 
Again, we should keep in mind that we are talking about the 
particular domain – M2M. In the most cases our business 
applications will deal with some metering data. As soon as 
we admit, that we are dealing with the measurements in the 
various forms we should make, as seems to us a natural 
conclusion – we need to save the data somewhere. It is very 
simple – we need to save data for the future processing.  

So, the question is very easy – can we talk about M2M 
applications without talking about data persistence? Again, 
the key question is M2M. It is not abstract web API. We are 
talking about the well-defined domain. 

As seems to us, even right now, before the putting some 
unified API in place, the term M2M almost always coexists 
with the term “cloud”. And as we can see, almost always has 
been accompanied by the terms like automatic database 
logging, backup capabilities etc. 

So, maybe this question is more for the discussions or it 
even could be provocative in the some forms, but it is: why 
there is no reference API for persistence layer in the unified 
M2M API? It is possible in general to create data gathering 
API without even mentioning data persistence? Shall we 
define cloud database API as a part of M2M standard or not? 

The use of cloud computing means that data collection, 
processing, interface, and control can be separated and 
distributed to the most appropriate resource and device. In 
contrast, currently M2M implementations tend to combine 
data collection, processing, interface, and control.  

Once transmitted to the cloud, data can be stored, 
retrieved and processed without having to address many of 
the underlying computing resources and processes 
traditionally associated with databases. For M2M 
applications, this type of virtualized data storage service is 
ideal [27] 

As soon as ETSI standards define the interfaces, the 
developers we will be able to introduce various 
implementations. For example, it looks like NoSQL 
solutions are perfect fit for M2M applications. 

 
These data stores operate by using key-value 

associations, which allows for a flatter non-relational form of 
association. NoSQL databases can work without fixed table 
schemes. It makes easy to store different data formats as well 
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as change and expand formats over time. It is very important 
for M2M applications (as well as for any type of applications 
tied with hardware). There are no “unified” devices in the 
real word. We simply cannot create an efficient schema that 
will serve all the devices (including new entrants). So M2M 
stores should be schema-less. 

NoSQL databases could be easily scaled horizontally. 
Data is distributed across many servers and disks. Indexing is 
performed by keys route the queries to the datastore for the 
range that serves that key. This means different clusters 
respond to requests independently from other clusters, what 
increases throughput and response times. Quick adding new 
servers, database instances and disks and changing the 
ranges of keys can accommodate growth.  

There are more then enough NoSQL systems on the 
market, they all have own APIs, so the question for M2M 
standardization body becomes even more important: shall we 
include the “unified” interface to data store into standard? 

Suppose we do not as it is now. Does it mean that for 
OMA interfaces for example we will define own persistence 
approach each time we need data saving? 

The topic that is tight linked with data persistence is a 
cloud. Obviously, for big data we should be able to integrate 
the information gathered via M2M into a large virtual 
information platform in a cloud [28]. This moment is 
completely missed in Open API. Shall we live with it, shall 
we pass problem to OMA enablers or what? As seems to us, 
this question should be addressed and answered. 

We think, that in addition to developing open interfaces 
and standard system architectures, M2M ecosystems also 
need to establish a set of common software and hardware 
platforms to substantially reduce development costs and 
improve time to market. 

VI. NEW SIGNALING DEMAND 

Eventually, billions of devices — such as sensors, 
consumer electronic devices, smart phones, PDAs and 
computers — will generate billions of M2M transactions. 
For example, price information will be pushed to smart 
meters in a demand-response system. Push notifications will 
be sent to connected devices, letting a client application 
know about new information available in the network. The 
scale of these transactions will go beyond anything today’s 
largest network operators have experienced. Signaling traffic 
will be the primary bottleneck as M2M communications 
increase. Alcatel-Lucent Bell Labs traffic modeling studies 
support this by comparing network capacity against 
projected traffic demand across multiple dimensions (such as 
signaling processing load on the radio network controller, 
air-interface access channel capacity, data volume and 
memory requirement for maintaining session contexts). The 
limiting factor is likely to be the number of session set-ups 
and tear-downs. For the specific traffic model and network 
deployment considered in the study, it is seen that up to 67 
percent of computing resources in the radio network 
controller is consumed by M2M applications. [29]. 

 
How much of the traffic sent is network overhead? As an 

analysis carried on by A. Sorrevad [30] shows for ZigBee 

solution, a node is sending at least 40 Mbytes per year with 
the purpose of maintaining the network and polling for new 
data. The trigger data traffic for a year is much less - 
around1-10 Mbytes. Thus we see that the relationship 
between network and trigger traffic can range between 40:1 
to 4:1 in a ZigBee solution that is following the home 
automation specification. 

The traffic sent when maintaining a 6LoWPAN network 
is application specific. The relationship between network and 
trigger traffic can then be in the range 2:1 to 5:1. 

As per [31], we can describe the several traffic-related 
issues for M2M. Time-controlled traffic is transmitted and 
received at periods of time that are defined well in advance. 
Time-tolerant traffic can support significant delays in data 
transmission and reception. This implies that the system can 
give lower access priority to or defer data transmission of 
time-tolerant traffic. When data traffic is “one way,” it is 
only control signaling that is transmitted in the opposite 
direction. Digital signage and consumer devices are use 
cases where data may be device-terminated. One-way traffic 
may require changes to the network entry and addressing 
protocols. Extremely low latency requires that both network 
access latency and data transmission latency be reduced. 
This feature is required in many emergency situations (e.g., 
healthcare). Changes to the bandwidth request and network 
entry/re-entry protocols may be required to support 
extremely low latency. Infrequent traffic is common in many 
M2M use cases. This feature may enable sleep/idle mode 
improvements that save power and channel resources. 

Due to the salient features of M2M traffic it may not be 
supported efficiently by present standards [31]. 

Why do we think also it is a time for traffic-related talks? 
By our opinion the reason is very simple. It is not obvious 
exactly how can we support transactional APIs (as per ETSI 
draft), without the dealing with the increased traffic. Simply 
– in our transactions we need the confirmation that device is 
alive, that operation has been performed, etc. All this is 
signaling traffic. Actually, this may lead to next provocative 
questions: do we really need transactional calls for all use 
cases? For example, the modern large-scale web applications 
(e.g. social networks) are not transactional internally. 

VII. CONCLUSION 

In this article, we briefly described the current state for 
the open unified M2M API from ETSI. We proposed some 
new additions – Web Intents as add-on for the more 
traditional REST approach. The main goal for our 
suggestions is the simplifying the development phases for 
M2M applications. The key advantages are JSON versus 
XML, asynchronous communications and integrated   calls. 
Also we would like to point attention of readers to the couple 
of important questions that are not covered yet by our 
opinion: data persistence, clouds and signaling traffic. 
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Abstract—Mobile networks have been continuously developed 

from 3.5G to 3.9G/4G  with high speed wireless  technologies 

(i.e., broadband mobile network). So, mobile networks need to 

provide more sufficient QoS  mechanism to provide enhanced 

user’s satisfaction.  In this paper, we propose a new adaptive 

resource allocation mechanism based on utility function 

borrowed from the field of microeconomics. Through the 

simulation and calculation evaluation, we show that adaptive 

resource allocation based on user preferences is effective.   

Keywords- QoS; utility function; mobile network; 

I.  INTRODUCTION  

Currently mobile networks are being evolved from 3.5G 
to 3.9G/4G,  which is broadband mobile network, integrated 
into IP core network based on IMS (IP Multimedia Sub-
system). In this environment, it is essential to provide 
sufficient QoS (Quality of Service) mechanism which 
enables different services to provide enhanced user 
satisfaction. QoS for mobile networks is being studied 
mainly in 3GPP [1], but still deal with only class oriented 
mechanism. For example, QoS class is defined according to 
the service types, and mapping between QCI (QoS Class 
Identifier) and DSCP (DiffServ Code Point) is studied [2] [3]. 
So, it is required that QoS mechanism has to provide more 
flexible  resource allocation mechanism based on each user’s 
preferences.  

In this paper, we propose a new adaptive resource 
allocation mechanism based on each user’s preferences by 
using the utility function borrowed from the field of 
microeconomics.  The utility function qualifies the value 
that a user perceives for all possible amount of resources 
allocated. The field of microeconomics addresses the issue 
of resource allocation when many users compete for a 
limited amount of resource. Microeconomics has been used 
to address problems in networks by several authors. Some 
authors use it to address pricing issues [4] [5] [6] [7], and 
others to the problem of resource allocation [8] [9].Utility 
functions have been used by other authors for resource 
allocation in networks [7] [10]. These papers develop 
distributed mechanisms for resource allocation assuming 
that the network does not have knowledge of the utility 
functions of users. Our work is different in that we assume 
that the network has knowledge of the utility functions of all 
users. 

Figure 1.  Example of Utility Function 

II. BASIC TECHNOLOGIES 

A. Utility Function 

Utility is defined in the field of microeconomics that the 
level of satisfaction acquired from the consumption of 
properties such as services or commodities [11]. The user’s 
total utility obtained from a network service will depend on 
several QoS metrics, such as throughput, delay, and jitter. In 
the throughput perspective, the user’s utility depends on the 
bandwidth availability in the network to satisfy the resource 
requirement of service. Fig. 1 shows the example of utility 
function regarding the throughput allocated to user. User 
should define or select multiple utility functions for each 
service because the utility functions will be different from 
the kinds of services (e.g., streaming service).    

Let us consider the network situation in which we have M 
users in the system. We let Uί (rί) denote the utility derived by 
user’s flow ί for a bandwidth allocation rί and C is the total 
link capacity. User ί is allocated rί units of resource that is the 
i-th component of the solution r=[r1, r2, …, rM] of the 
following optimization problem: [12] 

M  

Max     Σ Uί (rί)                         (1) 
[r1,r2, … rM]    ί=1 

           M 

    subject to Σ rί  ≤ C         

ί=1 

       rί  ≥ 0 for ί = 1,2, .. , M  

 
In this network situation, in order to adopt utility function 

to the network QoS management, the following requirements 
should be satisfied. 

ri-1              ri                        Throughput (Kbps) 

 User1 

User2 

Ui 
Ui-1 

 

 

1 

 

Utility($/second)
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� Continuous utility functions should be represented 
in discrete functions in order to allocate the resource 
unit where the discrete segmental value of utility 
function is compared each other.  

� Resource allocation should be done based on 
discrete utility function satisfying above  (1) 

 
Fig. 2 shows the example of discrete utility functions, 

which is the case that the two lines are differentiated by users. 
This value can be thought as the price that a user would be 
willing to pay to obtain a specific amount of resource. For 
example, in the upper line to obtain the throughput ri-1, a user 
will pay Ui-1 ($/second) and to obtain the throughput ri, a user 

will pay U i($/second). In Fig. 2, the slope of utility (ΔU) is 
more important since it means a unit price for a unit 

bandwidth. If a flow is a high priority flow, it has a higher Δ
U than other flows.  

Following, there are the properties of discrete utility 
functions: 

� Non-negativity: U(r) ≥ 0 for all r ≥ 0. Obviously the 
users cannot associate a negative utility with a 
positive resource allocation. 

� Non-decreasing nature: U(r) has to be a non-
decreasing function. Clearly also is the fact that 
users cannot associate a higher utility with a smaller 
allocation that with a higher allocation. 

 

B. MSS Resouce Allocation Algorithm 

 To satisfy (1), the MSS (Maximum Segmental Slope) 
resource allocation algorithm [12] has been developed by 
our colleagues based on the standard optimization problem 
solving method [15].  The main characteristic of this 
algorithm is that it allows resource allocation maximizing 
the user’s satisfaction by allocating a unit of resource firstly 
to the flow that has the highest segmental slope.  But, this 
algorithm is rather straightforward and it should be updated 
to enhance the performance. For example, some  heuristic 
sorting algorithm should be considered because the major 
portion of the algorithm is a sorting process. 

 . 

 
Figure 2.  Example of Discrete Utility Function 

 

III. ADAPTIVE RESOURCE ALLOCATION 

MECHANISM 

A. "etwork Architecture Model 

We assume the conceptual network architectural model 
as depicted in Fig. 3,  based on 3.9G network (i.e., LTE) 
which comprises RAN(Radio Access Network) with MNs 
(Mobile Nodes), and CN (Core Network) with two main 
players: the QS (QoS Server) and the MM(Mobility 
Manager)  [7].  The ARs (Access Router) in CN are key 
control points in the network. They are IP routers that are 
one IP hop distant from the mobile node via BS (Base 
Station, i.e., e-Node B in case of LTE). All data packets to 
and from the mobile node, and signaling messages between 
the mobile node and various servers in the network pass 
through the ARs. The CRs (Core Router) are high speed 
routers that lie in the core network. The main function of QS 
is an admission control based on the adaptive resource 
allocation mechanism proposed in the next section. The MM 
manages MN’s location information where the MN is 
located in the mobile network, and performs handover based 
on the handover policies provided by the network operator.  
The MM interacts with QS during the call setup and 
termination. 

 

B. Adaptive Resource Allocation Mechanism 

There are already some studies in which the utility 
function is adopted to QoS [13] [14].  But, these studies do 
not deal with the detailed adaptation algorithm considered 
the flow (i.e., consider caller and callee side together) 
proposed in this paper. Under the assumption that network 
has knowledge of utility function for all users, we adopt 
MSS algorithm from caller to callee side together.  Fig. 4 
shows the proposed a new adaptive resource allocation 
mechanism and details of the mechanism are as follows.  

� AR1: caller AR,  AR2: callee AR 
� fi: new flow’s entry 
� fi-AR1-re-flow-list: a list of existing flows in the 

AR1 to be re-allocated due to fi’s joining 
 

 

Figure 3.  Architectual Model for Mobile Network 
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� fi-AR2-re-flow-list: a list of existing flows in the 
AR2 to be re-allocated due to fi’s joining 

� fi-AR1-alloc: An obtained temporary allocation to fi 
in AR1 by using the utility function based on MSS 
algorism 

� fi-AR1-re-flow-list-temp-alloc: a list of obtained 
flows in the AR1 by using the utility function based 
on MSS algorism  

� fi-AR2-alloc: an obtained temporary allocation to fi 
in AR2 by using the utility function based on MSS 
algorism. 

� fi-AR1-re-flow-list-temp-alloc: a list of obtained 
flows in the AR2 by using the utility function based 
on MSS algorism  

� fi-mid-alloc: minimum of [fi-AR1-alloc, fi-AR2-
alloc] 

� bw: bandwidth 
� fi-AR1-re-flow-list-last-alloc: the last allocation for 

the existing flows in AR1, resulting in last-alloc-a, 
last-alloc-b, last-alloc-c,.. by re-calculating the 
bandwidth of the existing flows in fi-AR1-re-flow-
list if there is remaining un-utilized bandwidth in 
AR1. 

� fi-AR2-re-flow-list-last-alloc: the last allocation for 
the existing flows in AR2, resulting in last-alloc-x, 
last-alloc-y, last-alloc-z,.. by re-calculating the 
bandwidth of the existing flows in fi-AR2-re-flow-
list if there is remaining un-utilized bandwidth in 
AR2. 

� fi-AR1-remain-bw: the remained bandwidth in AR1 
� fi-AR1-remain-bw: the remained bandwidth in AR2 
 
a) Initial phase(1-4),  

QS provides AR’s flow list for the caller and callee side. 
1).  QS receives resource allocation request from caller 

or caller’s AR called AR1. 

2).  QS generates this new flow’s entry called fi which 

has the information of its caller’s access router (fi –

AR1), and callee’s access router (fi –AR2). 
3)&4).  From previous step 2, QS generates a list of the 

existing flows that need to be re-allocated due to fi’s 
joining. It is called fi-re-flow-list. This list is made of 
flows that are passing through the caller and callee ARs 
and that are affected by fi joining. For example, fi-AR1-
re-flow-list  and fi-AR1-re-flow-list  

 
b) The second phase(5-7),  

Whenever new flow is added, for AR’s existed flows 
for both of caller and callee side, temporary bandwidth 
for each existing flows and new flow are calculated 
according to the MSS algorithm. For the new flow, 
select the minimum value between caller’s temporary 
bandwidth and callee’s temporary bandwidth and set it 
as middle allocation value.  
5).  By using the utility function based on MSS 
algorithm, a temporary allocation is made to fi and the  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Adaptive Resource Allocation Mechanism 

flows in the caller AR list. So, fi gets fi-er-alloc 
(bandwidth/sec), and the flows in fi-AR1-re-flow-list 

gets Σfi-AR1-re-flow-list-temp-alloc = [temp-alloc-a + 
temp-alloc-b + temp-alloc-c + ...] ). 
6).  Same procedures are done for the flow fi at the  
callee AR. Flow fi gets fi-ee-alloc (bandwidth/sec), and 
the flows in the list for callee AR(fi-AR2-re-flow-list) 

get Σfi-AR2-re-flow-list-temp-alloc = [temp-alloc-x + 
temp- alloc-y + temp-alloc-z + ...] . 
7).  QS calculates middle allocation for fi, this value is 
called fi-mid-alloc which is the minimum of [fi-er-alloc,  
fi -ee-alloc]. 

 

c) The third phase(8-11),  

1)  Receives Resource Allocation  Request  from 

AR1,  AR2 

2) Generates new flow’s entry called fi 

3) Generates Caller’s current 
flow table list : fi-AR1-re-flow-list 

for re-allocation due to joining fi.  

4) Generates Callee’s current flow 
table list :fi-AR2-re-flow-list for re-

allocation due to joining fi. 

5) Temporary allocation for fi and 

Caller’s current flow table list by 

using utility function based MSS 

Algorithm :  

fi gets fi-er-alloc(bandwidth/sec), 
fi-AR1-re-flow-list gets by using MSS 
algorithm 

Σfi-AR1-re-flow-list-temp-alloc = 

[temp-alloc-a + temp-alloc-b + temp-
alloc-c + ...] 

6) Temporary allocation for fi and 

Callee’s current flow table list by using 

utility function based MSS Algorithm ):  

fi gets fi-ee-alloc(bandwidth/sec), 
fi-AR2-re-flow-list gets by using MSS 
algorithm 

Σfi-AR2-re-flow-list-temp-alloc =  

[temp-alloc-x + temp-alloc-y + temp-
alloc-z + ...] 

 
 

7)  QS calculates middle allocation for fi :  

fi-mid-alloc=min[fi-er-alloc, fi -ee-alloc]. 

8)  In order to detects remained bw, 

recalculate bw for other flows in 

caller’s AR: Compare each flow bw for 

fi-AR1-re-flow-list, fi-AR2-re-flow-list 
then select minimum value for each 
flows.  
QS sums up  

Σfi –AR1-re-flow-list-last-alloc = 
[last-alloc-a + last-alloc-b + last-alloc-c 

+ ...] 

9)  In order to detects remained bw, 

recalculate bw for other flows in callee’s 

AR: Compare each flow bw for fi-AR2-re-

flow-list, fi-AR2-re-flow-list then select 
minimum value for each flows.  
QS sums up  

Σfi -AR2-re-flow-list-last-alloc = 
[last-alloc-x + last-alloc-y + last-alloc-z 

+ ...] 

10) Remained bw in Caller side AR  

fi-AR1-remain-bw = (fi –AR1-total-bw 

- fi-mid-alloc - Σfi-AR1-re-flow-list-
last-alloc) 

11) Remained bw in Callee side AR  

fi-AR2-remain-bw = (fi –AR2-total-bw - 

fi-mid-alloc - Σfi-AR2-re-flow-list-last-
alloc) 

12) QS calculates remained bw for –AR1, -AR1 = 

min [fi –AR1-remain-bw , fi-AR1-remain-bw ] 

13) Final allocation for  fi = [fi -mid-alloc + remain-bw] 
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In order to detect remained bandwidth for both caller 
side AR and callee side AR, compare with the temporary 
value for each existed flow’s in caller side AR and one 
of callee side, select minimum value and set as a last 
allocation for each existed flows, then sum up all as the 
last allocation for each caller side AR and callee side AR.  
8). QS will detect if there is remaining un-utilized 
bandwidth in the ARs. This is done by re-calculating the 
bandwidth of the other flows in fi-AR1-re-flow-list 
similarly to the process above. The calculation is done 
for the corresponding callee-AR of every other flow in 
the list. And again a minimum is selected for each flow. 
This is the last allocation for the other flows in the caller 
AR, resulting in last-alloc-a, last-alloc-b, last-alloc-c. 
Finally, QS sums up these values [last-alloc-a + last-
alloc-b + last-alloc-c + ...],  which can be expressed in 
Σfi-AR1-re-flow-list-last-alloc. 
9).  In the similar manner, QS re-allocates each flow in 
fi-AR2-re-flow-list and results in Σfi–AR2-re-flow-list-
last-alloc which is the sum of [last-alloc-x + last-alloc-y 
+ last-alloc-z + ...]. 
10). Then the remaining bandwidth in caller side AR is 
fi-AR1-remain-bw = (fi –AR1-total-bw - fi-mid-alloc 
– Σfi-AR1-re-flow-list-last-alloc). 

11).  Similarly, the remaining bandwidth in the callee 
side AR is calculated in the way as above and results 
in fi –AR2-remain-bw = (fi-AR2-total-bw – fi-mid-
alloc – Σfi –AR2-re-flow-list-last-alloc). 

 
d) Final phase(12-13),  

Compares the remained bandwidth for caller side AR 
with the one for callee side AR, then select minimum 
value and set as a network remained value. Then, 
allocate the middle allocation bandwidth and remained 
bandwidth to the new flow. 
12).  The remaining bandwidth for AR1 and AR2 for the 
flow fi  is remain-bw = min [fi –AR1-remain-bw , fi-
AR2-remain-bw ]. 
13).  At last, as the result, the final allocation for fi = [fi -
mid-alloc + remain-bw]. 
 

IV. EVALUATION 

A. "etwork Topokogy and Conditions 

In order to evaluate the feasibility of our proposal, we 
have developed the model system by using NS2 simulator 
with the topology shown in Fig. 5.  We have implemented 
the proposed adaptive resource allocation mechanism. All 
the entities in the model system are implemented on the 
NS2. It is assumed that location registration is conducted 
before call setup. When a MN enters into an area covered by 
BS, MN sends Registration Request message to its AR. 
Then the MN’s location is recorded in the Location server 
(i.e.MM). Each AR has 4 units of bandwidth to administrate 
(1 unit = 40 kbps) and the data flows use RTP packets. In  

 
Figure 5.  Simulated Network Model System 

 

this topology, MN1, 2, 3 and 4 under AR1 have session with 
MN5, 9, 13, and 17 respectively. Each node request 4 units 
of bandwidth (1unit = 40 kbps) and each AR has 4 units of 
bandwidth to administrate (1 unit = 40 kbps). In detail, the 
bandwidth between AR and CR, AR and MN, are 160kbps 
(4units). The data flows are using RTP packet and are called 
Flow1, 2, 3 and 4. Packet size is 250Byte. In the simulation 
video phone service is assumed as the application.  

 

B. Simulation Results    

Fig. 6 shows the bandwidth allocation of each user’s flow 
when a handover takes place. Utility value of Flow B, 
between MN2 and MN9, Flow S between MN6 and MN10, 
and Flow H (handover), between MN8 and MN14 are listed 
in Table I. Flow H starts its call at 30 sec and MN8 starts to 
move toward to new AR (AR3) at 40 sec. Before Flow H 
enters to AR3, there are two flows in AR3, our algorithm 
will therefore allocate 2 units of bandwidth to each flow 
(Flow H and Flow Sl). Once a new MN having an additional 
utility function joins to an AR, there is a need to re-allocate 
the existing resources among the users in the AR according 
to the utility function that the users have contracted.  Hence, 
when Flow H enters the area of AR3, the allocation 
becomes Flow B : Flow H : Flow S = 2 : 1 : 1 units. The 
reason for this allocation is that Flow H has higher utility 
than Flow H, and therefore it is not affected by Flow H 
joining the AR. On the other side, Flow S has lower utility 
than Flow H and therefore one unit is re-allocated to Flow H. 

  
TABLE 1.  UTILITY VALUES FOR FLOWS 

 

BW 

Flow 

U1 U2 U3 U4 

Flow B 0.7 0.5 0.14 0.1 

Flow S 0.45 0.3 0.14 0.1 

Flow H 0.5 0.4 0.14 0.1 

BW: allocated bandwidth 
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Figure 6.  3 Flows Evaluation Result with Handover  

 
Fig. 7 shows another  bandwidth allocation result for 4 

flows. The utility value of Flow1 from MN1 to MN5, Flow2 
from MN2 to MN9, Flow3 from MN3 to MN13, Flow4 
from MN4 to MN17 are listed in Table2. For example, for 
Flow1, the utility values are 0.9 in U1 (0-40kbps), 0.3 in U2 
(40-80bkps),0.15 in U3 (80-120kbps),  and 0.1 in U4 (120-
160kbps) respectively. Flow1 enters the network at time 10s. 
As it is the first flow in the system, it is allocated the entire 
AR1’s bandwidth. At time 20s, Flow2 enters the network. 
Then at time 30s, with Flow3’s join, the allocation becomes 
Flow1:Flow2:Flow3 = 2:1:1. Finally, after Flow4 enters, 
each flow has same bandwidth and this is equal to the 
allocation that expected. We should consider both the caller 
side and callee side. However, in this case the caller side is 
congested and the callee side is not congested at all in each 
flow so that it is enough that only the caller side is 
considered. 

 
TABLE 2.  UTILITY VALUES FOR FLOWS 

 

BW 

Flow 

U1 U2 U3 U4 

Flow1 0.9 0.3 0.15 0.1 

Flow2 0.8 0.25 0.14 0.1 

Flow3 0.7 0.2 0.2 0.1 

Flow4 0.4 0.4 0.1 0.1 

 

Based on Fig. 7, the bandwidth allocation can be 

explained as follows. 

1) At time 10s there is only Flow 1 so that 4 units 

(160kbps) are allocated to Flow1.  

2) At the time 20s, Flow2 enters the network. According 

to calculation based on utility values in Table 1, 2 units 

(80kbps) are allocated to Flow1 and Flow2 respectively.   

3) At the time 30s, Flow3 enters the network. Then 2 units 
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Figure 7.  4 Flows Evaluation Result  

(80kbps) are allocated to Flow 1, and 1 unit (40kbps) is 

allocated to Flow 2 and Flow 3 respectively.  

4) At the time 40s, Fkow4 enters the network. Then  1 

unit(40kbps) are allocated to Flow1, Flow2, Flow3 and  

Flow4 respectively. 

Fig. 8 shows the total bandwidth allocation  result of the 
current  method (i.e. static resource allocation method). The 
situation in  Fig.7 is the same as Fig.6. That is, at time 10s, 
20s, 30s and 40s, Flow1, Flow2, Flow3 and Flow4 enters 
the network via AR1 respectively. The allocated bandwidth 
is fixed (40Kbps) and always the same for all users. So the 
total bandwidth at AR1 is increased from 40kbps to 
160kbps from  10s to 40s. On the other hand, the total 
bandwidth of the adaptive allocation method is constantly 
160kbps.  

We have calculated and compared the total user 
satisfaction in the case of Fig. 7 and Fig. 8. The calculation 
result  is as follows, 
1) Proposed adaptive allocation method (Fig. 7) 
Flow1:0.9*10+1.2*10+1.2*10+1.45*10=47.5,  
Flow2:1.05*10+0.8*20=26.5 
Flow3:0.7*20=14,  Flow4:0.4*10=4 
� Total user satisfaction: 47.5+26.5+14+4=92 
 

 
Figure 8.   Total Bandwidth Allocation for Current Method  
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2) Current static resource allocation method (Fig. 8) 
Flow1: 0.9*40=36, Flow2: 0.8*30=24,  
Flow3: 0.7*20=14, Flow4: 0.4*10=4 

� Total user satisfaction: 36+24+14+4=78 
 

 

C. Considerations 

Through the simulation and calculation we have 
confirmed the following facts.  
1) First, we have confirmed that the allocation in the 
simulation is equal to the allocation calculated theoretically. 
Actually,  the proposed  algorithm has been simulated and it 
is confirmed that allocation in Fig. 6 and in Fig. 7 are equal 
to the allocation calculated theoretically.  
2) Second, from the user’s viewpoint, users can obtain the 
more satisfied service by this mechanism. Normally when 
the bandwidth is fully utilized (i.e., congested), the new 
service request is rejected. But by this mechanism, the new 
service can be prioritized even in the congested situation 
case.  
3) Third, from the operator’s viewpoint, the revenue of 
operators will be increased by using this mechanism. 
Actually by this mechanism, it is confirmed that the 
bandwidth can be utilized at maximum. Moreover, if service 
price is linked to the value of the utility function, the user 
will pay more payment so that the operators can obtain more 
revenue and profit.  
 

V. CONCLUSIONS 

In this paper, we have proposed a new adaptive resource 
allocation mechanism based on the utility function. As the 
next step, we can expand this mechanism on the following 
items.  

1) In case that some of existing user’s utility values are 
lower, and new users having higher utility value are joining, 
some of existing user’s flow may be suddenly suspended 
based on our proposed mechanism. This is issue to be 
solved from the service quality viewpoint. However, even 
in this case, the existing flow can be continued with some 
minimum bandwidth if we modify MSS algorithm and the 
procedure described in Fig, 4.  

2) In this paper, it is not clearly mentioned who will 
assign the utility function for each flow. About this we 
assume two cases; first case is that the mobile operators can 
define utility functions for flows and save the information in 
QS, second case is that mobile users can select a utility 
function for a flow and send this information to QS by using 
signaling. resources.  

3) We have focused on only bandwidth allocation, but 
other QoS metrics such as the delay or jitter can be studied 
in the next step. Also, we have to consider the performance 

aspect of the proposal, especially how to decrease the call 
setup delay by applying more efficient and heuristic sorting 
algorithm because the major portion of MSS algorithm is a 
sorting process.  
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Abstract— Resource optimization mechanisms, as admission 

control and traffic management, require accurate performance 

models that capture the dynamics of the system during high 

loads. The main objective of this paper is to develop an accurate 

performance model for database servers in a telecommunication 

service management system. We investigate the use of a server 

model with load dependency. Concurrent requests add load to 

the system and decrease the server capacity. We derive explicit 

equations for the state probabilities, the average number of jobs 

in the system and the average response times. Further, we 

present some heuristics on how to tune the parameters for given 

measurement data. Also, using testbed experiments, we validate 

that the model accurately captures the dynamics of a database 

server with write-heavy workload. 

 
Index Terms— Performance management; telecommunication 

systems; queuing theory; database servers.  

I. INTRODUCTION 

Resource management of server systems has gained much 

attention in the last years, since poorly managed resources can 

severely degrade the performance of a computer system. The 

experience is that enterprise servers are often the bottlenecks, 

whereas the network backbone is often underutilized. 

Therefore, the server systems must provide performance 

guarantees which satisfy the service-level agreements (on 

delay, QoS, etc). Also, the system must provide graceful 

performance degradation during overload.  

However, all optimization techniques require accurate 

performance models of the involved computing systems. The 

operation region is mainly high traffic load scenarios, which 

means that the computing systems show non-linear dynamics 

that needs to be characterized accurately. A software system is 

basically a network of queues, as examples, the CPU ready 

queue, semaphore queues, socket queues, and I/O device 

queues, which store requests in waiting of service in the 

processors. Therefore, queuing models can be used when 

describing the dynamic behavior of server systems 

[1][2][3][4]. 

In a previous work [1], we have shown that web servers 

with dynamic content can be modeled as single server queuing 

systems with processor sharing, where the high load dynamics 

can be captured with an M/M/1 system. However, this result is 

only valid for systems with CPU intensive workload. Some 

recent experiments on databases have shown that the high load 

dynamics of database servers are completely different for 

queries involving write operations [5]. Since database servers 

are important components in Telecommunication service 

management systems, it is, therefore, important to develop 

new models for database servers with write-heavy operations.  

The concept of load dependent server (LDS) models in 

which the response time of the jobs in the system is a function 

of the service time of the jobs and current number of jobs 

waiting to be serviced has, to the best of our knowledge, firstly 

been introduced in [6]. Rak et al. [7], Curiel et al. [8] and 

Perros et al. [6] used standard benchmarks for workload 

generation and also regression models to capture the system 

dynamics. A multi-step model parameter calibration strategy 

was used for fine tuning of the parameters in the model. The 

resulting models were classified as data driven models. 

Mathur and Apte [9] presented a queuing network model 

which represents the load dependent behavior of the LDS. 

Their model was not analyzed theoretically and was only 

validated with simulations. A theoretical analysis of the D/G/1 

and M/G/1 models with load dependency assumptions was 

presented in [10] by Leung. These models were developed to 

be used in congestion control in broadband networks. 

In this paper, we add the load dependency behavior to an 

M/M/m model. The steady state probabilities, average number 

of jobs in the system and average response times are 

determined using queuing theory. Also, we perform the same 

analysis for the case where the queue is limited.  The model 

has a simple structure and can be tuned for various load and 

database configurations.  
Further, in order to tune the parameters of the model to 

represent the current database and load setup, effects of 

variations of each parameter on the mean response time of the 

queries sent to the database as a function of mean effective 
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arrival rate has been studied. Furthermore, some heuristics for 

tuning the model parameters are introduced. By means of 

these heuristics, the model parameters can be tuned to match 

the measurements from the database in a few steps. Finally,  

 

Request

Reply

Management System 

(MAS)

Request

Reply
Other traffic

Database nodes (DNs)

 
Figure 1. Telecommunication service management systems. 

 

experimental results show that this model is able to capture the 

high load dynamics of the database server.  

This paper is organized as follows. The description of the 

system is introduced in Section II. Section III is dedicated to 

introduction of the load-dependent server model. Experiment 

setups and results are shown in Section IV. Section V 

concludes the paper.     

II. SYSTEM AND PROBLEM DESCRIPTION 

In telecommunication service oriented architectures, as 

mobile networks, all services, either user services as 

telephony, or administrative services as location updates or 

billing, are handled by a service management system with its 

own networks and protocols, as illustrated in Figure 1. The 

service management systems have a complex architecture, 

usually implemented as large distributed server systems, with 

Management application servers (MAS) processing service 

requests from the telecom networks, and databases (DNs) 

storing subscriber and service data. The DNs are loaded with 

service traffic from other networks. All signaling is performed 

across IP networks, with standardized application layer 

protocols, as Lightweight Directory Access Protocol (LDAP) 

or Simple Object Access Protocol (SOAP). The system is 

required to have high reliability for varying traffic loads, 

where the DNs may be overloaded by the traffic coming from 

other networks. The nodes can be owned by different network 

operators, limiting the available information of traffic loads 

and service progress. All signaling is performed across IP 

networks. 

In this paper, we focus on the modeling aspects of database 

servers in telecommunication service management systems. 

The objective is to develop a performance model for the 

database server that captures the dynamics during high loads.  

The performance model can be used in resource optimization 

schemes, as admission control systems, in order to maximize 

the throughput of the database server, while keeping some 

latency constraints. One of the challenges for these database 

servers is that they have a write-heavy workload, which means 

that the CPU is not the bottleneck during high loads. This 

means that previous work on performance modeling of server 

systems is not applicable since they assume CPU-intensive 

workload.  

l

m  
Figure 2.  M/M/1 model. 

 

III. LOAD-DEPENDENT SERVER MODEL  

Performance models are aimed to be used in the process of 

designing management entities for server systems. Therefore, 

the performance model should capture the dominant dynamics 

of the server system. Most service performance metrics such 

as response time, service rate and processing delay depend on 

queue state dynamics.  

A. Single server queues 

For the objective of performance control, simple models, 

based on the assumption of a single server queue, are often 

preferred. The model should only capture the dominating load 

dynamics of the system, since a well-designed control system 

can handle many model uncertainties [11]. The classical 

M/M/1 model, where a single-server queue processes requests 

that arrive according to a Poisson process with exponential 

distributed service times, see Figure 2, has been shown to 

accurately capture the response time dynamics of a web server 

system [1]. 

 

B.       M/M/m model with load dependency (M/M/m-LDS) 

In this paper, we propose to add load dependency to an 

M/M/m system. In all load-dependent server models, the 

service time for a request will be dependent on the number of 

concurrent requests in the system. This load dependency will 

model effects of the operating system, memory use, etc., 

which may cause service degradation when there are many 

concurrent jobs in a computing system [8]. In the experiment 

section, we will show that the M/M/m-LDS model accurately 

captures the behavior of write-heavy workload. 

The properties of the load dependent M/M/m model 

(M/M/m-LDS) are set by an exponential distributed base 

processing time xbase =1/m and a dependency factor (f). When a 

request enters the system, it gets the base processing time xbase 

assigned to it.  A single request in the system will always have 

a processing time of xbase. Each additional request inside the 

system increases the residual work for all requests inside the 

system (including itself) by a percentage equal to the 

dependency factor f. When a request leaves the system all 

other requests have their residual work decreased by f percent 

again. This means that if n concurrent requests enter the 

system at the same point, they will all have a processing time 

of 

 
1( ) (1 )n

s basex n x f     (2) 

A special case is when f = 0. It means that there is no load 

dependency, and all requests will have processing time xbase. 

The system can process a maximum of m concurrent 

requests at each time instance. Any additional request will 
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have to wait in the queue. New requests arrive according to a 

Poisson process with average rate l.  

 

 
 

Figure 3. Illustration of M/M/m-LDS model as a Markov chain. 

 

Therefore, the system can be modeled as a Markov chain as 

illustrated in Figure 3. 

The average service rate of the system that depends on the 

number of concurrent requests in the system, is derived as 

followed: 
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By solving the balance equations, stationary probability 

distribution of existence of k concurrent requests in the system 

is calculated as below: 
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As the sum of the probabilities of all possible states equals 

to one, 0 
can be derived as follows: 
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The stability condition in this case is 

1(1 ) 1mf
m
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The average number of requests in the system, N, can be 

calculated as below: 
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FinallybymeansofLittle’stheorem, the average time each 

request spends in the system, T, can be derived as follows. 

 

N
T

l
                        

(8) 

C. M/M/m/n model with load dependency (M/M/m/n-LDS) 

In case that the queue is limited to n positions, the 

probability for an empty system, 0, can be determined as 

follows. This queuing system is named as M/M/m/n-LDS. 
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Further, the average number of requests in the system is as 

follows: 
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Finally, the average response time for a request can be 

derivedusingLittle’stheorem. 

 

D. Parameter tuning 

In a telecom system with latency constraints, the dominant 

dynamic of the system is often characterized by the average 

response time, T, when varying the average arrival rate, l. 

Tuning of the parameters of the load dependent server model 
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in a way that it fits the measured data from the actual server 

system is a necessary step in modeling of such systems. 

Assuming that l and T are measureable, and therefore,    

known, there are three main parameters for the M/M/m-LDS 

model, m, f and mto tune in order to fit the model on the 

measured data. Further, for the M/M/m/n-LDS there is an 

extra parameter, n, to tune. Therefore, in Figures 4-8, we have 

illustrated the effect of changing model parameters. In the rest 

of the paper, this graph will be called the l/T graph. In each 

figure, we have assumed that two (three) of the parameters are 

fixed and the one that is mentioned is the variable. As the 

equations for calculating the mean response time, is rather 

complex and the parameters are interdependent, more than one 

set of parameters can be fit on the measured data. Thus using 

these figures, we can achieve a heuristic rule for tuning the 

parameters of the load dependent server model.  

In the cases where the M/M/m-LDS model is used, the first 

parameter to be tuned is the number of servers, m. As it can be 

seen in Figure 4, by increasing the maximum number of 

concurrent requests that can be processed in the system, the 

linear part of the l/T graph will be shorter and the exponential 

rising rate of the graph is increased. In this case it is assumed 

that (f, m) = (0.7, 22). 

The second parameter to be tuned is the dependency factor, 

f. As shown in Figure 5, by decreasing the dependency factor, 

the linear part of the l/T graph is increased, however, the 

change is slower than in the case where m is decreased. On the 

other hand the exponential rising rate of the graph is increased 

in comparison with the case where m is decreased. Here, it is 

assumed that (m, m) = (3, 22). 

The effects of changing mon thel/T graph while fixing the 

two other parameters is illustrated in Figure 6. As shown in 

the figure, by increasing m in equal steps, the l/T graph will be 

shifted to the right in equal steps. In this case, the rate of rising 

of the graph is decreased. In this case, (m, f) = (3, 0.7). 

 

 
 

Figure 4. Variations of the l/T graph for a special scenario with m 

as variable when (f,m) = (0.7, 22). 

 

 
Figure 5. Variations of l/T graph for a special scenario with f as 

variable when (m,m) = (3, 22). 

 

 
Figure 6. Variations of l/T graph for a special scenario with m as 

variable when (m, f) = (3, 0.7). 

 

 

In cases where the M/M/m/n-LDS model is used, there will be 

a saturation of the response times when the load is high 

enough to overload the queue. Here it is assumed that the 

default values are (m, n, f, m) = (4, 15, 0.6, 22). Figure 7 and 

Figure 8 show the effects when varying m and f respectively. 

In each case the values of the other three parameters are 

constant. The general effect of changing the parameters is 

similar as for the case with the infinite queue, with the 

difference that the response times saturate when the load is 

high.  

 

Figure 7. Variations of l/T graph for a special scenario with m as 

variable when (n, f, m) = (15, 0.6, 22). 
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Figure 8. Variations of l/T graph for a special scenario with f as 

variable when (m, n, m) = (4, 15, 22). 

 

IV. EXPERIMENTS AND RESULTS 

To validate the proposed model, we have performed a series 

of experiments in our server lab. We developed a database 

server testbed with a traffic generator and a MySQL 5.1.41 

database server, see Figure 9. The computers were connected 

to a local Fast Ethernet 100 Mbit/s network. 

A. Testbed  

The traffic generator was implemented in Java, using the 

JDBC MySQL connector, and it was executed on a computer 

with an AMD Phenom II X6 1055T Processor at 2.8 GHz and 

4 GB main memory. The operating system is Ubuntu 10.04.2 

LTS. The traffic generator used 200 working threads and 

generates MySQL queries according to a Poisson process with 

average rate l queries per second. The behavior of the traffic 

generator was validated in order to guarantee that it was not a 

bottleneck in the experiments. 

The database server has several relations with the same 

structure but with different number of tuples. The maximum 

number of allowed concurrent connections is set to 100. The 

structure of the relations comes from the Scalable Wisconsin 

Benchmark [12] with 10 million tuples. Two basic types of 

queries are used, SELECT (read) and UPDATE (write). 

The queries look like this 
SELECT * FROM <relation> WHERE unique1=?; 

UPDATE <relation> SET unique2=? WHERE 

unique1=?; 

The question marks are replaced with uniformly distributed 

random numbers from zero to ten million. 

 

Traffic Generator MySQL  
 
Figure 9. Database server testbed. 

 

 

 

 
Figure 10. Performance of the M/M/m/n-LDS queuing model in 

modeling steady state dynamics of a MySQL database server using 

only update queries. 

 

B. Results 

The dynamics of a database server highly depends on the 

mix of requests, since Select and Update queries require 

different amount of server capacity. Therefore, we have 

performed experiments with varying workload mix. Figures 

10 and 11 show the results from experiments where the arrival 

rate is varied from low load to high load. The graphs show the 

average response times of update queries as a function of the 

arrival rate. We have fitted M/M/m/n-LDS models for the data 

using the tuning steps in Section III. In both scenarios, the 

CPU utilization was very low, also for high loads. The 

maximum CPU load was about 5%.  

In Figure 10, the workload is based on 100% Update 

queries. The fitted model in this case has the following 

parameters (m, n, f, m) = (3, 81, 0.75, 37.1). In order to model 

the network delays, we have added a bias of 0.023 seconds in 

the average response times of the proposed model.  

Figure 11 depicts the same experiment setup when using a 

mix of 25% Select and 75% Update queries. The fitted 

M/M/m/n-LDS model in this case has the following 

parameters (m, n, f, m) = (6, 73, 0.44, 35.2). In order to model 

the network delays, we have added a bias of 0.023 seconds in 

the average response times of the proposed model.  

Figures 10 and 11 verify that the proposed model can 

represent the average dynamics of a database server with 

write-heavy workload very well. 

V. CONCLUSIONS AND FUTURE WORKS 

Resource management schemes require accurate 

performance models that capture the dominant dynamics of 

the system in high loads. For server systems with write-heavy 

workload, load dependent server (LDS) models can be used to 

model the dynamic overhead effects of concurrent requests. In 

this paper, queuing theoretic metrics like average number of 

the requests in the system, average time in the system for each 

request and the steady state probabilities for M/M/m-LDS 

models with both unlimited and limited queues have been 

derived. Further, it has been shown via experiments that the 

M/M/m/n-LDS model represents the average dynamics of the 

database server very well. The results are aimed at single 
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database servers, and not aimed at data centers, which have 

different dynamics. Furthermore, we will use this model in 

order to design controllers and state estimators for resource 

management and admission control of database servers. 
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modeling steady state dynamics of a MySQL database server using 

mixed queries. 
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Abstract— Telecommunication industry has seen phenomenal 

growth and intense competition in recent times. Basic connectivity 

has been commoditized and service providers need to provide 

personalized and differentiated services to stay competitive and 

form lasting customer relationship. One of the ways they can do 

this is by analyzing the data that are generated or pass through 

their network in real-time, and use the insight to offer 

personalized services promptly and dynamically. In this scenario 

it will be immensely beneficial to them to have solutions which 

allow them a smooth transition path from offline batch processing 

of stored data to real-time analysis of data as it is available to 

them.  The current paper demonstrates an approach to address 

the challenge of solution development using Stream Processing, 

where the same solution can be used to process stored data in 

offline mode and analyze data stream in real-time for actionable 

intelligence. IBM stream processing platform Infosphere Streams 

has been used for implementation of the solution proposed in this 

work. As a further benefit, if some problem is discovered during 

real-time analysis of data streams, the same program can be used 

to analyze the stored data after necessary update is made to the 

program. This work focuses on seamless dual mode processing of 

both offline and real-time analysis.  The approach has been 

carried out with reconciliation component of telecommunication 

revenue assurance and has used CDR (Call Detail Record) for 

analysis. However, the approach is very generic and it can be 

applicable in other areas of telecom like churn management, 

campaign management and in other sectors, like Utilities, Banking 

etc., which can benefit from real-time and seamless dual mode 

processing of account transaction records. 
 

Keywords-revenue assurance; real-time; CDR processing, 

stream processing 

I. INTRODUCTION 

There has been phenomenal growth in mobile 
telecommunication in different parts of the world and the 
growth momentum is continuing still, more specifically in the 
emerging markets. As per International Telecommunications 
Union (ITU) Telecom World 2011 report, globally, there are 
5.9 billion mobile subscriptions [1]. This number will rise even 
further in the future, as mobile penetration in different parts of 
the world including India, China, and Africa has significant 
room for increase [2].  

Apart from the large number of subscribers, the operators 
are also facing huge competitive pressure as the high growth 
prospect in mobile and telecommunication has attracted 
multiple players to the field. 

Communication Service Providers (CSP) are increasingly 
adding digital content, applications, and other value added 

service in their offerings to attract and retain customers. If they 
do not do this, they loose on two counts: 

• They do not have differentiators, and face service-churn 
and subscriber-churn. 

• They incur the cost of expensive network equipments in 
their network, but cannot get the optimum value out of it. 
They simply become fat-pipe provider and the ‘Over The 
Top’ (OTT) suppliers profit at their cost by selling content, 
application to consumers using their network. 

The service providers have been offering digital content 
like movies, music, games, and applications. The present day 
offerings are limited in supply from most service providers and 
are expected to grow phenomenally.  Even at the current level 
of service offerings, some service providers have to process 
multiple millions and for some large operators billions of Call 
Detail Records (CDR) or Usage Detail Records (UDR) per 
day. 

To remain competitive in the increasingly competitive 
business environment, the service providers need the capability 
to source content from multiple partners and dynamically 
create differentiating offerings using the sourced content and 
applications. They need the ability to charge for the consumed 
services in real-time and prevent misuse or unauthorized use. 
This will increase the number of accounting records required to 
be processed by multiple order of magnitude. In this scenario, 
there will be multiple billions of usage accounting records 
which needs to be processed in real-time to get maximum value 
from installed network and offered services. 

These activities require processing and analyzing high 
volume of data originating or passing through their network in 
real-time, near-real-time or in very low latency mode. 

Phenomenal subscriber growth and emergence of machine-
to-machine (M2M) communication have been leading to very 
high volume of data stream.  To derive the maximum benefit, it 
is necessary to have computing solution to process high 
volume live data stream in real-time or near-real-time. 

Section II provides an overview of the telecommunication 
reconciliation process and also the problem, which is addressed 
by the current work. Section III describes the challenges 
encountered while addressing the problem. Section IV outlines 
some of the other methods and mechanisms to analyze high 
volume of data promptly. Section V provides an overview on 
stream processing techniques in general and also certain key 
features of IBM Infosphere Streams.  Section VI outlines the 
approach adopted for the solution and Section VII describes 
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and analyses the results from the current implementation.  
Section VIII lists some of the ways to enhance the current work 
and also enumerates some other fields, where the techniques of 
this work can be utilized.  Finally, the concluding section 
reiterates the usefulness of the current work. 

II. OVERVIEW AND PROBLEM STATEMENT 

The reconciliation component of Telecommunication 
Revenue Assurance system was taken as an example for 
exploring different approaches to speed up high volume CDR 
processing. The component reconciles CDR data from Mobile 
Switching Center (MSC) and Telecommunication Billing 
System. In a mobile communication network, the MSC 
coordinates communication channels and necessary 
processesfor end-to-end connection handling, mobility 
management, routing charging and real-time account 
monitoring. The initial work has been limited to the case of 
reconciling pre-paid outgoing voice call because this use case 
will benefit most through real-time reconciliation. Service 
providers may have hybrid customers who use pre-paid and 
post-paid services on the same account. Hybrid customers have 
been excluded from this work, because their combined service 
usage can be reconciled in suitable batch modes. 

After the calls are setup between the calling party and 
called party and as the calls progress, the CDRs are generated 
in the MSC. The CDR contains several fields including identity 
of calling party and called party, call start date, call start time, 
call duration etc. The CDRs contain meta-data about the call or 
communication service usage which are useful for charging 
and other management purpose, however they do not contain 
the actual content of the call or communication.In this current 
work, since the CDRs are used for their intended purpose of 
rightful charging, the usage does not violatesubscribers’ 
privacy concern.The current work does not, in any way, 
prioritize or block subscribers’ data content in the delivery 
process. Thus, it does not raise any “Network Neutrality” (Net 
Neutrality) issues. The format of the CDRs usually differs 
among MSC equipment vendors.  The formats of theCDRs are 
also different between MSC and other downstream applications 
like Billing System and Customer Care System which process 
them. A Mediation Device receives CDRs from MSC, 
performs aggregation and correlation among relatedCDRs and 
reformats them to the format of the downstream application 
like Billing System. The MSCs, Mediation Device, and Billing 
Systems are from different vendors, and at times due to error in 
interface between them, discrepancies crop up in some CDRs 
as it passes through them. To address the problem of 
discrepancy, the CDRs need to be reconciled between MSC 
and the Billing System. Reconciliation is the process of 
comparing records from multiple sources to verify their 
accuracy. 

When the charge duration between MSC and Billing side 
for corresponding CDRs differ by more than a threshold, an 
alert needs to be generated and saved. Corresponding CDRs are 
matched by their respective values of calling party, called 
party, call date, call direction, and allowable tolerance 
threshold in call start time. 

As per current deployments in various service provider 
organizations, the reconciliation is an end-of-day processing 
where reconciliation needs to be completed in a small window 
of time during the off-peak hours, usually in the night. This 
work attempts to suggest an approach which will be able to 
support both the current deployment scenarios of batch 

processing as well as the real-time reconciliation scenarios for 
telecom service providers. 

The scenario of the problem is described with the help of 
Fig. 1. The CDRs from the MSC need pass to a few rounds of 
filter to: 

• Filter in only outgoing call CDRs 

• Filter out CDRs which comes from hybrid customer types 
based on information available from a look-up file. 

• Filter out CDRs from post paid customer types 
 
The Billing CDRs need to pass through one simple filter to 

allow only outgoing call CDRs. The MSC and Billed CDRs 
needs to be joined where calling party, called party, call date, 
call direction are same in MSC and Billed CDR and Call Start 
Time in MSC and Billed CDR are within a configurable 
tolerance threshold of a few seconds. Finally, alerts needs to be 
generated from the joined CDRs where the Charge Duration in 
matched MSC and Billing CDR differ by more than a user 
configurable threshold. 

The purpose of current reconciliation process is to capture 
and report in real-time, the CDRs between MSC and Billing 
System, which are under-charged or over-charged beyond a 
user-configurable tolerance threshold value. 

III. CHALLENGES 

In case of current work, we are required to support an end-
of-day processing with huge volume of data accumulated over 
the day and also we need to process these CDRs very fast with 
high throughput as well as real-time reconciliation.   

In case of real-time processing, the data are processed as 
they arrive with the use of suitably designed windows to 
optimally manage the flow of data streams. In case of end-of-
day batch processing, we have two accumulated data sets 
whose sizes are different.  

 

Figure 1. Reconciliation of MSC and Billed CDRs 
 

The data from the MSC have all billable CDRs whereas the 
CDRs coming from the Billing System have already gone 
through a few rounds of filtering. Thus, the number of MSC 
CDRs is more than those of Billed CDRs in any given period 
of time.  MSC CDRs need to pass through three levels of 
filtering whereas the Billing CDRs need to go through a single 
simple filter thereby taking a longer time to filter the MSC 
CDRs.  If the application starts the ingestion of MSC and 
Billing CDR at the same time, and the windows for MSC and 
Billing CDRs are not properly selected, then it may happen that 
by the time a particular MSC CDR arrives in its window after 
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passing through multiple cycles of filters, its corresponding 
Billing CDR has already been removed from the Billing 
window.  When this happen, then the related MSC and Billing 
CDRs cannot be joined. If there is a deviation in Chargeable 
Duration between those MSC and Billing CDRs, then the 
corresponding alert will not be generated. 

This necessitates synchronization of the ingestion of the 
two data sets with careful selection of the windows and achieve 
high throughput processing without any data loss due to 
windowing problems. 

IV. STATE OF THE ART 

Very large amount of data can be reduced in space using 
wave-based approximation [3]. Using this approach, queries 
can be run on stored data promptly and with reasonable 
accuracy.  Signature based methods have been applied for very 
fast processing of telecommunication data streams in fraud 
detection applications [4]. This paper utilizes the fact that 
fraudsters will have usage patterns which are different from 
regular users, captures the fraudsters’ pattern in the form of 
statistical signature, and use those for prompt comparison with 
the CDR stream.  This approach is very specifically geared 
towards fraud management applications in telecom and other 
industries. 

Arroyo solution from Telcordia can efficiently extract, 
transform and load relevant fields from CDRs stored in data 
ware house [5]. XML-based transformation rules are used to 
extract the required CDR fields for faster processing. 

There are applications outside the telecom industry which 
require real-time processing of huge volume of transaction 
records.  In capital market surveillance space, stream 
processing mechanism has been used for very low latency 
processing of high throughput transactional data [6]. 

Graph-theory-based innovations are in exploration to 
promptly answer queries on huge datasets. Graph-based, disk 
resident indexing has been devised and utilized for fast queries 
on high volume RDF data [7]. Complex queries have been 
answered using sub-graph query matching techniques on a 
cluster of computers in social network domain which can be 
applicable generically in other areas also [8]. 

The works explored in the start of art outlines various 
methods and mechanisms to analyze high volume of data 
promptly. Majority of them can provide very high throughput 
processing on stored data in offline mode.  There are also 
mechanisms for real-time processing of data streams on the fly 
[9]. Current work addresses the space where the same solution 
can be used to process high volume of data in real-time as well 
as in offline batch processing mode. 

V. OVERVIEW OF STREAM PROCESSING 

Stream processing is a relatively new computing paradigm 
which is useful for processing and analyzing high volume of 
data very fast [10].  It can be appreciated by contrasting with 
database management system (DBMS).  In DBMS, the data is 
stored and is static in nature. Queries are periodically executed 
over the data to gain insight. In contrast, stream processing has 
queries residing in the system which are known as continuous 
queries, and which execute continuously over data streams that 
are passed through the system. Input data stream can be 
potentially infinite and stream processing employs the concept 
of windowing to limit the amount of data records which need 

to be processed at any particular time. Size of a window can be 
decided by a number of criteria as specified below [11]: 

• By row count (Count-based window): For a count-based 
window with count value of N, it can accumulate a 
maximum of N tuples or records. Newly arriving tuples 
cause older tuples to be evicted if the window is already 
full. 

• By elapsed time (Time based window): For a time-based 
window with aduration of N seconds, the tuples/records 
arriving in the last N seconds are accumulated.  Tuples 
which arrived earlier than N second are evicted. 

• By delta of an attribute (Attribute Delta based 
window): In Streams, like in many other system, the data 
records are called Tuples and the columns or fields in the 
data records are called Attributes. When the difference in 
an attribute's value between the earliest tuple in the 
window and latest tuple is more than the delta threshold, 
the earliest tuple is removed and the latest tuple is added to 
the window. If an attribute-delta based window is defined 
on an attribute named CallStartTime and delta value of 
300, then earlier tuples are removed from the window, if 
their CallStartTime value differs by more than 300 
seconds. The attribute value needs to be continuously 
increasing. 

Window can be Tumbling Window or Sliding window. In 
tumbling window, after the content of the window are 
processed, its entire content is evicted. In sliding window 
oldest N records are evicted as newer N records arrive for 
processing. One tuple can be present in multiple processing 
steps in sliding window, but in tumbling window one tuple will 
be present in one processing step only. 

The IBM product, Infosphere Streams, has been used for its 
capability of big data processing and high performance 
computing [12].It can handle petabytes of data per day and can 
support traditional and non-traditional data (audio, video etc.). 
It delivers insights with microsecond latencies and supports the 
user-defined functions (custom analytics) written in languages 
like C++ or Java, which makes implementation of complex 
analytics very easy for developers. Moreover, a single instance 
of it can support multiple applications. 

InfoSphere Streams has a set of built-in stream relational 
operators which can take care of wide range of requirements. 

InfoSphere Streams provides  

– A programming model and a language (SPL) for 

defining data flow graphs consisting of datasources 

(inputs), operators, and sinks (outputs) 

– Controls for fusing operators into processing elements 

(PEs) 

– Infrastructure to support the composition of scalable 

stream processing applications from these components 

– Deployment and operation of these applications across 

distributed x86 processing nodes, when scaled-up 

processing is required 

– A visualization tool can monitor the running Streams 

applications distributed across hundreds of servers. 
The set of built-in stream relational operators of the SPL 

can take care of wide range of requirements; some of these are 
as stated below [11]: 

• Source: a Source operator is used for creating a stream 

from data flowing from an external source. This 
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operator is an edge adapter, capable of performing 

parsing and tuple creation as well as of interacting with 

external devices. 

• Sink: a Sink operator is used for converting a stream 

into a flow of tuples that can be used by components 

that are not part of an InfoSphere Streams instance. 

This operator is also an edge adapter and its main task 

consists of converting tuples into corresponding 

objects, accessible externally through the file system, 

network, or some other external device. 

• Functor: a Functor operator is used for performing 

tuple-level manipulations such as filtering, projection, 

mapping, attribute creation and transformation. 

• Aggregate: an Aggregate operator is used for grouping 

and summarization of incoming tuples. This operator 

supports a large number of grouping mechanism and 

summarization functions. 

• Join: a Join operation is used for correlating two 

streams. Streams can be paired up in several ways and 

the join predicate, for example, the expression 

determining when tuples from the two streams are 

joined can be arbitrarily complex. 

• Sort: a Sort operator is used for imposing an order on 

incoming tuples in a stream. The ordering algorithm 

can be tweaked in several ways. 

• Punctor: a Punctor operator is used for performing 

tuple-level manipulations, with the exception of 

filtering. Unlike a Functor, a Punctor can insert 

punctuations into the output stream based on a user-

supplied punctuation condition. 

• Split: a Split operator is used for splitting a stream into 

multiple output streams, based on a split condition that 

is used to determine which of the output streams a tuple 

is to be forwarded to. 
This platform can be augmented by its simple integrating 

ability with other visualization products, analytics tools or 
report-generation tools; through its broad range of stream 
adapters to consume and publish data from external sources 
such as network sockets and relational and XML database.  

This product is gaining popularity because of its high 
scalability and robustness in the run-time environment. 
Additionally it has the ability to add or remove the resources to 
or from the cluster without impacting the running applications. 

 

VI. APPROACH TO SOLUTION 

The application keeps N hours’ filtered records in the MSC 
window, where N can be configured by user and the filtered 
billing records (or tuples) are compared with the records in the 
MSC window as they arrive. To ensure that the MSC records 
are already filtered and are inside the window, a carefully 
selected small delay is introduced before the ingestion of the 
billing CDRs.  

The window size should be sufficiently large, so that it can 
hold MSC records of N hours. Count-based window cannot be 
used as it would require a-priori knowledge of the number of 
records in N hours’ CDR data, which is not available when 
records are processed in real-time as they arrive. While a time 
based window can accommodate the requirement real-time 
processing, it cannot be used in the offline batch processing 
requirement, because in batch processing mode, the record will 
arrive at the speed of disk read. So, a one hour window will 

have all CDRs, which are read in one hour’s time rather than 
all calls those were made in a particular one hour interval. 

An attribute-delta based window on the call start time can 
satisfy both real-time and batch processing requirement. Say 
for example, for a three hour processing window, records are 
accumulated in the window as long as the call start time of the 
arriving records are within N hours (3600xN seconds) of the 
oldest record’s call start time. As this method does not require 
a-priori knowledge of record number, it can be used in both 
real-time and batch processing mode. 

This means that the filtered billing CDR, as it arrives, is 
compared with all the available records in the MSC window 
and once the joining is completed, the billing record is evicted. 

As can be seen in Fig. 2, the MSC window is an attribute-
delta based sliding window which contains N hours’ CDR data. 
Each Billed CDR arrives in the Billing window and is 
compared against all the CDRs which are present in the MSC 
window at that instance of time for the purpose of joining. If 
the join predicate (joining criteria) is satisfied, the MSC and 
Billed CDRs are joined. The billing window is a count based 
window of size 1, and after the comparison is performed, the 
CDR in the billed window is evicted. 

One advantage of this approach is that all the MSC records, 
which match against a single billing record, are located 
sequentially in one place in the joined records. This situation is 
particularly useful to remove anomaly in the joined records 
which happens if more than one call is made between the same 
parties within the tolerance threshold of K seconds during 
joining. The scenario is elaborated through an example bellow. 

 

 

 

 

 

 

 

 

 

 

 

During the joining process, in this example scenario, a 
tolerance threshold of 60 seconds is allowed on the field Call 
Start Time.  This allowance is made because in many instance 
the call start time in the billing CDRs is shifted by certain 
amount from that in the corresponding MSC CDRs. 

 
If same calling and called parties are involved in more than 

one calls of different duration within the tolerance threshold of 
60 seconds, there are multiple matches for same CDRs leading 
to some false alarms. Table I shows 2 separate calls between 
the same calling party (A) and called party (B) within the 
tolerance threshold interval and call start time in the MSC and 
the corresponding Billed CDRs are shifted by certain amount. 
The MSC CDRs have among other things, the fields in column 

Figure 2. CDR joining with different sized windows 
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1, 2, 3 and 4 in Table I and the Billed CDRs have the fields in 
column 1,2, 5 and 6 in Table I 

TABLE I.  TEST RESULT 

Calling 

Party 
Called 

Party 
Call 

Start 

Time in 

MSC 

Charge 

Duration 

in MSC 

Call 

Start 

Time in 

Billing 

Charge 

Duration 

in 

Billing 
A B 37030 2 37015 2 

A B 37040 18 37025 18 

 

Table II shows the result after the MSC and Billed CDRs are 

joined based on calling party, called party and a tolerance 

threshold of 60 seconds on the “call start time” field. 

TABLE II.  TEST RESULT (AFTER JOIN) 

Calling 

Party 
Called 

Party 
Call 

Start 

Time 

in 

MSC 

Charge 

Duration 

in MSC 

Call 

Start 

Time 

in 

Billing 

Charge 

Duration 

in Billing 

De

via

tio

n  

A B 37030 2 37015 2 0 

A B 37040 18 37015 2 16 

A B 37030 2 37025 18 16 

A B 37040 18 37025 18 0 

 

In this example, 1st and 4th matches are valid match.  The 
2nd and 3rd matches are not the intended matches even though 
they satisfy the joining criteria and subsequently generate 
alarms which are false alarms. In the subsequent post 
processing step, the joined matches which cause false alarms 
are removed from the live data stream. 

 

VII. TEST RESULT & ANALYSIS 

The solution was tested on an Intel based X86 HP Server 
with 12 GB RAM and 2 Quad core CPUs. The CPU in the test 
environment was equipped with Intel(R) Xeon(R) CPU with 
2.00GHz speed and 4MB Cache size. Red Hat Enterprise 
Linux version 5.4 has been used for this work. IBM Infosphere 
Streams has been used as stream processing platform. This 
approach has been tried on 1 hour data set and 3 hour data set 
from one MSC respectively and tests were repeated 5 times for 
each case. The time taken for each case is show in Table III. 

TABLE III.  TEST RESULT (AFTER 5 TIMES REPETITION) 

Date Set Times Taken in Seconds 

10,61,421 CDRs in MSC side Median : 33 , Max : 34, Min : 33  

3,53,336 CDRs in MSC side Median : 13,  Max : 13, Min : 13  

 

The tests were repeated 5 times on two different datasets of 
different durations. As can be seen, the solution can process 
more than 30,000 CDRs per second. Anomaly or false alerts 
due to multiple calls by same parties in the tolerance threshold 
interval are taken care of through some post processing as 
detailed bellow 

The post processing after join cannot be performed by mere 
use of the Infosphere Streams built-in operator (operator called 
Functor) for following reasons: 

• The Functor operator allows history access or past record 
access only through numeric literals. Variables cannot be 
used for history access. 

• State variables cannot be used in all part of Functor 
operator. 

To overcome the problem of performing the required post 
processing using built-in operators, a user-defined operator 
(UDOP) was written using C++ interface of Stream Processing 
Language. 

For the scenario described above, all the MSC CDRs that 
are joined against the same billing CDR are present 
sequentially.  For all the joined records in the same sequence 
the calling party number, called party number, and the Billing 
CDR call start time are the same. One joined record in this 
sequence is a valid join and the other invalid joined record(s) in 
the same sequence needs to be discarded.  

For multiple joined records with same calling party 
number, called party number, call start time, the post-
processing component selects the one where the difference in 
call start timebetween MSC and Billing CDR is the minimum. 
However if the MSC CDRs has already been joined with 
another Billing CDR, then that that MSC CDR is not 
considered by post-processing module. As can be seen in Table 
III, it takes 13 seconds to process 1 hour data and 33 seconds to 
process 3 hours’ data. This happens because sufficient number 
of MSC CDRs are filtered and made available before ingestion 
of Billing CDRs in the batch processing mode. As the CDR 
volume grows, the impact of this delayed injection of billed 
CDRs is significantly minimized in the case of offline 
processing mode.  

In case of real-time processing, the MSC window does not 
need to hold N hours’ CDR data. Assuming there is a 
processing delay of maximum of t seconds between MSC 
CDRs and Billed CDRs, then MSC window of t + t2 + δ 
seconds will be sufficient for real-time processing of CDRs 
where δ is the maximum time required for processing t 
seconds’ CDRs in the stream processing platform and t2 is if 
any optional tolerance threshold is required between MSC 
CDR and corresponding Billed CDR.  The Billed CDR 
window will stay as it is i.e. a count-based window of size 1. 

VIII. FURTHER WORK 

The anomaly detection logic can be broken up and program 
flow can be updated to fix different parts of the logic to run on 
different cores of the host server. The approach is called core-
pinning. Subsequently the performance needs to be compared 
with and without core-pinning. 

For even more prompt processing, multiple host nodes can 
be placed in a cluster and thus the processing can be distributed 
across multiple hosts. Infosphere Streams allows seamless 
addition and removal of host in the computing cluster. The 
processing can be distributed across the host in different ways 
[13]: 

• Split the stream of CDR data into different sub-streams 
and process different sub-streams on different host in 
parallel. 

• Divide the application logic into components, which can 
be processed sequentially in a pipe-line fashion, and 
perform different component on different host. 

The scenario can be extended to include other type of 
services in addition to pre-paid voice call.  Other type of pre-
paid service, services used by hybrid subscribers and even the 
post-paid services can be brought under scope of near-real-time 
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reconciliation. With multiple data streams for different services 
running on InfosphereStreams computing cluster, it will be 
useful to segment and position the data streams judiciously on 
the hosts of the cluster to achieve optimum load balancing. 

The current work has been tried on a limited set of CDR 
data. This work and its proposed extension can be run on 
various CDR data streams of different durations and also on 
archived and real-time CDR streams. The process of running 
the application on different data sets and scenarios will provide 
more insight into the solution domain. 

In the deployment scenario where a huge volumes of CDRs 
needs to be reconciled in a relatively small time window, 
Hadoop Map-Reduce based approach can be considered [14]. 
Apache Hadoop is open-source and it can be implemented on 
large clusters of multiple commodity servers.  It scales linearly 
to handle huge data by adding more nodes to the cluster 
transparently. This approach is useful for scenario which 
require very high throughput, but does not need very low 
latency and is suitable for batch processing operation, whereas 
the Infosphere Streams base clustering is useful for real-time 
on the fly stream processing. 

The discussion so far in this section has focused on how the 
current work can be enhanced or extended. However the 
techniques of this work, i.e., stream-based real-time analytic 
processing, can be applied in other domains also. Low latency 
processing of CDRs or other kind of records can be re-used in 
various other kinds of applications like capacity management, 
traffic analysis, user trending, Quality of Experience (QoE) 
metric collection etc some of which are outline below: 

• Churn Management  - Monitor and correlate key attributes 
from different sources like Customer Relationship 
Management (CRM), Tariff Plan, Provisioning, 
Mediation, Billing, Network Switch to predict probability 
of churn before it occurs 

• Campaign Management - Real-time analytics to deliver 
right message to right customer segment/prospects at right 
time and in right place 

• Network Traffic Monitoring - Real-time correlation of 
traffic data with other sources like CRM, historical Usage 
Summary to set differentiating priority for traffic and 
optimize network usage for greater profitability. 

IX. CONCLUSION 

Stream processing platforms are ideally suited for real-time 
or near real-time processing. They can also be used for 
complex event processing where one or more real-time data 
streams are correlated with historical archived data and look-up 
information to arrive at actionable intelligence on the fly. 
However with careful consideration, applications can be 
developed using stream processing which can be used in both 
real-time and offline batch processing mode, just by providing 
different input parameter and without requiring any program 
logic modification. Applications like revenue assurance are 
currently done by many operators in offline batch processing 

mode, however they can greatly benefit by being done in real-
time. This dual mode application can provide a smooth 
transition path from batch processing to real-time processing 
mode. It can validate the processing logic with off line data 
before deploying it for online real-time analysis. 

During real-time analysis, if any problem is found in the 
processing logic which is found out due to some kind of new or 
unforeseen data in the field, then the application can be 
modified to correct the processing logic, and the same 
application can run in offline mode on the archived data. 
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