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ICSNC 2011

Forward

The Sixth International Conference on Systems and Networks Communications (ICSNC 2011), held on October 23-
29, 2011 in Barcelona, Spain, continued a series of events covering a broad spectrum of systems and networks
related topics.

As a multi-track event, ICSNC 2011 served as a forum for researchers from the academia and the industry,
professionals, standard developers, policy makers and practitioners to exchange ideas. The conference covered
fundamentals on wireless, high-speed, mobile and Ad hoc networks, security, policy based systems and education
systems. Topics targeted design, implementation, testing, use cases, tools, and lessons learnt for such networks
and systems

The conference had the following tracks:

• WINET: Wireless networks
• HSNET: High speed networks
• SENET: Sensor networks
• MHNET: Mobile and Ad hoc networks
• VENET: Vehicular networks
• RFID: Radio-frequency identification systems
• SESYS: Security systems
• MCSYS: Multimedia communications systems
• POSYS: Policy-based systems
• PESYS: Pervasive education system

We welcomed technical papers presenting research and practical results, position papers addressing the pros and
cons of specific proposals, such as those being discussed in the standard forums or in industry consortiums, survey
papers addressing the key problems and solutions on any of the above topics, short papers on work in progress,
and panel proposals.

We take here the opportunity to warmly thank all the members of the ICSNC 2011 technical program committee as
well as the numerous reviewers. The creation of such a broad and high quality conference program would not have
been possible without their involvement. We also kindly thank all the authors that dedicated much of their time
and efforts to contribute to the ICSNC 2011. We truly believe that thanks to all these efforts, the final conference
program consists of top quality contributions.

This event could also not have been a reality without the support of many individuals, organizations and sponsors.
We also gratefully thank the members of the ICSNC 2011 organizing committee for their help in handling the
logistics and for their work that is making this professional meeting a success. We gratefully appreciate to the
technical program committee co-chairs that contributed to identify the appropriate groups to submit
contributions.

We hope the ICSNC 2011 was a successful international forum for the exchange of ideas and results between
academia and industry and to promote further progress in networking and systems communications research.

We hope Barcelona provided a pleasant environment during the conference and everyone saved some time for
exploring this beautiful city.
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Abstract— In this contribution, we study the spectral efficiency 

performance of spread spectrum networks, where the 

networks are generalized to consider the frequency reuse 

factor and arbitrary processing gain resulting from in-cell 

interference, which adds undue penalties in the form of 

network cost. We observed that interference cost generates an 

increase in the received efficiency relative to frequency division 

multiple access (FDMA), weighted against a reduction in the 

signal requirement resulting from using the code division 

multiple access (CDMA) network. In particular, we focus on 

spectral efficiency optimization by studying realistic FDMA 

and CDMA networks operating in Nigeria. Performance 

models for both case studies are also proposed and simulated 

using observed data means as model predictors. We discovered 

that bandwidth effects of channel coding, modulation and 

spread spectrum do have impact on the spectral efficiency and 

the received power by all users under peak load conditions, 

thus necessitating the need for efficient coding and modulation 

and rate adaptation techniques as feasible solutions for 

improving channel capacity and efficiency of the scarce radio 

spectrum. 

Keywords-Frequency reuse; interference suppression; coding 

and modulation; spread spectrum; spectral efficiency. 

I.  INTRODUCTION  

The available radio spectrum for wireless data services 

and systems is extremely scarce, while the demand for these 

services is growing at a rapid pace [1]. Spectral efficiency is 

therefore of primary concern in the design of future wireless 

data communication systems. This efficiency is partly 

achieved by cellular systems that exploit power “fall-off” of 

spatially distributed signals that reuse (or share) the same 

frequency channel across the propagation environment (i.e., 

at various distances or locations). However, while frequency 

reuse provides more efficient use of the limited available 

spectrum, it also introduces unavoidable co-channel 

interference [2-7], which ultimately determines the Bit Error 

rates (BERs) available to each user. Another technique for 

increasing spectral efficiency is the use of multilevel 

quadratic amplitude modulation (M-QAM). This technique 

increases the link spectral efficiency by sending multiple 

bits per symbol [8]. However, wireless channels are 

subjected to severe propagation impairment which results in 

a serious degradation of the link carrier-to-noise ratio 

(CNR). Even if efficient fading compensation techniques 

are used, multilevel schemes will require higher power level 

than binary modulations for a specified BER. Therefore to 

keep the co-channel interference at an acceptable level, it 

becomes necessary to increase the frequency-reuse distance 

(or equivalently the cluster size), which eventually leads to a 

lower system spectral efficiency. 

Previous studies on system spectral efficiency for 

cellular systems assumed constant and equal data rate for all 

users, regardless of interference conditions and channel 

quality [3-9]. Then, spectral efficiency calculation was 

based on a criterion introduced in [10] and defined as the 

ratio of the carried traffic per cell (in Erlangs) to the product 

of the total system bandwidth and area supported by a base 

station. This criterion is not suitable for data systems, as 

Erlangs are just a measure of traffic loading rather than 

throughput intensity. A more pertinent measure of spectral 

efficiency in cellular data systems is the total throughput. 

This problem has been addressed in [9]. They show that 

there exists a tradeoff between the system and the link 

spectral efficiency, which is also confirmed in [11], who 

claim that 4-QAM is the optimum multilevel modulation for 

high-capacity cellular systems, therefore opting for higher 

modulation level will reduce the system’s spectral 

efficiency. This is essentially due to the fact that fixed 

modulation systems designed relative to the CNR produces 

better link and system spectral efficiencies. The basic 

concept of variable-rate transmission is real-time balancing 

of the link budget through adaptive variation of the symbol 

time duration, constellation size, coding rate/scheme, or any 

combination of these [12-13]. Thus, without wasting much 

power or increasing co-channel interference and sacrificing 

BER, this approach provides a much higher average spectral 

efficiency that takes advantage of the “time-varying” nature 

of wireless channel and interference conditions. Under 

favourable interference/channel conditions, the system 

could transmit at high speeds and respond to an increase in 

interference and/or channel degradation through a smooth 

reduction of their data throughput. Since buffering/delay of 

the input data may be required in this process, adaptive 

system techniques are required for applications which are to 

some extent bursty in nature and are therefore best suited for 

high-speed wireless data transmission. 

1
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II. RESEARCH BACKGROUND 

Research works on spectral efficiency has progressed 

steadily over the years. Most of the researches carried out in 

literature concentrate on analytical approaches. Abrardo, 

Benelli, Giambene and Sennati [14] consider a power 

controlled CDMA implemented by varying the transmitted 

power of mobile units such that an adequate signal-to-

interference ratio (SIR) is maintained at the receiver for 

each transmission. They focus on closed-loop power 

control, in which the estimates are formed at the base station 

(BS) receiver, and commands to adjust the transmitted 

power are sent from the BS to the mobile unit. The effect of 

closed-loop power control on system performance is 

considered in [15-17] for receivers that employ rake 

reception. They focus on a CDMA system with specified 

chip rate, but they do not address the difference in multipath 

resolution capability obtained with different chip rates. 

Bonneau, Debbah and Altman [18], Bonneau, Debbah, 

Altman and Caire [19] analyze the performance of uplink 

and downlink CDMA system respectively, with random 

spreading and multi-cell interference. They provide a useful 

framework aimed at determining the base station coverage 

for wireless flat fading channels with very dense networks. 

Considering three receiver structure, they use asymptotic 

arguments to obtain analytical expressions of the spectral 

efficiency with a simple expression that determines the 

network capacity based on few parameters. A general 

analytical framework quantifying the area spectral 

efficiency (ASE) of cellular systems with variable rate 

transmission is well treated in [20]. They derive expressions 

for the ASE as a function of the reuse distance for the best 

and worse case interference configuration and use Monte 

Carlo simulations to estimate the ASE for average 

interference conditions for partially and fully loaded cellular 

systems. Significant amount of work has been done on 

improving the spectral efficiency of wireless 

communication systems. The Enhanced Data Rates for 

GSM and TDMA/136 Evolution (EDGE) technology [21] 

provides significantly higher user bit rates and spectral 

efficiency. 

Recently, Isabona, et al. [22] have improved on the 

existing wideband CDMA (WCDMA) user capacity 

expressions in single and multi cell environments for the 

uplink, they integrate new parameters that affect the system. 

They also studied and reported the effect of multi-user 

detection and adaptive antenna gain on users’ capacity in the 

presence of loading, voice activity, sectorization, power 

control and bandwidth efficiency.  

The current work takes a practical look at second 

generation (2G) and third generation (3G) systems. For the 

sake of completeness, a study of the spectral efficiency of 

these systems is made. A performance model is then derived 

for the two network categories using a generic methodology, 

suitable for both systems and verified through computer 

simulations. The research is advantageous because it will 

inform network operators on best practices and how to deal 

with network performance issues as well as enhance 

collaboration between academics and the industries. 

III. MATERIALS AND METHOD 

In this research, we identified two classes of networks: 

the FDMA and CDMA networks, for the purpose of 

collecting empirical data. These networks were the Airtel 

Nigeria and Globacomm Nigeria. For each network case, 

the Erlang-capacity data were obtained over a period of two 

weeks and the spectral efficiency computed. The processing 

gain for each network were acquired from the field and used 

for the computation. The spectral efficiency methodology 

implemented in this paper is summarized in Fig. 1. 

 

Study environment and Network characteristics: Urban environment, omni

cells.

Assumptions: Homogenously distributed network with uniform coverage.

Basic system parameters: Carrier bandwidth, multiple access

scheme/number of time slots, bit rates, channel interference requirements, etc.

FDMA

Interference analysis (single 

user per carrier): Compute 

CINR/cell reuse

CDMA

Interference analysis (ICI and 

OCI interferers): Compute 

uplink/downlink capacity

BASIC SE MATRICS

Compute Frame Error Rate (FER), (Eb/N0), 

frequency reuse efficiency (1/(1+f)), etc.

ERLANG TRAFFIC

Compute maximum amount of 

traffic supported under present 

condition/traffic mix

COMPUTE SE

Divide the processing gain into Erlang capacity, 

or by ratio of total spectrum. 

Scenario (case 

study)/traffic mix

Reuse factor Number of voice channels/

carrier da ta  (kbps/carrier)

SE measures for particula r scenario

Voice channels/MHz/cell, Kb/s/MHz/cell

 
 

Figure 1. Spectral efficiency methodology 

IV. SYSTEM MODEL 

The efficient use of the radio frequency (RF) spectrum 

serves as a fundamental design goal for cellular radio 

network engineers. The more calls that can be supported by 

a base station at an acceptable quality, the less base stations 

that are required to support a given subscriber’s demand. 

Since there is large fixed capital costs associated with base 

stations deployment, it becomes desirable to maximize the 

number of subscribers each base station supports. The 

maximum number of users supported by each base station 

per CDMA carrier is given as [16]: 
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where 

Ws is the RF spread bandwidth 

Rb is the data rate 

00 NI

Eb

+
=γ  represents the signal-to-noise (SNR) per 

bit 

0

00

N

NI
r

+
=  is the rise above thermal 

( )fI
F

+
=

1
 is the frequency reuse efficiency 

Equation (1) applies to CDMA networks such as IS-95 that 

are non-cooperative, in the sense that they do not exploit 

interference through multi-user detection. This equation has 

historically been associated with CDMA networks when 

interference rises to a level where users cannot compensate 

for less than the desired quality of service (QoS), by 

increasing their transmit power. Such a condition establishes 

a maximum on the number of users supported for a given 

QoS objective and in theory, a pole exists in the transmit 

power required to meet the expected QoS. Equation (1) 

holds when all users at the various base stations possess the 

required ( )00/ NIEb +  needed to meet a QoS objective 

such as the mean opinion score (MOS) or a frame error rate 

(FER). This is a pole condition, since any additional user 

would create interference that could not be compensated for 

through further increase in the transmitted power. Various 

forms of (1) can be derived [16][23][24] by assuming that 

the number of interfering users in the serving cell that 

creates the in-cell interference (ICI) power is the same as 

the number of users in the other base stations that creates the 

out-of-cell interference (OCI) power. This assumption 

counts the desired signal as interference, which becomes 

significant for lower processing gains. Disregarding this 

assumption, the number of users for arbitrary processing 

gains and frequency reuse can be established. The following 

generalization considers the impact of allowing and 

prohibiting in-cell-interference in cellular systems design. 

A. Speading with In-cell Interference: A CDMA Case 

Let us consider an idealized hexagonal lattice of base 

stations where the number of users supported by each base 

station is increased uniformly throughout the network, until 

the interference-and-noise power is just at a level required to 

meet a given QoS objective. At this point, the network 

ideally blocks additional calls due to QoS considerations. 

Blocking due to resource limitation (a traditional blocking 

mechanism that applies to any cellular technology) is 

assumed here to be insignificant. A bit stream after source 

coding of Rb bits per second, expands in bandwidth due to 

modulation, with a spectral efficiency of modulation η . A 

spreading sequence of bandwidth W , increases the 

bandwidth before spreading B , by a spreading gain of: 

B

W
G =     (2) 

The positive bandwidth of a RF signal is doubled due to 

spectrum shift. Tradeoffs arising from using different 

combinations of spreading, modulation, and coding for a 

fixed bandwidth and spectrum efficiency constitute a decade 

of research [25-27]. Exploring these tradeoffs necessitate 

the consideration of not only the required SNR per bit 

( )( )00/ NIEb +  for a given QoS demand, but also the 

effect that the bandwidth expansion/contraction has on the 

average received ( )00/ NIEb +  when the number of 

users is held constant. The maximum number of users 

supported by the network is derived when all of the users 

are exactly satisfying the requirement, since the addition of 

users beyond this maximum cannot be accomplished 

without degrading the received ( )00/ NIEb +  and the 

corresponding QoS. 

The total number of users, Tn , given an available 

spectrum (or bandwidth), each base station can 

accommodate is: 

s

A

T
KW

W
n =     (3) 

where 

WA is the bandwidth available to the cellular operator. 

K is the cluster size 

The number of users per carrier can be obtained directly by 

writing the carrier-to-interference and noise power ratio 

(CINR) of each user, assuming that the interference 

realistically spreads and dispreads, as: 

( )
N

G

nfCd

G

dnC

C

NoiseOCIICI

PowerCarrier

++
−

=
++

=Γ
1

 (4) 

where 

C is the received carrier power of each user  

( )BNN 0≡  is the noise power of the dispread signal 

bandwidth  

f is the total interference from an out-of-cell user (other 

cells) normalized to the carrier power (loading factor). 

G is the spreading gain 

d is the interference reduction due to the voice duty 

cycle (voice activity factor). 

The processing gain G, defined as bs RW  can differ from 

the amount of bandwidth increase resulting from direct 

spread sequence and thus calls for the introduction of a gain 

term. So, before channel coding and modulation, 
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bR

W
G =     (5) 

After channel coding, 

b

c

R

WR
G

η
=     (6) 

where 

cR  is the coding rate 

η  is the modulation frequency 

Solving for W, we have, 

ηc

b

R

GR
W =     (7) 

Substituting W in (7) into (2) and solving for B, we arrive at 

ηc

b

R

R
B =     (8) 

Now, (4) can be represented in the form: 
( )00 NI

Eb

+
, by 

utilizing the bandwidth relationship in (7) for 

cb RBR η= (8), thus, 
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Solving for n in (9) and substituting same into (1) results in:  
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but 
f

F
+

=
1

1
, so, we rewrite equation (10) as: 

( ) 







+







−

+
=

G

Rd

rfdKWR

GW
n c

sc

A

T

η

γη

1
1

1

1
(11) 

The spectral efficiency (SE) [8][28] of a system is defined 

as: 

SE = network capacity ×  (processing gain)
-1

 b/s/Hz  (12) 

so, 
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B. Spreading Without In-cell Interference: A FDMA Case 

The following equation is a lower limit on (3) that 

considers only a single user per carrier in each base station, 

i.e., 

b

cA

s

A
T

GKR

RW

KW

W
n

2

η
==    (14) 

This is a Frequency Division Multiple Access (FDMA) 

limiting case that does not permit same channel frequency 

reuse within a base station. When BW
s

2= , the 

spreading gain is unity and the lower limit results in the 

conventional cellular FDMA, with a frequency reuse factor 

K . For non-unity spreading gains, ( )00 NIEb +  can be 

increased at the cost of a reduction in the number of users, 

supported by increase in the spreading gain. The spreading 

gain from (2), when n = 1 is 

( )
1

1
>

−
= f

r

dRr
G c

FDMA

ηγ   (15) 

Substituting (15) into (14), gives the total number of users 

supported when spread spectrum is used with FDMA and a 

frequency reuse strategy prohibiting ICI, as: 
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V. ANALYSIS OF REALISTIC CDMA AND FDMA 

SYSTEMS 

It is expected that current telecommunication 

technologies will give high system performance, i.e., the 

performance capabilities of CDMA systems should be 

higher than that of FDMA systems, because they posses the 

ability to offer high speed data transfers and 

video/multimedia communications. This also implies that 

the higher the spectral efficiency, the better the system. As 

can be seen in Fig. 2, the CDMA system under study has a 

higher spectral efficiency than the FDMA system, but the 

spectral efficiency in the CDMA system has an inconsistent 

trend compared to that of FDMA system, which inconsistent 

pattern can easily be predicted. We observed that the main 

reason behind the unstable nature of the system lies in the 

initial design concept, where more flexibility is emphasized 
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thus allowing the scheduling scheme to depend largely on 

the operator’s choice. 

The observed effect is largely due to the high 

interference/traffic and inefficient frequency reuse technique 

(in CDMA) noticed during the study period. To provide a 

coherent pattern for model prediction, we fit trend line 

equations to the average spectral efficiency plots in Fig. 3. 

The computed coefficient of determination (R
2
) for both 

networks show that in the CDMA system under study, 

spectral efficiency is not significantly influenced by the 

number of base stations, but on some other 

factors/parameters that could be optimized at the base 

stations to service the increased systems capacity. 

Specifically, optimization should include techniques that 

mitigate multi-path fading/shadowing, a major contributor 

to co-channel interference. The number of base stations 

tends to have diminutive influence on the spectral efficiency 

in the FDMA system. This is due to the fixed radio 

spectrum at each base station. The fitted trend line is also 

useful for the prediction of new empirical results. 
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Figure 2. Spectral efficiency analysis for observed FDMA 

and CDMA systems 
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Figure 3. A graph of Spectral efficiency vs. duration for 
observed FDMA and CDMA systems 

Further findings reveal that mobile operators/field 
engineers have little or no knowledge on performance 
measures and problem solving techniques. This is largely 
due to the fact that in Nigeria, most of these operators are 
updating their services from 2G to 3G technologies and as a 
result tend to carry the idea of frequency bound technology, 
which does not suffer much interference into a frequency-
reuse technology, which is interference-prone. However, 
detail interactions show that more interest seems to be placed 
on profit making and ad-hoc maintenance/services, rather 
than problem solving and service improvements. 

 

VI. SIMULATION AND DISCUSSION OF RESULTS 

Sample data from the field were used to judge the 

performance of the existing system. Simulation runs were 

carried out to evaluate the performance of both systems 

using the proposed system models. The input parameters 

and their respective values used during the simulation are 

shown in Table 1. These parameters on the average gave 

optimum performance and enabled us to report on the 

systems performance. Sample outputs were generated in the 

form of graphs using MATrixLABoratory plot commands. 

The graphs which predict the systems’ behaviour and 

important results obtained from the simulation are 

discussed. 

 

TABLE I.  SIMULATION MODELS PARAMETERS 

Parameter  Value  

SNR ( γ ) 1-10dB 

Rise above thermal (r)  3 

Frequency reuse factor (f) 0.74 

Interference reduction due to voice duty 

cycle (d) 0.58 

Radio frequency spread bandwidth 

(
sA WW = ) 

FDMA = 11.25,  

CDMA = 12.28 

Processing gain (G) FDMA = 39, CDMA = 43 

Cluster size FDMA = 1, CDMA = 3 

Modulation efficiency  2, 3 

Coding rate (
c

R ) 
0.5,  0.75 

 

The interference limited forms for FDMA and CDMA 

systems are plotted in Fig. 4 and Fig. 6 with joint coding 

and modulation modeling parameters for system 

performance improvement. The plots show that increase in 

the number of users degrades the link reliability, represented 

by the signal-to-noise ratio (SNR). The results from these 

plots also reveal that coding and modulation can be jointly 

modeled to improve the system performance. This technique 

overcomes the adverse effects of frequency selective fading 

channels and offers high spectral efficiency. Although the 

influence of higher order modulation on the spectral 

efficiency of multi inter-cell systems is similar (in 

performance) to single cell systems [29], interference 
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remains a notorious obstacle to attain wide area coverage 

and high spectral efficiency in cellular systems. In general, 

interference from adjacent cells significantly reduces the 

spectral efficiency for discrete modulation efficiency, 

calling for an increase in the constellation size to obtain a 

high spectral efficiency for low noise region. As earlier 

observed, CDMA systems are interference-limited rather 

than noise-limited. This defect however results in negative 

consequences such as: (i) inter-channel interference (ICI) 

and inter-symbol interference (ISI), (ii) BER exceeding the 

target 
0N

Eb , requiring increased signal strength and SINR, 

reduced traffic-load and/or reduced bit-rate to maintain the 

network QoS, (iii) increased transmit power due to 

neighboring users requesting more power to contend with 

the increased interference. As a result, it is important to 

maximise the network capacity by ensuring that each user 

transmits with a required minimum power such that the 

interference caused by other users within the network is 

minimised. With this the base station will have the capacity 

to accommodate more users. This results in a second-order 

effect where each base station lowers the transmit power for 

interference cancellation-enabled users, with the aim of 

mitigating noise on all mutually interfering sectors and leads 

to further reduction in the network transmit power.  

In the uplink, the spectral efficiency of the systems 

under study decreased with the number of users. This is 

primarily due to the following reasons: (i) more power is 

occupied to transmit the uplink pilot signal, (ii) more 

resource is used to maintain the minimal transmit rate for 

each user, as a result, each user suffer severe interference. 

Also, we have observed during simulation that the rise 

above thermal (r) and its outage rate are two important 

performance measures that indicate the degree of stability of 

the system. These matrices could as well be optimised to 

ensure users satisfaction in practical systems.  

Figs. 5 and 7 show the plots of spectral efficiency (SE) 

versus SNR with coding and modulation as performance 

improvement parameters for FDMA and CDMA systems 

respectively. These graphs show that as the user density 

increases, the radio resources to support them gets 

exhausted. In general, systems with higher SE provides 

more data services and support more users at a given grade 

of service (GoS) before experiencing resource exhaustion. 

The impact of this on the network performance is that, as 

the traffic load increases, the total base station transmit 

power also increases, because users require more transmit 

power from the base station to maintain stability in dense 

interference. This effect causes a major decrease in the 

coverage probability and thus degrades the network 

performance, resulting in users experiencing a greater 

number of dropped and blocked calls.  
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Figure 4. Graph of total number of users vs. SNR for 

FDMA systems  
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Figure 5. Graph of spectral efficiency vs. SNR for FDMA 

systems 
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Figure 6. Graph of Total number of users vs. SNR for 

CDMA systems 
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Figure 7. Graph of spectral efficiency vs. SNR for CDMA 

systems 

 

In addition, high-power transmitters will generally offer 

reduced capacity and network efficiency to adjacent channel 

users. This problem of power limitation usually occurs in 

urban areas, where the spectrum is likely to be more 

congested, but is much less of a problem in rural areas, that 

sparsely use the spectrum. To address this problem, 

transmitted power levels in urban environments should be 

lowered and increased in rural environments. Power can be 

reduced through the deployment of low-power transmission 

networks, such as those currently used in cities by cellular 

and PCS service providers. With more transmitters, the 

transmission capacity will increase. Power in rural areas can 

be increased by permitting even higher power levels. This 

could enable service to be provided in areas that can’t be 

economically justified at the moment. 

 

 

VII. CONCLUSION AND FUTURE WORK 

Cellular technology is a fascinating and fast growing area 

of research in the communication world, where more 

researches will be of enormous benefits, considering the 

increasing attention it has attracted globally. We have 

studied the spectral efficiency optimization in spreading 

spectrum of two different networks, the CDMA and FDMA 

network respectively. We adopted a practical approach and 

have provided best practices for network providers. Results 

obtained show that bandwidth effects of channel coding, 

modulation and spread spectrum can significantly impact on 

the spectral efficiency and the received interference of 

CDMA systems. However, the spectral efficiency of the 

system drops depending on the interference level. This fact 

and the much demanding implementation of higher order 

modulation schemes and interference cancellation 

techniques [30] should be considered during system design. 

We have discovered that in Nigeria for instance, issues of 

spectral efficiency management and enactment of the right 

policy to accommodate the growing spectrum demands in 

both private and public sectors is yet to be effectively 

addressed. This is due to the unplanned/inefficient 

deployments of some communication services, congested 

cities and poor topologies. However, the following are 

helpful hints a commission/regulatory body can adopt to 

improve spectral efficiency: (i) access improvement through 

power, time, frequency, bandwidth, and space; (ii) flexible 

use of the spectrum (i.e., unhindered users/uses permission); 

(iii) encouraging efficient spectrum use; (iv) combination of 

technically-compatible systems; (v) adjusting regulations 

inline with technological improvements. 

To create an enabling environment for future research 

work and improvements, a holistic survey of the current 

spectral efficiency performance is important, as this will 

reveal the level of inefficiency in the existing system and 

create room for a more structured approach and effective 

state-of-the-art implementation plan. This we intend to 

pursue on the acquisition of research funding.  

This contribution has enormous potentials as follows: 

• It will impact on the telecommunications industry 

and inform network operators on how to improve 

on the performance of their system 

• It presents a practical approach to spectral 

efficiency analysis 

• It will bootstrap further research and development 

in this area 

• It will establish/strengthen collaboration between 

the academia and telecom industries 

• It will advise network operators who are always 

afraid to release data to see the need for research 

partnership in order to improve their services  
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Abstract—In the present paper, a new approach for uplink 
power control is proposed. The developed method is based on 
dividing the cell into sectors and applying an evolutionary 
algorithm approach of controlling the transmitted uplink 
power. Simulation experiments are presented demonstrating 
the control of transmitted power from the active cell sectors as 
the overall neighboring cells interference is kept below a 
predefined threshold. The major advantage of this approach is 
the random power allocation over active sectors which results 
in increased throughput and fair resource management. 

Keywords-evolutionary algorithms; long term evolution (LTE); 
dynamic uplink power control  

I.  INTRODUCTION 

Over the years, Evolutionary Algorithms (EA) have 
attracted a lot of attention from different research areas 
because of their ability to solve complex optimization 
problems by imitating some aspects of natural evolution. In 
the context of biology, the evolution is considered as the 
change of one or several individual characteristics which are 
then transferred to the offspring. EA make use of different 
biological processes as reproduction, mutation, 
recombination and selection to find the optimal solution in a 
particular application. The solution candidates are considered 
as individuals belonging to a particular population while the 
environment is defined as a set of constraints to the 
optimization problem. As a rule, considerable computational 
resources are needed for EA simulation as the problem 
solution time is very sensitive to the specific model and its 
parameters. 

Basically, two groups of optimization problems are 
solved using EA. First one is formed by a variety of 
Stationary Optimization Problems (SOPs) where the problem 
is precisely defined in advance and remains fix over the time 
[1]. The second group is related to the field of dynamic 
optimization problems (DOPs) which are characterized with 
ever-changing environment [2]. Usually for SOPs the aim is 
to find quickly and precisely the optimal solution in the 
search space. However, for DOPs, where the environment is 
dynamic, in addition to the above mentioned aims an ability 
to track and adapt to the changing conditions is crucial and 
often is in conflict with the requirement for fastness and 
preciseness. 

Following the existing examples of application areas for 
EA, in the present paper, we propose an EA to solve the 
problem of uplink power control in Long Term Evolution 

(LTE) wireless mobile networks. We consider this problem 
as DOP and utilize the intrinsic ability of EA to solve such 
kind of problems. At present, several methods for uplink 
power control are practically considered.  

First one is a 3GPP specification and provides slow Open 
Loop Power Control (OLPC). The method is known as 
Fractional Power Control (FPC) that allows for full or partial 
compensation of slow path gain (path loss) and shadowing 
variations. The performance of FPC has been investigated 
intensively in [3] and [4]. The basic conclusion is that there 
is a trade-off between the overall cell throughput (overall 
spectral efficiency) and the outage cell throughput. 

Second method is named Interference Based PC (IBPC) 
[5] and [6]. It is based on Closed Loop PC (CLPC) to adjust 
the user equipment (UE) power thus improving the system 
performance both from the overall and outage cell 
throughput perspective. The basic idea is that the power 
should be controlled to compensate for the generated 
interference to the system rather than the path gain (path 
loss). The result is that each user generates the same amount 
of interference. IBPC is very promising but still keeping the 
average cell throughput of the outage cell gain is less than  
30 %.  

Other methods are also suggested in the literature based 
on combining the above ones or applying game theoretical or 
cognitive approaches [7]. 

Despite all of the above mentioned approaches, the 
problem of uplink power control is still open in the context 
of throughput gain and fair resource allocation for users in 
the central and outage cell areas. Moreover in most of the 
cases these methods are analyzed assuming static conditions 
such as fixed bandwidth, balanced loads, evenly distributed 
users in the cell, etc. This is the motivation to try the 
application of EA to solve uplink power control problem 
considered as a typical DOP.  

The reminder of the paper is organized as follows. 
Section II introduces details about some basic characteristics 
of EA. Section III presents the proposed EA for uplink 
power control (EA-UPC). The main results are presented in 
Section IV, and finally, the conclusions are summarized in 
Section V. 

II. EVOLUTIONARY ALGORITHM WITH ASSOCIATIVE 

MEMORY 

An EA can be divided into three major phases. First 
phase: a number of individuals exist in the environmental 
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plane. They interact between each other and with the 
environment. In the second phase, using a fitness function 
estimation, the most successful individuals are chosen. Their 
characteristics are combined, processed and transformed 
according to specific predefined rules. In the third phase 
(selected evolved individuals), the most successful 
individuals are taken back to the environment. This process 
of evolution is illustrated in Fig. 1. 

 

 
Figure 1.  The main phases of an EA. 

If we consider the evolutionary process from the 
perspective of one individual (G) its behavior can be 
characterized by several specific features: 

1. Random behavior in the process of finding solutions 
and nondeterministic state; 

2. Every interaction, even self-interaction, generates 
reaction which can  not always be estimated or 
measured; 

3. Each evolved individual G has found at least one 
solution as a result of the interaction; 

4. There are a finite number of individual states; 
5. There are an infinite number of interactions with the 

environment but their intensiveness is finite.  
 

An example of evolutionary process and solution finding 
is illustrated in Fig. 2 for one individual (G). In order to 
prevent information loss for the EA, it is necessary the state 
“S”, which is responsible for solution finding, to have 
access to the results from each generation “G” on the 
evolutionary path. In addition to the decision which 
available tools (filters) to be used, S generates also a set of 
possible states (T) which can be tested along the path. 
Therefore the process of solution finding evolves by 
evolving the states (T). 

The following three equations represent the main features 
of an evolutionary process and solution finding. 

 { } { }∑ ∑+= TGS  (1) 

 { } { }TGS +=)deg(  (2) 

where )deg(S is the degree of vertex S, { }G  is the 

number of tested generations and { }T  is the number of 

evolved tools.  

 )())(( fextremumTSf =  (3) 

Eq. 3 means that using a particular tool T, EA finds a 
local extremum for the environmental fitness/cost function. 
 

 
 

Figure 2.  Example of evolutionary process and solution finding. 

Usually, during the implementation of an EA, Eqs. 1 and 
2 are solved, the current solutions are temporary buffered, 
and the best are placed in an associative memory. As seen in 
Fig. 2, state S provides information or attempts to describe 
the environment using the tools of the individual. The final 
solution is random and the probability to find a better 
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individual/generation depends entirely on the ability of state 
S to deduct information from the previous generations.  

III.  UPLINK POWER CONTROL USING EA 

In order to develop an EA for uplink power control, 
formulating the optimization problem is necessary first. We 
consider an example situation as presented in Fig. 3. A LTE 
cell with base station (BS) “B” is given. The neighboring 
cells are presented by their BSs – B1, B2, B3, B4, B5, B6. 
The cell is divided into sectors. The users located in each 
sector can transmit a signal with a total power of ),( jip  and 
thus for every neighboring cell a maximum overall level of 
the interference, measured at its BS, is defined.  

 
 

 
 

Figure 3.  Cell division into sectors. 

The interference vector kV
∑

r
 is a sum of the interference 

caused by each active (transmitting at that time) sector as 
shown in Fig.4. A sector is considered as active if the 
transmitted power is above a predefined threshold. 

 

 
 

Figure 4.  Interference at BS “Bk” caused by active sectors G(4,2) and   
G(6,1). 

Having this arrangement for the cell and the interference 
vector, we formulate the optimization problem as follows. 

First, the interference measured at BS “Bk” is represented by 
kV
∑

r
. Second,                           contains the current 

generation. Third,                              represents the 
coordinates of the sectors belonging to generation        . 

The intensity of the interference can be found using Eq.4. 

 
BX

)j,i(p
E

km

m
rr −

=  (4) 

where B k

r
represents the coordinates of BS “Bk”. 

The interference vector 
k

mV
r

for the active sector with 

coordinates ),( ji transmitting a signal with power 

)j,i(pm is defined as 

 E
X

X
V

m

mk

m r

r
r

=  (5) 

Substituting E in Eq. 5 we find  

 
BX

)j,i(p
.

X
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V
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r
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−
=  (6) 

Finally, the overall interference vector for BS “Bk” is 
represented by 

 
∑=

=

=
∑

n

m

k

m

k

VVkV sum
1

)(
rr  (7) 

The objective is maximizing the throughput under the 
constraint that the interference level is below a given limit. 

Then, if a set { }X m

r
 is given, the aim is to find { }pm  for 

which Eq.8 holds, subject to the constrains presented in Eq.9: 

 ∑
= ∑

6

1

max
k

k

V
r

 (8) 

 6,5,4,3,2,1,
max

=≤
∑

kPV
kr  (9) 

As seen from Eqs. 8 and 9, during the uplink power 
control optimization process we try to increase the signal 
power of the active sectors, thus increasing the throughput, 
while keeping for each neighboring cell the interference 
below a predefined threshold (Pmax). 

To solve the uplink power control optimization problem 
we develop an EA implemented in the following steps. 

Evolution Step 1: First, let the total number sectors is “J”, 
and the number of active sectors is “N” (N<J). We choose 
one set consisting of “n” (n<N) active sectors in a random 
manner. The transmitted signal power for each of these 

)]j,i(p),j,i(X[T mmm

rr =

T m

r
)]j(b),i(a[)j,i(X mmm

rrr =
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sectors is allocated randomly. We check if the requirements 
in Eq. 8, and the constrains in Eq. 9 are fulfilled. If the check 
is positive, then the solution is considered as suboptimal and 
the current generation      is memorized. This is performed 
for a number of “I” iterations. Then we perform this 
experiment for another set of active sectors. This is done for 
all possible sets of n active sectors - R. As a result from step 
1 we have memorized a number of suboptimal solutions, 
including the sets of active sectors with their corresponding 
allocated transmitted signal power. 

Evolution Step 2: The allocated signal power found in 
step 1 of each of the “R” set of active sectors is transformed 
as follows. We increase by a random factor the transmitted 
power for all sectors belonging to the set. This goes for 
another “I” iterations. Then we check if the constrains in 
Eq.9 are fulfilled. If the check is positive then the solution is 
considered as suboptimal and it is memorized. 

Evolution Step 3: We again randomize the sector 
combinations, but this time using (n+1) active sectors. Then 
we look for combination match in the memory of sector 
indexes for each permutation of randomized combination. If 
there is one or more matches we use one of them as base for 
step 3. We chose randomly one active sector belonging to the 
set and increase its power with 1 unit. Then we check if the 
constrains in Eq.9 are fulfilled. If the check is positive then 
the solution is considered as suboptimal and it is memorized. 

The flow chart of the proposed EA for uplink power 
control (EA-UPC) is presented in Figs. 5, 6, 7 and 8. 

 

 
 

Figure 5.  EA-UPC chart diagram (EA step 1). 

 
Figure 6.  EA-UPC chart diagram (EA step 2). 

As a result from EA-UPC we build a look-up table 
consisting of different combinations of active sectors with 
their signal power. These combinations represent the 
suboptimal solutions found in the optimization process.  

Evolution Step 4: Each solution is compared to others 
using the sector coordinates and if the difference vector for 
two solutions is below a given threshold an associative link 
is created between them. This process develops an 
associative memory as shown in Fig. 9. Here, the elements 
MASS(m,n) represent the combination set of active sectors 
and STR[(m,n),(p,q)] the associative links between them. 
During uplink power control if a particular solution comes 
out not to be appropriate, because of  specific sector or cell 
throughput requirements, or some  QoS issues [8], then one 
of its associates could be used. The STR links could be also 
used for further evolutionary processing. 

Tm

r
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Figure 7.  EA-UPC chart diagram (EA step 3). 

 

 
Figure 8.  EA-UPC chart diagram (EA step 4). 

 
 

Figure 9.  Associative memory. 

IV. SIMULATION RESULTS 

As a simplified example for EA-UPC we consider the cell 
presented in Fig. 10, and assume that the number of active 
sectors is four. The cell is divided into six sectors and in the 
process of initial set up BS “B”, applying the EA a “look-up 
table” is created in which the suboptimal solutions are 
memorized. For our case of four active sectors the look up 
table is illustrated in Table 1. During the operation the BS 
locates the set of active sectors. Then using the look up table, 
the BS limits the corresponding uplink signal power level for 
each one of the active sectors. If some of the sectors needs 
power above the assigned limit, because of throughput or 
QoS requirements, then the BS can use one of the associated 
combinations. The fourth column of Table 1 represents the 
associative combinations. 

 

 

Figure 10.  A simplified example for EA-UPC UPC. 

 
To evaluate the performance of EA-UCP we simulate 

each evolutionary step during the initial set-up procedure of 
the BS. The results are presented in Fig. 11. During the 
experiments, the maximum allowed for each neighboring 
cell interference is set at an absolute value of 20. We run 150 
independent simulations of the EA-UCP and each one 
undertakes 300 iterations. The results for the overall 
neighboring cells interference are averaged over all 150 
simulations. Combinations of different active sectors are 
investigated to evaluate the influence of the sectors location 
on the performance of EA-UPC. 
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TABLE I.  LOOK-UP TABLE FOR EA-UPC 

Active sector 
combination 
MASS (m,n) 

Sector coordinates Corresponding 
power pm(i,j) 

(absolute value) 

Associate 
combinations 
STR([(..),(..)] 

1 (2,3), (1,1), (1,2), (2,2) 1, 6, 6, 1 15, 10 

2 (2,2), (2,1), (1,1), (1,2) 5, 2, 5, 1 15, 9 

3 (2,3), (1,3), (1,1), (2,1) 1, 8, 4, 1 12, 10, 9 

4 (1,3), (2,1), (1,2), (2,2) 9, 6, 1, 1 9, 12 

5 (1,2), (1,3), (1,1), (2,3) 2, 2, 1, 1 5, 14 

6 (2,1), (2,3), (2,2), (1,3) 10, 9, 2, 1 8 

7 (1,1), (1,3), (2,1), (1,2) 8, 1, 3, 1 14 

8 (2,1), (2,3), (2,2), (1,2) 10, 9, 2, 1 8, 11, 6 

9 (1,3), (2,2), (1,1), (2,1) 5, 2, 2, 1 4, 3, 2 

10 (1,3), (2,2), (1,1), (2,3) 5, 2, 2, 1 13, 3, 1 

11 (2,2), (2,1), (1,1), (2,3) 5, 2, 5, 1 11, 8 

12 (1,3), (2,1), (2,3), (1,2) 8, 8, 7, 1 13, 4, 3 

13 (2,2), (2,3), (1,3), (1,2) 2, 3, 5, 1 12, 10 

14 (1,3), (1,2), (2,2), (1,1) 7, 8, 3, 1 7, 5 

15 (2,3), (1,1), (1,2), (2,1) 1, 6, 6, 1 3, 2, 1 

 
The simulation results demonstrate that in each of the 

evolutionary steps, the EA-UPC algorithm tends to 
maximize the overall neighboring cells interference, thus 
maximizing the overall cell throughput, but at the same time 
keeping the interference below the predefined allowable 
threshold. All steps in EA show, as expected, a logarithmic 
increase in overall neighboring cell interference. While the 
algorithm goes thought steps 1, 2, and 3, the second 
derivative decreases and the graphics straighten, as the 
difference in power allocated between steps differs.  

 
Figure 11.  Combined evolutionary steps. 

It could also be seen from this simple example, that after 
the 10th suboptimal solution of the first evolutionary step, 
most probable is each following suboptimal solution to give 
very little contribution to the increase of the overall 
neighboring cells interference and thus to the throughput. 
This justifies the application of the next step of EA. The 

simulation results show, that in the third evolution step 
(Fig.11), the rise of the interference level reaches the 
maximum allowable limit. For the chosen set of sectors the 
algorithm stops to evolve, as it has reached the constraints of 
maximum interference of the absolute value of 20 for one of 
the neighboring BS stations. 

V. CONCLUSIONS 

The proposed, in this contribution, evolutionary 
algorithm can be used effectively for uplink power control in 
LTE networks. Assuming an interference limited approach to 
power control, based on the division of the cell into sectors 
and estimating, via the proposed EA algorithm, the 
maximum allowable overall interference generated for 
different combinations of active sectors, a maximum of 
average cell throughput could be achieved. The EA-UPC 
demonstrates good performance characteristics for a broad 
range of active sector combinations. Compared to the now-
existing methods for uplink power control the presented 
approach reveals several major advantages. First, EA-UPC is 
CLPC method because we keep the interference below a 
predefined maximum. Second, because of the random 
manner of power allocation for the active sectors, EA-UPC 
provides fair resource management independent of the sector 
location in the cell (central or outage zone). Besides these the 
look up table could be cell specific depending on the number 
of sectors in the cells, dimension and type of the area (rural 
or non-rural) QoS requirements and other cell parameters or 
conditions. 
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Abstract—In this paper, we propose a multiuser scheduling
scheme for traffic with diverse delay constraints in the downlink
of 3GPP UMTS/LTE. Traditional scheduling algor ithms applied
in Long Term Evolution (LTE) do not take much consideration
of var ious delay tolerances of data packets, and most of them
are on a slot-to-slot basis, which limits the ability to share
spectrum and power resources among time. This would cause
the network failing to deliver some packets or declining cer tain
requests with longer delay tolerances, thereby lower ing the
efficiency of limited spectrum resources. Our proposed scheme
schedules packets from multiple users by gather ing information
including service QoS, channel conditions and available resources
in a preset time window, whose length equals the typical delay
tolerance of multimedia data packets. The gather ing of those
information could be aided by channel/traffic estimations and
predictions. By doing so, the algor ithm achieves notably higher
effective throughput than conventional schemes, thereby boosting
spectrum efficiency. Simulation results show that our scheduling
and resource allocation strategy can achieve 200% to 400% times
of spectrum efficiency under typical system parameters.

Index Terms—delay tolerant scheduling, resource allocation,
LTE, spectrum efficiency

I. Introduction

In the next decade, rapid growth of cellular communication
service demands are expected to come. Applications with
diverse Quality of Service (QoS), including high data rates,
different real-time and interactive features, etc., will take
up most of the traffic loads in cellular networks. Thereby,
scheduling and allocation of radio resources is an area that
deserve much attention in cellular systems such as LTE, since
it is widely recognized as an element which can greatly affect
the performance and spectrum efficiency of the network.

Due to the important role of scheduler in determining the
overall system performance, there have been many studies on
LTE scheduling in open literatures. The fundamental idea of a
scheduler is to allocateeach resourceblock to theuser who can
best make use of it according to some utility, and the schedul-
ing problem is to determine the allocation of all the resource
blocksto asubset of users in order to maximizesomeobjective
function, such as network throughput. [1]-[5] proposed dif-
ferent scheduling schemes considering heterogeneous traffic,
especially their delay constraints. The delay constraints are

often transformed into various instantaneous rate constraints.
Moreover, [6] focused on energy efficiency when dealing with
delay constrained traffic. However, to the best of the authors’
knowledge, the existing studies rarely take delay tolerance of
scheduling into consideration when designing algorithmssince
they are on a slot-to-slot basis. Thereby they are ineffective in
dealing with heterogeneity/bursty of services. Our paper gives
a possible solution to this problem, trying to make better use
of spectrum resource to support various traffic by designing a
delay-tolerant scheduling method.

  We will first introduce the framework of delay tolerant
scheduling, and formulate an optimization problem to repre-
sent the scheduler. To efficiently solve the problem, we will
provide a two-stage heuristic algorithm consists of packet
selection/subchannel allocation and power allocation with low
complexity. The scheduler fully exploits the delay tolerance
and jointly processes QoS and channel quality information
within a certain period to get the optimal scheduling decision.
Simulation results will be given to demonstrate the better per-
formance with respect to spectrum efficiency. The advantage
is that our algorithm prioritize the transmissions of the right
packets, not the early packets, thereby achieves the overall
optimal effect and efficiency of resource allocation.

In this paper, we first present the system model and for-
mulate the delay tolerant sum effective rate maximization
scheduling and resource allocation problem in Section II.
This leads to a nonlinear hybrid-binary integer program. We
then use a heuristic method to solve the problem in Section
III to solve the resource allocation problem efficiently. Next
we give simulation results in Section IV that compare our
proposed delay tolerant scheduler with existing ones in terms
of throughput. Concluding remarkswill beprovided in Section
V.

II. System Model and Problem Formulation

Fig. 1 illustrates the downlink of an OFDMA single antenna
(SISO) multiuser LTE network.   A delay tolerant scheduling
server (DTSS) is attached to the eNB, and it carries out
RB scheduling and power allocation in a centralized manner
through information exchange with the eNB. Let N be the
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Fig. 1. System Architecture of Delay Tolerant Scheduling inthe Downlink
of 3GPP LTE

number of RBs andK be the number of UEs in a sector. The
CSI is sent back from each UE to the eNB through a delay-free
and error-free feedback channel, in order to let the DTSS do
adaptive RB/power allocation and select suitable UE to serve.
For the sake of analyzing spectrum efficiency, this paper does
not involve specific modulation and coding. Suppose that all
the users are pedestrians, so the factor of hand-over is not
included here since the time scale of scheduling period is
hundreds of milliseconds.

Let us consider that each UE generates data traffic in a
Poisson manner. The average arrival interval isTS TTIs. Each
TTI is a basic subchannel scheduling block, and its length is
configured due to the fast fading property of the propagation
channel, commonly 1 ms. However, for the sake of reducing
algorithm complexity, we use a larger TTI value. Here we use a
non-causal hypothesis, which gathers all the service QoS, CSI
and available resources (including RBs and power in all TTIs)
information within the scheduling period for the scheduler. Let
TD TTIs (the unit TTI to describe time will be omitted from
here on for simplicity) be the delay tolerance (or scheduling
period) of the scheduler, which starts from an arbitrary packet
transmission request. Thereby, we would get all the packet
arrival time, packet sizes, delay tolerances of each packet, CSI,
available RBs and total available power inTD. Then we do
RB scheduling and power allocation in the scheduling period
TD.

Suppose the duration of an RB isTRB, and 1TT I = NRB·TRB.
We suppose that all the RBs within a scheduling block is
allocated to a single user. This is reasonable since the channel
state does not vary much with in a TTI, and it also lowers the
complexity of the algorithm. Then we put all the RBs on the
same frequency into groups ofNRB, and the number of groups
is TD. Denote the number of RBs on the frequency dimension
NF . Thereby, the number of RB scheduling units within a
scheduling period isTD · NF . Let Ak j and S k j be the arrival
TTI index and size of thej th data packet of thek th UE (j =

1, · · · , Jk) within the scheduling period. Certain distribution
among a finite set of values forS k j is used to model dfferent
types of traffic. Also, the delay bounds of all packets is set to
be the end of the scheduling period, which is the instant atTD.
Then reshape all theAk j andS k j to be a column vector̂A and

Ŝ with elementsÂl and Ŝ l (l = 1, · · · ,
K
∑

k=1
Jk), with ascending

orders of user first and then data packets. LetBl be a binary
matrix indicating which RB groups are allocated to thel th
data packet,

Bl (m, n) = 1, (m = 1, · · · ,NF , n = 1, · · · , TD)⇔
RB at (m, n) position is allocated to packet l

(1)

with Bl(m, n) denoting to the (m, n) th value ofBl. ReshapeBl

into a column vectorbl in a column-by-column manner, i.e.
bl(mNF+n) = Bl(m, n). In a SISO system, each RB at a certain
time can only be allocated to a single UE’s single packet, in
order to avoid interference. Thereby the RB allocations arenot
overlapping, meaning that

bT
s · bt = 0 ∀s , t (2)

which is not a necessary assumption in a multiuser MIMO
system. The power allocated onto RB groupm in TTI n is
denoted byPmn. We define an effective packet transmission
as the packet is successfully transmitted with its full length
and without going over its delay limit. The design goal of
our scheduling algorithm is to maximize the throughput of
effective packet transmissions given the delay tolerance of the
scheduler and available system resources.

Let α(l) be the UE index of packetl. The achievable
transmission rate of packetl in RB groupm and TTI n can
be expressed as:

rl
mn = Bl (m, n)

[

WRB log2

(

1+
PmnHα(l) (m, n)

N0WRB

)]

(3)

whereHα(l) (m, n) denotes the channel gain for userαl in RB
groupm and TTIn, WRB denotes the bandwidth of an RB and
N0 denotes the power spectrum density of noise.

Finally, the delay tolerant scheduler can be formulated as
an sum rate maximization problem:

max
bl ,Pmn

{

L
∑

l=1
Cl

}

where Cl =



















Ŝ l, i f

(

∑

m,n
rl

mn

)

· TT I ≥ Ŝ l

0, else

(4)

s.t. bl(n) ∈ {0, 1} ∀l, n (5)

bl(mNF + n) = 0 ∀n = 1, · · · , Âl − 1, m (6)

bT
s · bt = 0 ∀s , t (7)

∑

m,n

Pmn ≤ Pmax · TD (8)

wherePmax is the total transmit power limit of the eNB. (6)
means that no RBs is allowed to be allocated to a packet
before its arrival. Clearly this is a highly non-linear hybrid-
binary integer program, for which no efficient solution exists.

16

ICSNC 2011 : The Sixth International Conference on Systems and Networks Communications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-166-3

                           28 / 259



As an NP-hard problem, exhaustive searching algorithm with
high complexity can solve the problem. In the next section, a
low-complexity allocation scheme based on heuristic methods
is proposed.

It is worth mentioning that the heterogeneity and bursty of
services is embodied through the above modeling of packet
arrival and QoS (size and delay tolerance). Specifically, with
independent arrivals, the possibility of bursty packet arrivals
is increased with the number of users. Also with different
arrival and same deadline, various levels of delay tolerance is
presented for each packet. Moreover, the difference in packet
sizes represents heterogeneity of services.

III. M aximum Effective Rate Scheduler and Resource
Allocation

We propose a heuristic scheme that achieves sub-optimal
solution to the proposed delay tolerant scheduling problem.
The scheme is divided into iterations of the following two
stages. In the first stage, the algorithm selects a packet to serve,
and the RBs are assigned to this packet under the assumption
that the eNB’s total transmission power left (initiallyPmax)
is equally distributed among every RB left in both frequency
and time dimensions, i.e.Pmn =

Pmax·TD
NF ·TD

initially. This stage
only implements RB selection and allocation. In the second
stage, power are allocated to the RBs assigned in the first step
in order to save as much transmission power as possible and
potentially lowers the number of RBs required. The allocated
RBs and power are excluded from the resource left for the
next iteration. The exit condition of the iterations is that
none of the packets can be served with the RBs and power
left. The step-by-step iterations to determine the packetsto
serve and the separation of subchannel allocation and power
allocation enable a suboptimal algorithm; however, it makes
the complexity significantly lower than the exhaustive search.

A. Throughput-oriented Packet Selection and RB Allocation

Due to the target of maximizing the sum rate of effective
packet transmissions and our assumption that each packet have
different arrival time and the same deadline, it is reasonable
to use the following criteria to select which packets shouldbe
scheduled with a higher priority:

1) For packets with the same sizes, the one with a longer
delay tolerance should be scheduled first.

2) For packets with the same delay tolerances, the one with
a smaller size should be scheduled first.

3) For any packets, the one with a smaller average rate
requirement (its size divided by its delay tolerance)
should be scheduled first.

The main idea behind these criteria is to consume as
few resources (including RBs and power) per unit of data
as possible, in order to serve more packets with the same
total resources. Firstly, due to the principle of diversity, the
possibility to have an RB with good channel quality within a
longer period of time is higher. Therefore, the packet with a
longer delay tolerance may consume less resources, making it
a favorable choice. Also, within the same period, the packet

TABLE I
Packet Selection/RB Allocation of Delay Tolerant Scheduler

0. Preliminary Process (only execute once at the beginning of a
scheduling period):

Calculate the average rate requirements for every packet,Rl =
Ŝ l

TD−(Âl−1) .

Setbl(mNF + n) = 0 ∀m, n, l. P0 = Pmax · TD.

Create an empty queuesQ1, storing the indexes of packets selected to
serve.

1. Initialization:

a) LetΦ be the set of the index of packets left un-selected,ΘRB be
the set of the index of RBs left un-allocated, andP0 the power left
un-allocated.

b) Do a sorting ofRl (l ∈ Φ) in ascending order, and store the index
of the results in a queueQ.

c) SetPmn =
P0
‖ΘRB‖

. Ĉl = Ŝ l (l ∈ Φ).

2. Packet Selection and RB allocation:

a) Select a packetl1 with the smallestRl from Q. Excludel1 from Q.
Create an empty queueQS to store the indexes of RBs that will be
allocated to packetl1.

b) Do a sorting of Hα(l1) (m, n)
(

u = mNF + n ∈ ΘRB, n ≥ Âl1

)

in
descending order, and store the index of the resultsu in a queueQH .

c) Select an RB whose index isu0 = m0NF + n0 with the
largest Hα(l1) (m, n) value. This is equivalent to findingu =

arg maxu∈ΘRB rl1
mn

(

n ≥ Âl1

)

. Excludeu0 from ΘRB. Add u0 to QS .

d) Allocate RBu0 to packetl1, and calculate the unserved data size,
Ĉl1 = Ĉl1 − rl1

m0n0
· TT I.

e) If Ĉl1 ≤ 0, exclude packetl1 from Φ and add it toQ1, exclude all
elements inQS from ΘRB, mark the corresponding elements ofbl1 to
1, and finish allocation. Go to power allocation.

f) If Ĉl1 > 0 andQH is not empty, go to step c).

g) If Ĉl1 > 0 and QH is empty, which means that this packet cannot
be served with the resource left, exclude packetl1 from Φ, and go to
step a).

with a larger size generally requires more RBs or power.
However, the possibility to have more RBs with better channel
quality is less for a fixed user. This also leads to a smaller
efficiency of resource utilization. Hence, the packet with a
smaller size is favorable among the ones with the same delay
tolerance. Last but not least, the third criterion is a combination
of the first two.

We propose a throughput-oriented packet selection and RB
allocation scheme in Table I, based on the criteria above. First,
we calculate the average rate requirements of all the packets.
Then we select the packet with the lowest rate requirements,
l1, as a candidate to be scheduled in this scheduling period.
Among all the RBs that are valid to be allocated tol1 (meaning
that they are not allocated to other packets, and their time
index has to be larger or the same asÂl1), the ones with better
channel quality regarding UEα(l1) are allocated tol1 one by
one. Once the total data size provided by the allocated RBs
exceedĈl1, l1 is successfully scheduled, and the algorithm
goes to the next stage of power allocation. The elements of the
indicator vectorbl1 are also marked to 1 correspondingly, and
the allocated RBs from the set of available RBs are excluded
for further scheduling. If all the RBs are allocated tol1 and
the total data size still cannot exceedĈl1, then l1 cannot be
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served. This will lead to another packet selection with the next
lowest rate requirements.

B. Resource Efficient-oriented Power Allocation

After packetl1 is selected in the first stage, we can further
optimize the consumption of transmit power and number of
RBs. In the RB allocation process, equal power allocation is
assumed. Now we use an inverse-waterfilling (IWF) method
to minimizing power subject to a rate constraint (meaning that
the packet needs to be delivered at its full size), which is a
dual problem of conventional waterfilling [6].

Suppose the indexes inQS is ui = miNF + ni (i = 1, · · · , d),
whered is the number of allocated RBs. The IWF method can
be formulated as an convex optimization problem:

min
r

l1
u1
,··· ,r

l1
ud

d
∑

i=1
Pui

where Pui = N0WRB ·
2

(

r
l1
ui

/

WRB

)

−1
Hα(l1)(mi ,ni)

(9)

s.t.

















d
∑

i=1

rl1
ui

















· TT I = Ŝ l1 (10)

rl1
ui
≥ 0 ∀i = 1, · · · , d (11)

whererl1
ui
= rl1

mini
is the achievable rate on RBu andPui is the

power allocated on RBu. After the optimalrui is solved,Pui

can be simply calculated. This problem can be easily solved
using the Lagrangian method:

rl1
ui
= WRB ·

〈

log2

(

Hα(l1)(mi, ni)

Hth

)〉∞

0

(12)

whereHth is the water level and the solution to

d
∑

i=1

〈

log2

(

Hα(l1)(mi, ni)

Hth

)〉∞

0

=
Ŝ l1

WRB · TT I
(13)

We can see that an RB is utilized only if a positive energy is
scheduled on it, i.e.,rl1

ui
≥ 0 or equivalentlyHα(l1)(mi, ni) > Hth.

Then we calculate the total energy consumed, and subtract
it from P0, the total energy left for the other un-scheduled
packets. For allui that rui ≤ 0, meaning that these RBs are
not needed for transmitting packetl1 and thereby can be re-
allocated to other packets, add them back toΘRB. It is obvious
that this power allocation step not only optimizes the power
consumption for the packet transmission, but also potentially
saves some spectrum resource blocks for further schedulingof
more packets.

C. Brief Summary and Performance Metric of Delay Tolerant
Scheduling

Combing the above two stages, we summarize the solution
to the delay tolerant scheduling problem in Table II. After
the scheduling is done for as many packets as possible, the
maximized sum data size served is

∑

l∈Q1

Ŝ l1. It is easy to see

that the complexity of the above method is much lower than
exhaustive search.

TABLE II
Solution to Delay Tolerant Scheduling

While Φ is not empty, whereΦ is the set of the index of packets left
un-selected:

1) Follow the process in Table I, select a packetl1 to serve, and
allocates RBs inQS to l1.

2) Do power allocation among RBs inQS by solving the convex
optimization problem in (9); go back to step 1).

IV. Simulation Results and Performance Analysis

In order to compare the proposed scheduling scheme with
existing ones, we use a standard compliant LTE system
level simulator [7] that is publicly available, based on which
necessary modules are further developed.

The simulation parameters are summarized in Table III.
We use a microscale fading channel model with channel gain
constant during a 20ms TTI and independent among all TTIs.
Due to the delay-free and error-free CSI feedback assumption,
the DTSS gets the CSI information before transmissions. The
packets have sizes and delay properties as typical multime-
dia traffic (including audio, video streaming, etc.), and the
scheduling period is set to be 10 or 20 TTIs. The delay
tolerance of packets span from 1 TTI (20ms) to 20 TTIs
(400ms), which corresponds to the QoS demands of most
typical services. All the packets can be viewed as non-realtime
(NRT) service requests, which have average rate constraints
within their own valid periods. Thereby, the heterogeneityof
services are embodied through the difference of packet sizes
and delay tolerances.

First, we consider the case with a fixed number of five
users and compare the performance of different schedulers.
Fig. 2 shows the sum throughput of all the users versus their
average signal-to-noise ratio (SNR) when applying different
schedulers. Our proposed DTS with scheduling period (delay
tolerance) of 10 and 20 TTIs are shown with three typical
scheduling algorithms, including Round Robin (RR), MaxMin
(MM) and Proportional Fair (PF) scheduling. A best effort
(BE) upper bound, which is the capacity limit of five users
with all full buffer Best Effort (BE) traffic without considering
packet arrivals and delay constraints, is simulated and shown
for comparison.

It is shown that DTS can achieve up to 2 to 4 times of
throughput than existing schedulers at normally used common
SNR region (0 to 10 dB). The throughput gain is larger
for lower SNR values and diminishes gradually as the SNR
increases. This gain is achieved since under low SNR, existing
schedulers may not successfully serve packets at its full size
or accept certain requests, due to both the tighter constraints
of frequency and power resources within a shorter period and
lack of utilization of QoS and CSI to make proper scheduling
decisions. On the other hand, DTS is able to jointly utilize the
resources within a longer period and optimize the schedul-
ing decisions, by collecting the QoS and CSI information
within the delay tolerance, thereby achieving more successful
transmissions of packets and higher throughput. Other than
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TABLE III
Simulation Parameters

Parameter Value

System Bandwidth 1.4MHz

Number of subcarriers 72

Number of RBs N 12

Number of user K 5 per sector

Packet Arrival Interval (Poisson) 1 TTI

Channel Model ITU-T PedB [10]

eNodeB Settings distance 500m, tx power 20W

Large-Scale Fading 3GPP TS25.814

Shadowing R9-Claussen, 10dB variance
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Fig. 2. Sum Throughput versus SNR with different schedulers

a first-in-first-out manner, DTS prioritize the transmissions
of the right packets, not simply the early packets. With a
higher throughput, the spectrum efficiency is also times higher.
Moreover, by increasing delay tolerance, the throughput of
DTS is further boosted and thereby the gap between it and
the BE upper bound decreases.

Then, we show the benefits of multiuser diversity in the
scheduling process. Fig. 3 shows the sum throughput of
different schedulers versus different number of users under
a fixed average SNR of 10dB. It is shown that as the number
of users increases in the same cell, the throughput gradually
increases. This is due to the effect of multiuser diversity.
Similar application of this concept can be found in [8]. Also,
we can observe that the increasing rate of throughput of DTS
is larger than the ones of other schedulers. The reason is that
our algorithm can better collaborate multiuser diversity with
frequency and time diversity of channel fading.

V. Conclusions

In this paper, we proposed a delay tolerant scheduling
scheme for real-time traffic of multiple users in an OFDMA-
based LTE downlink network. We introduced the framework
of delay tolerant scheduling, and formulate the target of
maximizing spectrum utilization in supporting heterogenous
traffic as an optimization problem. To efficiently solve the
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Fig. 3. Sum Throughput versus number of UEs with different schedulers

problem, a two-stage heuristic algorithm consists of packet
selection/subchannel allocation and power allocation with fair
complexity is given. This algorithm embodies the essence of
DTS, which is to utilize all the spectrum and power resources
onto the most proper packets. This is done by exploiting the
delay tolerance of the scheduler and jointly processing QoS
and channel state information within a longer period to get
the optimal scheduling decision. Simulation results show that
our scheduler outperforms existing algorithms with respect to
system throughput and spectrum efficiency.
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Abstract—A Self-Adaptive Network Coding TCP protocol is 

proposed for dynamical adaptation of the redundancy factor in the 

network, including the case of a wireless network. It trims packet 

loss effectively via redundant packets of network coding. It also 

adapts certain traffic information, to be stored in the header of TCP 

or ACK packets, thus enables the sender to dynamically adjust the 

redundancy factor of the network. Simulation of traffic fluctuation 

in the real network shows better utilization of communication 

channels and better throughput by the proposed protocol than TCP-

Vegas as well as NC-TCP. 

Keywords-network coding; packet loss; TCP 

I. INTRODUCTION  

Network coding is a technique where, instead of simply 
forwarding the packets the nodes receive, they will combine 
several packets together for transmission in order to be used for 
attain the maximum possible information flow in a network. It 
has emerged as an important potential approach to the 
operation of communication network, including the case of a 
wireless network where network coding can trim losses 
effectively. The major advantage of network coding is masking 
packet loss by mixing data across time and across flows [1-3]. 
In lossy networks, network coding can mask the packet loss via 
redundant packets, thus decrease the delay caused by the 
timeout and to raise the utilization of the channels. However, 
we still seem far from seeing widespread implementation of 
network coding across network. Since network coding can 
bring benefits in terms of throughput and robustness [4,5], how 
to put it into practice in real communication network is the 
main problem that needs to be solved. To do so, firstly, we 
need to plant network coding into TCP properly with minor 
changes to the protocol stack, thereby allowing incremental 
development. We therefore see a need to find a sliding-window 
approach as similar as possible to TCP for network coding that 
makes use of acknowledgments for flow and congestion 
control [6]. Such an approach would necessarily differ from the 
generation-based approach more commonly considered for 
network coding [7, 8]. Secondly, we need to solve the delay of 

encoding and decoding caused by network coding, which can 
do harm to the performance of networks. 

TCP-NC protocol was presented in 2008 [9] which 

successfully implemented the network coding into TCP with 

minor changes to the protocol stack. The key idea was adding a 

network coding layer between transport layer and IP layer to 

masks packet losses from congestion algorithm. In fact, 

masking losses from TCP was considered earlier by using link 

layer retransmission [10]. Yet it has been noted in [11] and [12] 

that the interaction between link layer retransmission and TCP 

retransmission is complicated and the performance may suffer 

due to independent retransmission protocols at different layers. 

TCP-NC modifies the ACK echo system, and brings in a new 

notion “see packets”. The biggest difference compared to the 

original mechanism is that under network coding the receiver 

does not obtain original packets of the message, but linear 

combinations that are then decoded to get the original message 

once enough such combinations have arrived. The “see packets” 

notion can perfectly adapt to these changes, and before explain 

the notion, they introduce a definition that will be useful 

throughout the paper [3]. In NC-TCP, packets are treated as 

vectors over a finite field F𝑞  of size q. All the discussion here is 

with respect to a single source that generates a stream of 

packets. The k
th
 packet that the source generates is said to have 

an index k and is denoted as pk. As a result, a node is said to 

have seen a packet pk if it has enough information to compute a 

linear combination of the form (pk + q), where q =  𝛼𝑙𝐩𝑙𝑙>𝑘  , 

with αl ∈ F𝑞  for all l > k. Thus, q is a linear combination 

involving packets with indices larger than k. To conclude, there 

are two main differences in our scheme. First, whenever the 

source is allowed to transmit, it sends a random linear 

combination of all packets in the congestion window. Second, 

the receiver acknowledges every sequence number of seen 

packet. Additionally it brings in a redundancy factor R, which 

is used for masking the packet loss. For example, if the loss 

rate is about 10%, then the optimal R equals to 1/ (1-

10%) ≈ 1.11, this means the sender will send one more 

redundant packet every ten packets NC-TCP achieves a goal, 
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that is, planting network coding into TCP properly. In some 

communication networks, where the loss rate is roughly 

constant, via setting the redundancy factor R to an optimal 

number, a better throughput can got compared to the original 

TCP. 

TCP-DNC protocol is presented in 2009 [13], which 

focuses on reducing the decoding delay and redundancy by 

adding some information in packet‟s header. It inherits the 

coding approach and “see packets” notion presented by the 

NC-TCP scheme [9]. In the receiver, the TCP-DNC brings in a 

new factor “loss”, which indicates how many combinations the 

sender needs to retransmit enable the receiver decode all the 

combinations it has received. The “loss” factor will be sent 

back to the sender, and the sender uses this factor to decide 

how many redundant packets should be sent and how many 

original packets should be coded. By doing this, this new 

scheme can avoid the retransmission of the useless redundant 

packets, and due to sending redundancy packets coded by the 

appropriate number of original packets, it significantly reduces 

the decoding delay and improves the performance of the 

networks.   
We propose a new scheme named SANC-TCP protocol, 

which mainly optimizes the scheme based on NC-TCP. To be 
concrete, in NC-TCP, the redundancy factor R is constant, we 
need to know the loss rate of the network circumstance, and set 
R to the optimal number. However, when the system is under 
lossy networks, especially wireless network where the loss rate 
is not constant, the constant redundancy factor R may cause 
problems, either sending bunches of useless redundancy 
packets or being not able to mask the packets loss. Both will 
impair the performance of the network. As a result, we need to 
find a scheme to adjust R adaptively to the real system, aiming 
to better the utility of the networks and decrease the 
retransmission of the useless redundant packets. Our new 
scheme, SANC-TCP, adds some feedback information in the 
ACK header, to indicate the current network state, thus enable 
the sender to dynamically change the R according to the real 
system. 

In Section I, we get an overview of the NC-TCP scheme, 
and describe the basic theory for background; In Section Ⅱ, 
we introduce the arithmetic of the Active-R NC-TCP Protocol; 
In Section Ⅲ, we prove the fairness of our new scheme 
compared to the old one; In Section Ⅳ, we demonstrate the 
effectiveness of the new protocol, and show its advantage over 
the old others. Finally, in Section Ⅴ, we make a succinct 
conclusion of the whole article. 

II. SELF-ADAPTIVE NC-TCP PROTOCOL 

In this section, we will describe the basic ideas of the 
SANC-TCP protocol and the arithmetic for dynamically 
adjusting the redundancy factor R. 

The SANC-TCP aims to better the utilization of channels 
by dynamically adjusting the redundancy factor R in unknown 
lossy networks. To fulfill this target, we make some minor 
changes to the original protocol stack via adding two variables 
to the ACK header, i.e., loss and echo_pktID. At the receiver, 

the difference which is indicated by loss between the largest 
packet index in the coefficient vector and the number of seen 
packets implies the number of packets the sender needs to 
retransmit. Another variable echo_pktID indicates the packet 
ID of which packet generates this ACK. At the sender, once it 
receives a new ACK, it checks the echo_pktID. When 
echo_pktID = 10 or echo_pktID > 10 for the first time, it starts 
to adjust the R. First, the sender picks up the variable loss from 
the header of ACK, then figures out the value of diff_loss_new, 
that is, diff_loss_new = loss – loss_old, where diff_loss_new 
indicates the effect of the redundant packets that sended in the 
latest turn. The new R = 1 + (diff_loss_new/10)*2 + 
diff_loss_old/10 , and the original diff_loss_old = 0. The 
current variables echo_pktID, diff_loss_new, loss and R, that is 
W = echo_pktID, diff_loss_old = diff_loss_new, loss_old = loss, 
R_old = R is also recorded; For example, if the sender receives 
a new ACK, and the echo_pktID in the ACK equals to 10, then 
the sender decides to adjust the R. Suppose one packet lose 
among the first ten packets, then the loss_new = 1. Meanwhile, 
the loss_old = 0 originally. So, the new redundancy factor R = 
1 + (1/10)*2 + 0 = 1 + 0.1*2 + 0 = 1.2. After this, the sender 
keeps checking echo_pktID from every new ACK. When 
echo_pktID = W + 10*R, or echo_pktID > W + 10*R for the 
first time, adjust the R. At this time, R = R_old + 
(diff_loss_new/10)*2 + diff_loss_old/10. Record the current 
variables echo_pktID, diff_loss_new, loss and R, that is W = e 
echo_pktID, diff_loss_old = diff_loss_new, loss_old = loss, 
R_old = R. If the result of R is smaller than 1, set the R to 1. 
For example, if the previous echo_pktID = 200, R = 1.1, and 
the sender did not receive ACK which contain echo_pktID = 
211 or echo_pktID = 212. Then, when it receives the ACK 
whose echo_pktID = 213, the sender starts to adjust the R. At 
the receiver when this ACK is generated, if loss_new = 20, 
loss_old = 19, then diff_loss = 20 – 19 = 1; This time, at the 
sender, if diff_loss_old = 1, then R = 1.1 + (1/10)*2 + 1/10 = 
1.4.  

To make it clear, we independently describe the actions 
which are taken on the sender and receiver side. Provided we 
have introduced a network coding layer between the transport 
layer and the IP layer. 

(1) Receiver side: The receiver side algorithm has to 
respond to two types of events – the arrival of a packet 
from the sender, and the arrival of ACKs from the TCP 
sink. 

1. Wait state: If any of the following events occurs, 
respond as follows; else wait. 

2. ACK arrives from TCP sink: If the ACK is a control 
packet for connection management, deliver it to the IP 
layer and return to the wait state; else, ignore the ACK. 

3. Packet arrives from the sender side: 

a) Remove the network coding header and retrieve the 
coding vector. 

b) Add the coding vector as a new row to the existing 
coding coefficient matrix, and perform Gaussian 
elimination to update the set of seen packets. 
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c) Add the payload to the decoding buffer. Perform the 
operations corresponding to the Gaussian 
elimination, on the buffer contents. If any packet 
gets decoded in the process, deliver it to the TCP 
sink and remove it from the buffer. 

d) Count the variable loss which equals to the 
difference between the largest packet index in the 
coefficient vector and the number of seen packets; 
Pick up the value of pktID from the received 
packet‟s header, record it to echo_pktID. 

e) Generate a new ACK with sequence number equals 
to that of the oldest unseen packets and add two 
variables loss and echo_pktID to the ACK header. 

(2) Sender side: On the sender side, the algorithm again has 
to respond to two types of events – the arrival of a packet from 
the sender TCP, and the arrival of an ACK from the receiver 
via IP. 

1.  Set NUM to 0; 

2.  Wait state: If any of the following events occurs, 
respond as follows; else wait. 

3.  Packet arrives from TCP sender: 

   a) If the packet is a control packet used for connection 
management, deliver it to the IP layer and return to 
wait state. 

   b) If packet is not already in the coding window, add it to 
the coding window. 

   c) Set NUM = NUM + R. (R = redundancy factor) 

   d) Repeat the following  NUM NUM] times: 

i) Generate a random linear combination of the 
packets in the coding window. 

ii) Add the network coding header specifying the set 
of packets in the coding window and the 
coefficients used for the random linear 
combination. Add the variable pktID to the 
network coding header. 

iii) Deliver the packet to the IP layer. 

   e) Set NUM:= fraction part of NUM. 

   f) Return to the wait state. 

4.  ACK arrives from receiver: 

a) Pick up the variable echo_pktID, to judge if it is time to 
adjust the value of R. 

i) If echo_pktID = W + 10*R_old or echo_pktID > W 
+ 10*R_old for the first time, start to reset the 
value of R.  

Ⅰ) Extravagate the value of loss from the ACK 
header, diff_loss_new = loss – loss_old;  

Ⅱ) Then R_new = R_old + 2*(diff_loss_new/10) + 
diff_loss_old/10. 

Ⅲ) Record variables, such as, R_old = R_new; 
diff_loss_old = diff_loss_new; loss_old = loss; 
W = W + 10*R_new.  

ii) else doing nothing and move to state b). 

b) Remove the ACKed packet from the coding buffer and 
hand over the ACK to the TCP sender. 

Following the approach above, the sender adjusts the 
redundancy factor R from time to time, thus to dynamically 
change the R according to the real system. The algorithm to 
adjust the redundancy factor R in the sender is showed in 
Figure 1. 

Start

Pick up 

echo_pktID

If echo_pktID == 

W + 10*R_old
If echo_pktID > W + 

10*R_old

If echo_pktID > W + 

10*R_old for the first 

time

Finish

figure out 

diff_loss_new

Refresh R

Record 

R_old,diff_loss_
old,loss_old and 

W

Yes

Yes

Yes

No No

No

Figure 1. The algorithm to adjust the redundancy factor R in the sender 

III. FAIRNESS OF THE NEW PROTOCOL 

We use the network simulator-2 [14] to access the 
performance of different protocols in network. The topology 
for all the simulations is a tandem network consisting of 8 hops 
(hence 9 nodes), shown in Figure 2. 

In this system, there are two flows generated by two FTP 
applications. One is from node 0 to node 7, and the other is 
from node 1 to node 8. They will compete for the intermediate 
channels and nodes. All the channels have a bandwidth of 1 
Mbps, and a propagation delay of 10ms. The buffer size on the 
channel is set to 200. The TCP receive window size is set to 40 

22

ICSNC 2011 : The Sixth International Conference on Systems and Networks Communications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-166-3

                           34 / 259



packets, and the packet size is 1000 bytes. The Vegas 

parameters are chosen to be α =28, β = 30, γ =2.  

  
Figure 2. A tandem network consisting of 8 hops 

 

By fairness, we mean that if two or more similar flows 
compete for the same channel, they must receive an 
approximately equal share of the channel bandwidth. In 
addition, this must not depend on the order in which the flows 
join in the network. It is well known that depending on the 

value chosen for α  and β , TCP-Vegas could be unfair to an 

existing connection when a new connection enters the 
bottleneck link. In our simulation, we first choose a certain 

value of α  and β  (in this case, α =28, β =30) that allows fair 

sharing of bandwidth when two TCP-Vegas flows without our 

modification. Then, we choose the same value of α  and β , 

and figure out the fairness characteristic under three different 
situations: 

Situation 1: a TCP-Vegas flow competes with an SANC-

TCP flow. 

Situation 2: an SANC-TCP flow competes with another 

SANC-TCP flow. 
Situation 3: five SANC-TCP flows compete with each 

other. 

In Situation 1, the loss rate is set to 0%, and the SANC-
TCP flow starts at 0.5s while TCP-Vegas flow is 200s later. 
The SANC-TCP flow ends at 800.5s, while TCP-Vegas flow 
ends at 1000.5s. The system is simulated for 1100s. The 
current throughput is calculated at intervals of 2.5s. The 
evolution of the two flows‟ throughput over time is shown in 
Figure 3 which indicates, when TCP-Vegas flow joins in the 
channel, it quickly shares an equal amount of bandwidth of the 
channel with the previous SANC-TCP flows, thus proving the 
fairness of new SANC-TCP. 

In Situation 2, the loss rate is set to 0%, and one of the 
SANC-TCP flows start at 0.5s while the other one is 300s later, 
and they both end at 1000.5s. The system is simulated for 
1100s. The current throughput is calculated at intervals of 2.5s. 
The evolution of the two flows‟ throughput over time is shown 
in Figure 4 which is similar to Figure 3. The latter flow quickly 
shares an equal amount of bandwidth of the channel with the 
former one after it joins in the system. This also demonstrates 
that the fairness of SANC-TCP. 

In Situation 3, five different SANC-TCP flows start 
independently at 0.5s, 100.5s, 200.5s, 300.5s, 400.5s. 
According to the result showed in Figure 5, when each flow 
comes into the channel, they quickly share equal amount of the 
channel‟s bandwidth compared to others, and thus, it proves 
that the SANC-TCP is strictly fair. 

IV. EFFECTIVENESS OF THE NEW PROTOCOL 

Backed-up by the simulation, we now try to prove that our 

new protocol SANC-TCP has a better throughput rate and 

utilization of the channels under unknown lossy channels, 

compared to NC-TCP. In part A, we compare the throughput 

rate and the utility of three different protocols TCP-Vegas, 

NC-TCP, SANC-TCP under the same lossy channels, with 

different loss rate every measured time. For the NC-TCP, we 

set the redundancy factor at the optimum value corresponding 

to each loss rate. In part B, we set the redundancy factor to a 

constant number 1.11. The loss rate of the channels is varied 

from 10% to 45%. We will compare the throughput rate and 

the utilization of the channels between NC-TCP flow and 

SANC-TCP flow. Finally, in part C, we consider a situation 

called bursty loss situation, where there will be a sudden large 

loss rate for a short time in the system. We compare the 

performance of three different protocol flows under bursty 

loss situation. 

Fairness 

The topology setup is identical to that used in the fairness 

simulation, except that now we only use one FTP flow, which 

is from node 0 to node 7. We set the same loss rate on the 

channels between node 2 and node 6. For example, if we set 

loss rate to 0.1 on every channels between node 2 and node 6, 

we get the total loss rate 1 − (1 − 0.1)4  = 0.3439. When 

simulation starts, the FTP0 flow starts at 0.5s, and the 

intermediate channels start to lose packet in a certain rate at 

0.6s. The simulation time is set to 1000s. 

 
Figure 3. A TCP-Vegas flow compete with an SANC-TCP flow 
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Figure 4. an SANC-TCP flow compete with another SANC-TCP flow 

 

 
Figure 5. Five SANC-TCP flows compete with each other 

 

Simulation results are shown in Figure 6. The X-axis 
represents the various loss rate, and the Y-axis represents the 
throughput rate corresponding to different loss rate. As we set 
the link capacity to 1 Mbps, the Y-axis can also represents the 
utilization of the channels. The blue line is referred to TCP-
Vegas, the green line is referred to NC-TCP and the red is to 
SANC-TCP. To emphasize, under every different loss rate, the 
redundancy factor R is set to the optimal value. For example, if 
the loss rate is 20%, then the R is set to be 1 / (1-0.2) = 1.25. 
Figure 5 shows that, when the loss rate is 0%, the throughput of 
all three protocols almost reaches the optimal value 1Mbps. 
However, as the loss rate becomes larger, the throughput of 
TCP-Vegas descends drastically, while both NC-TCP and 
SANC-TCP are close to the theoretical value of maximum 
utilization of channels. For example, theoretical value of 
maximum utility of channels is 1Mbps * ( 1 – 20%) = 0.8Mbps 
when loss rate is set to 20%, as we can see NC-TCP and 
SANC-TCP are both close to it from Figure 6. 

 
Figure 6. The throughputs of three different flows 

 

 
Figure 7. The throughputs of TCP-NC flow and SANC-TCP flow 

 

Effectiveness 

In order to compare the throughput and utilization of the 

channel between NC-TCP flow and SANC-TCP flow under 

various loss rate, we set the R to 1.11 in NC-TCP flow case, 

while the other parameters of simulation environment are 

totally the same.  

As is shown in Figure 7, The X-axis represents the 

different loss rate which is varied from 10% to 45%, and the 

Y-axis represents the throughput rate corresponding to 

different loss rate which can also be understood as utilization 

of the channel. The green line is referred to NC-TCP flow and 

the red one is to SANC-TCP flow. When the loss rate is 10%, 

NC-TCP flow requires high throughput with R equals to 1.11 

as the optimal value and approximates SANC-TCP flow. 

However, as the loss rate becomes larger, the throughput of 

NC-TCP case descends drastically because it cannot mask the 

packet loss with the R value sticking to 1.11. Adversely, the 

throughput of SANC-TCP flow is close to theoretical value 

under every loss rate. For example, the theoretical value of 

maximum utility of the channel is 1Mbps * (1 – 30%) = 
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Figure 8. Bursty loss situations 

 

0.7Mbps when loss rate is set to 30%, and the SANC-TCP 

flow is close to it. In addition, given R equals to 1.11, lots of  

packets will be sent unnecessarily which leads to low 

performance if there are more than one flow in the network 

when the loss rate is smaller than 10%. SANC-TCP adjusts R 

to the practical condition and maintains it at the optimal state 

which avoids wasting bandwidth. 

Bursty 

In real wireless networks, the loss rate is affected by 

various reasons. Sudden large loss, we call it bursty loss, is 

one of the phenomena that occur in the system. To evaluate 

the performance of the three different protocol flows under 

bursty loss situation, we set a circumstance where the loss rate 

of the system is kept as 10%, except for the time from 500s to 

600s, the loss rate is changed to 30%. We use the same 

topology as Part A and Part B. 

As is shown in Figure 8, the X-axis represents the 

simulation time, and the Y-axis represents the throughput or 

the utilization of the channel. The blue line is referred to TCP-

Vegas flow, the green line is referred to NC-TCP flow whose 

redundant factor R is set to the optimal value of 1.11 and the 

red line is referred to SANC-TCP flow. During the time when 

the loss rate is kept in 10%, the NC-TCP flow and SANC-TCP 

flow can both nearly reach the theoretical value of the 

throughput. However, when the time comes to 500s, the loss 

rate is suddenly changed to 30% until 600s. According to 

Figure 8, NC-TCP flow suffers a lot during the time from 500s 

to 600s, the throughput is almost drop to 0. Comparably, the 

SANC-TCP shows its robustness to the bursty loss, and 

maintains the theoretical value of throughput during 500s to 

600s.  

V. CONCLUSION AND FUTURE WORKS 

Network coding is an effective tool to fight against non-

congestion losses. However, due to the different loss rate in 

different period of time in wireless networks, the NC-TCP 

with constant redundancy factor R cannot effectively solve the 

non-congestion losses problem by retransmitting redundant 

packets. In this work, we propose a new approach to 

dynamically adjust R to the real networks. As the redundancy 

factor R is no longer constant, we can change it according to 

the real current circumstance, thus better the performance 

under lossy networks where the loss rate is not constant. 

For future work, we plan to focus on the encoding and 

decoding delay problem which stands in the way for the 

network coding technology to implement in the real system. 
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Abstract—Thanks to the recent improvements in speed and 

capacity of data networks, we observe a proliferation of network 

video content services. From the user's perspective more video 

requires more memory. To address this problem, we propose a 

new content management that uses cached delivery and scalable 

content. Our approach uses a data transition process of scalable 

structure, and is based on elapsed time and content usage 

parameters. We present the analysis of the efficiency of the new 

model.  

Keywords-Content Management Method; On-Demand Services; 

Video Data Structure; Data Transition;  Video Quality. 

I.  INTRODUCTION  

In recent years, video content delivery services by Video 
On-Demand: VoD are beginning to spread by the 
popularization of network and improvement of the speed.  
Moreover, the environment to play videos always is ready 
without accumulating in user terminals for these services, 
considering copyright. Generally speaking, in every aspect of 
content services, there some issues to enhance the efficiency of 
network management and content management. For examples, 
the way to solve the delay caused by collisions and 
retransmitting for large number of contents, the data 
management schemes and the prioritized transmission for 
multi-quality contents in heterogeneous environment to play 
them. There are some content provider sites, such as NicoNico-
Douga [1] and YouTube [2]. Users, who are interested in the 
new content service using the network and streaming services 
by on-demand, are driving force of a service popularization. 
However, to solve the problems of the compatibility and the 
cooperation among some service systems is still insufficient, 
and there are some problems when they use their service in 
different systems. Considering the continuity of content 
services, an information management is one of the important 
tasks of communication technologies for their services. When 
the number of used contents exceeds a predetermined level, 
they have any problem because of the limitation of disk 
capacity. For example, it becomes very difficult to grasp the 
whole situation if the time passed, after they moved the content 
data to the external device. In other words, as they manipulate 
the information, which is beyond the ability of our memory 
because of the spread of the digital environment to make our 
communities more livable, we can say that there is a limit in 
the information management.  

To increase the satisfaction of users for their services, the 
reduction of content providing costs and the service time is 
required. Thus, the problem of pricing method and the high 
efficiency of contents distributed systems based on the priority 
orders had been studied [3][4].  On the other hand, we had 
studied about the cache delivery method considering the 
priority for each content [5] and content management system 
using scalable architecture [6].  In this paper, we paid attention 
to the contents management method in contents services of 
multiple qualities, and present the method using scalable 
structure and distribution systems supported quality.  In this 
study, we propose video content management methods for 
multiple qualities.  The overview of proposed schemes and the 
utilization models are explained.  Finally, the efficiency is 
considered.   

II. PROPOSED MANAGEMENT METHOD  

When the opportunity to use the content service increases, 
the management method is one of the important problems in 
video content distributed systems. In order to be able to play 
contents of multiple qualities quickly and browse them for 
heterogeneous terminals for video resolutions, it is needed that 
users keep them in user terminals themselves.  Here, the 
number of layered structure is set to two. First, information 
data of proposed system is defined.  In this system, we use 
content data and index information.  Data structure is scalable, 
and index data has IDs, qualities, usage time and so on.   

A. Data transition process 
We explain the data transition method which is used in 

management systems.  Generally, they use the reduction 
method for disused contents to save their contents in local hard 
disk of users’ terminals, which have limited storage capacity.   
If the system does not have the functionality of the auto 
reduction, we cannot record our video clips, or the scheduled 
program does not work well.   From the viewpoint of the user 
terminal, the condition of this system is considered.   Users 
want to keep as many contents as possible themselves after 
purchase,  because they watch some contents at any time and 
they would like to play some contents again.  They think that 
the convenience of service is important.  Moreover, they 
require the model that the lack of information can be acquired 
quickly by on-demand services.  The re-use contents’ data 
should be reduced temporally, or moved to the other device.  
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For these issues, in this study, the whole data of the content is 
not reduced, but the part data of its content only is done by 
scalable structure. We use scalable video coding architecture, 
such as, spatial scalability, SNR scalability and temporal 
scalability, etc. in international coding standard MEPG-2, 
MPEG-4 [7][8][9]. The gradual data by data transition process 
consists of layered coding architecture and the procedure of 
data transition is proposed and adapted to the content 
management system.  

 

Figure 1.  Data transition of scalable structure 

Fig. 1 shows the data transition process and their status.  
The status S0 shows the data structure of high quality, H and I.  
H is two layered data, and it has base layer of low quality (a1) 
and enhancement layer of high quality (a2).  L is only a1 for 
low quality. I information is index information.  The data 
structure is lower quality progressively from left to right.  The 
right status has only index information.   In addition, there are 
the number of layer for content quality, current status of data 
and content data itself, as management information.  According 
to the order of contents’ priority, we reduce the data quality 
and its data structure is changed from the original data structure 
of used data to right data.  On the other hand, if users access to 
high quality, the status is moved to the left side.  Here, scalable 
structure can adapt to the different quality representation for 
heterogeneous terminals.   

B. Procedure of data transition  
The procedure of data transition is explained.  The 

determination process of data transition uses the value function 
and the status of local disk space.  The order calculated by the 
value function also decides the reduction scheme in the 
management method. The definition of basic priority function 
based on data transition of scalable data structure according to 
elapsed time is shown by Fig. 2.   

 

Figure 2.  The priority function based on the elapsed time and the status of 

data structure 

We simply show that the figure indicates monotonic 
decrease.  It also shows that the value is related to the elapsed 
time.  The longer the elapsed time from the access time is, the 
lower its value is.  When they use the high quality content, the 
data status becomes S0. Meanwhile, when low quality, it 

becomes S1.  When they do not use them periodically, it is S2.  
It is the model when the number of use increases, the value is 
high.  

 

Figure 3.  Updating process of used elapsed time for some quality contents 

and transition state 

Final data transition is determined by the judgment of the 
priority calculated by the value function, some thresholds, and 
the utilization condition of local disk in user terminal.  
According to the space of local disk, it is decided whether the 
action actually is performed or not.   The content status transits 
from high level to low level, S0, S1, S2 in turn, based on the 
order of the priority.  Actually, the reduced target content is 
calculated by usage history of contents and the frequency of 
use. At this time, the utilization time table is used, and the 
priority order becomes low for long term of elapsed time. The 
high level transition is based on the usage of high quality. Fig. 
3 shows the relationship of updating process of elapsed time 
from used time for some quality and transition state. The 
horizontal axis shows an elapsed time, and repeated use is 
important to keep the data status in local device. The upper 
data level is decided by use of the high quality. In this figure, 
a)-f) show the transition status after use, and 0)-12) show the 
updating status of quality selection. The group of a) shows S2 
of initialized data. b): S0, c): S1, d): S2, e): S1, f): S2, g): S1. 
On the other hand, 0): No use, 1): High quality use, 2): Low 
quality use. 3) 4) 5) 11) 12) show that stored data return to the 
S0 structure after data transition, respectively. 6)-10) also show 
that stored data return to the S1. For instance, in 3), when they 
use H, the status is S0 and t=0 is set.  

C. Procedure of data management method  
Next, the content management procedure in local disk of 

user terminal is shown by Fig. 4. We simply explain the flow.  

In a periodical time, we check the number of the contents 
and the disk space in local disk.  However, in the case where 
the content does not exist in local device and in the case where 
the data space is sufficient, the data transition process is 
suspended. The order of the content priority is calculated by 
some information, such as, usage history, frequency, quality, 
and the value function using elapsed time. We treat the current 
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time and the used time of contents, and manage the time 
information and disk space for stored contents. The target 
number of reducing is calculated by disk space, and the data 
transition process is repeated until the disk space of new 
contents satisfies a threshold value. Finally, the content 
management method based on data transition is useful. You 
can see that the old contents, which are not available, are 
reduced in local disk. Here, these processes are treated as the 
first process at stated intervals. Some samples of the 
parameters of target contents are shown. Content data size: 
Dp[bit], Quality: H:a1+a2,  L:a1,  a1=a2,  the disk capacity in 
user terminal: S[bit]. For x[week],  Nu: the summation of the 
number of usage, y:limited number, Cux: the number of usage 
in one interval. The check functions of the number are defined 
by countH, countL, countI for high, low data and index 
information respectively. In this study, we put the frequency 
ahead of the elapsed time and the priority function is used for 
renewal period. If the renewal period is long, the frequency 
information is important. Meanwhile, if it is short, the time data 
is considered. The detail setting of the function is the further 
study.  

 

Figure 4.  The procedure of content manage method 

The calculating function of the target transition number: 
Pc(x) is defined by equation (1).  Here, g = a2/(a1+a2)=1/2.  In 
this function, when Pc(x)>0, the data transition process is 
performed according to the rank of the priority. Otherwise, the 
process is suspended.  

III. CONTENT USAGE MODEL 

The content utilization services and the usage models are 
described.   

A. Service model  
We think two hierarchical qualities as the content services.  

In high quality video, users watch home-TV in large-sized 
monitor, and they use mobile-TV in low quality video.  In 
addition, when they also browse video contents, low quality 
data is used.  They become a member of either-or content 
service of the quality, or both.  Here, when they download the 
content, which is required, after the data is temporally stored in 
home server, it moves to user terminal, such as, home TV 
terminal and mobile TV terminal.  That is to say, the home 
server relays their contents to user terminals.  

We can consider that there are three utilization forms, UTm,  
UTn and UTo for two qualities as services models. In this figure, 
the gray color means no members.   Moreover, once users store 
the contents in local disk of user terminals, they play them.  
The service model is shown by Fig. 5.  

 

Figure 5.  Service model 

B. Utilization model  
In this service, the simple access model for multi-quality 

selection is defined by Fig. 6. Users start utilization services, 
and browse the content list. After that, they actually browse 
some contents shortly. If you need the contents to browse them, 
the contents in local disk are retrieved. However, if not, the 
contents are downloaded from the server. They select the 
content number, and the quality in the determination processes. 
If they can find that in local terminal, they proceed to the play 
process. If they cannot, they proceed to the next process. They 
check the status of contents and the quality in local terminals. 
After the content search, calculating process of the different 
data and data transmission in turn, they update the status and 
index information for the content management. In the data 
exchange between the server and clients, once they execute 
login procedures, they access to the server. After they retrieve 
the contents by download process, they play them at any time. 
If they repeat to select, they return to browse. Otherwise, they 
finish the service. Moreover, we suppose that this system has 
two information management processors in both the server and 
user terminals. They can exactly know the current status of the 
contents, the frequency and the elapsed time from the access 
time for every user. Therefore, the status by scalable structure 
is changed according to the elapsed time and the utilization of 
the quality.  
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Figure 6.  Access model 

IV. CONSIDERATION  

Firstly, we define the utilization condition in proposed 
method. Next, the efficiency of this system is considered.   

A. Conditions  
Suppose that this system transmits the contents to each 

Terminal (HTT, MTT in Fig.5) for each quality. One of users 
plays the required content according to the above statement.  
We assume that he uses them in quantities of Cu units of 
average times per an interval, and the quantity of servers’ 
contents is enough to use.  However, we do not treat the user 
tastes of the contents in this study.  The number of browsing 
the contents is z units, before selecting.  The number of z is 
depended on usage history and the status of storage. Moreover, 
he uses the low quality data each to browse them, which are 
stored in local disk.  When the data is not stored in the local 
disk, the part of content data corresponding to only browsing is 
transmitted from the server to the user terminal.  The amount of 
content information is Dp[bit], the play time is Da[s] and the 
browsing time is Db[s].  The speed of transmission for users is 
W[bps].  

� ��	
��
	 = 	 ��	�	
���� + ��
������ + ��	�	
��������														+	�
����
������ + ������������������ = 	 ��	�

� + ������
���������� + ���������
(2)

Next, the required time of retrieving service is defined 
bellow.  It does not have the play time, and he plays the content, 
after the download process.  As the required times which 
everyone cannot ignore, there are browsing time and data 
transmission time.   The browsing time of Tp is shown by �� ∙ �.  
The transmission time to play one content is   ��/� , the 

transmission time to browse it, Tb is shown by 	�� 	≤ � ∙
��/�� ∙ ��/�  and Tbrowsing = Tb + Tp. Therefore, the 

summation shows the whole service time.  It is the point that 
the rate of retrieving the low quality of stored content and the 
hit ratio are intimately related to the service time. The other 
processing times are ignored.   The service times are described 
by equation (3).  

���
���
���
����	
��
	1 = � ∙ �� + �� ���� �� + ��� �� 									
��	
��
	2 = 	� ∙ �� +  �� − �� − 1
 ���� �� + ��! ��
��	
��
	3 = � ∙ �� +  �� − ��
 ���� �� + ��! �� 									

�� = "0								#�� ∈ $0%� �� #�� ∈ $1%�� (�� ∈ $2)										
			 

(3)

The service time 1 shows the case of no hit of use history. 
The second is shown that the content of use does not match the 
download content, but it hits the browsing contents.   The third 
is shown that it matches the browsing contents without the 
download content.  You can know that Dd of amount of the 
transmission data is changed by the status. zh is the number of 
hit contents.  If the service time is long, the cost is high.  When 
we consider the situations, we divide into two main cases, the 
case of utilization of single quality, and the case of utilization 
of multiple qualities both. In this study, theoretical approach is 
explained, but the experimental approach is future tasks. 

B. Single quality use  
This case is applied to the situation of UTn, UTo defined by 

the service system.  In single quality use, L has two transition 
statuses and H has three transition statuses.  The former boils 
down to the problem whether the contents are cached or not.  
On the other hand, the latter is related to the solution whether it 
is efficient or not when the part data of the contents is cached.  

At first, we consider the first problem to simplify the 
problem. It is indicated that the management method using the 
frequency of use is generally useful by reference [5]. 
Meanwhile, it is the point whether the efficiency of caching 
method partly can be expected. Here, data size of a1 is the 
same as a2.  

Here, for example, we consider the model in a uniform 
access model as content services.  In this case, the every 
probability of the content is the same.  Therefore, if the status 
of H moves to the a1, the rate of occupation in the used 
contents is reduced by half.  

We consider the uniform model in detail here. The 
frequency function of content hit ratio is uniform and the 
smaller the amount of transmission data is gradually, the larger 
the probability is.  The summation of the transmission for no 
hit content is defined by next equation.  ��&
 = ��
��0,�
�1 − &
 = '(1 − &)	 ' = ��
�(0,�)	 (4)

ℎ�&
 = �1 − &
��
��0,�
+ &��
��1, �

= '�1 − &
+ (&	 ' = ��
��0,�
, 			( = ��
��1,�
		 

(5)

The equation of the ratio of hierarchal data is shown.  )�&
 = �1 − *
��&
+ *ℎ�&
	 (6)

Therefore, when we use Px, Py, the function are described.  )���,+�
 = �1 − +�
 ����
+ +�ℎ���
 (7))#��, +�% = #1 − +�% �#��% + +�ℎ#��%	 (8)

The difference function r(P) between h() and g() shows 

next equation.  
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 ,���
 = ℎ���
 − ����

= '�1 − ��
 + (�� − '�1 − ��
 = (�� (9)

We arrange the conditions for above mentioned situation.  

The hit ratio of cached content by structure G is constant.   
 ,���
�1 − +�
 = ,#��%#1 − +�% (���1 − +�
 = (��(1 − +�) 

∴ 		�� = 1 − +�
1 − +� ��,					�� = 	 1 − +�

1 − +� 	 �� +� = 1 −
1 − +��� ��	,			+� = 1 −

1 − +��� �� 

(10)

Here,  the amount of content itself is defined by �� = 	���.  
 ��� = �� + �  (11)

The summation of the transmission used hierarchical hit 

ratio Pss for the number of n is described.  
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There are the similarity relationship between the gained 

number of hit ratio and the rate.   
 ,���
+� × ��+� � + ���� = ,#��%+� × ��+� 	 

∴ 		�� = 	!�"��#��$
!���

��  
(13)

By equation (10)(13),   
 �� = 	 1 − +�

1 − +� 	 ��,					�� = 	+�(� + ��)	+��� 	�� 
∴ 		+� = 	 +�(� + ��)� +� + �� 	 

(14)

The condition of advantage of hierarchical allocation 

method is ����� ≥ ����,��	.  This means that the transmission 
data after moving is able to be reduced. The summation DTra 

of the transmission in each content is defined by the function 

f() for the change of structure allocation.  
 ����
− )#��,+�% = '#�� − ��% − (+��� (15)

If equation (13)(14) are used,  
 

= 
���(�� + ��)����

�� − ��
 − ��� ×
��(�� + ��)����

�� 
= �� �
 ���(�� + ��)����	 − 1
 − � �� + ����
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= �� �
� ��(�� + ��)		��(�� + ��)���� + ��
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= 	 ������

�
�� − �(�� + ��)� 				≥ 0 

∴ 		
 ≥ 	 �� + ����

�	  

(16)

Thus, �� ≥ �� + �
 by equation (12)(16). You can know 

that the equality only meets conditions. We consider this 

condition is not available for hierarchical data. Figure 7 shows 

the relationship between transmission data and the probability 

of hit contents for cached contents. In this figure, the larger the 

ratio of hierarchical allocation is, the larger the summation of 

the transmission data by the probability of access. On the other 

hand, the smaller the ratio of hierarchical allocation, the lower 

the vertical value is. The higher the transmission data is for 

vertical axis, the larger the probability of hit is. In the other 

word, if q is bigger, there is the space of disk for cached 

contents, and the number of stored contents is larger. 

Therefore, the status is moved to right point. Meanwhile, the 

lower the transmission data is, the smaller the hit rate is 

because of decreasing scalable data. Since the movement by 

decreasing is occurred according to the slope of g(t), the 

gradient is high and the rate of increasing the summation is 

also high. However, you can understand that there is no 

transition of scalable data structure for the condition.  

This case is the uniform access model of used contents. 

Thus, the equal access for each content if you use the limited 

capacity of cached disk, full cached data structure is good. 

That is to say, it is better when non scalable structure is used.  

 

 

Figure 7.  Relationship between transmission data and the probability of hit 

contents for cached contents 

Consequently, to have an advantage, the processes only 
have to double the hit ratio. However, the ratio is not more than 
twice in theory.  Thus, there is no case when the efficiency of 
the transmission is improved.  Next, we take up the model that 
the popularity of content access centers on some contents.  In 
the same way, even if the number of stored contents is 
increased, the efficiency is not more useful. However, you can 
know that the browsing time is shorter by these processes.  As 
mentioned above, for the purpose of reduction of data 
transmission, this system is insignificant.  

C. Multiple qualities use  

This case is applied to the situation of UTm defined by the 
service system. We do not treat the situation of single quality 
for services.   

By Fig. 3, there are two cases that they use the low quality 
after high quality: 8) 9) 10), and that they use the high quality 
after low quality: 11) 12).  When the status S1 is changed to S0, 
it is the same as previous study [6]. It showed that the 
transmission of the difference data is efficient in content 
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distribution systems. Moreover, the statuses of the actual 
transition are 10)11)12). Te is defined as the elapsed time from 
the request of the content in 10).  Considering the transition 
time, �� ≥ ��� + 	���.  

The way we can meet the conditions in 11) 12) is to set that 
Tp1 is larger.   We can say that it is available, if they reuse and 
browse the contents while the elapsed time is less than Tpl.  
Consequently, if we define that Tp1 is larger than Tph,  the 
probability of contents’ hit is higher and this system has an 
advantage of data transition.  In this way, considering the worth 
of time domain, if this system manages the content and the 
information for the quality, it is better than previous study, 
which uses the independent data for some multiple qualities.  
We can summarize that the efficiency of the data management 
is not expected by data transition process for only a member of 
Home TV.  It is the same way in Mobile TV.  On the other 
hand, if both qualities are used, when the number of the used 
content is hit for valid period of the status,  or when the used 
content is matched to the browsing one,  this system is more 
available by proposed methods.  Since we can use that stored 
data to browse the content, the cost of service is lower.   

V. CONCLUSIONS 

In this paper, we proposed the content management method 
using data transition for multiple qualities in video content 
distributed system.  Users freely use the content for multiple 
qualities, and the elapsed time is used to reduce the 
unnecessary data in proposed methods. We explain the 
procedure of data transition, and consider the cases of the 
improvement of convenience and the low cost.  

In prospective conditions of the number of low quality used 
contents, when they use the content of multiple qualities, if the 
transition time is set to be long, proposed method is efficient. 
In addition, when they do not use the multiple qualities, it 
cannot be expected to reduce the transmission data.  However, 
there is some advantage of browsing.   

As the further studies, we continue to consider the detail 
models for multi-quality video, and evaluate the proposed 
system using access models in some experiments.  
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Abstract—Recently, rateless codes have attracted 

much attention in the communications research 

community. The most well known being Luby transform 

codes, were the first practical realisation of record-

breaking sparse-graph codes for binary erasure 

channels. These codes have the advantage of not 

requiring a priori knowledge of specific channel 

conditions and lends itself to application in 

nondeterministic wireless networks. This paper revisits 

the Luby transform fountain code, predecessor of the 

well known Raptor codes, and proposes a novel 

parameterised probabilistic degree distribution,  which 

is used in the encoding process, along with the belief 

propagation decoding algorithm.  By combining 

piecewise-defined convex functions and running a non-

symmetric Kullback-Leibler divergence measure 

between the expected and actual  degree distributions, 

we optimise our degree distribution and substantiate a 

significant reduction in reception overhead and symbol 

operations. This will support such forward error 

correction codes in efficient multimedia communication 

systems. Our proposition was implemented over a 

WiMAX network and the  practical results obtained 

indicate that a few conditions are sufficient to define an 

optimal encoding process. 

 
Keywords-Rateless Codes; Universal Codes; Belief Propagation; 

Parameterised Degree Distribution. 

 

I.  INTRODUCTION 

 Binary linear rateless coding is an encoding method that 

can generate potentially infinite parity check bits for any 

given fixed-length binary sequence as they do not have a 

fixed rate as the case for conventional codes. Fountain codes 

constitute a class of rateless codes, which were first 

discovered in by Luby. [1] Luby Transform (LT) codes are 

linear rateless codes that transform k information symbols 

into infinite coded symbols. Regardless of the statistics of 

the erasure events on the channel, we can send as many 

encoded packets as needed in order for full recovery of the 

source data. Typically N = k(1 + ε) packets are needed to 

successfully decode the original input message with a 

certain degree of probability where ε is the overhead. Each 

encoded symbol is generated independently and randomly, 

where the randomness is governed by the so-called Robust 

Soliton distribution. Luby's main theorem proved that there 

exists bounds around the belief propagation decoding failure 

probability as a function of reception overhead, that for a 

value c given N received packets, the decoding algorithm 

will recover the k source packets with probability 1 - δ. [1] 

[8] For large k (thousands), the Robust Soliton distributions 

have shown good performance. For smaller k Markov chain 

approaches have been implemented, which also showed 

good results. One conclusion to this study was that in a well-

chosen parametric form of the degree distribution, just a few 

parameters need to be tuned in order to get maximal 

performance. [3] Given the work already done, optimal 

forms of parameterised degree distributions for different 

message lengths continue to provide an interesting problem. 

In this paper we will investigate a new parameterised degree 

distribution shaped by convex functions and test its 

performance on a WiMAX network in real world scenarios, 

where random channel noise introduce packet loss.   

 The rest of this paper is organised as follows: In Section 

2, we review the theory of rateless encoding and believe 

propagation (BP) decoding, in particular the LT process and 

probabilistic degree distributions (PDD). In Section 3, we 

present our proposed optimised degree distribution, utilising 

a set of piecewise convex functions  shaping the ideal 

degree distribution to an improved solution as presented in 

literature, after reviewing related performance enhancing 

methods. We analyse the computational cost, and 

performance of our proposition in Section 4 and show 

results of emulation and practical implementation of our 

suggested solution. We finally state our conclusion and 

future work in Section 5. 

II.  PRELIMINARIES 

A. LT codes 

LT codes proposed by Luby in 1998 are the first codes fully 

realising the digital fountain concept. [1][4] They are 

rateless, i.e., the number of generated encoded packets are 

potentially limitless, and encoded symbols are generated on 

the fly. [8] 

 

1) Encoding of LT code: Randomly choose the degree d of 

the packet from a key element in the process, the so-called 

degree distribution. The encoded symbol is then generated 

by choosing dn blocks from the original file uniformly at 

random. The value of the encoded symbol is the bitwise 

exclusive-or of the dn neighbours. The encoding operation 

defines a irregular sparse graph connecting encoded symbols 

to source symbols. 

 

2) Decoding of LT codes: Decoding is done iteratively by 

using the Belief Propagation decoding algorithm. First we 

release a encoded symbol of degree-one, with complete 

certainty, and subtract the connected symbols from each 

received packet by taking an exclusive-or between the 

packet and the known symbols. This procedure removes all 

edges connected to the source packets and is repeated until 

all source symbols are recovered. The set of covered input 

symbols that have not yet been processed is called the 

ripple. This process is well illustrated in most fountain code  
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literature. [5][6][8] Algorithm 1 and 2 demonstrates the 

encoding and decoding procedures respectively. 

 

Algorithm 1: LT Encoding 
1: repeat 

2:   choose a degree d from degree distribution p(d) 

3:   choose uniformly at random d input symbols n(i1),.,n(id).   

4:    calculate value n(i1) xor n(i2) xor ...  xor n(id) 

5: until  stop bit received 

 

Algorithm 2: LT Decoding  
1:  repeat 

2:     if d = 1 packet in buffer 

3:      n(j) ← recover j  

4:     for all n(j) in buffer : v includes n(j) do 

5:       d ← d - 1            (reduce degree) 

6:       v ← v xor n(j)    (update value) 

7:     end for 

8:  until  all input symbols recovered 

 

 The complexity of BP, prominent in the decoding of LT 

codes, is essentially the same as the complexity of the 

encoding algorithm [1] i.e., there is exactly one symbol 

operation performed for each edge in the bipartite graph 

between the source symbols and the encoded symbols 

during both encoding and decoding. Therefore, the 

computational complexity of this algorithm is linear in the 

average degree of the degree distribution multiplied by the 

size of the source block. [6] BP will, however, fail when 

output nodes of degree-one exhaust and various algorithms 

i.e., Gaussian Elimination (GE) have been suggested 

[5][8][11] to counter this failure. However, this adds 

undesirable running time where fast decoding is required, 

especially for large matrices. For small code block lengths 

GE could be used efficiently, since BP requires a larger 

overhead for small block sizes. For this reason it is 

extremely important to find a degree distribution to 

effectively reduce reception overhead and the number of 

symbol operation for any block size.  

 

B. Degree Distributions 

 The LT process described in [1] helps explain the design 

and analysis of a good degree distribution for the LT codes 

by comparing the process to the well known balls in bins 

problem, where encoded symbols are analogous to balls and 

input symbols are analogous to bins. The analysis of this 

problem shows that N = kln(k/δ) balls are needed on 

average to ensure that each of the k bins is covered by at 

least one ball, with probability at least 1 − δ. This classic 

process can be viewed as a special case of the LT process, 

where all encoded symbols have degree-one and released 

simultaneously. It is shown in [1] that the Ideal Soliton 

distribution in (1), ensures that just over k encoding symbols 

with the sum of their degrees being O(kln(k/d)) will suffice 

to cover all k input symbols and produces the least number 

of symbol operations.  

 Luby further explained that the goal of the degree 

distribution design is to slowly release encoding symbols as 

the process evolves and to keep the ripple size small to 

prevent redundant coverage. The ripple should also be large 

enough to prevent it from disappearing prematurely. An 

ideal property required by a good distribution is that input 

symbols are added to the ripple at the same rate as they are 

processed. The Ideal Soliton in Fig. 1 displays this desired 

behaviour. 

        

 

 
    

    
 

      
              

            (1) 

 

 

Figure 1: Ideal Soliton degree distribution for k = 100 input 

symbols. 

 

 The expected degree of an encoding symbol for this 

distribution is the harmonic sum up to k: 

 

                       
   ≈ ln(k)                          (2) 

 

 

 This means that in order to cover all the input symbols the 

degrees of all the encoding symbols needs to be around        

kln(k) and the Ideal Soliton compresses this into the least 

number of encoding symbols possible. This distribution, 

however ideal in theory, turned out to be quite fragile in 

practice, since the slightest variation in its expected 

behaviour can cause the ripple to disappear prematurely. 

 The Robust Soliton distribution from [1] ensures the 

ripple size stays large enough at each decoding step so that it 

never disappears completely and that few released encoding 

symbols are redundantly covered by input symbols already 

in the ripple. The Robust Soliton distribution (3) was 

designed so that the expected ripple size is roughly     
 

 
    

throughout this process. Let         
 

 
 , where c is some 

suitable constant of order one.   

 

     τ(d) =

 
 
 

 
 

 

  
        

 

 
  

 
 

 
    

 

 
       

        
 

 
       

                   (3) 

 

 

 The small-d end of τ ensures that the decoding process 

starts with a reasonable ripple size and the larger spike at d 

= k/R ensures all source packets are connected, keeping the 

ripple large enough. The expected number of encoded 
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packets required at the receiver to ensure that the decoding 

can run to completion, with probability 1 - δ has now 

increased to N = kZ. Where the normalising factor becomes                           

               . The Robust Soliton distribution is 

shown in Fig. 2. 

 

 

Figure 2: Robust Soliton degree distribution for k = 100, c = 0.1 

and δ = 0.5. 

 

 Theoretical analysis of the properties of the Robust 

Soliton distribution is given in [1] where pessimistic 

estimates was used to prove the amount of encoding 

symbols necessary for full recovery of an input message. 

This was simplified to be N = k + O(       
 

 
  ) and the 

average degree of an encoding symbol was shown to be D = 

O(ln(
 

 
)). A typical Robust Soliton distribution, normalised 

using (4), is illustrated below in Fig. 3.  

 

                        
           

 
                        (4) 

 

 

 

Figure 3: Robust Soliton degree distribution for k = 100, c = 0.1 

and δ = 0.5. 

 A lot of previous work studying the various performance 

aspects of LT codes and their applications [7][9][10] have 

implicitly accepted the Robust Soliton degree distribution as 

sufficient and optimal. This is a sound assumption from the 

theoretical proofs presented in [1]. However, many of these 

studies present limited effort in deriving a optimal 

parameterised form of the degree distribution or even an 

practical implementation of a general LT code over an 

actual network. Our work is centred around the potential use 

of LT codes as an AL-FEC for media distribution, we have 

chosen not to test k values larger than 1000. Too much 

latency is introduced while waiting for the large amounts of 

encoded symbols, and in various other works we have seen 

that very small values introduce high reception overhead. 

Therefore, we have chosen to test both  k = 100 and k = 

1000 block sizes. The analysis of the Robust Soliton 

distribution based on probability and statistics is sound only 

if k is infinite. In practice however, the behaviour of the LT 

code will not match the mathematical analysis exactly, 

especially for small k. Typical results for the Robust Soliton 

degree distribution is illustrated below in Table I. The 

constant c = 0.1 were chosen as it produced an acceptably 

low standard deviation and overhead mean. 

 

TABLE I.  TYPICAL RESULTS FOR THE ROBUST SOLITON DEGREE 

DISTRIBUTION 

Input 

Symbols 

(k) 

 

δ 

 

Z 

Mean Std Mean Std 

N Symbol Operations 

100 

0.01 1.89 172.49 17.64 1007 166 

0.1 1.51 149.26 14.41 858 153 

0.9 1.24 135.69 13.21 704 139 

1000 

0.01 1.43 1373.65 39.92 14364 1232 

0.1 1.28 1256.70 33.37 12521 1113 

0.9 1.16 1171.99 33.11 10488 1128 

 

  

Interestingly enough we see that by increasing δ beyond 1 

the efficiency increases even more. In the original case 

where it is used to predict failure of decoding, this parameter 

becomes more accurate only when a linear congruential 

generator is used for random number generation. [10]  

 The focus of our work is on finding a more efficient 

parameterised degree distribution to reduce the number of 

symbol operations and amount of overhead with small 

deviation.   

III. PROPOSED OPTIMISED DEGREE DISTRIBUTION 

 By combining convex functions and the expected ripple 

size         
 

 
  from the Luby transform a new set of 

equations can be derived to shape the Ideal Soliton 

distribution to optimise the amount of symbol operations 

and overhead N. The expected ripple size determining the 

position of the spike somewhere on d, ensures that all 

unprocessed input symbols are covered. [1] However, 

instead of keeping the weight at d = k/R a constant, (6) and 

(7) distributes the expected area exponentially over k, which 

maintains a good ripple size throughout the decoding steps 

by ensuring ample symbol connections. If  Z  is close to 1, 

(where Z ≥ 1) we expect the optimal amount of symbol 

operations. Parameters c1, c2 and c3 determine the curvature 

and area supplementary to the Ideal Soliton PDD, which is 

proportional to the average degree of an encoded symbol. 

Tweaking these parameters leads to an optimal solution if 
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the correct distributed area is added to the correct location 

on the degree distribution. 

A. Piecewise functions used to shape the PDD 

 Fig. 4 illustrates the shape of each exponential function 

given by (5), (6) and (7). The parameters c1, c2 and c3 are 

used to alter the amplitudes and curvatures of each set. By 

changing these parameters, the total area under the graph 

(affecting Z) can be modified to reduce  N  by keeping D ≥ 

O(ln(k)). 

 

                 
  

  
     

                     = 1,                (5) 

 

           
  

  
      

   
 
 
      

 

 
                

 

                
  
 
      

 
                     

 

 
                 

 

 

 

Figure 4: Scaled illustration of piecewise-defined Exponential 

functions used to shape the new PDD  

 

B. Discrete Kullback-Leibler optimisation approach  

 The Kullback Leibler distance in (8) can be interpreted as 

a natural distance function from a "true" probability 

distribution p to a "target" probability distribution q. In each 

set of decoded samples of N, the average of the best degree 

distributions becomes our target degree distribution. The 

PDD is shaped accordingly and the process continues 

recursively until the Kullback Leibler distance converges to 

zero. 

 

                        
  

  
                      (8) 

 

 

  C.  Practical Implementation over WiMAX  

 Our test setup consisted of a WiMAX micro base station 

and  Si indoor CPE 2.5. Consecutive tests were run to 

determine the effect of SNR and packet loss on the LT code 

as an application layer implementation. The simple network 

management protocol (SNMP) was used to retrieve channel 

information from  the base station's client burst profiles. The 

WiMAX system slots in this receiver to transmitter feedback 

for adaptive physical layer modulation purposes. The 

WiMAX network setup and AL-FEC screenshots are 

illustrated in Figs. 5 - 7.  

 

Figure 5:Illustration of the WiMAX Test Setup 

 

 In almost all deployed IPTV linear media broadcasting 

services, audio and video streams are multiplexed into some 

codec transport stream. Our AL-FEC was implemented over 

the UDP stream shown in Figs. 6 - 7.   

 

 

Figure 6: Application Layer UDP encapsulated LT Fountain 

Encoder  

 

Figure 7: Application Layer UDP encapsulated LT Fountain BP 

Decoder 

 

 The radio link is a quickly varying link, often suffering 

from great interference. Physical channel conditions such as 

pathloss, fading and shadowing etc. place constraints on 

wireless signal transmissions. WiMAX inherently utilises 

advance FEC techniques such as the concatenated Reed-

Solomon Convolutional codes to overcome such destructive 

effects. For the purpose of our tests the application layer 
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measured packet loss is an indication of the system suffering 

from packet loss after the inherent FEC layers built in 

WiMAX. 

IV.  RESULTS 

Figs. 8 - 12 and Figs. 19 - 23 shows simulated and practical 

results of the improved degree distribution y(d) for k = 100 

and k = 1000. Figs. 11 - 18 and Figs. 22 - 23 illustrates 

practical results over the WiMAX network. 

 

 

Figure 8: k=100, c1=1.08, c2=2.316, c3=1, δ=4, c=0.08, Z=1.12 

 

 

Figure 9: Simulated number of packets N (mean=127.2, std=8.6) 

 

 

Figure 10: Simulated number of symbol operations (mean=648, std=121.8) 

 

 

Figure 11: Number of packets N (mean=129.2, std=10.6) 

 

 

Figure 12: Number of symbol operations (mean=660, std=132.1) 

Figs. 13 - 18 indicate practical result obtained over WiMAX 

(CPE 800m from BS) for k = 1000, c = 0.1 and δ = 0.9, 

using the Robust Soliton degree distribution. From these 

measurements it is clear that the fountain code did not suffer 

significantly when introduced to a drastic reduction in SNR.    

 

 

Figure 13: DL Signal to Noise Ratio 

 

Figure 14: DL Received Signal Strength Indication 

 

Figure 15: Number of Packets N 

 

Figure 16: Packet loss 

 

Figure 17: Number of symbol operations (mean=10434 , std=1076) 

 

 
Figure 18: Number of packets N (mean=1168 , std=28.8) 
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Figure 19: k=1000, c1=1, c2=2, c3=9.5, δ=4, c=0.08, Z=1.04 

 

 
Figure 20: Simulated number of packets N (mean=1112.7, std=64.6) 

 

 
Figure 21: Simulated number of symbol operations (mean=8012.5, 

std=987.2) 

 

 
Figure 22: Number of packets N (mean=1139, std=76) 

 

 
Figure 23: Number of symbol operations (mean=8174, std=1011) 

 

TABLE II. COMPARISON BETWEEN ROBUST SOLITON AND OPTIMISED PDD 

Input 

Symbols 

(k) 

PDD 

Mean Std Mean Std 

N Symbol Operations 

100 

y(d) 127.20 8.60 648 121 

µ(d) 135.69 13.21 704 139 

1000 

y(d) 1112.70 64.60 8012 987 

µ(d) 1373.65 39.92 14364 1232 

V.  CONCLUSION AND FUTURE WORKS 

 In this paper, we presented  an improved degree 

distribution by shaping the theoretically optimal distribution 

with convex functions until optimal results were obtained. 

Only five parameters were sufficient to define an optimal 

encoding process to reduce decoding cost and overhead. 

The practical and simulated results shown is a significant  

improvement over LT codes using the popular Robust 

Soliton as degree distribution. To the best of our knowledge 

we also introduced the first practical implementation of 

fountain codes over a WiMAX network, and presented 

useful data regarding the transmission thereof. Regarding 

LT codes, it turns out that BP alone is not efficient enough 

to get very tight bounds on decoding failure probability as a 

function of reception overhead. This was the rationale 

behind the Raptor codes [6], which combines a weak LT 

code with a traditional block code and decodes with both 

GE and BP. Future investigations include the analysis of 

Raptor codes and the design of alternative degree 

distributions with desirable properties in terms of both 

overhead and decoding complexity.      
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Abstract—The efficiency of a digital image watermarking 

technique depends on the preservation of visually significant 

information. This is attained by embedding the watermark 

transparently with the maximum possible strength. This paper 

presents an Adaptive approach for still image in which the 

watermark embedding process employs the wavelet transform 

and incorporates Human Visual System (HVS) characteristics. 

The sensitivity of a human observer to contrast with respect to 

spatial frequency is described by the Contrast Sensitivity 

Function (CSF). The strength of the watermark within the 

decomposition sub-bands is adjusted according to this 

sensitivity. Moreover, the watermark embedding process is 

carried over the sub-band coefficients by the analysis of Noise 

Visibility Function (NVF) in which the distortions are less 

noticeable. Such unique design is novel and the experimental 

evaluation of the proposed method shows excellent results in 

terms of robustness and transparency. 

Keywords- Image Watermarking; HVS; CSF; wavelet.  

I.  INTRODUCTION 

Due to the advancement of digital technologies and rapid 
communication network deployment, digital images are now 
widely distributed on the Internet or via other digital devices. 
Digital image allows an unlimited number of copies from an 
“original”, people can acquire or distribute the images 
without any reduction in quality through both authorized and 
unauthorized distribution channels. With the ease of editing 
and reproduction, protection of the intellectual property right 
and authentication of digital multimedia becomes an 
important issue. 

In recent years, digital watermarking has been 
extensively studied and regarded as a potentially effective 
means for protecting copyright ownership of digital media 
content [1], since it makes possible the embedding of secret 
information in the digital content to identify the copyright 
owner. Many researchers have invented various visible 
watermarking schemes to protect copyrights. From the 
literature survey, Chen [2] proposed a visible watermarking 
mechanism to embed a watermark by a statistic approach. 
They divided the image into equal-sized blocks and 
calculated the standard deviation of those pixels in block. 
They later calculated the embedding ratio of watermark into 
the corresponding pixels for watermarking. Chen et al. [3] 
describe an approach for adaptive visible watermarking 
based on the analysis of the threshold value of the image 
using Otsu’s threshold to select the best embedding strength 

of the watermark at a particular position. Huang and Tang [4] 
presented a contrast sensitive visible watermarking scheme 
with the assistance of human visual system (HVS). They 
computed the contrast sensitive function (CSF) mask from 
discrete wavelet transform domain and used a square 
function to determine the mask weights for each sub-band. 
At last, they adjusted the embedding weights based on the 
block classification with the texture sensitivity of HVS. Tsai 
[5] incorporated the collaboration of CSF and noise visible 
function (NVF) for HVS models and proposed a new visible 
watermarking technique where the intensity of the 
watermark in different regions of the image depends on the 
underlying content of the image and humans’ sensitivity to 
spatial frequencies. However, the previous works extended 
the following issues: 

1. Since the applications of visible watermarking are 
often limited to content browsing or previewing, content 
viewers are annoyed at degraded visual quality. Therefore, 
the embedded patterns should be unobtrusive. However, the 
robustness of watermarking and quality of the digital content 
are generally conflicted with each other.  

2. The embedding factors for watermarking emphasize 
different weights in various frequency domains. 
Subsequently, certain thresholds should be examined 
carefully during the design of watermarking schemes. 

The goal of this paper is to present an adaptive visible 
watermarking algorithm (ACOCOA) with a novel contrast 
sensitivity function masking for wavelet based watermarking 
method which considers the characteristics in different 
frequency domain. The main contribution of this paper is to 
leverage the knowledge of Contrast Sensitivity Function and 
Noise Visibility Function to embed low energy in the area 
where the sensitivity of CSF is high and vice versa. The 
experimental results demonstrate that the proposed technique 
improves the watermarked image quality, translucence and 
robustness of the watermarking. 

The rest of this paper is organized as follows. In Section 
2, we will give the detailed description of the proposed 
theoretical approach for watermarking technical. In Section 3, 
numerical results and discussion are illustrated to justify the 
proposed approach. Finally, the conclusion is drawn in 
Section 4. 
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II. THE ACOCOA WATERMARKING ALGORITHM 

The most important requirements in the visible 
watermarking scheme are the robustness and translucence, 
but unfortunately they are in confliction with each other. If 
we increase the energy of watermark to improve its 
robustness, the problem we get is perceptual translucence 
decreasing with less image fidelity and vice versa. We find 
the critical factor “HVS” in providing the good translucence 
of the watermarked image and a better robustness [4]. HVS 
research offers the mathematical models about how humans 
see the world. Hemanmi [6] applied uniform quantization 
noise to measure the psychovisual sensitivity in wavelet sub-
bands within an image and showed the results that human 
vision has different sensitivity from various spatial 
frequencies (frequency sub-bands). The HVS by using the 
contrast sensitive function (CSF) and noise visibility 
function (NVF) is integrated in this study and will be 
explained in brief as following: 

A. CSF (Contrast Sensitive Function) 

Mannos and Sakrison [7] originally presented a model of 
the CSF for luminance (or grayscale) images is given as 
follows: 

1.1(0.114 )( ) 2.6 (0.0192 0.114 ) fH f f e                          (1) 

where 2 2

x yf f f   is the spatial frequency in 

cycles/degree of visual angle (fx and fy are the spatial 
frequencies in the horizontal and vertical directions, 
respectively). The HVS is most sensitive to normalized 
spatial frequencies between 0.025 and 0.125 and less 
sensitive to low and high frequencies.  

CSF masking [8], [9] is one way to apply the CSF in the 
discrete wavelet domain. CSF masking refers to the method 
of weighting the wavelet coefficients relative to their 
perceptual importance. In [9], the DWT CSF mask utilizes 
the information in all of the approximation sub-bands as well 
as all of the detail sub-bands to yield 11 unique weights in 
the mask. All of the weights are normalized so that the 
lowest weight is equal to one. The 11 weights of DWT CSF 
mask are shown in Figure 1 after 5-level wavelet pyramidal 
DWT decomposition and the HVS is most sensitive to the 
distortion in mid-frequency regions (level 3) and sensitivity 
falls off as the frequency value drifts on both sides (level 1, 2, 
4 and 5). The square function in [4] is applied to approximate 

the effect of CSF masking. The adequate modulation rate 
  

for each sub-band is determined by: 

2

2

(7.20 )
0.01

7.20

r


 
 (2) 

where r  represents the wavelet coefficient CSF of the 
perceptual importance weight for each sub-band where λ 
denotes the decomposition level.  

B. NVF (Noise Visibility Function) 

Alexander et al. [10] presented a stochastic approach 
based on the computation of a NVF (Noise Visibility 
Function) that characterizes the local image properties and 
identifies texture and edge regions. This allows us to 
determine the optimal watermark locations and strength for 
the watermark embedding stage. The adaptive scheme based 
on NVF calculated from stationary GG model is superior to 
other schemes, which is defined as follows: 
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Figure 1.  A five-level wavelet pyramidal decomposition. rλ(βλ,θ) values 

for each level λ are indicated at the center of each band. 

 
Figure 2.  The sensitivity curve of CSF, inverse CSF, square function and 

proposed cruve. 

TABLE I.  ADAPTIVE CSF MASKING FOR A FIVE-LEVEL DWT 

Orien- 

tation 

Level 

1 2 3 4 5 

LL  0.000001 

HL/ LH 0.599316 0.211279 0.031660 0.032198 0.031905 

HH 1.000000 0.341371 0.005418 0.031905 0.030574 
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where 2

, ,[ ( )] /x y x yw r
  


  and 2

I  is the global variance of 

the original image. ( ) (3/ ) / (1/ )      , 

1
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     (gamma function) and ,,

,

x yx y

x y

I

I I
r






,   

is the shape parameter and rx,y is determined by the local 
mean and the local variance. For most of real images, the 
shape parameter is in the range 0.3 1  . In our scheme, the 

estimated shape parameter for 0.65  , and width of window 

is 1. 

C. Adaptive CSF masking 

The property of CSF is a measure of fundamental 
spatiochromatic of the HVS, and people are more sensitive 
in mid-frequency regions. Therefore, we need embed low 
intensity of visible watermarking in high sensitivity regions 
and vice versa. According to such observation, we can draw 
the inverse CSF as shown in Figure 2, which represents the 
embedding intensity allowed based on the study of HVS. 
Therefore, a good visible watermarking should embed low 
energy in mid-frequency regions from the plot of inverse 
CSF to avoid obtrusiveness and affect the visual quality. 
Consequently, the square function applied in [4-5] dose not 
match the perfect inverse CSF curve as shown in Figure 2 so 
they need to set certain thresholds to avoid adding too much 
energy in the low DWT frequency domains. In order to solve 
the problems and obtain the better watermarked image for 
HVS that contains the characteristics of robustness and 
translucence, we use the interpolation method to construct 
the Adaptive CSF masking to improve the HVS model for 
better image quality. From above discussion, we have 
proposed an Adaptive CSF masking, which is defined in 
formula (4) and tabulated the corresponding coefficients of 
the associated sub-bands in Table 1: 

Adaptive CSF masking = (1 ( ))H f f   (4) 

Since LL band is very critical during the reconstruction 
of the image, a small value of parameter is derived in order 
to preserve the quality of watermarked image. According to 
such observation, we also draw the proposed curve as shown 
in Figure 2, which can help us to compare the different 
watermark weighting curve. 

D. ACOCOA Visible Watermarking Algorithm 

ACOCOA algorithm leverages the study of [5] and 
modifies the controlling parameters of watermark embedding 
based on the consideration of the image quality. The 
watermark embedding procedures are briefly described as 
following steps and the flow chart is shown in Figure 3: 
Step 1.  The original color image is converted in the color 

space domain from RGB to YCrCb. 

Step 2. By using Bi9/7 filter from [11], compute the 5-

level 2-D wavelet coefficients of Y component 

from original color image and grayscale logo 

watermark image. 

Step 3. Modify the DWT coefficients of the host image by 
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Figure 3.  The flow chart of ACOCOA visible watermarking. 

TABLE II.  PSNR (DB) SUMMARY OF WATERMARKED COLOR IMAGES 

Method 

Image 
Method of [4] Method of [5] I-COCOA  

Lena 26.78 32.67 36.21 

Lake 26.03 31.66 33.95 

Peppers 26.83 32.48 35.29 

F16 27.96 32.43 34.87 

Tiffany 27.57 32.92 34.64 

Splash 25.68 32.37 36.78 

 

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Figure 4.  The visual quality comparison of original and watermarked 

images. (a), (e) are original Lena, Lake images respectively. (b), 

(f) are watermarked images by the method of [4]. (c), (g) are 

watermarked images by the method of [5]. (d), (h) are 
watermarked images by the ACOCOA method. 
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using the following equation: 

, , , , , ,( )w

x y x y x y x yI I NVF w          (5) 

Note: (x,y) indicates the spatial location. I and w are 

the decomposed wavelet coefficients of the original 

image and the logo watermark image. 
,   and 

,   

are scaling and embedding factors which are defined 

as below. 
,x yNVF  is defined in formula (3). 

, ,(1 ) (1 ( ))x yNVF H f f         (6) 

, ,1 0.7       (7) 

Step 4. Inverse transform the DWT coefficients of the 

original image to obtain the watermarked image. 

III. EXPERIMENTAL RESULTS 

The proposed visible watermarking algorithm has been 
implemented and intensively tested by using the widely 
available color images from USC image database [12] and 
the performance of 512512 experimental images are 
tabulated in Table 2 for comparison purpose. The grayscale 
watermark of logo image adopted in the experiments is a 
department logo and shown in Figure 3. 

In order to make a fair comparison with the method from 
[4], [5], it is better to embed the same watermark for the 
same cover image. However the watermark used in [4] is not 
available currently, we embed the logo watermark from 
Figure 3 to make the best effort for performance comparison. 
The performance analysis can be categorized as follows: 

A. PSNR (peak signal-to-noise ratios) 

The tabulated results from Table 2 disclose that our 
watermarking scheme can achieve higher PSNR values than 
the method in [4] and [5] where the PSNRs are generally 
below 33dB for different images. The low PSNRs have 
positive correlation with the degradation in image quality. 
This denotes the fidelity of images from our method is better 
than the traditions CSF based method. 

B. Visual Quality 

Figure 4 (a) and 4(e) illustrate the original cover images 
of Lena and Lake from [12], the results of watermarked 
images from [4] and [5] are compared with the proposed 
approach and the results are in Figure 4 (b)(c)(d) and 
(f)(g)(h).  

From Figure 4 (b)(c)(d) and (f)(g)(h) image pairs, the 
proposed method has the closest luminance maintenance 
compared with the original ones which are shown clearly and 
unobtrusive from the photos. The watermarked images by 
using [4] and [5] have more bright effect in the unmarked 
areas. To further compare the details from the watermarked 
images, Figure 5 (a)(e) are the close-ups of original images. 
Figure 5 (b)(f) are the close-ups of Figure 4 (b)(f) by using 
[4]’s method. Figure 5 (c)(g) are the close-ups of Figure 4 
(c)(g) by using [5]’s method. Figure 5 (d)(h) are the close-
ups of Figure 4 (d)(h) by using our proposed method. It is 
very clear that the watermark’s edges and thin lines are 
blurred and obtrusive in those images by using the method of 
[4] and [5] but the watermark patterns in our method still has 
sharp edge and the logo watermark is evidently embedded. 

C. JPEG 2000 Compression 

The robustness of the proposed visible watermark 
technique should be tested for compression attack. For JPEG 

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Figure 5.  The visual quality comparison of close-ups for images in 

Figure 4 (a),(e) are original Lena, Lake images. (b),(f) are 
watermarked images by the method of [4]. (c),(g) are 

watermarked images by the method of [5]. (d),(h) are 

watermarked images by the ACOCOA method. 

    
(a) (b) (c) (d) 

Figure 6.  The visual quality comparison of close-ups for Tiffany image 

after JPEG 2000 compression. (a) original image, (b) 

watermarked image by the method of [4], (c) watermarked 
image by the method of [5], (d) watermarked images by the 

ACOCOA method. 

TABLE III.  PSNR (DB) SUMMARY OF WATERMARKED COLOR IMAGES 

BEFORE AND AFTER JPEG 2000 COMPRESSION. 

Method 

Image    

Method of [4] Method of [5] I-COCOA Approach 

(1) (2) (3) (1) (2) (3) (1) (2) (3) 

Lena 26.78 24.40 28.41 32.67 27.06 28.52 36.21 27.92 28.69 

Lake 26.03 23.02 26.30 31.66 25.06 26.61 33.95 25.72 27.04 

Peppers 26.83 24.44 28.42 32.48 27.03 28.50 35.29 27.83 28.75 

F16 27.96 24.94 28.00 32.43 26.71 28.13 34.87 27.37 28.38 

Tiffany 27.57 25.09 28.60 32.92 27.36 28.71 34.64 27.86 28.93 

Splash 25.68 24.01 29.30 32.37 27.53 29.31 36.78 28.70 29.34 

Note:  

(1) means the PSNR values before the JPEG 2000 compression. 

(2) means the PSNR values after the JPEG 2000 compression. 

(3) means the PSNR values are compared between the  

compressed watermarked image and the watermarked image. 
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2000 compression, software from [13] is adopted as the 
compression tool. Figure 6 (d) is the close-up of 
watermarked image after JPEG 2000 compression by the 
proposed method. It is apparent that the logo pattern is still 
evidently existed and recognized. The PSNR values before 
and after the JPEG 2000 compression are tabulated in Table 
3. The compression ratio is 100:3 between the uncompressed 
image and compressed image. 

Other attacks from [14] are also preformed and the 
experimental results are consistent with the above findings 
which indicate our visible watermarking scheme has better 
visual effect and high PSNR values than other schemes like 
[4] and [5]. In summary, an intensive comparison for 
proposed ACOCOA technique has been illustrated above. 
Therefore, we can conclude that the proposed method is 
more robust with better image quality than the algorithm in 
[4] and [5]. 

IV. CONCLUSION AND FUTURE WORKS 

In this study, we have proposed a novel watermarking 
technique I-COCOA where the intensity of the watermark in 
different regions of the image depends on the underlying 
content of the image and HVS to spatial frequencies for 
copyright protection. The Adaptive CSF masking is fine 
tuned for watermark embedding which results significant 
improvement in terms of the image quality, translucence and 
robustness of the watermarking. The experimental results 
demonstrate the proposed ACOCOA visible watermarking 
scheme has achieved high PSNR values with better visual 
fidelity and robustness to attacks than other schemes. 
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Abstract— The aim of this paper is to demonstrate the
feasibility of the concept of a complementary Satellite
Component to the LTE (3GPP Long-Term Evolution, also
known as 3,9G) and/or WiMAX (Worldwide Inter-operability
for Microwave Access) terrestrial network that mobile
network operators intend to deploy to support a mass market
offer of “Internet connectivity while on the move” and to show
its benefit in ensuring truly global coverage.

In this paper, we show that the cohabitation of the terrestrial
network and the satellite at the same frequency on the same
global coverage is possible.

I. INTRODUCTION

Hybrid integrated system (associating satellite and
terrestrial transmitters) is an opportunity for this sector to
complete the coverage of current commercial mass market
and to answer to governmental user needs.

“Integrated system” refers to a system composed of a LTE
and/or WiMAX terrestrial network and a multibeam satellite
component that re-uses the same frequency band than the
terrestrial’s one. This integrated system improves the spectral
efficiency of the overall system and spatially optimize the
use of the frequency bands.

Figure 1. Hybrid integrated network

The main mission of this concept is then to offer a hybrid
satellite and terrestrial variation of pure terrestrial
technologies for commercial deployment of mobile
broadband, with nomadic terminal (Ultra Mobile PC -
UMPC) as main target. This axis appears promising since it
provides a solution to commercial operators enabling them to
cover rapidly a large chunk of the territory and not only 15 to
20% of the surface as it is foreseen for real mobile
broadband (approximately 2 Mbps per user on a UMPC like
terminal within a few years) deployment based on sole
terrestrial components of LTE and/or WiMAX. It then gives
the operators a real opportunity to make use of their
spectrum beyond the first 15-20% of the territory (e.g.:
spectrum usage of UMTS in the first 5 years).
Indeed, deploying more sites in rural areas would be so
expensive for the parts of lowest density of population that
another solution is now considered: CNES is working on a
next-generation mobile satellite system quickly deployable,
tightly integrated with terrestrial networks, and behaving as
“terrestrial cells in the sky”. The terrestrial component will
cover high density built-up areas and the satellite component
will bring services to the rest of the coverage area.
The sharing of the terrestrial frequency bands with satellite
component allows a better spectrum management mostly on
rural zone. However, frequency reuse between terrestrial and
satellite components may imply co-channel interferences
between them.
In this paper, we show that the satellite component has a
minimum impact in term of interference on terrestrial
network and we present a solution of integrated system.

II. SATELLITE AND TERRESTRIAL SUB-SYSTEM

A. Satellite sub-system

Mobile satellite next generation system becomes an
appropriate solution for rural coverage in terms of capacity
performance thanks to the use of a large deployable antenna
allowing (around 24 m of diameter) a large number of thin
beams with between 100-160 km of diameter on ground. The
beam densification is in favor of a better frequency reuse and
of an increase of the capacity density.
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Figure 2. Example of hybrid integrated system deployment on earth

Figure 3. Example of satellite European coverage (around 400 beams)

At our latitude, geostationary orbits are seen at low elevation
angle (between 30° and 40°) and require high shadowing
margin to have a good availability of the service. The choice
of Highly inclined Earth Orbit (HEO) for next-generation
mobile satellite system allows a high geographical
availability at our latitude even in suburban zone thanks to
the fact that the satellite elevation is better than 60°
everywhere on the satellite coverage zone. This better
propagation condition (less shadowing margin) promotes the
use of better spectral efficiency modulations and improves
the global capacity.

B. Terrestrial sub-system

The integration of the satellite component and the
terrestrial component of the radio network is performed at
the physical layer. Therefore, the physical layer of the
satellite component is following either the LTE or the
WiMAX standard. Some modifications may be required,
though.

1) Cellular standards

a) LTE
The 3rd Generation Partnership project (3GPP) has

standardized LTE (3GPP Long Term Evolution) to meet the

demand of rapidly growing mobile user data traffic. LTE
applies in downlink the orthogonal frequency division
multiple access (OFDMA) technique to enable efficient
time-frequency radio resource allocation for improved
system performance. OFDMA is a multiple access technique
based on orthogonal frequency division multiplexing
(OFDM), a digital multi-carrier modulation scheme that is
widely used in wireless systems but relatively new to
cellular.

b) WiMAX
WiMAX is also an OFDMA based broadband

technology especially for high-speed internet data access. It
applies OFDM modulation both in downlink and uplink.
From the physical layer point of view, the mobile WiMAX
(IEEE802.16e) applies the adaptive radio link techniques in a
similar manner as LTE.

c) Fractional Frequency reuse
However, OFDM does have some disadvantages. The

subcarriers are closely spaced making OFDM sensitive to
frequency errors and phase noise. For the same reason,
OFDM is also sensitive to Doppler shift, which causes
interference between the subcarriers. It is known that OFDM
will be more difficult to operate than CDMA at the edge of
cells. Therefore, some form of frequency planning at the cell
edges will be required as shown in the Figure 4.
Different bandwidths can be allocated to cell edges and to
cell centers and the band division can be either hard or soft.
Several subbands can be reused at the cell edges to avoid
inter-cell interference and, moreover, the powers for cell
edges and cell centers can be controlled to guarantee users
QoS requirement and further reduce the inter-cell
interference (Figure 4).

Figure 4. Frequency planning in OFDM

LTE and WiMAX are aimed at frequency reuse 1 scheme.
This target is facilitated by several link and system level
features, which introduce techniques for mitigating and
coordinating intra- and inter-cell interference.

2) Interference mitigation in the terrestrial system
These next generations of cellular network aim to provide

an increase of their capacity by maximising the use of the
frequency spectrum. This implies the use of sophisticated
interference mitigation techniques.
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These techniques are classified into three major categories
such as interference cancellation through receiver
processing, interference randomization by frequency
hopping, and interference avoidance achieved by restrictions
imposed in resource usage in terms of resource partitioning
and power allocation. The benefits of these techniques are
mutually exclusive, and hence, a combination of these
approaches is likely to be employed in the system.
In traditional interference avoidance, inter-cell interference is
handled by the classical clustering technique. However,
while this technique reduces interference for the cell edge
user terminals, it compromises system throughput due to
resource partitioning.
As stated before, LTE and WiMAX networks have been
designed for a reuse factor of 1 and downlink transmissions
are based on OFDM. In addition to data allocation in both
time and frequency domains, it creates new possibilities to
utilize the available spectrum by flexible and intelligent
subcarriers allocation, which is based on both frequency and
time domain utilization. In case of a single frequency
network this would be one of the ways to avoid interference
from the satellite spot beams operating on the same
frequency sub-band.

III. RESULTS

A. Influence of the satellite in term of power

The power flux density (PFD) emitted by the satellite is
considered as constant upon all the coverage of the Satellite
system: -104 dBW/m2/MHz. This PFD is considered as
interference from the terrestrial point of view and causes a
decrease of the LTE/WiMAX cell size.

Figure 5. System topology for LTE simulation

Figure 5 presents the system configuration and Figure 6
shows different diameters of a single cell with a given
emitted power of the base station 1. Diameter for the cell
alone (without interference) 2. Diameter with the influence

of a neighbour cell 3. Diameter with the influence of a
neighbour terrestrial cell and the satellite spot beam.
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B. STUDY OF THE INFLUENCE OF THE SATELLITE

1) Influence of the satellite on LTE/WiMAX network
Tolerating the high interference levels that occur in reuse

1 networks is based on both adaptive 2-dimensional
scheduling, which can utilize the radio channel
characteristics in an optimum way. In addition, interference
cancellation is improved with multiantenna receivers.
Considering all this, it seemed possible that LTE would
provide acceptable performance with satellite overlay
scenario without major design or network level changes.

The downlink of both LTE and WiMAX systems is based
on multicarrier modulation and it occupies relatively wide
bandwidth. The terrestrial radio channel, on the other hand,
introduces quite strong frequency selective fading, which
means that an advanced multi-dimensional scheduling can
allocate dynamically the best slot in both time and
frequency domain to each user. Therefore, the HSDPA time
domain scheduling principles are valid also in LTE [1]. As
the radio channels between an individual mobile user, base
stations and the satellite are non-correlating, a good slot can
almost certainly be found for each user.

This study also investigated the affect of optimal
scheduling. This gave an upper bound on the throughput
performance at the cell edge of an LTE link. As a lower
bound, the full band average signal to interference plus
noise ratio (SINR) was also calculated. Three scenarios are
compared: 1) no interference, 2) terrestrial interference only,
and 3) terrestrial and satellite overlay interference.

2) Simulation methodology
The simulation aim is to investigate the affect of

interference on the LTE throughput (the effect on a WiMAX
system would be very similar).
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In short, the mobile user is spread in a region that includes
both sides of the cell edge. The transmit power is set to 20
W on a 5 MHz bandwidth and the antenna gain is 15 dBi.
The carrier frequency is 3.45 GHz and the terminal noise -
107.5 dBm. The spread is repeated for a number of channel
impulse response (IR) realizations generated by the IMT-A
[2] channel model generator. Each channel snapshot
corresponds to a random snapshot of the defined scenario’s
propagation conditions. Thus, with a sufficient number of
snapshots (or drops) we obtain a statistically stable average
of the channel conditions.
For each channel snapshot, the IR is converted to a
frequency response from which the SINR is calculated, both
across the entire bandwidth and for each LTE resource
block individually. LTE resource scheduling is emulated by
choosing the resource block (RB) that produces the highest
SINR as the scheduled RB. This should give a good upper-
bound on the performance enhancement from scheduling.
As a lower bound, the full band SINR, which is the average
SINR of the RB, is considered.
On Figure 7, the minimum throughput is plotted for the
“scheduled” resource blocks as a function of the mobile user
location. This analysis takes into account the pilot overhead
and the discrete coding and modulation schemes in the LTE
downlink. The modulation and coding schemes and their
respective SINR requirements are taken from [3].

Figure 7 Single Ressource Block throughput in presence of interference

To calculate the cell capacity in terms of throughput, 25
users were placed randomly from 0.1km up to 6km from the
eNodeB and a single resource block was allocated for each
user.
The cell centre capacity for 5 MHz bandwidth was then
obtained for the users at a distance of 0-3km from the
eNodeB from the throughput simulation values shown in
Figure 7. Correspondingly, the cell edge capacity was

obtained from the throughput values for users at 3-6km from
the eNodeB. 10000 simulation rounds with 25 different
random UE positions in each round were performed for
achieving average throughput values. Results are presented
on Table 1.

5 MHz throughput in cell (Mbps)
Interference scenario Cell Cell centre Cell edge

No interference 10.7 15.12 6.43
Intercell interferences 9.63 14.69 4.74

Intercell + satellite interf. 9.36 14.44 4.46

Table 1 Average throughput values in an LTE cell (5MHz
bandwidth)

The simulation results show that it is the inter-cell
interference which dominates the throughput loss while the
satellite interference plays a minor role. In fact, the loss due
to the satellite interference is only at about 2.8%, 1.7%, and
5.9% levels at entire cell, cell centre, and cell edge,
respectively. Thus the impact is at largest at cell edge, as
expected.

IV. CONCLUSIONS

Based on the simulations it seems that introducing a
satellite overlay network on top of a terrestrial LTE or
WiMAX network will not introduce a significant
interference issue in the case sophisticated interference
compensation techniques are used. LTE has been designed
to handle reuse 1 scenario, which means the entire network
is using the same operating frequency band. This creates a
high intercell interference level, which must be handled
anyway. Adaptive mechanisms are supported by LTE and
also WiMAX thus enabling efficient interference avoidance
and compensation. The satellite overlay component does not
increase the total interference level significantly and it was
estimated that the capacity loss in a cell is only less than 1%
and even at the cell edges the performance criteria will be
met. The study clearly shows that a satellite overlay
component can be introduced and integrated to LTE or
WiMAX terrestrial network.
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Abstract—In Wireless Sensor Networks, the most important of 
challenges is the bandwidth and energy limitations, network 
topology changes, and the lack of the fixed infrastructures. 
There is no fixed backbone infrastructure in these networks. 
Flooding is a kind of broadcasting in sensor networks. But it 
raises energy consumption because packet retransmission is 
needed when interference occurs. Also, it will has broadcast 
storm problem. To solve these circumstances, virtual backbone 
can be used. A backbone is a subset of active nodes while the 
rest of the sensors are sleeping. It is able to perform especial 
tasks and serve nodes which are not in the backbone. For 
instance, backbone nodes in networks can perform efficient 
routing and broadcasting. A backbone reduces the 
communication overhead, increases the bandwidth efficiency, 
decreases the overall energy consumption, and, at last, 
increases network effective lifetime in a Wireless Sensor 
Network. This paper classifies different backbone formation 
algorithms. We compare performance of these with each other. 

 
Keywords- backbone formation; clustering; connected 

dominating set; maximal  independent set; wireless sensor 
network. 

I.  INTRODUCTION  
Wireless Sensor Networks (WSNs) have attracted recent 

research attention due to wide range of applications they 
support. These networks consists a number of wireless nodes 
so that all nodes are energy constrained. Sensors are 
equipped with data processing and communication 
capabilities. Each sensor can be used to send the collected 
data to interested parties. The WSNs can be divided into 
three parts: data collection, based-station and data 
management center. In WSN, there is no fixed or predefined 
infrastructure. Flooding is a kind of broadcasting in sensor 
networks, where each node retransmits the broadcasting 
message that it receives. But it raises energy consumption 
because packet retransmission is needed when interference 
occurs. Also, it will has broadcast storm problem. [2][15] 

The extensive research performed in the past of decades 
in WSNs. Among the topics that clustering formation and 
interconnection (referred as backbone formation) have 
received especially attention. Backbone will remove 
unnecessary transmission links through shutting down some 
of redundant nodes. Although backbone will still guarantee 
network connectivity in order to deliver data efficiently in a 
WSN. [5] 

 
A backbone is a subset of active nodes while the rest of 

the sensors are sleeping. Backbones are able to perform 
especial tasks and serve nodes which are not in backbone. 
Therefore, the backbone construction depends on the task to 
be carried. The backbone of a network is normally required 
to be connected. For example, connected backbone node in 
ad hoc networks can perform efficient routing and 
broadcasting. The most use of backbones is improving of the 
routing procedure. A backbone reduces the communication 
overhead, increases the bandwidth efficiency, decreases the 
overall energy consumption and at last increases network 
effective lifetime in a WSN. [20] 

There are typically three well known methods to 
constructed backbones: (1) grid partitioning-based (2) 
clustering-based, (3) connected dominating set (CDS)-based. 
In first method, the area of network is divided into grids and 
one node in each grid is selected as a backbone node. The 
size of grid should be carefully determined to guarantee that 
the backbone is connected. In second method, nodes are 
grouped into clusters. A node is elected as the cluster-head 
(CH) in each cluster.  Any node in the network is either a CH 
or a neighbor of a CH. Rest nodes are required to be included 
to make the CHs connected. In third method, routing is easier 
and can adapt quickly to network topology changes. To 
reduce the traffic during communication, it is desirable to 
was constructed a Minimum Connected Dominating Set 
(MCDS). [7][8][14][17][18][20][24][26] 

We try to classify different backbone formation 
algorithms in these networks and compare performance of 
these with each other. Based on these methods, we have 
proposed new hybrid methods in this paper. In Section 2, we 
exhibited these methods and some examples compared in 
Section 3. In Section 4, we concluded the paper. 

II. CLASSIFICATION OF BACKBONE FORMATION 
ALGORITHMS 

From varied aspects, backbone formation algorithms can 
be classified into different types. Keeping some 
classifications in view, we present a few instances of these 
classifications and we propose new hybrid methods. 

A.  Grid Partitioning-Based Backbone 
In this method, the area of the network is divided into 

grids and one node in each grid is selected as a backbone 
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node. The size of grid should be carefully determined to 
guarantee that the backbone is connected.  

Geographical adaptive fidelity (GAF) is a grid 
partitioning algorithm for backbone construction. In this 
algorithm, each GAF node uses location information itself. 
The algorithm divides the network into virtual grids so that 
nodes are distributed into small virtual grids. Any node in 
one grid can directly communicate with any node in the 
other grid. This is why that all nodes in the same grid are 
equivalent. Thus, one node from each grid is enough to 
construct a connected backbone. According to virtual grid, 
any node in adjacent grid can communicate with each other. 
The communication range is supposed deterministic. 
Assume r is the size of the virtual grid, and also R is the 
transmission range. Because any two nodes in adjacent grids 
can be communicate with each other, this equation can be 
used for grids: [26] 

r² + (2r)² ≤ R²  →   r ≤ R / √5                                         (1) 

B. Clustering-Based Backbone 
Clustering is method for partitioning nodes of the 

network into groups. CHs are used to dominate the other 
nodes within the clusters. Clustering can provide a 
hierarchical architecture for efficient routing. At most 
existing solutions for clustering usually consists of two 
phases: construction and maintenance. In the first phase, 
nodes are chosen to act such as coordinators of the clusters. 
Then, clustering maintenance is required to reorganize the 
clusters due to mobility and failure of nodes. [7][14][18][24] 

Low-energy adaptive clustering hierarchy (LEACH) is a 
protocol. According to this protocol randomly decide 
whether or not to become CHs. The parameter used in 
decision making is the percentage of desired CHs in the 
network. In this protocol, sensors that decide to become 
CHs broadcast their decision. Each node reports to the CH 
with the highest signal strength. Selection of CHs is 
periodically repeated to balance energy consumption of 
nodes. The structure of the clusters constructed through 
LEACH is inefficient because the sink may be very far from 
many CHs. [14]   

A clustering algorithm proved that only clustering 
schemes that position their resultant clusters within the 
isoclusters of the monitored phenomenon are guaranteed to 
reduce the nodes’ energy consumption and extend the 
network lifetime. This was the first clustering algorithm; it 
employs the similarity of the nodes’ readings as the main 
criterion in cluster formation. [24] 

Another algorithm [18] proposed a mechanism as no two 
CHs could be direct neighbors and any other node should be 
adjacent to at least one CH. Each node has a unique node 
key and also knows the keys of its one hop neighbors. The 
basic idea behind the CH algorithm is to use the node key as 
a priority indicator when selecting CH in each cluster. Each 
node compares its key with the keys of its neighbors. At 
first, all nodes are undecided. If a undecided node has the 
lowest key among its undecided neighbors, the node decides 
to create its own cluster and broadcasts the decision and its 

key as the cluster key. Upon receiving a message from a 
neighbor so that announces itself to be a CH, each 
undecided node will declare itself as a non-CH node and 
also will inform its neighbors through transmitting a 
message. [18] 

Distributed mobility-adaptive clustering (DMAC) is a 
distributed clustering algorithm. It uses a mechanism similar 
to the algorithm in Lin and Gerla [18] to construct clusters. 
But, it uses the weight (the rest energy in the cluster or the 
capacity of the nodes) of the nodes instead of node ids as 
keys. This algorithm is followed with such weight instead of 
the original lowest id used in Lin and Gerla [18]. The basis 
behind the DMAC is a protocol for the topology control of 
large WSNs that Basagni et al. [8] proposed and called S-
DMAC. This protocol is used to select a subset of nodes to 
build a connected backbone and let all other nodes switch to 
an energy conserving sleep mode. A connected backbone 
includes of backbone nodes and gateway nodes so that 
interconnect the backbone nodes. Backbone nodes are the 
CHs computed by DMAC. S-DMAC optimized the 
overhead at both stages consist of construction and 
maintenance through limiting the use of hello messages. The 
backbone is reorganized only in two times. First, 
introducing a new batch of nodes with much higher energy 
than the current nodes, second backbone nodes deplete their 
energy. A non-backbone node will join a newly inserted 
backbone node when the residual energy of the new 
backbone node exceeds the original one’s energy through a 
predefined threshold. [7] 

Virtual Backbone for Energy Saving (ViBES) is a 
backbone algorithm. It uses the energy efficient 
construction. The idea behind ViBES was a subset of the 
sensor nodes that formed a connected backbone (the 
selected nodes via intermediate nodes and links). A small 
part of the nodes are selected to be the backbone, and the 
actual backbone is created through connecting the selected 
nodes via intermediate nodes and links. ViBES construction 
included of two important phases: (1) selection of primary 
ViBES nodes (2) their interconnection to form a connected 
backbone.The selection of the ViBES nodes is performed at 
each node according to the algorithm proposed in [8]. Every 
node has a unique id, a generic weight and also knows about 
the id and the weight of its one hop neighbors. Nodes that 
have the biggest weight among their neighbors become 
primary ViBES nodes. The other nodes decide to be primary 
ViBES nodes or ordinary nodes corresponding with the 
decision of all the neighbors with a bigger weight. At last, 
the process terminated when all sensor nodes be partitioned 
into primary ViBES nodes and ordinary nodes. A backbone 
is constructed through connecting the primary ViBES nodes 
via some ordinary nodes. Keeping this algorithm in view, 
primary ViBES nodes that are two or three hops away, 
select interconnection nodes until be part of the backbone. 
Thus, the backbone paths formed guarantee that the final 
backbone is connected. Figure 1 illustrates the process of 
selection of ViBES nodes. [6] 
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Figure 1. illustrates the process of selection of ViBES nodes. [6] 
Rectangles and black circles construct the final backbone.  

C. Connected Dominating Set  (CDS)-Based Backbone 
From varii aspects, CDS construction algorithms can be 

classified into different types. Keeping some classifications 
in view, we exhibited a few instance of these classifications.   

1) UDG and DGB 
The CDS construction algorithms can classified into two 

types: Unit Disk Graph (UDG) based algorithms and Disk 
Graphs with Bidirectional (DGB) links. In UDG and DGB, 
the link between any pair of nodes is bidirectional. The 
nodes transmission ranges in UDG are the same but in DGB 
are different. The MCDS in UDG and DGB has been shown 
to be NP-hard. [2][19][20][21] 

2) MIS based and Non-MIS based 
Independent set (IS) of a graph G is a subset of vertices 

so that no two vertices are adjacent in the subset. Maximal 
Independent set (MIS) is an IS, so that it is not a subset of 
any other IS. Note that in an undirected graph, a MIS is also 
a Dominating Set (DS). The MIS based algorithms have two 
kinds of realization. The optimal node selection is based on 
some criteria such as node degree, rest energy of node, and 
node id. [12][20][22][23] 

3) Centralized algorithm and Decentralized algorithm 
Algorithms that construct a CDS can be divided into two 

types: centralized and decentralized. The centralized 
algorithms in general result in a smaller CDS with a better 
performance ratio than that of decentralized algorithm. The 
decentralized algorithms also can be divided into two types: 
distributed and localized. In distributed algorithms, the 
decision process is decentralized. But in the localized 
algorithm, the decision process is not only distributed also 
requires only a constant number of communication rounds. 
Most of the distributed algorithms find a MIS and connect 
this set. [3][13][20][22][23] 

Two CDS construction approaches were proposed. The 
first algorithm begins through marking all vertices white. It 
selects the node with the maximal number of white 
neighbors. The selected vertex is marked black and also its 
neighbors are marked gray. The algorithm iteratively seeks 
the gray nodes and their white neighbors and selects the 
gray node or the pair of nodes, whichever has the maximal 
number of white neighbors. The selected node or the 
selected pair of nodes is marked black, and also their white 

neighbors marked gray. Finally, the algorithm terminates, 
when all of the vertices are marked gray or black. All the 
black nodes form a CDS. This algorithm results in a CDS of 
size at most 2(1+H(∆)).│OPT│, where H is the harmonic 
function and OPT refers to an MCDS. [13] 

The second algorithm also begins through coloring all 
nodes white. A piece is defined to be either a connected 
black component or a white node. The algorithm includes 
two phases. The first phase iteratively selects a node that 
yield the maximum reduction of the number of pieces. A 
node is marked black and its white neighbors are marked 
gray when it is selected. The first phase terminates when no 
white node left. There exists at most│OPT│number of 
connected black components. The second phase constructs a 
Steiner Tree until connects all the black nodes through 
coloring chains of two gray and black nodes. The size of the 
resulting CDS formed via all black nodes is at most (3+ln 
(∆)).│OPT│. [13] 

A greedy algorithm was proposed for MCDS in UDGs. 
At first, all nodes are colored white. The construction of a 
CDS includes four phases. The first phase is computing an 
MIS and coloring all its members red. In the second phase, a 
node selects that it can decrease the maximum number of 
pieces. This node is colored black and all its non-black 
neighbors are colored gray. After the second phase, we still 
have some white nodes left. The third phase will compute a 
spanning tree for each connected component in the sub 
graph reduced through all white nodes. All non-leaf tree 
nodes are colored black but leaf nodes are colored gray. The 
last phase will scan chains of two gray nodes to connect 
disjoint black components. [11] 

 The pruning-based heuristic was proposed. The S ʼ CDS 
is initialized to the vertex set of graph G(V, E).  Then each 
node will be examined to determine whether it should be 
removed or remained. At first, all nodes in S are colored 
white. The effective degree of a node defined to be its white 
neighbors in S. With considering a white node x ϵ S with 
minimum effective degree if removing x from S makes the 
resulted graph of S disconnected, then retain x and color it 
black. Otherwise, remove x from S. If x does not have a 
black neighbor in S, color its neighbor with maximum 
effective degree in S black. With repeating this procedure no 
white node left in S. At first, the algorithm starts from the 
node with minimum degree, which can be found through 
modified leader election algorithms in [16]. Let u be the 
node that we consider at the current step. If removing u 
causes the CDS disconnected, we color u black. Then, it 
selects its non-black neighbor with minimum effective 
degree for consideration in next step. If it is OK to remove u 
and if u does not have a black neighbor for next step, then u 
will select a neighbor with minimum effective degree. If u 
does have a black neighbor v, therefore v will choose its 
neighbor with minimum effective degree for next step. This 
procedure will be terminated when all nodes have been 
examined. This algorithm has time complexity О(n log³ (n)) 
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But, its distributed implementation has higher message 
complexity. [9] 

The distributed implementations of the two greedy 
algorithms had been proposed. The first algorithm grows 
one node with maximum degree to be form a CDS. Thus, a 
node must know the degree of all nodes in the graph. This 
algorithm produces a CDS with approximation ratio of 2
H(∆) in O(│C│(∆+│C│)) time, using the O(n│C│) 
messages, where the harmonic function, n is the total 
number of vertices, and C represents the final CDS. [12] 

In the second algorithm, compute a DS and then selects 
additional nodes to connect the set. Then, an unmarked node 
compares its effective degree, with the effective degrees of 
all its neighbors in two-hop neighborhood. The greedy 
algorithm adds the node with maximum effective degree to 
the DS. When a DS is achieved, the first stage terminates. 
The second stage connects the components via a distributed 
minimum spanning tree algorithm. This is why that each 
edge is assigned a weight equal to the number of endpoints 
not in the DS. Finally, the nodes in the resulting spanning 
tree compose a CDS. This algorithm has time complexity of 
O((n+│C│) ∆), and message complexity of O(n │C│+m+ 
n. log(n)). It have the MCDS with a ratio of 2H(∆)+1, where 
m is the cardinality of the edge set. [12] 

Two versions of an algorithm were provided to construct 
the DS. In these algorithms, they employ the distributed 
leader election algorithm [16] to construct a rooted spanning 
tree. Then, a labeling strategy is used to divide the nodes in 
the tree to be either black or gray according to their ranks 
(pair of its level and its id). The labeling process begins 
from the root node and finishes at the leaves. At first, the 
node with the lowest rank marks itself black and broadcasts 
a DOMINATOR message. According to the following rules, 
the marking process continues:  

 “If the first message that a node receives is a 
DOMINATOR message, it marks itself gray 
and broadcasts a DOMINATEE message.”[3] 

 “If a node received DOMINATEE messages 
from all its lower rank neighbors, it marks itself 
black and sends a dominator message.”[3] 

When it reaches the leaf nodes, the marking process 
finishes. Just now, the set of black nodes form an MIS. In 
the final phase, the nodes connect in the MIS to form a CDS 
through INVITE and JOIN messages. Figure 2 illustrates 
the operation of these algorithms. Node 0 is the root of the 
spanning tree so that it is constructed through using the 
leader election algorithm. This algorithm has time 
complexity of O(n) and message complexity of O(n.log(n)). 
[3] 

 
Figure 2. An example of Alzoubi and Wan ̕ s algorithm [3] 

A completely localized algorithm was proposed to 
construct CDS in general graphs. At first, all vertices are 
unmarked. They exchange their open neighborhood 
information with their one-hop neighbors. Each node knows 
all of its two-hop neighbors. The marking process applies 
the following simple rule: any vertex having two 
unconnected neighbors so that they were marked as a 
dominator. At last, the set of marked vertices form a CDS, 
but it has a lot of redundant nodes. There are two pruning 
principles so that they are provided to post-process the DS. 
This pruning idea was expressed to the following general 
rule [10]. According to this rule, if it exist k connected 
neighbors with higher ids in S so that it can cover all u̕ s 
neighbors then, a node u can be removed from S. [23] 

Connected Dominating Set-Hierarchical Graph (CDS-
HG) is a novel distributed MCDS approximation algorithm. 
This algorithm generates smaller CDS sizes compared with 
the existing algorithms. Algorithm includes of two phases. 
In the first phase, rule1 (Essential Node Determination) is 
used. According to this rule, a set of dominators select for 
each hierarchical level so that all nodes in the next level are 
dominated by these dominators. A greedy strategy is used to 
select the dominators for creating a small initial DS. In the 
second phase, rule2 is used to remove the redundant 
dominators. This process repeated from the lowest level to 
the highest level of the hierarchical graph. According to The 
greedy strategy that created CDS is connected. The size of 
generated CDS is at most (logn│opt│), where n is the 
number of nodes in the network and opt is the cardinality of 
a minimum DS. The computation complexity of their 
algorithm is O(n²). [25] 

Because a centralized CDS algorithm is impractical for 
WSNs, they implemented a distributed algorithm based on 
competition. It includes three phases: creating the initial 
CDS through competition and reducing the CDS size 
through applying rule2 on all dominators. Respectively, the 
computation and message complexities of their algorithm 
are O(θ²) and O(θ), where θ is the maximum number of 
child nodes in graph. [25] 

Another algorithm is proposed for finding MCDS by 
using DS. DSs are connected via Steiner tree. The 
approximation algorithm includes of three stages. In the first 
stage, the DS is determined through identifying the 
maximum degree nodes to discover the highest cover nodes. 
In the second stage, connects the nodes in the DS through a 
Steiner tree. In third stage, this tree prunes to form the 
MCDS. To local repair, rule k [17] is used to find the nodes 
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so that can maintain the MCDS. Eventually in the pruning 
phase, redundant nodes are deleted from the CDS to obtain 
the MCDS. They proposed a local repair algorithm to take 
care of node’s deletion. [20] 

Approximation Two Independent Sets based Algorithm 
(ATISA) is a new method for constructing CDS. The 
ATISA has three stages: (1) constructing a connected set 
(CS), (2) constructing a CDS, and (3) pruning the redundant 
dominators of CDS. ATISA constructs the CDS with the 
smallest size compared with some famous CDS construction 
algorithms. The message complexity of this algorithm is 
O(n). 

The ATISA has two kinds of implementations: 
centralized implementation and distributed implementation. 
The centralized algorithm consists of three stages, which are 
CS construction stage, CDS construction stage, and pruning 
stage. In the centralized algorithm, the initial node is 
selected randomly and then, the algorithm executed several 
rounds. When the first stage is ended, there are no black 
nodes generated in the network. The generated black node 
set is formed a connected set. If a white node has black 
neighbors, then it will select the black neighbor with the 
minimum id as its dominator, and also change its state into 
gray. If a white node only has the gray neighbors; then, it 
will send an invite message to the gray neighbor with the 
minimum id and also change its state into gray. Finally, in 
the second stage, constructs a CDS and all the nodes are 
either black or gray. At last, there is no white node left in 
the network. According to the third stage, if a black node 
with no children and also if the neighbors of the black node 
are all adjacent to at least two black nodes, then the black 
node is put into connected set. [19] 

But, in the distributed implementation, all the nodes 
exchange their positions information with their neighbors. 
At first, all nodes are initialized white. After the first stage, 
there are white nodes, gray nodes, and black nodes. Then, in 
the second stage, there are black nodes, gray nodes and 
sometimes white nodes. According to the first stage, white 
nodes can change their states into gray and also gray nodes 
can change their states into black. At last, in the third stage, 
the redundant black nodes are deleted. [13] 

Energy-Aware Virtual Backbone Tree (EVBT) is a 
distributed algorithm for constructing a backbone in WSN. 
It chooses only nodes with enough energy levels as the 
member of the virtual backbone. Also, it introduced a 
concept of threshold energy level for members of virtual 
backbone. Only nodes with energy levels above a 
predefined threshold are included in the EVBT. The EVBT 
can be dynamically reconstructed with changing energy 
levels and also changing state (on/off) of nodes. Data packet 
can be delivered along another EVBT, when an EVBT 
breaks down due depletion of energy of one or more 
members. All sensor nodes are fixed but, the SN is static. 
They used a simple graph G(V, E) to represent a WSN, 
where V and E represents set of all sensor node and all 
edges, respectively. The graph will be an undirected graph. 

Hence, sensor node that does not belong to the backbone is 
termed as leaf node. Every node in the network has an 
EVBT node. They term this EVBT node as the dominator of 
the corresponding leaf node. They presumed each node v 
knows its N (v). They check two types of vertices. A tree 
node is a fixed vertex so that it cannot be removed from the 
EVBT. It means that this vertex will be a part of the final 
solution. If energy level of Non-fixed vertices is not above 
threshold energy level or its removal does not disjoin the 
resulting sub graph, then Non-fixed vertices will be 
removed. Therefore, at each step of the algorithm, at least 
one vertex is either fixed, or removed. It is presumed that at 
first, all the nodes in the network form the EVBT. At last, 
these non-removed and fixed vertices form the EVBT. They 
presumed, the sink node is leader to starts execution of 
algorithm.  

At first, the leader will check its degree. If the degree is 
greater than one, then it verifies whether removing itself 
from the graph would disjoin the sub graph. Keeping this in 
view, criteria for being a member of EVBT are the node 
must have energy level greater than the threshold energy 
level, and also highest degree among all the neighbors of the 
node. When the algorithm terminated that result of iteration 
is an empty set of each node. At the first iteration, this list is 
empty. The EVBT computed at the end of all iterations. It at 
once updates its list of dominators, ever when a node 
chooses any node as its dominator. In this algorithm, every 
node in the network has one virtual backbone node, which it 
selects as its dominator. This dominator will be parent node 
for that node. Any node in the network will forward its 
packet to its dominator. In this way the packet eventually 
reaches the sink node. [1] 

A CDS-based backbone was constructed to support the 
operation of an energy efficient network. That focused on 
three key ideas in their design: (1) a realistic weight matrix, 
(2) an asymmetric communication link between pairs of 
nodes, and (3) a role switching technique to prolong the 
lifetime of the CDS backbone. This algorithm is distributed 
in nature.  It is deterministic.  

Corresponding with the weight comparison among 
neighbors, some suitable nodes get selected as dominators. 
The set of dominators is a MIS. Those selected dominators 
are in conjunction with some Connector nodes (dominator2 
nodes), then they form the dominating set of the network. 
Nodes that are not part of the dominating set remain as 
dominates and use neighboring dominators as next hops for 
data communication. This algorithm presumed that all nodes 
know two hops away neighborhood information and they 
have equal transmission range. Therefore, the weight matrix 
used in r-CDS algorithm is: Wᵢ(rᵢ, degᵢ, idᵢ). Node i is more 
suitable to be a dominator than neighboring node j, if any of 
the following is true: [15] 
deg (u)- The effective node degree of node u  
r(u)- The number of 2-hop away neighbors  

 r(i) < r(j) 
 r(i) = r(j) and deg(i) > deg(j) 

51

ICSNC 2011 : The Sixth International Conference on Systems and Networks Communications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-166-3

                           63 / 259



 r(i) = r(j) and deg(i) = deg(j) and id (i) < id (j) 
According to this algorithm, sensor nodes in the r-CDS 

algorithm can have three different colors: white, gray and 
black. At first, all nodes are white. In continue, all nodes 
change their color to either black or gray. Black nodes form 
network backbone, but gray nodes remain as dominatees. In 
their algorithm, nodes can broadcast the following 
messages: BLACK, GRAY and d(u) messages. After each 
node knows about its two hop away neighborhood, all nodes 
broadcast their r values. A node u can become dominator1, 
if it wins in the weight comparison. Then, node u turns 
black and broadcasts a BLACK message in the 
neighborhood. If a white node v receives BLACK message 
from its neighbor u, so v becomes gray and broadcasts 
GRAY message. This GRAY message includes the pair (v’ 
s id, u’ s id). If a black node w receives GRAY message 
from a gray node v and also the id of another black node u, 
and if w and u are not connected yet, then v becomes 
dominator2 node to connect u and w. In that case, after 
receiving a BLACK message from a node w, if a gray node 
u has already received a notification so that there is a two 
hop away black neighbor v sent through a neighbor x and v 
has not been connected to w yet, then both u and x become 
dominator2 nodes to connect node v and node w. [15] 

An intelligent backbone formation algorithm was 
proposed according to distributed learning automata. The 
worst case running time and message complexity of the 
backbone formation algorithm has a 1/(1-ε) optimal size 
backbone. This was why that it was shown that through a 
proper choice of the learning rate of the algorithm, a trade-
off between the running time and message complexity of 
algorithm with the backbone size can be made. [2] 

At its implementation, a network of the learning 
automata isomorphic to the UDG was used. It is formed 
through equipping each host to a learning automaton. At 
each stage of this approach, the learning automata randomly 
choose one of their actions so that a solution can be found in 
the CDS problem. The created CDS is evaluated via the 
random environment and also the action probability vectors 
of the learning automata are updated depending on the 
response received from the their environment. At last, in an 
iterative process, the learning automata converge to a 
common policy so that it constructs a minimum size virtual 
backbone for us. The network graph is presumed to be 
undirected. Each host has a unique id and also requires that 
know its neighbors’ id. With comparing the results of 
proposed algorithm with the other of the best known CDS-
based backbone formation algorithms, the results show that 
their algorithm always outperforms the others in terms of 
the backbone size and also its message overhead is only a 
few more than the least cost algorithm.  [2] 

D. Hybrid Algorithms 
Several backbone formation algorithms have been 

created so that they used from two or more categories such 
as clustering and CDS. We call their as Hybrid Algorithms. 

At first, these algorithms use clustering and then CDS. In 
blew some of algorithms have been shown. 

One algorithm was proposed for constructing virtual 
backbone in Wireless Ad-hoc Sensor Networks. According 
to this algorithm, the sensor network is divided into clusters. 
This algorithm includes of two phases: (1) clustering nodes, 
(2) the CDS algorithm for intra clusters. It assumes all 
vertices are unmarked. Then, exchange their open 
neighborhood information with their one-hop neighbors. 
With using two pruning rules are provided to post-process 
the DS. If there exists a node v with higher id so that the 
closed neighbor set of u is a subset of the closed neighbor 
set of v, node u can be taken out from the CDS. [4] 

Clique Clustering (CC) is the definition of a protocol for 
building and maintaining a connected backbone in WSN. In 
this protocol, the network is partitioned into clusters that are 
cliques. Thus, removing a node does not disjoin a cluster, 
and adding one needs simple operations for checking node 
acceptance to the cluster. The protocol includes three 
phases: (1) partitioning the network into clusters as cliques, 
(2) connection Clusters to form a backbone, (3) maintains 
the backbone connected.  The cluster formation phase of the 
CC protocol produces a clustering that includes the 
following properties: (1) every non-cluster-head node has at 
least a cluster-head (2) every node in a cluster can 
communicate directly with every other node in the cluster, 
and (3) every non-cluster-head node affiliates to the cluster 
of the first cluster-head inviting it. In their opinion, every 
node knew its own unique id, its own weight and also the id 
and weight of each of its neighbors. [5] 

The protocol is started through nodes that have the 
biggest weight among all their neighbors. These nodes send 
a message so that they will be cluster-heads. Upon receiving 
this message from one of its heavier neighbors, a node 
exchanges with the sender information. According to the 
received information, a cluster-head selects all smaller 
neighbors that can be affiliated to its own cluster so that 
maintaining the clique property and invites them to join it. 
A node decides to be a cluster-head itself, when whose 
heavier neighbors have joined other clusters or have 
finished inviting nodes and also that has not been invited to 
be part of any cluster. When the protocol terminates that 
every node belongs to a cluster being either a cluster-head 
or an ordinary node and also knows the role and cluster-
head of all its neighbors. At last, to build these cluster 
connections, each cluster-head needs to know all its 
neighboring cluster-heads. With terminating the cluster 
formation phase, every node knows the id and weight of 
each neighbor and also the id and the weight of the cluster-
head to which each neighbor is affiliated. Then, each node 
sending this information to its own cluster-head to select 
paths for a connected backbone. Figure 3 illustrates the final 
connected backbone. [5] 

 

52

ICSNC 2011 : The Sixth International Conference on Systems and Networks Communications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-166-3

                           64 / 259



 
Figure 3. A WSN, the CC-induced clustering and a backbone connecting 

the cluster [5] 

III. COMPARISON OF SOME ALGORITHMS 
We have surveyed some well-known backbone 

formation algorithms in term of time and message 
complexity. Performance comparison of some algorithms is 
shown in the table below. We can see that proposed 
algorithms in [3], [11], [20], [22] have the less time and 
proposed algorithms in [11], [19], [20], [25] have the less 
message complexity among other algorithms in this table. 

Also, time complexity of proposed algorithms in [13], 
[25], and message complexity of proposed algorithms in [3], 
[22] are equal. According to the table below, time and 
message complexity [2] is only slightly more than the least 
cost algorithm. 

TABLE I.  PERFORMANCE COMPARISON 

Ref. 
Performance comparison 

Approximation 
factor  Time complexity Message complexity 

[2] - О(Δ) О(nΔ²) 
[3] 8opt+1 О(n) О(n log (n)) 
[9] - О(n log³ (n)) О(n² log³ (n)) 
[11] 147opt+33 О(n) О(n) 
[12]-I 2H(Δ) +1 О((n+│C│) Δ) О((n │C│+ m + n log(n)) 
[12]-II 2H(Δ) О(│C│ (Δ+│C│)) О(n │C│)  
[13] О(n log(n)) О(n²) О(n²) 
[19] - - О(n) 
[20] О(n) О(n) О(n) 
[22] 8opt О(n) О(n log (n)) 
[23] О(n) О(Δ³) ϴ(m) 
[25] - О(n²) О(n) 

(n and m are the number of vertices and edges respectively, opt is the size 
of MCDS, Δ is the maximum degree, │C│ is the size of the computed CDS, 
H is the harmonic function.) 

IV. CONCLUSIONS AND FUTURE WORKS 
The backbone has proven to be an effective construct 

within which to solve a variety of problems that arise in 
WSNs. In this paper, we classified backbone formation 
algorithms and a few instances of these classifications and 
proposed hybrid approaches of these classifications. Also, 
we have surveyed some famous backbone formation 
algorithms in term of time and message complexity. 
Significant attention has been paid to backbone formation 
algorithms yielding a large number of publications. 
Backbone construction depends on the task to be carried. A 
backbone reduces the communication overhead, increases 
the bandwidth efficiency, decreases the overall energy 

consumption and at last increases network effective lifetime 
in a WSN. The important issue that we can be reached is 
selection algorithm according to our use. 
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Abstract—Node localization is a fundamental capability for
several applications of Wireless Sensor Networks (WSN), such
as security surveillance, fire detection, animal behavior moni-
toring, among others. Over the last decade, node localization
in wireless sensor networks has evolved from centralized to
distributed solutions. Therefore, more demanding conditions
have arisen for new applications. These conditions come from
massive node deployment and irregular topologies, requiring
further analysis. In this paper, we present a method to
reduce the signaling overhead due to a distributed localization
procedure. This method consists of four stages: Based on the
Awerbuch’s γ synchronizer, the proposal divides the network
into clusters. The cluster size is restricted by a growing factor
defined by a cluster-head, i.e., a leader. Based on connectivity
information, the distance between each pair of nodes, belonging
to the same cluster, is calculated by the corresponding leader.
Next, each leader solves locally a particular instance of the
MultiDimensional Scaling (MDS) problem. Finally, a minimum
set of beacons is selected on each cluster. This is in order to
assemble each region into a global localization solution within
a single system of reference. In our method, we turn the
initial settlement into several smaller instances of the original
problem which can be solved simultaneously and based on local
resources. Simulation results show that this approach produces
important savings on the required message exchange.

Keywords-Localization; Partitioning; Synchronizer; Multidi-
mensional Scaling.

I. I

Wireless Sensor Networks (WSN) is an emerging tech-

nology offering a wide spectrum of potential applications,

and also a source of challenging problems to be solved

[1]. Sensor node localization is a fundamental capability

supporting most of these applications. A monitoring system,

for instance, is able to determine the source of a critical event

only if sensor nodes have accurate localization capabilities.

Position awareness can also be used to enhance routing

decisions because the nodes can send packets to their final

destination based only on the position of nearby nodes,

i.e., knowing the position of their neighbors. These routing

strategies foster local work and, as a consequence, reduce

the resource consumption [7], [11], [17].

For a small set of nodes, their individual positions can be

programmed manually. In other cases, a Global Positioning

System (GPS) may provide a convenient starting point.

Nevertheless, the utilization of a GPS is limited due to

budget constraints. Alternatively, a mobile node that is aware

of its own position may perform a comprehensive tour

across the underlying network. This mobile “coordinator”

informs to each node about its corresponding position.

It is important to recall that GPS is not recommended

for indoor deployments, because satellite signal reception

could be poor. When neither a GPS-based procedure, nor a

manual programming are feasible, an automatic localization

procedure is required.

Over the last years, an important number of proposals

addressing self-configurable localization procedures have

been published. Most of these proposals imply special-

ized solutions that perform well, merely under particular

circumstances. Only a few of them have proved to be

useful for general applications. However, even these general

methods may show a poor performance under massive node

deployment. In the meantime, technology trends show that

WSN have permeated in different sector of our lives, as

a consequence the number of deployed nodes is growing

abruptly. In this context, scalability seems to be a new

borderline in localization.

Despite of the fact that there is a well-known set of

localization techniques offering general solutions [9], [10],

[14], there are pending issues on the subject to be addressed.

Scalability is one of these requirements to be fulfilled. The

required methods developed to solve localization cannot be

directly applied on a massive node deployment, due to their

inherent message complexity, which limits the sensors en-

ergy budget. Apparently, the implicit agreement among sci-

entists suggests that partitioning is a promising direction to

address the scalability issue [18], [19]. From this approach,

the underlying network is split up into regions or clusters.

Each of the resulting clusters solves a reduced version of

the localization problem. Finally, the local solutions are
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assembled between each other, like the pieces of a puzzle,

in order to build the global solution.

The partition methods so far developed to address scala-

bility, start selecting a set of nodes; each of these appointed

nodes is in charge to build a cluster. A cluster grows inviting

its neighbor nodes to join the graph under construction.

Nevertheless, to our best knowledge, these procedures do not

control neither the cluster growth rate, nor the initial number

of appointed nodes. In Shang [16], for instance, each node

in the graph is regarded to be a cluster by itself, provided

that it is not assimilated by a bigger one. Therefore, the

partition message complexity may turn out to be excessive.

In addition, the simultaneous construction of clusters may

produce an unnecessary condition where neighbor clusters

compete for nodes which still are unassigned and, having

an impact again, on the number of exchanged messages.

In contrast, our proposal provides a control on the number

of nodes which are initially appointed to start the graph

partitioning. It also offers a parameter k, that allows to

“modulate” the growth rate and, indirectly, the order of the

resulting clusters, which has a deep impact on the message

exchange and time complexity.

In this work, we have addressed the localization problem

for a wireless sensor network with arbitrary topology, where

the nodes are deployed at fixed but unknown positions. It

is also assumed that the nodes do not have implemented a

complementary device to estimate either, power range or

distance. The method that we introduce consists of four

consecutive stages: in the first stage, the underlying graph

associated with the network is partitioned with our modified

method. In the second stage, for each of the resulting

clusters, the appointed starting node calculates the distance

in terms of hops, between every couple of nodes belonging

to the same cluster. In the third stage, each leader solves

locally a particular instance of the multidimensional scaling

problem. Finally, in the last stage, a minimum set of three

beacons is deployed on each cluster, to assemble each region

into a global solution within a single system of reference.

The rest of this document includes the following parts: In

Section II, we formally define the problem and introduce the

related work. In Section III, we describe the stages of our

method and present a collection of performance assessments.

In Section IV, we present the analysis of the results. Finally,

we present our final remarks in Section V.

II. D  RW

From the point of view of graph theory , a network is

modeled by a graph G = (V, E), with an edge between any

two nodes that can communicate directly with each other. In

most of the cases, the multi-hop radio network is modeled

as a Unit Disk Graph (UDG). In a UDG G = (V, E), there

is an edge u, v ∈ E if and only if the Euclidean distance

between u and v is less than or equal to 1.

An embedding of a graph G = (V, E) in the Euclidean

plane is a mapping f : V → �
2, i.e., each vertex v j,

j = 1, 2, . . . , n is identified by a point x j ∈ �
2 in the

plane. A realization of a unit disk graph G = (V, E),

in the Euclidean plane is an embedding of G such that

u, v ∈ E ↔ d( f (v), f (u)) ≤ 1, where d is the Euclidean

distance between two points. Therefore, localization consists

of the realization of a unit disk graph in the Euclidean plane.

Localization is also considered as an optimization problem

because given a set of measured distances between nodes

that build a network, it is necessary to estimate the position

of each node on a plane, up to rotations and translations.

This is, while the error between the measured distances and

the resulting distances from the estimated positions should

be minimized. Practitioners introduce nodes with fixed and

known locations, called beacons or anchors, in order to help

the system to settle the reference coordinates.

In a sensor network in �2 there are two types of nodes:

common sensors and anchors. A common sensor j is a node

which position has to be estimated and, it is denoted by

x j ∈ �
2, j = 1, 2, . . . , n. In contrast, each anchor k, has a

well known position ak ∈ �
2, k = 1, 2, . . . ,m. Let di j be the

Euclidean distance between a pair of common nodes i and j,

and let d jk the Euclidean distance between a common node

j and an anchor k.

There are unknown pairs of distances for some cases, so

the pairs of nodes, for which mutual distances are known,

are denoted as (i, j) ∈ Nx distance between sensor and sensor

and ( j, a) ∈ Na between sensor and anchor pair, respectively.

The localization problem in �2 can be stated as: given

m anchor locations ak ∈ �
2, k = 1, 2, . . . ,m and some

distance measurements di j, (i, j) ∈ Nx, d jk, ( j, k) ∈ Na, find

the locations of common sensors, such that (ideally)

|xi − x j|
2=d2i j, ∀(i, j) ∈ Nx (1)

|x j − xk |
2=d2jk, ∀( j, k) ∈ Na (2)

In many instances of the problem, noisy measurements

introduce uncertainty on the calculations. Under such con-

ditions, the problem can be reformulated as follows,

min {|xi − x j|
2 − d2i j} (3)

min {|x j − xk |
2 − d2jk} (4)

Notice that, anchors provide to the system with a fixed and

absolute reference. Otherwise, when there are not anchors

at all, the solution shows only relative positions. In other

words, the “drawing” of the solution of the original network

can be rotated, reflected or translated.

Different techniques have been proposed to measure the

distances that make up the input set of the localization
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problem. These techniques can be classified into two main

categories: range-based and connectivity-based (also called

range free). The former depends on a physical signal ex-

changed between two points which value is a function of

the length, or relative position, of the line of sight from

transmitter to receiver. e.g., Angle of Arrival (AoA), Time

of Arrival (ToA), and Received Signal Strength (RSS).

The downside of range-based techniques is that they

require additional hardware that may impact on the price

of individual nodes. Besides, they can be very sensitive

to environmental conditions. In contrast, connectivity-based

techniques depend on the number of hops separating any pair

of nodes. In this case, it is assumed that two nodes sharing

an edge are separated, at most, by one distance unit. For

both categories, indirect measurements may be propagated

to other nodes in the network using a distributed procedure,

such as the Distance-Vector algorithm (DV), where each

node successively sends all the distances and the paths to

reach the destinations that it already knows.

Research on localization methods has produced reason-

able methods that offer excellent performance when the

deployed sensors make up a dense and globally uniform

network. Among the most relevant proposals, we found that

Shang et al. [15] demonstrated the use of a data analy-

sis technique called “MultiDimensional Scaling” (MDS) in

estimating positions of unknown nodes. First, using basic

connectivity or distance information, a rough estimate of

relative node distances is made. Then, classical MDS (which

basically involves using eigenvector decomposition) is used

to obtain relative maps of the node positions. Finally, an

absolute map is obtained by using the known node positions.

This technique works well with few anchors and reasonably

high connectivity. For instance, for a connectivity level of 12

and 2% anchors, the error is about half of the radio range.

Suppose we could count on the matrix X, where each

of its rows codes the position of a point on an Euclidean

space. It is possible to calculate the square of the distances

between any pair of points in this collection, according to

the following expression

D(X)2 = c1T + 1cT − 2XXT = c1T + 1cT − 2B (5)

where c is a vector made up with the elements from the

diagonal of XXT . Then, we left and right multiply by a

centering matrix and by the factor −1/2 to obtain

−
1

2
HD(X)2H=−

1

2
H(c1T + 1cT − 2XXT )H

=−
1

2
Hc1TH −

1

2
H1cTH +

1

2
H(2B)H

=−
1

2
Hc0T −

1

2
H0cT +HBH = B (6)

The first two parts of the equation are canceled since

centering a vector made up with 1’s produces a vector made

up with 0’s only (1TH=0). In turn, as we assume that the

columns in X have a mean equal to 0, the centering matrices

around B can be dismissed. Now we can see that if were

able to factorize B, according to an eigendecomposition, it

will turn out that QΛQT = (QΛ1/2)(QΛ1/2)T = XXT . There

exist a tool that carries out this decomposition: the so-called

power method, which is an iterative algorithm of complexity

O(n3), where n is the number of unknown positions. We

also tested an optimization approach, called the majorization

method, which also is an iterative algorithm of complexity

O(n2), but it is not based on eigendecomposition [3], [8].

III. M     

A synchronizer is a set of techniques that enables an

asynchronous system to emulate a synchronous behavior. To

support this emulation, each node should be able to proceed

with the next step of the given algorithm, only when it

is granted that all the participants have accomplished the

preceding step [13]. A node under these condition is said to

be “safe”.

Awerbuch [2] introduced three types of synchronizers: the

α type, where each node exchanges messages with all its

neighbors to let them know that it is safe. The β type, where

a spanning tree is previously built. Here, a node sends a

message to the root when the current step has finished. Once

the root has collected these messages from each node, it

broadcasts back a new message to the nodes on the tree, in

order to notify the overall safety.

Finally, in the γ synchronizer the underlying graph is

partitioned into a forest. Each of the resulting trees, also

called cluster, runs a local version of the β synchronizer.

However, when the nodes of a given cluster have finished the

current step, the root exchanges messages with its neighbor

trees to let them know of its local condition. When a root

recognizes this condition on each of its neighbor subgraphs,

it broadcasts back a new message to the nodes of its cluster

to notify the overall safety.

The γ synchronizer requires an initialization procedure to

split up the underlying graph in a set of disjoint clusters.

The construction of a cluster starts when a given node,

still unexplored, is appointed as a leader. The new leader

begins aggregating layers to the cluster under construction.

It is expected that a new layer that joins the cluster should

contain, at least, as many nodes as, k times the total number

of nodes already in the cluster. When this condition is not

met, the cluster construction stops. Then, a new leader is

found and the procedure starts again. Here, there is a special

link, called “preferred”, between the former tree and the

new one about to be settled. This link fixes a relationship

between the “ancestor” cluster and its “successor”. When the

cluster stops growing and a new node cannot be appointed,

the leader in charge turns the control back to its ancestor tree.
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Figure 1. Building clusters with different values of k.

In due time, the receiving leader looks for a node to start a

new successor tree, otherwise it also turns the control back

to its own ancestor tree. According to this rule, the initial

leader is able to recognize the moment when the partition is

finished. The graph has been exhaustively explored and each

node has been incorporated to a given tree. Our partitioning

technique is based on a cluster growth parameter k. While

the original work does not consider the values of k < 1, our

implementation supports any value of k > 0. Nevertheless,

when the partition process works under these “suboptimal”

growth rate, each cluster grows with a very slow pace and

the average cluster order increases.
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Figure 2. The benefits of partitioning

Besides this original partition procedure, herein called the

“serial” partitioning, in this work we propose a new approach

called the “concurrent” partitioning which once a cluster

stops growing, each node in the border of the cluster selects a

neighbor not yet assigned. Each of the newly selected nodes

concurrently receives a signal permission to build a new

cluster and as a result, preferred links between clusters are

implicitly defined. In contrast to the original procedure, a

given cluster, does not turn back the control to its ancestor

when there is not any further place to explore. This feature

does not preclude the further start of the next stage of our

global localization method.

Figure 1 shows the behavior of the proposed partitioning

algorithm for three values of k: 0.7, 1 and 2, respectively.

Our partitioning approach shows similarities with the

work presented in [4], [12]. In contrast, our method does not

have as many cluster construction rules as they do. Potential

conflicts on the nodes’ assignation are solved with a very

simple rule: a free node, i.e., a node not yet assigned to a

cluster, decides to be part of the first cluster that accepts it.

Otherwise it will eventually turn into a new cluster leader

on its own.

We developed a first assessment assuming that the system

runs the localization procedure without a previous partition-

ing, then it is run by choosing a partitioning with different

orders, i.e., the number of nodes on the resulting clusters.

Figure 2 shows the overall message complexity associated

to each test. Results show that partitioning saves expenses

by several orders of magnitude.

In a second evaluation, we decided to compare the serial

and the concurrent partitioning stages, for a value of k = 1.

We test both over 50,000 different networks with 600 nodes

each, which have been generated randomly. Our results

provide a 95% confidence.

In the second stage of our localization procedure, a local

instance of the Bellman-Ford [6] algorithm is executed

on each of the resulting clusters to calculate the shortest
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Table I
R         

Variables Serial concurrent

Finalization Timea 809.25 213.01

Messages Transmittedb 28146.73 25445.32

Transmitted Messages per Nodec 49.77 45.81

Leader’s Transmitted Messagesb 1920.82 2091.70

Leader’s Transmitted Messagesc 111.79 83.07

Avg. Number of Resulting Clusters 4.37 11.98

Avg. Cluster Size 19.336 11.11

a assuming that a message is transmitted using a time unit
b average total number of messages
c average individual number of messages

path between every couple of nodes belonging to the same

cluster. The length of each path is considered a substitute

for the Euclidean distance between nodes, which is required

in the following stage. The routing algorithm requires the

whole set of links that make part of the induced subgraph.

In the original work, each node exchanges messages with

all its neighbors, to calculate the shortest path between

any couple of nodes. This approach produces a message

complexity O(|V |3), where |V | is the order of the underlying

graph, i.e., the total number of nodes that make part of

the graph. However, in wireless sensor networks, message

transmission is an event that has a major impact on the

nodes’ energy supply. For this reason, we developed an

alternative approach: using the tree that spans its cluster,

each node sends to the root its neighbors list. The leader

which is appointed as the root, collects this information to

build a model of the underlying graph and then it runs a

centralized version of the routing algorithm. This method has

a complexity O(|V |) on the number of exchanged messages.

When a leader has estimated the distances between any

couple of nodes belonging to its cluster, it starts the third

stage of our procedure: it solves a local instance of the

MultiDimensional Scaling problem (MDS) i.e., it transforms

a distance matrix into a list of vectors coding the positions

where nodes can be preliminary located. We evaluated three

alternatives, see Figure 3: a) the classical eigendecomposi-

tion, b) a second iterative procedure called the majorization

method, i.e., Scaling by Majorizing a Complicated Function

(SMACOF), and c) the combination of both. In this last

procedure, we build a preliminary solution using method a)

which is further supplied as a new input to method b). As

it could be expected, this combined approach offers the best

results. Nevertheless, the second alternative offers nearly

the same quality under a lower price. Let us recall that

eigendecomposition has a complexity order equal to O(n3),

where n is the number of unknown positions. In contrast,

majorization’s complexity is O(n2).

To the authors’ best knowledge, all the preceding work

based on range free distance estimation assume a fixed hop
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Figure 3. Localization error for two network densities.

length equal to one. Our contribution in this stage also

consists on a test varying the hop length between 0 and 1.

We found that, depending on the density of the underlying

graph there is a hop value that optimizes the outputs of

the MDS decomposition. These results are shown in Figure

4. We plotted the reconstruction error for ten different hop

values and for three network average densities: 4, 8 and 12

Nodes/Range. In each case exists a hop value that minimizes

the MDS reconstruction error. Also, note that the mean error

decreases due to the network density increment.

When each leader has solved the local instance of the

MDS, the geometric center of the cluster is considered at

the position (0, 0), or (0, 0, 0), whether the nodes deployment

are in 2D or 3D, respectively. This means that all clusters

are logically overlapped. In the last stage of our procedure,

we install a minimal set of beacons on each cluster in order

to perform an isometric transformation that fixes the final

coordinates of each region. And thus, a global and coherent

picture of the system has been built.

Figure 5 shows the results of localization without and

with partitioning, respectively. It is worth mentioning that
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Figure 5. A network reconstruction. Fig. (a) reconstruction without
partitioning. Fig. (b) reconstruction with partitioning.

compared to the proposal of Shang, our method achieves

similar results. Nevertheless, from Shang’s point of view in

[15], each node starts working considering itself a cluster on

its own and therefore, exchanging an excess of messages.

We bound this message complexity by growing clusters

during the first stage of our method. The underlying tree

that spans the nodes of each cluster provides an efficient

message exchange.

IV. A   

We introduced a localization procedure which consists of

four consecutive stages: in the first stage, the underlying

graph is partitioned. In the second stage, each appointed

starting node calculates the distance in hops, between every

couple of nodes belonging to its cluster. In the third stage,

each leader solves a local instance of the multidimensional

scaling problem. Finally, in the last stage, we introduce a set

of beacons on each cluster, in order to assemble each region

into a coherent solution within a single system of reference.

Our partitioning technique is based on a cluster growth

parameter k. We realized that a value of k > 1 offers

better solutions in terms of: i) time to solve stage one, ii)

it dramatically reduces the amount of resources involved on

the overall procedure, iii) the reduced overall expenses are

shared among a bigger number of participants, and iv) it

produces more accurate solutions.

In the downside, we consider that the last stage limits

the applicability of our method, but we have also identified

that in order to overcome this limitation it is necessary

to review the connection step between neighbor clusters,

during partitioning. It is known that the rigidity of a graph

is a desired property that facilitates its realization in an

Euclidean space. Therefore, the more connections there are

between neighbor clusters, the more rigid is the resulting

combined graph [5]. If the number of links between clusters

is maximized, then it is possible to use a minimal number

of beacons to fix a global coordinated system.

The partitioning method works on any network, indepen-

dently from its topology and size. We found, in fact, that this

partitioning stage can cope with irregularities and obstacles

and, it is a necessary step to scale up any localization

algorithm. This is a well-known approach called “divide

and conquer”. The initial settlement turns in several local

instances of the original localization problem, where it is

assumed that these local instances are easier to solve than

the initial settlement and can be solved simultaneously. In

addition, this approach enforces the organization based on

local resources and being also possible to achieve coordina-

tion in a global context.

The coordination is a key capability whose complexity

depends on partitioning. If each node of the network were a

cluster by itself, it would require to exchange messages with

its immediate neighbors to achieve a coordinated action as

it is proposed in the α synchronizer. Although it is a very

fast strategy for the coordination, it can be very expensive in

terms of the overall number of messages sent on each link

of the underlying graph. In contrast, the β synchronizer can

be used where a single spanning tree could be previously
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built on the graph. And as a result, it would be necessary

a minimal number of messages to coordinate the whole

system. Whereas, the time required to achieve coordination

may be as much as the necessary to travel the tree’s longest

path.

The γ synchronizer and the concurrent version proposed

in this work find a trade-off between the number of mes-

sages and the time complexity in a coordination procedure,

including the localization process.

V. C

The method that we introduce consists of four consecutive

stages.

In the first stage, our solution comprises partitioning the

underlying communications graph as proposed in [16], [18],

[19]. However our method has a significant improvement

in reducing computational resources, since we control the

cluster grow rate, as well as the number of simultaneous

clusters under construction. Indeed, our approach shares

many ideas with the work of [4], [12].

In the second stage, for each of the resulting clusters,

there exists an appointed starting node called leader, that

calculates the distance in hop units between every couple of

nodes belonging to its cluster. This operation can be solved

using the distance-vector protocol. Nevertheless, this method

requires a message exchange that has a major impact on

the energy supply. Therefore, we developed an alternative

method which reduces the message complexity from O(|V |3)

to O(|V |).

In the third stage, each leader solves locally a particular

instance of the multidimensional scaling problem. An esti-

mation of the distances between any couple of nodes lying

on the same cluster is required as the input for this stage.

In many cases the distance in hop units is regarded as a

good alternative. Most of the authors, cited in the references,

fixed the hop length to one. We found that the density of the

underlying graph determines the optimum hop length for the

MultiDimensional Scaling (MDS) decomposition method.

Therefore, for each case there is a hop length that minimizes

the MDS reconstruction error and for the examples shown

here, the optimum hop length is around 0.7 instead of one.

Finally, in the last stage, a minimum set of three beacons

is deployed on each cluster. Beacons provide a global

reference that supports an isometric transformation of the

cluster position. This means that the cluster can be rotated

or translated to its final position within a single system of

reference.

From our point of view, the saving achieved with our

distributed method comes from different sources; evidently,

the most important is that the method works simultaneously

on the construction of several clusters. In addition and, in

contrast with our method, the γ synchronizer spends more

time on both, the selection of the next leader and appointing

the preferred links.

The proposal presented in this work shows simple but

significant contributions in each stage of the localization

method. The results show that our solution significantly

reduces the number of messages exchanged, which is in-

deed an important operation condition for wireless sensor

networks.

For future work we are planning the implementation of

our method on a real massive node deployment.
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Abstract— Wireless sensor networks are often used to monitor 

and measure physical characteristics from remote or hostile 

environments. In these conditions, data accuracy is a very 

important aspect for the way these applications complete their 

objectives. In this paper, we introduce a new approach for 

detecting wireless sensors anomalies. Our methodology relies 

on an ensemble-based system, composed of multiple binary 

classifiers adequately selected to implement a complex 

decisional system on network base station. 

Keywords- wireless sensor networks, ensemble-based systems, 

sensors anomalies, data accuracy. 

I.  INTRODUCTION  

Wireless Sensor Networks (WSNs) are collections of 
small hardware devices responsible for monitoring and 
detecting different kinds of events, in almost any types of 
environments. Very often, the correctness of the measured 
values provided by each sensor node is a critical factor for 
the evolution of the investigated environments. Therefore, 
for a WSN application it is very important to have robust and 
fail safe sensors that expose correct measurements and, 
respectively, to receive and work with correct sets of data. 
There are situations when one or several network sensors 
measurements are affected by a deliberate or an accidental 
anomaly, anomaly that can cause erroneous data, 
compromising the objectives of the entire network. These 
behaviors are usually caused by sensor hardware related 
problems or by security attacks, especially, intrusion attacks 
for compromising node and network data. 

Previous relevant researches in the field of anomaly 
detection are developed around single binary classifiers that 
decide if the wireless sensor network activity is normal or 
abnormal by comparing the actual state of the WSN nodes 
with an intricate model of “correct behavior”. This stratagem 
was implemented in different forms using intelligent 
algorithms. 

In [1], Bhuse and Gupta enforce the idea of reusing the 
already available system information that is generated by 
different protocols, at various layers of the network. Their 
method incurs very little additional cost and thus is ideally 
suited for resource constrained WSNs. 

The research described in [2] proposes a novel scheme to 
detect anomalies based on the localization of sensor nodes, 
called LAD – Localization Anomaly Detection. The scheme 
takes advantage of the deployment knowledge that is 
available in many sensor network applications and is 
implemented in a distributed way at the sensor node level. 

Another interesting anomaly detection scheme is 
depicted in [3]. The proposed approach is able to detect 
anomalies accurately by employing only significant features 
of in-network data signals. For this, the authors used a 
mixture between the Discrete Wavelet Transform (DWT) 
and a competitive learning neural network called Self-
Organizing Map (SOM). 

In [4], a cooperative monitoring scheme to detect the 
displacements of sensor nodes by the cooperation of 
implicated nodes is described. The methodology is mainly 
based on the feasible Received Signal Strength Indicator 
(RSSI) values to collect the data of anomalous actions in 
WSNs. 

In our paper, we propose a new approach for tackling 
these kinds of issues by implementing a powerful anomaly 
detection mechanism using an Ensemble-Based System 
(EBS). This ensemble-based system consists of multiple 
binary classifiers, each classifying every network node 
functioning as being accurate or erroneous. In our view, 
when dealing with dynamic and complex WSN’s 
environments, we can model this proper functioning state 
based on past measurements recorded by the investigated 
node and respectively, on measurements recorded by all 
adjacent nodes. 

Numerous research studies have exposed that EBS can 
outperform the single classifier approach [5]-[7]. The 
motivation behind this result is that by combining diverse 
and accurate models, we may improve the ensemble decision 
over each single classifier decision. The keystone of every 
EBS is represented by the notion of diversity between base 
classifiers which plays a crucial role in the success of 
ensemble learning techniques [8]. Intuitively classifiers are 
diverse if they make different errors. 

The rest of the paper is organized as follows: Section 2 
describes the proposed methodology. Section 3 presents the 
implementation and a case study. Finally, conclusions and 
future works are offered in Section 4. 

II. METHODOLOGY FOR ENSEMBLE-BASED ANOMALY 

DETECTION  

Generally, sensor anomalies are handled by dedicated 
rule-based decisional systems.  For taking node behavior 
related decisions, it makes more sense to “ask” more than 
one decision making entities, because this practice assures 
undoubtedly a better, more informed, and trustable final 
decision.  
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Figure 1.  WSN with ensemble-based system at base station level 

We name these decisional instances as classifiers or 
experts, and their collection an ensemble-based system 
[8][9].  

Assuming that all the transmitted data within the network 
is confidential, the network may be a target for security 
attacks. In this paper, we address only those security attacks 
that try to prevent the network from the correct functioning 
by injecting erroneous sensor measurements. Worst, the 
network could experience hardware failures for one or more 
attached sensors that also mean erroneous sensor 
measurements. We developed and used an ensemble-based 
system to periodically investigate and detect each and every 
sensor node’s anomaly. As presented in Fig. 1, this ensemble 
contains several binary classifiers that separately classify the 
state of each sensor as “reliable” or “unreliable”. All the 
classifier outputs will be aggregated and the final ensemble 
decision will be generated, using a specific combination 
pattern [10]. The final ensemble decision will be further used 
by the base station to take all the required actions for the 
unreliable nodes. 

The proposed methodology describes how the ensemble-
based system is designed and used, and consists in the 
following set of steps: 

 

• Step 1. First step in building the EBS is to choose 
both, the network data that needs to be classified, 
and the classification results set. Data for 
classification represents the measurements gathered 
by a specific node A, at a specific moment in time . 
Regarding the classification results, all possible 
results of a classification are called classes and form 
a set like: 

{ }Cωω ,...,1  ,  (1) 

where each 
iω  represents a label or property 

associated with the classified data, andC represents 

the cardinal or the results set. In the case of 
anomaly detection, binary classification is used, 
meaning that we deal with only two possible 

classes: 
1ω  - accurate data, labeled as “0” and 

2ω  - 

erroneous data, labeled as “1”.  
 

• Step 2. In the second phase, the number of 
classifiers and their input data boundary are 
decided. In the case of a WSN cluster the EBS input 
data are represented by past measurements gathered 
by the node A and respectively, past and present 
measurements gathered by each of the node A 

neighbors )(txk
, where k  represents one of the 

neighbor nodes.  
 

• Step 3. In the third phase, we design and train all 
classifiers. For EBS, when it comes to designing 
classifiers, there are several approaches that can be 
used, depending on the type of data and the real 
application [11]. All the designed classifiers need to 
be trained with real or sampled data accordingly to 

each classification class
iω . Structurally, each 

classifier may contain prediction based algorithms, 
decisional trees and other artificial intelligence 
algorithms. As presented in (2), each classifier 

makes a hypothesis )(th j
, indicating the class 

which better suits the classified data. 

{ }Cj th ωω ,...,)( 1∈
 

(2) 

• Step 4. The obtained classifiers form the EBS 
residing at base station level. Through a data 
acquisition interface, every measurement provided 
by a node A is classified by the ensemble-based 
system within the base station. This happens for a 

64

ICSNC 2011 : The Sixth International Conference on Systems and Networks Communications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-166-3

                           76 / 259



fixed period of time and always ends by issuing  

)(th j
 hypothesis. 

 

• Step 5. All the classifiers results, )(th j
, are then 

combined using a voting schema for taking the final 
ensemble decision. In this context, there are several 
approaches for combining classifiers results, some 
of them requiring additional trained classifiers, 

while others requiring only the )(th j
  hypothesis 

[12]. The class 
iω  that obtains the greatest number 

of votes )(tVi
 is established as the final ensemble 

decision. A simple vote )(tvij
 indicates that 

hypothesis )(th j
 selected the class

iω , in other 

words, the classifier with j index, selected the class 
with i index. As presented in (3) and (4) the total 

number of votes iV  for the class  
iω  counts all 

simple votes for that class. 
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(4) 

The 
iω  class is chosen as final ensemble decision if 

it was chosen by at least one more than half the 
number of the classifiers; e.g: when having an 
ensemble of three classifiers, a decision is taken 
when at least two of three classifiers pass the same 
vote.  
 

• Step 6. After the ensemble final decision has been 
taken, if the investigated node is found as having 
sensor anomalies, the network base station acts in 
consequence and excludes node’s sensor from 
network functioning sensors sets for a limited 
period of time. As an example, this can be achieved 
based on the following rule: if the EBS indicated at 
least three times that the node A suffers from a 
sensor anomaly, the base station decides to 
inactivate the sensor. The base station could later 
reuse the sensor after repeating the EBS 
investigation for testing if new readings became 
appropriate. 

III. IMPLEMENTATION AND CASE STUDY 

For demonstrating the above concept and methodology 
we performed a case study that assumes the existence of a 
clustered WSN responsible for the temperature 
measurements into an unsupervised environment. Using an 

experimental network composed of nine Crossbow-Imote2 
nodes equipped with ITS400 sensors boards, we developed 
an ensemble-based system that detects sensor measurements 
anomalies.  

The experimental network measures the temperature in 

nine locations )(tθ  and reports all measurements to a base 

station machine, through a gateway. This process is repeated 
for a fixed period of time. The measured temperature has 
values from 21°C to 21.6 °C. We simulate erroneous 
measurements gathered by a certain node of the network 
(node A), by artificially increasing the node A measured 
temperature using a heat lamp placed in the vicinity of node 
A at three distinct moments in the supervised period T. We 
designed and used three binary classifiers: 

 

1. 
1C - an average based classifier that receives all 

present measurements of each of the node’s A 
neighbors and computes an average measurement 
value as presented in (5). 

ktxtx
k

i

iAVA /)()(
1

)( ∑
=

=

  

(5) 

where k  represents the number of neighbors. The 

classifier 
1C  consists of an average computing 

block that provides a value that will be subtracted 
from the current measurement value of the sensor 
A. If the absolute value of the result exceeds a given 

threshold 
1Cε then the measurement provided by 

the node A is classified as abnormal. 
 

2. 
2C - an autoregressive predictor based classifier that 

receives all past measurements of the node A and 
predicts its current measurement as shown in (6): 

 

)()()(...)1()(1)()( tntAxtnatAxtatARAx ξ+−⋅++−⋅=

 
(6) 

where ia  are the autoregression coefficients, n is 

the order of the autoregression and ξ is assumed to 

be the Gaussian white noise. This classifier consists 
of a 3

rd
 order autoregressive predictor that provides 

an estimated measurement for the sensor A that will 
be subtracted from the current measurement value 
of sensor A. If the absolute value of the result 

exceeds a given threshold 
2Cε then the 

measurement provided by the node A is classified 
as abnormal. The autoregressive predictor is 
designed and used similar as in [13]. 
 

3. 
3C - a neural prediction based classifier that 

receives all past and present measurements values 
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of each of the node’s A neighbor nodes and predicts 
the present measurement of the node A using a 
transformation function similar with equation (7):  

∑=
i

ii xgKxf ))(()( ν
 

(7) 

where K  is a composition function, 
iν  are the 

network weights, and ig  is a vector containing 

neurons inputs ),...,,( 21 ngggg = . This classifier 

consists of a 3
rd

 order feed forward neural network 
with two hidden layers of neurons, trained to 
provide a value that will be subtracted from the 
current measured value of sensor A. If the absolute 
value of the result exceeds a given threshold 

3Cε then the measurement provided by the node A 

is classified as abnormal. 
In order to illustrate how our methodology works, we 

gathered temperature values from a group of nine sensor 
nodes placed in an indoor environment. The measurements 
provided by the sensor under investigation (sensor A) were 
intentionally perturbed using a heat lamp at three instants in 
time (t=15, t=20 and t=27 seconds). The temperature time 
series for sensor A and two of its neighbors are presented in 
Fig.2. 
 

 
Figure 2.  Measured temperatures for the node A                                                 

and two of its neighbors 

 
Each individual classifier uses an internal threshold 

value C
iC °= 2ε , the order of autoregression for AR 

classifier was chosen to be n=3 and the neural network 
included in the NN classifier was trained using Levenberg-
Marquardt algorithm. 

The required heterogeneity of the three binary classifiers 
included in ensemble plays its role, resulting different 
classifier hypothesis (Figs. 3a, 3b and 3c). Even if none of 
the classifiers works accurately in every situation, the 
ensemble decision obtained through the voting procedure is 
correct proving the power of ensemble (Fig. 3d). 

 
a) Average classifier hypothesis 

 
b) AR classifier hypothesis 

 
c) NN classifier hypothesis 

 
d) Ensemble decision 

Figure 3.  The outputs of the three classifiers and of the EBS 
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IV. CONCLUSIONS AND FUTURE WORKS  

Whenever we take a decision we want to have confidence 
in what we have decided. This is also applicable for all 
technical systems in general and wireless sensor network 
applications in particular. Being exposed to numerous risks, 
WSN often implement and use complex decisional systems 
for controlling their lifecycle, processed data and external 
threats [14]. In this paper we proposed an anomaly detection 
solution for WSN sensors using an ensemble-based system. 
The main advantage brought by this solution is that the final 
decision is taken based on the interrogation of multiple and 
different systems. 

To fully assess the expected benefits, we continue to go 
further by improving the ensemble with new binary 
classifiers based on Adaptive Neuro-Fuzzy Inference 
Systems (ANFIS) or Support Vector Machine (SVM) and by 
automating the training and tuning processes of individual 
classifiers base on pair-wise diversity metrics. 
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Abstract— In order to monitor dust in a city or on a large plant, 
we have designed a distributed network of nodes, which consists 
of smart sensors that detect dust. Such a network design must be 
scalable, to allow additional nodes to be added at any time. Each 
node should operate as a Plug-and-Play device, in order to 
provide minimal downtime for the network. With the help of 
microcontrollers embedded in each node it is possible for each 
sensor to upload measurement results directly to a server within 
the network. In order to keep a high compatibility of the sensor 
network and the associated network protocol requirements, an 
IEEE 1451 standard should be used, to provide a generic 
interface between a sensor and the outer network, regardless the 
network protocols. We have obtained new practical results, 
which we show as comparison between different dust 
measurement methods. 

Keywords- dust monitoring system; smart sensor; wireless 
network sensors 

I.  INTRODUCTION  

Dust measurement has considerable significance and 
applications in modern life, depending on each field of 
application. Dust has impact on the environment, climate 
control, aviation, and health. We need to monitor the presence 
of dust in these fields and trigger an alarm system based on the 
specific levels of dust, in order to prevent accidents or 
malfunctions. Dust from outer space has a big effect on the 
climate of the planet. Ambient radiation heats dust and re-emits 
radiation into the microwave band, which may distort the 
cosmic microwave background power spectrum. In industrial 
applications for various plants and factories, where 
combustible dust or dust containing goods are produced, 
processed or stored, dust explosions may be expected if dust is 
not put under control. 

   To monitor dust in a city in particular or in any area in 
general, we have designed a distributed network of nodes, 
which consists of smart sensors that detect dust. Such a 
network design has to be scalable to allow additional nodes to 
be included at any time. Each node should operate as a Plug-
and-Play device used to provide minimal downtime for the 
network. Through microcontrollers embedded in each node, 
each sensor can upload measurement results directly to a server 
within the network.  In order to keep high compatibility 
between the sensor network and the associated network 
protocol requirements, an IEEE 1451 family of standards [4] 
should be used to provide a generic interface between a sensor 
and the outer network, regardless of the network protocols.  

By networking and deploying an array of sensors, we 
obtain several benefits such as area coverage and connectivity. 
A distributed network incorporating sparse network properties 
will enable the sensor network to span a greater geographical 
area without adverse impact on the overall network cost. We 
will use wireless sensor networks and connect them together at 
sink nodes. The clustering of networks enables each individual 
network to focus on specific areas and shares only relevant 
information with other networks, enhancing the overall 
knowledge base through distributed sensing and information 
processing. 

All the nodes shall transmit information through the 
network to the main server to process and record into a 
database the monitoring information. Based on the configured 
dust acceptance levels on the server, an alarm can be triggered 
from the server and sent back through the network to the 
corresponding devices. 

The rest of the paper is structured as follows: Section 2 
presents the state of the art in dust measurement, Section 3 
describes the architecture of the system we propose, Section 4 
analyses some experimental results, and Section 5 draws the 
conclusions of this work.  

II. STATE OF THE ART IN DUST MEASUREMENT 

Several measurement principles for dust detection are used, 
among which we can mention: the Gravimetric measurement 
[1], Triboelectric measurement [2] and Optical measurement 
[10]. Each of these enumerated measurement principles is 
suitable for a specific application based on the intensity of 
dust pollution, water vapor proportion and dimensions of the 
measurement zones [1, 2]. 

The gravimetric principle describes a set of methods in 
analytical chemistry for the quantitative determination of an 
analysis based on the mass of a solid. A simple example is the 
measurement of solids suspended in a water sample: A known 
volume of water is filtered, and the collected solids are 
weighed [2, 9]. 

The triboelectric effect (also known as triboelectric 
charging) is a type of contact electrification in which certain 
materials become electrically charged after they come into 
contact with another different material and are then separated 
(such as through rubbing). The polarity and strength of the 
charges produced differ according to the materials, surface 
roughness, temperature, strain, and other properties. We can 
use this effect to measure the quantity of dust [2, 9]. 
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The optical measurement of dust implies measuring the 
light transmission using optoelectronic techniques. The 
measuring principle is based on the attenuation of the intensity 
of a light beam, penetrating a cloud with solid particles, by 
absorption and dispersion. The ratio between the resulting and 
the initial intensity is defined as transmission [1, 8, 9].  

There are several applications implying the measurement of 
dust in liquids, and the most suitable method to be used is the 
gravimetric principle. The triboelectric dust measurement 
devices can be used for bag, ceramic and cartridge filters or 
cyclones where indicative monitoring is required. Dust 
detectors using the optical measurement principle are usually 
used for continuous measurement of medium and high dust 
concentration on industrial plants as well as for monitoring 
limited values, as required by the applicable directives and 
regulations. The optical principle is also used to measure the 
concentration of dust in saturated gas downstream of 
desulfurization plants, downstream of wet scrubbing plants 
and wet exhaust gas. This last method of dust measurement is 
used in the development of the wireless monitoring system 
described in this paper. Figure 3 shows the advantage of using 
this system compliant sensors and devices to communicate 
wirelessly, eliminating the monetary and time costs of 
installing cables to acquisition points. This document explains 
not only how to setup system, but also how to compare the 
dust sensor according application and dust type. Also the user 
of this system can make configuration threshold according to 
the specific application for which the dust detection sensor 
network is used. 

III.  SYSTEM ARCHITECTURE 

To measure and monitor the dust level in a city or on a 
plant, we propose the distribution of several nodes, from N1 to 
Nn. Each node is a smart sensor operating in a Plug-and-Play 
mode and each node communicates to a server, over a wireless 
network by using the IEEE 1451.5-802.11 standard [4]. 

 

Figure 1. Dust Smart Sensor. 

This standard will enable 1451 compliant sensors and 
devices to communicate wirelessly, eliminating the monetary 
and time costs of installing cables to acquisition points. IEEE 
is currently working on three different standards, 802.11, 
Bluetooth and Zigbee [4]. 

The server acquires the monitoring information from the 
distributed network of smart sensors and processes this data 
via specialized software. Based on the user configured 
thresholds, the server will either take no action, but to record 
the data for statistic purposes, or send a signal to other devices 
for specific tasks, such as air trap shutdown or activating air 

recirculation systems, in case the configured thresholds have 
been surpassed to a critical level. This depends on the specific 
application for which the dust detection sensor network is 
used.  

Each node connects with a smart sensor, namely: a dust 
detection device, transducer interface model (TIM) and 
Network Capable Application processor (NCAP) as shown in 
Figure 1.  

A TIM (Transducer Interface Module) is a module that 
contains the interface, signal conditioning, Analog-to-Digital 
and/or Digital-to-Analog conversion and in many cases, it also 
contains the transducer. A TIM can range in complexity from 
a single sensor or actuator to a module containing many 
transducers including both sensors and actuators. 

An NCAP is the hardware and software that provides the 
gateway function between the TIMs and the user network or 
host processor (the transducer channel). The IEEE 1451 
standard defines the communications interface between an 
NCAP or host processor and one or more TIMs. An NCAP or 
a host processor controls a TIM by means of a dedicated 
digital interface medium. The NCAP mediates between the 
TIM and a higher-level digital network. The NCAP may also 
provide local intelligence.   

Figure 2 shows the implementation of a Wireless Sensor 
Network (WSN) based on IEEE 1451.0 and 1451.5-802.11, 
using IEEE 1451.2 sensors. This WSN consists of one NCAP 
node and one WTIM node. An IEEE 1451.2 sensor is 
connected to the WTIM via a serial port.  

 

 
Figure 2. WSN based on IEEE 1451.0 and 1451.5-802.11. 

The NCAP can communicate wirelessly with WTIM 
through IEEE 1451.0 and 1451.5 protocols using the client-
server and publisher-subscriber communication models. The 
client-server and publisher-subscriber communications 
between the two nodes can be implemented using 
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Transmission Control Protocol / Internet Protocol (TCP/IP) 
and Transmission Control Protocol / User Datagram Protocol 
(TCP/UDP), respectively. 

We can integrate a dust smart sensor node into a network 
of smart sensors, as shown in Figure 3, from Node 1 to Node 
N, according to the application requirements and the number 
of sensors needed.  

The Server monitoring software can be implemented with 
the Java programming language, for full flexibility and 
compatibility.  

By using Java, we will also have the advantage of 
portability, having standardized libraries that provide a generic 
way to access host-specific features such as threading, 
network access and automatic memory management. 

 

  
Figure 3. Dust monitoring network. 

IV.  EXPERIMENTAL RESULTS 

Each node was implemented using a Sharp 
GP2Y1010AU0F dust sensor that is based on the optical 
principle [8].  The sensor was tied to a Sun SPOT (Sun Small 
Programmable Object Technology) device, which is an open 
source wireless sensor network (WSN) mote developed by Sun 
Microsystems. The device is built upon the IEEE 802.15.4 
standard and on the Squawk Java Virtual machine [7]. This 
allowed us to use the Java programming language to control 
the data acquisition from the Sharp sensor. The connection 
from the Sun Spot to the server was assured by a standard 
wireless connection. 

The following lines of code were used to acquire data from 
the Sharp dust sensor: 

“byte[] buffer = new byte[64];  

try {  

demoBoard.readUART(buffer, 0, 
buffer.length); returnString = 
returnString +  

new String(buffer, "US-ASCII").trim();  

dustLevel = 
Integer.parseInt(returnString);  

} 

The first line of code in the try clock reads the serial port of 
the dust sensor and returns the value as an array of bytes. .  

The results are sent to the server through the following 
simple lines of code: 

 “System.out.print(dustLevel); 

System.out.println(", " 
+String.valueOf(dustLevel)); 
leds.getLED(0).setOff();” 

The experimental results were obtained by using several 
types of dust: sand dust with high granularity, plaster dust and 
smoking ash. Another dust detector has been used as a 
reference, based on the gravimetric principle “D-RC80 
Automatic sampling device for Gravimetric Dust 
measurements”, used as reference measuring system. The 
output of the sensor is sent through the Sun Spot to the server, 
where we used the LiveGraph program to plot the results. 
During the experimental phase, modern test methods were 
taken in to account, such as they are described in the dedicated 
literature [5, 6]. 

For the smoking ash, we obtained a fluctuation in the 
results, as shown in Figure 4, but with a solid average, which 
was within the values obtained by using the dust detector with 
gravimetric principle.  

 

Figure 4. Live Graph plot of smoking ash measurement. 

TABLE I.  MEAN EXPERIMENTAL RESULTS 

Type of dust Mean measurement 
with our setup 

Gravimetric 
measurement 

Sand 3.2 mg/s 3.6 mg/s 
Plaster 2.4 mg/s 4 mg/s 
Smoking Ash 1.23 mg/s 1 mg/s 

 

The experimental results depicted in Table 1 are 
encouraging regarding the accuracy of the optical 
measurement, compared to the ones made with a gravimetric 
device. The mean values were calculated based on 20 
measurements.  

We also conducted tests with two sensors sending data 
simultaneously to the server and we obtained satisfactory 
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results. The server was configured with a service, programmed 
in Java, which allowed multi threaded communication. Our 
tests were made only at a distance of maximum 30 meters, 
between the node and the server, due to the wireless 
technology limitations, but this could be easily improved for 
higher distances by using a signal repeater. 

V. CONCLUSIONS AND FUTURE WORKS 

By using a smart sensor network we can monitor and 
measure the dust in any environment: urban or industrial. The 
area coverage of a dust monitoring network can be expanded 
depending on the needs, without any adverse impact to the 
overall network cost. 

Each dust sensing device can focus on a specific area and 
by managed as a single entity or in turn it can be used as only 
one point of presence in an area, contributing to the overall 
accuracy of the measurement. The more nodes we will use for 
a dust monitoring network, the greater the accuracy of the 
gathered information will be.  

The human interaction will be greatly reduced by using 
such a network. Also, compared to human observation, the 
introduction of a smart sensor network is more flexible when it 
comes to dangerous and hostile environments where humans 
can’t penetrate, allowing access to information previously 
unavailable from such close proximity.  

Sensor scheduling can be obtained by enabling the sensor 
nodes to modify communication requirements in response to 
network conditions and events detected. 

The optical sensor that we used can easily become a node 
in a multi node network, and connect to a server over a wireless 
network. 

From the experience of already existing devices, we can 
expect that in the coming decade a large number of monitoring 
systems for all physical phenomena will emerge, with great 
application in the human health sector, industrial sector and the 

environment. The monitoring system gives excellent 
opportunities to design and configure many types of sensors to 
monitor and control all physical phenomena for many 
applications based on people demands. Like example use 
similar systems to compare the accuracy and application by use 
tripoelectric device and compare with optical sensor and 
gravimetric sensor. Due to the large dust in Iraq, there is an 
intention to set up a system for monitoring the dust in Baghdad 
and I am now on the agreement with the relevant authorities. 
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Abstract—For data transmission in heavily distorted indoor 
environments, chirp-based spread spectrum systems operating 
in the 2.45 GHz ISM band are well applicable. The robustness 
of spread spectrum systems against narrow band jammers is 
given by their compression gain, which is defined by the time-
bandwidth product of the spreading signal. Using chirp 
matched filter systems, jammers can pass through the receiver 
filter and are only weighted by its transfer function. Dividing 
the receiver chirp filter into time (equivalent to frequency) 
intervals, a jammer can be suppressed by switching off the 
corresponding frequency interval, leading to an increased 
jamming robustness. Due to its simplicity, this is suitable even 
for low cost systems. Theoretical and experimental results 
prove the capability of the method. 

Keywords—spread spectrum, chirp, matched filter, FPGA design 

I.  INTRODUCTION 

Nowadays, wireless communication systems employ 
digital modulation and advanced signal processing 
capabilities. Wireless transmission systems for short range 
applications are a fast growing topic in communication 
engineering. There are many fields of applications, from the 
transmission of speech and video in cordless telephone sets 
to high data rate communication in local area networks, for 
example.  

Low power devices (LPDs) for license free operation in 
the so-called industrial, scientific, and medical frequency 
bands/ISM (ISM bands are defined by the International 
Telecommunication Union—Radio Communication Sector 
/ITU-R in 5.138, 5.150, and 5.280) have been placed on the 
market. In particular, communication systems for wireless 
local area networks (WLANs) are targeted for applications in 
large indoor areas, offices with wiring difficulties, branch 
offices, and temporary indoor networks. WLANs are 
appropriate for unwired small business offices such as real-
estate agencies, where only a few terminals are needed and 
where there may be frequent relocations of equipment to 
accommodate reconfiguration or redecoration of the office 
space. Therefore, for wireless operation in local area 
networks, systems have been introduced especially for 
systems of micro- and picocells within buildings, including 
the option of roaming. Since an indoor environment with a 
dominant multipath propagation scenario [1] and unlicensed 
operation are difficult to beat using narrow band systems, 

spread spectrum sets have been introduced [2]. They operate 
with direct sequence modulation with a spreading factor of 
approximately 10 or in frequency hopping mode with a 
limited number of channels. Such WLAN systems have 
succeeded in operation and number, respectively. The 
WLAN modulation, transmitted spectral distribution, media 
access control, interoperability, and so on are standardized in 
IEEE 802.11. 

For indoor environments, the coherence bandwidth is 
typically 2 to 5 MHz for the 2.45 GHz ISM band [3]. 
Therefore, the bandwidth of the transmission system should 
be at least two times the channel coherence bandwidth, 
resulting in narrow band communication systems which are 
difficult to operate in industrial environments. To overcome 
this problem, available spread spectrum systems for WLANs 
use approximately 20 MHz of the 83.5 MHz bandwidth 
allowed in the ISM band at 2.45 GHz. For indoor data 
communication, a broad band chirp spread spectrum system 
has been developed. 

 

II. CHIRP-BASED SPREAD SPECTRUM SYSTEMS 

 
Due to the large bandwidth covered in chirp spread 

spectrum systems, they show good resistance against 
selective fading due to multipath propagation. Increasing 
attenuation on the propagation path because of shadowing 
results in a decrease in received energy and raises the bit 
error rate. The influence of Rayleigh fading has been 
observed to be mostly insignificant for broad band spread 
spectrum systems. If strong jammers occur, most 
conventional systems are disturbed heavily. In spread 
spectrum systems, the signal to interference ratio (SIR) at the 
detector is increased due to the correlative signal processing 
gain. The "capability" of jammer suppression by impulse 
compression on a signal matched filter (MF) is given by the 
time-bandwidth product (T·B) of the spreading signal [2]. 
The upper limit for the total jammer power (in dB) within the 
signal spreading bandwidth is the SIR at the detector 
required for the minimum error probability minus the MF 
compression gain (T·B product) in dB. It must be considered 
that in the case of weighted chirps, which are typically used 
in communication systems to get a higher peak to side lobe 
ratio, the effective T·B product becomes smaller than without 
weighting, resulting in a reduced jamming resistance.  
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The developed chirp spread spectrum data transmission 
system utilizes linear chirps for spread spectrum generation. 
A linear chirp is characterized by linear frequency 
modulation and can be divided into up-chirps where the 
angular frequency is increasing over time and down-chirps 
where the angular frequency is decreasing over time. Chirp 
signals are characterized by their start and stop frequencies 
which define the chirp bandwidth Bc and the time duration of 
the chirp signal Tc. The matched filter compression gain Gc 
of a chirp spread spectrum signal is therefore given by its 
time-bandwidth product Gc = BcTc.  

In our system, the effective T·B product was 
approximately 13.6 dB instead of the theoretical maximum 
of 19 dB (Tc = 2µs, Bc = 39 MHz, where fchirp_start = 1 MHz 
and fchirp_stop = 40 MHz; 10*log(TcBc) = 19 dB). The chirp 
signals are Hamming weighted, which reduces the 
compression gain by 5.35 dB in comparison to non-weighted 
signals [4]. Signal weighting raises the side lobe suppression 
by about 30 dB, which is necessary for a reliable intersymbol 
interference (ISI) reduction [4].  

Our chirp-based data transmission system is based on 
binary orthogonal shift keying (BOK) where the data 
symbols are coded with up- and down-chirps [5]. In Figure 1 
the principle of chirp BOK data transmission is illustrated. In 
the transmitter, a logical data symbol “1” is coded with an 
up-chirp signal and a logical data symbol “0” is coded with a 
down-chirp signal. Both chirp signals are orthogonal, which 
means that the cross-correlation function is approximately 
zero. The receiver consists of two matched filters 
corresponding to the transmitted chirp signals. In the case of 
a transmitted up-chirp, the up-chirp MF delivers the chirp 
autocorrelation function at the output with a compression 
gain Gc. At the same time point, the down-chirp MF delivers 
the chirp cross-correlation function, which is approximately 
zero. The reconstruction of the transmitted data symbols is 
done by a comparator circuit which compares the MF output 
amplitudes at each symbol interval.  

 

 
x(tn)=0,1 ? 

Data stream x(t) 

Up-chirp  
(Bc=39MHz, Tc=2µs) 

Down-chirp  
(Bc=39MHz, Tc=2µs) 

x(tn)=1 

x(tn)=0 

+

Down-chirp MF 

Up-chirp MF 

Data stream x’(t)

ydown(t) 

yup(t) 

yup(tn) > ydown(tn)  x’(tn)=1 
yup(tn) < ydown(tn)  x’(tn)=0 

Chirp transmitter 

Chirp receiver 

Figure 1.  Principle of chirp-based data transmission. 

 

As discussed before, spread spectrum communication 
systems are robust against fading and jamming but there are 
clear limits given by the spreading bandwidth and the MF 
compression gain. To improve the robustness of chirp spread 
spectrum systems against jamming, which is mainly caused 
by microwave ovens and other communication systems 
operating in the same ISM band, we used gated chirps where 
the jammed chirp subband can be turned off. For linear chirp 
signals, in the time domain a certain signal interval of the 
chirp signal corresponds to a certain frequency interval in the 
frequency domain (Figure 2). In contrast to [5], where an 
analog implementation of gated chirps based on tapped SAW 
chip filters is presented, this paper deals with a fully digital 
chirp filter implementation. This offers several advantages 
especially in the fully flexible number of chip subbands as 
well as on the design of the implemented filter transfer 
function.  

 
The chirp MFs are implemented by digital finite impulse 

response (FIR) filters. By changing the filter coefficients of 
the chirp MF the transfer characteristics in the corresponding 
frequency band can be modified (turned off). In Figure 2 an 
example is given where the chirp MF impulse response is 
divided into three subbands. The narrow band jammer is 
located in subband I and can be substantially suppressed by 
turning subband I off. By modification of the chirp MF for 
adaptive interference suppression (the MF bandwidth is 
reduced by 1/3), the MF compression gain is reduced in the 
given example by 3.4 dB. 

System simulations where the SIR on the transmission 
channel is adjusted to 0 dB, which means that the power of 
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Figure 2.  Principle of adaptive interference cancellation by 

modification of the chirp MF. 

73

ICSNC 2011 : The Sixth International Conference on Systems and Networks Communications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-166-3

                           85 / 259



the jammer is equal to the power of the transmitted chirp 
signal, are shown in Figure 3. The frequency of the jammer 
is set to 5 MHz and therefore interferes with the chirp 
subband I. By gating off the corrupted frequency band, the 
jammer can be substantially suppressed as shown in Figure 
3.  

 

III. FULLY DIGITAL IMPLEMENTATION OF A CHIRP 

SPREAD SPECTRUM SYSTEM WITH ADAPTIVE INTERFERENCE 

CANCELLATION 

 
The chirp BOK system was implemented on an Altera 

DSP development kit (DSP-DEVKIT-2S60, Altera 
Corporation, USA) based on an Altera Stratix II FPGA. The 
complete hardware design is shown in Figure 4. The chirp 
generation is done by a numerically controlled oscillator 
(NCO). After subsequent digital to analog conversion and 
low pass filtering (fg = 50 MHz) the chirp signals are fed into 
a 50 ohm coaxial transmission line. The generated chirp 
signals have a start frequency of 1 MHz, a stop frequency of 
40 MHz (Bc = 39 MHz), and a time duration of 2 µs. To 
compensate the power loss of the combiner circuit, a 
monolithic RF amplifier (ERA-4, Mini Circuits, USA) is 
used in the transmission link.  

A sinusoidal jammer is generated by a function generator 
(33250A, Agilent, USA) and is fed into the transmission 
channel by a power combiner (ZFRSC-42-S+, Mini Circuits, 

USA). The chirp receiver consists of an analog to digital 
conversion section with a sampling rate of 100 MSamples/s 
and two chirp MFs with adaptive switchable filter 
coefficients for interference suppression. Envelope detection 
is done by a square law demodulator and an FIR low pass 
filter.  

 
A comparator circuit compares the amplitudes of the 

demodulated MF output signals and reconstructs the 
transmitted data stream. For data clock reconstruction a Pll 
circuit triggered by the reconstructed data symbols is used. 
Figure 5 shows the measured matched filter output signals 
after demodulation and filtering. Figure 5 depicts the MF 
autocorrelation function (compressed chirp signal) without 
(Figure 5a) and with (Figure 5b) adaptive interference 
cancellation. The pictures show three compressed chirp 
signals (MF autocorrelation function) followed by two cross-
correlation output signals in equidistant symbol time 
intervals of 2 µs.  

 

 
The performance of the chirp data transmission system is 

evaluated by its bit error rate (BER) in different jamming 
situations (Figure 6). BER measurement was done by a self-
designed BER tester based on the IC DS2172 (Dallas 
Semiconductor, USA). In general, the chirp BOK data 
transmission system yields a high jamming robustness. A 
remarkable BER was firstly measured for an SIR on the 
transmission channel below –2 dB. For lower SIR values, a 
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Figure 3.  Suppression of a narrow band jammer at 5 MHz by 

adaptive interference cancellation (SIR = 0 dB).  
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Figure 4.  Principle of the chirp BOK data transmission system.  
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Figure 5.  Matched filter output signals after demodulation: a) without chirp 

gating, b) with adaptive interference cancellation (fjammer = 5 MHz, SIR = –6dB). 
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steep increase in the BER to 10e-2 was found, mainly based 
on wrong decisions at the comparator circuit resulting in lost 
data bits and high jitter at the clock recovery circuit. Using 
adaptive interference cancellation by switching off corrupted 
chirp subbands, the system performance can be increased in 
SIR robustness by at least 4 dB (Figure 6).  

 

IV. CONCLUSIONS 

A chirp spread spectrum BOK data transmission system 
with adaptive interference cancellation was built. The whole 
design was fully implemented onto an Altera FPGA board. 
For selective jammer suppression, an adaptive interference 
cancellation principle based on gated chirps was shown. By 
switching off jammed chirp subbands the robustness against 
narrow band interference can be increased by at least 4dB. 
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Figure 6.  Measured bit error rate in dependency on the SIR at the 

transmission channel with and without adaptive interference cancellation.  
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Abstract—The goal of this study is to determine factors 

influencing the adoption of RFID and its effects on 

organizational performance. In the research model used in this 

study, factors influencing the adoption of RFID were examined 

under a TOE (Technology, Organization, Environment) 

framework, with a series of hypotheses set up accordingly, and 

organizational performance was measured using a BSC 

(Balanced Scorecard). The data were collected from 

organizations currently using RFID, and the research model 

and hypotheses were tested through structural equation 

modeling. The analysis showed that technology competence, 

technology compatibility, top management support, RFID 

related cost, competitive pressure, and government support 

had an influence on the adoption of RFID, and the adoption of 

it impacted on organizational performance. And policy 

implications were derived from the results and strategies for 

stimulating demand for RFID.  

 

Keywords-RFID; RFID adoption; Balanced scorecard; 

Organizational performance; Structural equation modeling. 

I. INTRODUCTION 

Counted among the top 10 technologies of the 21
st
 

century [1], RFID is a highly promising technology used in 

a wide-ranging area, from distribution and logistics to 

manufacturing, transportation and defense. RFID is a non-

contact sensor technology using RF signals. A RFID system 

is composed of a tag with an integrated chip and antenna 

and a reader for the processing and transmission of stored 

data [2]. The global RFID market, estimated at US$ 5.6 

billion in 2010, is expected to grow to US$ 24.1 billion in 

2021. By region, the RFID market is predicted to reach the 

largest size in East Asia, in part on the back of a lively 

growth in the Chinese market [3]. 

RFID is one of the technology policy focuses in major 

countries around the world where it is perceived as a next-

generation engine for future economic growth, and related 

R&D is actively underway. In the US, R&D activities in 

RFID are led by the NITRD (Networking and Information 

Technology R&D) program. The diffusion of RFID is 

steadily widening, thanks, in part, to the rule making its use 

mandatory in key government agencies, including the 

Department of Defense, FDA and the Department of 

Homeland Security. In Europe, the use of RFID is actively 

encouraged as part of the effort to build an intelligent 

society. RFID is currently piloted in various fields, in 

Europe, including distribution and logistics, and 

manufacturing. In Japan, its Ministry of Economy, Trade 

and Industry started a RFID project, called the ―5-yen Tag‖ 

project, in 2006. The Japanese Ministry of Internal Affairs 

and Communications, meanwhile, is carrying out projects to 

build infrastructure necessary for the broad use of RFID tags. 

In China, RFID has been selected as one of the key 

technology tasks for the 11
th

 5-year plan by its government, 

and the government is providing extensive support for 

fostering this industry. Efforts are also underway in China, 

to establish RFID-related standards [4]. In Korea, RFID has 

been included in ‗new IT,‘ one of the six fields selected as 

the next-generation engines for economic growth (which 

otherwise include energy/environmental technology, IT-

based new converged industries, bio-industry, transportation 

systems and knowledge services) [4]. 

RFID is increasingly receiving attention from the 

research community as well, in recent years, with research 

being actively conducted especially on adoption behavior. 

However, most studies remain attempts to identifying 

factors influencing the adoption of RFID by certain 

organizations, and not its massive take-up or the industry-

wide level of adoption. Creating a large enough demand is, 

needless to say, a vital requirement for the viable growth of 

the RFID industry. Meanwhile, it is also important to 

understand, for the long-term prospect of the RFID industry, 

whether and to what extent the adoption of RFID directly 

influences organizational performance. This study 

distinguishes itself from previous research on the adoption 

of RFID in that it is an empirical attempt to 

comprehensively investigate whether its adoption has a 

direct impact on organizational performance. The goal of 

this study is, therefore, to determine factors influencing the 

adoption of RFID by organizations and how its adoption 

influences organizational performance so as to develop 

strategies for stimulating demand for this technology. 

This paper is organized as follows. First, in introduction, 

background, necessity, and objectives were described. 

Secondly, in literature review, the factors influencing the 

adoption of RFID were examined through existing 

literatures by means of a TOE framework. In addition, BSC 

methodology was considered to measure organizational 

performance. Thirdly, on the basis of existing literatures, 

research model and hypotheses were set up. Fourthly, 
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research model and hypotheses were tested with structural 

equation modeling. Finally, implications were derived from 

the analysis, and significance and research direction in the 

future were presented. 

II. LITERATURE REVIEW 

A. TOE  Framework 

In this study, we explore factors influencing the adoption 
of RFID using the well-known TOE (Technology, 
Organization, Environment) framework. The TOE 
framework has been widely used to determine factors 
influencing the adoption of a new technology or system from 
a technological, organization and environmental perspective. 
Noteworthy studies conducted using the TOE framework 
include Kuan & Chau [5], investigating influence factors for 
the adoption of electronic data interchange (EDI), and Xu et 
al. [6] and Zhu et al. [7]-[9], determining factors influencing 
the adoption of e-business. Joo & Kim [10] used the TOE 
framework to discover influence factors for the adoption of 
e-marketplace, and Soares-Aguiar & Palma-dos-Reis [11], to 
discover determinants of the adoption of e-procurement 
systems. Finally Wang et al. [12] explored determinants of 
the adoption of RFID, utilizing the TOE framework. 

B. Balanced Scorecard(BSC) 

The Balanced Scorecard (BSC), proposed by Kaplan & 

Norton [13]-[15], is a technique for measuring 

organizational performance. Under this technique, the 

performance of an organization is not just measured through 

financial indicators, but is comprehensively evaluated by 

looking also at non-financial aspects; hence, a balanced 

measurement method. Aside from general organizational 

performance, The BSC is also frequently utilized to measure 

the effects of the introduction of a new system or 

information technology on organizational performance. The 

BSC considers four perspectives, namely, financial, internal 

business process, learning and growth, and customer that are 

derived from an organization‘s vision and strategy.  

    Examples of studies using the BSC for measuring 

organizational performance are numerous and are from 

widely-varying research fields. Papalexandris et al. [16], for 

instance, measured performance among Greek software 

companies, using the four perspectives from the original 

BSC proposed by Kaplan & Norton, unmodified. As for 

Michalska [17], he used the BSC in this measurement of 

corporate performance in the Polish metallurgic industry, 

but replaced the learning and growth perspective, one of the 

original four perspectives, with the development perspective, 

and derived appropriate performance indicators for the 

readapted perspectives. Gumbus & Lyons [18] measured the 

performance of Philips, employing a BSC comprising the 

financial, process, customer and the capacity perspective.  

Olson and Slater [19], in their measurement of 

performance among service and manufacturing companies, 

used a BSC framework consisting in the customer, internal 

business process, innovation and growth, and the financial 

perspective. Chand et al. [20], meanwhile, analyzed the 

effects of the introduction of an ERP system on 

organizational performance, employing a BSC framework 

consisting of a process, customer, financial, and a learning 

and innovation perspective. Bhagwat & Sharma [21] 

investigated the impact of supply chain management on 

organizational performance, using a BSC framework 

comprising a financial, customer, internal business and an 

innovation and learning perspective. As for Fang & Lin [22], 

they used a financial, customer, internal, and an innovation 

and learning perspective to analyze how the introduction of 

an ERP system affected organizational performance. 

III. RESEARCH MODEL AND HYPOTHESES 

The research model for determining factors influencing 

the adoption of RFID under the TOE framework and 

measuring the effects of the adoption of RFID on 

organizational performance was designed, as shown in 

(Figure 1). In this study, we assumed that technology factors 

such as technology competence, technology compatibility 

and technology complexity; organizational factors such as 

support from company leadership, the size of organization 

and the cost of implementing a RFID system; and 

environmental factors such as competitive pressure and 

government support influence the adoption of RFID. We, 

further, assumed that the adoption of RFID will have an 

influence on organizational performance.  

 

 
Figure 1. Research model  

 

Concerning technology factors influencing the adoption 

of a new technology by organizations, quite an important 

number of previous studies suggested that technological 

competence, technological compatibility and technological 

complexity were among the key factors. Kuan & Chau [5] 

empirically confirmed the impact of technological 

competence on the adoption of EDI (Electronic Data 

Interchange), and Xu et al. [6] and Zhu et al. [7] reported 

that technological competence was a critical influence factor 

for the adoption of e-business. Kim & Garrison [23] found 

that technological knowledge was positively associated with 

the adoption of RFID for supply chain management. 

Ramamutrthy et al. [24], meanwhile, reported that the 

adoption of EDI was positively influenced by technological 

compatibility. Chang et al. [25] and Tsai et al. [26] 

confirmed through empirical data that technological 
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complexity was a major influence factor which inhibited the 

adoption of RFID. Brown & Russell [27] and Wang et al. 

[12] found that both technological compatibility and 

complexity importantly influenced the adoption of RFID. 

Drawing on findings from these previous studies, we set up 

the following three hypotheses on the relationship between 

technology factors and the adoption of RFID: 

 

H1. The technology competence has a positive effect on 

RFID adoption 

H2. The technology compatibility has a positive effect on 

RFID adoption 

H3. The technology complexity has a negative effect on 

RFID adoption 

 

Several studies have reported that organizational factors 

such as support from company leadership, the size of 

organization and the cost of implementation were critical 

factors influencing the adoption of a new technology. Huang 

et al. [28], in an empirical study on internet-based EDI, 

found that the adoption of EDI was positively associated 

with support from company leadership. Joo & Kim [29] 

stated that the size of an organization was a major influence 

factor on the adoption of e-marketplace, while AL-Qirim 

[30] found a positive association between the size of an 

organization and the adoption of e-commerce. Wang et al. 

[12] reported, in their empirical study, that the size of an 

organization had a positive influence on the adoption of 

RFID. Wymer & Regan [31] suggested that costs played an 

important role in the adoption of e-commerce. This view 

was corroborated by Kim & Garrison [23] who also found 

that financial resources had a measurable influence on the 

adoption of e-commerce. Brown & Russell [27] reported 

that the attitude of the management and the size of an 

organization had a positive impact on the adoption of RFID, 

and the cost of implementation, a negative impact. Drawing 

on the existing literature, discussed above, we formulated 

the following two hypotheses on the relationship between 

organizational factors and the adoption of RFID: 

 

H4. The top management support has a positive effect on 

RFID adoption 

H5. The organizational size has a positive effect on RFID 

adoption 

H6. The RFID related costs have a negative effect on 

RFID adoption 

 

A large number of previous studies showed that 

environmental factors such as competitive pressure and 

government support had an influence on the adoption of a 

new technology. Huang et al. [28] suggested that 

competitive pressure had a positive impact on the adoption 

of EDI, and Zhu et al. [7] found that it was positively 

associated with the adoption of e-business. Wang et al. [12] 

and Brown & Russell [27] stated that competitive pressure 

was a critical influence factor for the adoption of RFID. Xu 

et al. [6], meanwhile, advanced that government support in 

the form of incentive or legal and regulatory support 

positively influenced companies‘ adoption of e-business. 

According to Chang et al. [32], government support would 

also have an important influence on the adoption of 

electronic sign-off. In this study, we, therefore, set up the 

following two hypotheses on the relationship between 

government support and the adoption of RFID: 

 

H7. The competitive pressure has a positive effect on 

RFID adoption 

H8. The government support has a positive effect on RFID 

adoption 

 

 That organizational performance is positively affected by 

the adoption of new technologies is a well-known fact. Fang 

[33] and Fang et al. [34] empirically established that 

corporate performance is influenced by the adoption of e-

business. Chang & Wong [35], meanwhile, showed how the 

adoption of e-procurement and e-marketplace had an impact 

on corporate performance. In this study, the influence of the 

adoption of RFID on organizational performance is 

measured using a BSC framework, as has been said earlier. 

Improvements in organization performance under the effect 

of the adoption of RFID will be, therefore, measured from 

four perspectives, including learning and growth, internal 

process, customer and financial. We, therefore, set up the 

following four hypotheses on the relationship between the 

adoption of RFID and each of the four BSC perspectives: 

 

H9. The RFID adoption has a positive effect on 

performance of learning and growth 

H10. RFID adoption has a positive effect on performance 

of internal process 

H11. The RFID adoption has a positive effect on 

performance of customer 

H12. The RFID adoption has a positive effect on 

performance of finance 

IV. METHODOLOGY 

C. Factors and Data Collection 

To identify factors influencing the adoption of RFID and 

understand whether and to what extend the use of RFID 

affects organizational performance, we developed a series of 

measurement items, drawing on the existing literature, as 

shown in Table 1. All items were measured using a 7-point 

likert scale.  

The data were collected through direct interview of 

companies currently using RFID by contacting them by 

phone or through email. Of 130 total responses returned, 

103 were retained for analysis, after discarding random or 

otherwise invalid responses. The demographics of the 

sample were as follows (see Table 2). An overwhelming 

majority of 82.5% of respondents were men, and people in 

their 30s represented 50.5%. 
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TABLE 1. FACTORS AND MEASUREMENT ITEMS 

Factor Measurement Item 

Technological 
Factors 

Technology 

Competence 
(A) 

A1 Amount of IT infrastructure related to the deployment of RFID 

A2 Familiarity with RFID technology 

A3 Level of employees‘ knowledge about RFID 

Technology 
Compatibility 

(B) 

B1 Compatibility between RFID and existing equipment and facilities  

B2 Compatibility of RFID with routine tasks performed in the company 

B3 Appropriateness of RFID to organizational goals, values, beliefs or strategies  

Technology 

Complexity 

(C) 

C1 RFID is perceived as complicated to use in our organization. 

C2 Developing RFID is considered a complicated process in our organization.  

C3 Implementing and using a RFID  is considered a process requiring a great deal of efforts in our organization. 

Organizational 
Factors 

Support from 
Management 

(D) 

D1 The degree to which the management considers RFID important and supports its use.  

D2 The degree to which the management considers the deployment of RFID as an important issue.  

D3 The extent to which the management will be willing to communicate with staff and participate in the process.  

Size of 

Organization 
(E) 

E1 Our company‘s capital is larger than most companies‘ in the same business sector.  

E2 Our company‘s profit is higher than most companies‘ in the same business sector. 

E3 The number of employees in our company is larger than that in most companies in the same business sector.  

RFID-related Costs 

(F) 

F1 The cost of implementing the RFID system is high.  

F2 The cost of providing education and training on RFID is high. 

F3 The cost of using and servicing the RFID system is high.  

Environmental 
Factors 

Competitive 

Pressure 

(G) 

G1 Commensurate with the number of competitors having a RFID system 

G2 Commensurate with the number of companies in the same sector having a RFID system  

G3 Commensurate with the number of companies in the same sector, successfully using a RFID system  

Government 

Support 
(H) 

H1 Whether the government provides incentives for the introduction of RFID  

H2 The extent to which the government supplies information related to the implementation of RFID  

H3 The extent to which the government makes efforts toward the improvement of laws related to RFID  

Adoption of RFID(I) I1 The extent to which the implementation of RFID 

Organizational 

Performance 

Learning & 
Growth 

(J) 

J1 Enhancement of employees‘ work satisfaction attributable to RFID 

J2 Increase in the stock of knowledge about RFID 

J3 Improvement in employees‘ RFID–related skills and proficiency  

Internal 
Process 

(K) 

K1 Increase in the rate of timely delivery of products and services attributable to RFID 

K2 Increase in the efficiency of inventory management attributable to RFID 

K3 Shortening of work processes and task handling time attributable to RFID 

Customer 

(L) 

L1 Enhancement in customer satisfaction attributable to RFID 

L2 Enhancement of the company image attributable to RFID 

L3 Enhancement in customer loyalty attributable to RFID  

Finance 

(M) 

M1 Cost reduction attributable to RFID  

M2 Sales increase attributable to RFID  

M3 Increase in return on investment attributable to RFID 

In terms of education level, college graduates accounted 

for the largest share of 65.0%. In terms of number of years 

in service, less than 10 years represented 50.5% of total 

respondents. Meanwhile, in terms of organizational 

characteristics, as shown in Table 3, most were 

manufacturing and ICT companies, representing 

respectively 30.1% and 20.4% of total respondents. In terms 

of number of employees, 1,000 or more accounted for the 

largest share of 41.8%. As for three-year average sales, the 

greatest number of companies declined to answer this 

question, but among those providing an answer, 100 billion 

won to 500 billion won represented the largest share of 

23.3%.  

D. Structural Equation Modeling 

In this study, the research model is tested against the 

data using structural equation modeling. Structural equation 

modeling is a technique widely used for evaluating causal 

relationships between constructs. For the purpose of this 

study, we used PLS (Partial Least Squares) based structural 

equation modeling, which helps minimize endogenous 

variable errors and provides a greater level of explanatory 

power.  

The reliability of constructs, when using PLS analytical 

tools, is determined by the value of internal consistency (IC) 

between the constructs. As a general rule, a value of 0.7 or 

greater indicates the existence of reliability [36][37]: 

The validity of constructs is judged based on the value of 

their AVE (Average Variance Extracted. When the AVE is 

0.5 or greater, this is considered an indication of the 

existence of convergent validity. Meanwhile, when the 

square root of the AVE is larger than the correlation 

coefficient between each of the factors, this is considered to 

indicate the existence of discriminatory validity [36][38]. 
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TABLE 2. DEMOGRAPHIC PROFILE 

Demographic Profile Frequency % 

Gender 
Male 85 82.5 

Female 18 17.5 

Age(years) 

20-29 11 10.7 

30-39 52 50.5 

40-49 33 32.0 

Over 50 7  6.8 

Education level 
College graduates 67 65.0 

Master/Doctor 36 35.0 

Years in current 

position 

Less than 5 years 24 23.3 

5 to 9 years 28 27.2 

10 to 14 years 23 22.3 

15 to 19 years 15 14.6 

20 years or more 13 12.6 

Total 103 100.0 

 

TABLE 3.        ORGANIZATIONAL CHARACTERISTICS 

Organizational Characteristics Frequency % 

Industry Sector 

Manufacturing 31 30.1 

Information & communications 21 20.4 

Financial and insurance 10 9.7 

Distribution/ logistics 11 10.7 

Service 13 12.6 

Construction 11 10.7 

Other  6  5.8 

Number of 

employees 

Less than 100 18 17.5 

100 to 499 26 25.2 

500 to 999 16 15.5 

1,000 or more 43 41.8 

Sales 

(3 year 
average) 

Less than KRW 10 billion 14 13.6 

 10 billion to - KRW 100 billion 9 8.7 

100 billion - KRW 500 billion 24 23.3 

KRW 500 billion or more 18 17.5 

No answer 38 36.9 

Total 103 100.0 

   

V. RESULTS 

The reliability analysis performed on the factors used in 
this study revealed that the IC value was greater than the 
threshold of 0.7 for all factors, suggesting a good level of 
reliability. The AVE also proved to exceed the threshold 
value of 0.5 for all factors, attesting to their convergent 
validity. All factors were tested satisfactorily for 
discriminant validity as well.  

When the research model was tested using the structural 

equation modeling technique, all hypotheses, except H3, H5 

and H12, were accepted (see Figure 2). Among the 

technology factors, technology competence and technology 

compatibility proved to have a strong influence on the 

adoption of RFID. Technology complexity, on the other 

hand, showed no significant influence on the adoption of 

RFID. What these results point to is the importance of 

organizational capacities such as knowledge about RFID 

and infrastructure necessary for the deployment of RFID for 

an organization‘s adoption of RFID. The results also 

confirm that whether RFID is compatible with an 

organization‘s strategy or the situation it is currently facing 

and whether it is compatible with tasks routinely carried out 

in an organization are important determinants of its adoption.  

Among organizational factors, analysis revealed that the 

adoption of RFID was measurably influenced by support 

from company leadership and the cost of implanting and 

using RFID. The results indicated, meanwhile, that the size 

of an organization had no real influence on the adoption of 

RFID. These results, therefore, attest to the importance of 

interest and awareness at the level of leadership within a 

company for its adoption of RFID. Also, the higher the cost 

of implementing RFID, the lower the probability of an 

organization‘s adoption of RFID proved to be. Hence, to 

broaden the adoption of RFID, it is necessary to find ways 

of reducing the cost of introducing RFID. 

 

 

 

Among environmental factors, the results confirmed that 

the adoption of RFID was affected by competitive pressure 

and government support. What this says is that the higher 

the level of adoption of RFID among competitors in the 

same business sector, the more willing a company is to 

adopt RFID in its turn.  Equally important is government 

support, in the form of a tax break or legal and regulatory 

improvement to incline a company toward the adoption of 

RFID. 

The results of analyzing causal relationships between the 

adoption of RFID and organizational performance showed 

that learning and growth, internal process and customer 

performance were strongly affected by the adoption of 

RFID. Meanwhile, the adoption of RFID did not appear to 

influence the financial performance of a company. The 

results, therefore, point to important contributions by RFID 

to corporate performance, in terms of learning and growth, 

internal process and customer performance. But, the use of 

RFID is yet to produce an impact on the financial 

performance of companies. The detailed results of 

hypothesis testing are given in Table 4. 

 

 

Figure 2. Results of Structural Equation Model Testing 
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TABLE 4.     RESULTS OF RESEARCH HYPOTHESIS (H1-H12) TESTING 

Path Hypothesis Estimate S.E. t value. Results 

Technology competence→ RFID adoption H1 0.352 *** 0.095 3.8062 Accept 

Technology compatibility→ RFID adoption H2 0.272 *** 0.0982 2.7695 Accept 

Technology complexity→ RFID adoption H3 0.076  0.0486 1.5627 Reject 

Top management support→ RFID adoption H4 0.197 ** 0.0843 2.3370 Accept 

Organizational size→ RFID adoption H5 0.056  0.0437 1.2823 Reject 

RFID related costs→ RFID adoption H6 -0.213 *** 0.0598 3.5634 Accept 

Competitive pressure→ RFID adoption H7 0.106 ** 0.0532 1.9925 Accept 

Government support→ RFID adoption H8 0.120 ** 0.0486 2.4700 Accept 

RFID adoption→ Learning and growth H9 0.759 *** 0.0518 14.6640 Accept 

RFID adoption→ Internal process H10 0.750 *** 0.0547 13.7082 Accept 

RFID adoption→ Customer H11 0.755 *** 0.0574 13.1616 Accept 

RFID adoption→ Finance H12 0.110  0.1096 1.0040 Reject 

 

VI. CONCLUSION AND IMPLICATIONS 

This study has been an empirical attempt to understand 

technology, organizational and environmental factors 

influencing the adoption of RFID and measure its effects on 

organizational performance of companies. From the results 

obtained in this study, we derived the following policy and 

practical implications for stimulating demand for RFID and 

accelerating its diffusion:  

First, there is a need for policy-level support for the 

technology factors that were found to influence the adoption 

of RFID. For example, education and training programs to 

help companies improve their understanding of, and 

proficiency with, RFID could be very useful.  Also useful 

would be an onsite technical consulting program to assist 

companies in determining whether RFID is compatible with 

their existing systems and tasks they carry out routinely.  

Second, this study found that support from company 

leadership positively influences the adoption of RFID. 

Therefore, programs to kindle interest in RFID among 

corporate executives could effectively help promote its 

adoption. Programs for sharing cases of successful 

implementation and use of RFID and concrete examples of 

benefits resulting from the use of RFID with CEOs would 

be particularly useful for raising interest in this technology 

and encouraging companies to adopt it.  

Third, as emerged from this study, the high cost of 

setting up a RFID system is a factor making companies 

hesitant about its adoption. Hence, financial support from 

the government to assist with initial costs associated with 

setting up a RFID system could help toward an early 

adoption of this technology by companies. SMEs in strong 

need of RFID, but hesitant about actually introducing it due 

to financial burden could particularly benefit from such 

support.  

Fourth, our study found that external environmental 

factors such as competitive pressure from within their own 

business sector and government support played a critical 

role in their decision to adopt RFID. It may, therefore, be 

useful to publicize sector-specific cases of successful 

implementation and use of RFID and details of benefits 

gained from RFID to kindle interest in this technology. Tax 

breaks and other forms of incentive for companies 

introducing RFID will be also effective means for 

encouraging its adoption, along with legislative and 

regulatory improvement to facilitate the process.  

Fifth, concerning the effects of the adoption of RFID on 

organizational performance, its influence proved 

particularly strong on learning and growth, internal process 

and customer performance. These are positive findings 

about the beneficial effects of RFID on organizational 

performance. However, we found no concrete effect of 

RFID on financial performance. This, therefore, points to a 

need for further efforts to improve the performance-effects 

of this technology so that its use can also enhance the 

financial performance of companies.  

This study is significant in that it proposes strategies for 

promoting and accelerating the adoption of RFID by 

companies, based on the analysis of influence factors for its 

adoption and the effects of its use on organizational 

performance. Future research can improve on this study by 

developing an objective model for directly evaluating the 

performance-enhancing effects of RFID and by presenting 

strategies for promoting its adoption based on concrete 

performance data. This study found that the use of RFID is 

yet to produce a measurable effect on the financial 

performance of companies. Future research, therefore, also 

needs to investigate factors that can directly influence 

financial performance.  
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Abstract— Quality of Service in Cognitive Radio is an open 

area for researches. Previous works on this item are classified 

as either Quality of Service of Primary User or Quality of 

Service of Secondary User. The work described in this paper is 

related to the latter. We worked on a popular application 

which is Voice over IP. The aim is to provide a sufficient 

Quality of Service to Secondary Users employing Voice over 

IP.  For that purpose; calls over a real Application Server with 

different codecs, and different voice packet size were 

established; voice packets were collected through a network 

protocol analyzer, which is wireshark; packets were analyzed; 

and an application layer algorithm has been proposed. Then, a 

Secondary User with a Voice over IP connection employing the 

proposed algorithm was simulated considering various arrival 

patterns of Primary User using the network simulator, ns-2. 

The results obtained confirmed the success of the proposed 

technique. It is shown that, the cognitive radio applications 

employing the introduced technique achieve an acceptable 

Quality of Service level for Voice over IP connections. To the 

best of our knowledge, this is the first work providing Quality 

of Service to Secondary Users of Cognitive Radio Networks at 

application layer.  

Keywords-component; Cognitive Radio; QoS; VoIP 

I.  INTRODUCTION  

There is an increasing spectrum demand because of the 
uptrend in new bandwidth required technologies. However, 
users could not be always served since the lack of empty 
spectrum resource in their location. In the meantime, some 
portions of the spectrum may be underutilized [1]. Since 
spectrum is assigned statically in current wireless networks, 
users can not move to another spectrum although there is an 
available resource on there. Cognitive Radio Networks 
(CRN) use dynamic spectrum access. Secondary Users (SUs) 
sense the spectrum, and they are allowed to use a licensed 
spectrum if they do not affect the Primary Users (PUs) [2-3].  

Works related to Quality of Service (QoS) in CRN are 
very important for the success of CRN. There are two 
different QoS research area in CRN: 

 QoS of Primary User (PU): Aims to show that in 
CRN, SUs do not affect the QoS of PU. 

 QoS of Secondary User (SU): Providing QoS to SUs 
in CRN.   

   The main objective of this study is to provide QoS to 
SUs of CRN. For this purpose, a widely used application, 
Voice over IP (VoIP), is chosen. Then, a QoS satisfying 
VoIP application is aimed in order to provide voice 
communication to SU in CRN. In this work, an application 
layer solution is proposed. 
  The rest of the paper is organized as follows: In Section II, 

the related works are summarized. VoIP Basics are 

described in Section III. The technique proposed is 

presented in Section IV. The simulation environment and 

the simulation results are given in Section V, followed by 

conclusion and future works in Section VI. 

II. RELATED WORK  

Recent researches in QoS of SUs in CRN have been 
focused on power controls, resource management algorithms 
and Media Access Control (MAC) designs. 

In [4] authors identified every user as selfish and each 
one tries to achieve its target QoS using least power 
consumption. They had optimized the problem as non-
cooperative game, and analyzed Nash Equilibrium (N.E.). In 
system model, each user announces its interference 
regulation price and QoS provisioning price. Then, all of 
users run the proposed multi-channel power allocation 
algorithm [4]. 

  In [5], authors worked on resource management 
algorithms. They proposed a hybrid model named C2net 
which consists of Integrated Services (IntServ) for high 
priority flows such as voice, video, and Differentiated 
Services (DiffServ) for other flows. In [6], a scheduling 
algorithm is proposed for statistical QoS guarantee over 
CRN. Cooperative relay node and admission control 
mechanisms are proposed. In [7], authors investigate a CRN 
which consists of cluster heads (CHs), and regular sensors. 
Constant Bit Rate (CBR) and Best Effort (BE) traffic is 
considered and two different priority algorithms are 
proposed to provide QoS. In [8], authors analyzed the VoIP 
capacity and proposed a new method for finding the 
minimum detection and false-alarm probabilities to ensure 
the QoS requirement of VoIP users in CRN.  They modeled 
the VoIP traffic as Markov-Modulated Poisson Process 
(MMPP); channel as two state Markov chain. 
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In [9] two MAC schemes are proposed for SU accessing 
the wireless channel. Then, an analytical model is proposed 
to derive the voice-service capacity for two MAC schemes. 

III. VOIP BASICS 

VoIP is the growing technology that allows voice 
conversations to be carried over the Internet Network [10]. 
VoIP uses Session Initiation Protocol (SIP) [11] or H323 
protocol [12] for signaling. Voice conversations have a 
“sender” and “receiver” roles. Sender and receiver change 
the roles in different portions of conversation. 

A. Working Principle of VoIP 

Sender creates an analogue signal on the conversation. 
These analogue signals are digitized by the use of an encoder 
[13]. At receiver, incoming packets are placed into a 
playback buffer to overcome problems caused by late 
received or non-received packets. These packets decoded 
using identical decoder. The digital bit stream converted 
back into an analogue signal and send to the receiver. 

B. VoIP Session Initialization via SIP  

Calling and called party get an agreement on which 
codec is going to be used, and what will be the packet rate, 
and packet sizes, in each new call. These are agreed at 
session initialization. Session initialization is done with 
either SIP or H323 messages. Here, we investigated SIP. 
There is a Session Description Protocol (SDP) [14] portion 
in SIP messages. It contains all information that needs to be 
shared with the other side to negotiate. Supported codecs are 
given in rtpmap attribute of SIP message. This attribute maps 
the Real-time Transport Protocol (RTP) payload type 
number defined in "m=" line to an encoding name, clock rate 
and encoding parameters. RTP payloads are defined by The 
Internet Assigned Numbers Authority (IANA) and then 
standardized by The Internet Engineering Task Force (IETF) 
[15-16]. Voice packet size is carried in ptime attribute.  

After session is established, calling or called party can 
change the negotiated codec or ptime. This is done by in-
session requests with INVITE or UPDATE messages.  

C. VoIP Packet and Codec Relations 

A VoIP packet consists of 20 bytes Internet Protocol (IP) 
header, 8 bytes User Datagram Protocol (UDP) header, 12 
bytes RTP header and a variable size payload according to 
used codec as illustrated in Fig. 1 [17]. 

Popular codecs in VoIP have been identified and their 
packet size, packet interval have been calculated using (1), 
(2), (3).  
CodecBitRate = CodecSampleSize / CodecSampleInterval   

                                                                                            (1)    

PacketsPerSecond=CodecBitRate/ (VoicePayloadSizeInBit)                                                                    

(2)  

TotalPacketSize = (Layer2Header) + (IP/UDP/RTP_header) 

+ (VoicePayloadSize)                                                         (3) 
 

Calculated codec packet size and interval according to 
ptime value is provided in Table I. 

 
Figure 1.   VoIP Packet 

D. QoS Evaluation in VoIP 

IP Networks were built for non-real time applications 
such as file transfer, email. That is why delay or available 
bandwidth was not the big concern. Later, IP Networks are 
started to be used for real time applications and real time 
applications are relative to delay [18]. In VoIP, packets are 
created at real time, encoded, packetized, sent over the 
network, decoded, and listened by other party. Delay, jitter, 
available bandwidth, as a result QoS, becomes a major 
concern in real time applications. 

The quality of voice is subjective. Users express the 
quality of a call as “good”, “bad”, “quite good”, or “very 
bad”. In QoS tests of VoIP, a conversation is listened to 
users and wanted to quantify the service quality from 1 to 5, 
1 being the worst and 5 is the best. The numerical method of 
expressing voice and video quality is defined as Mean 
Opinion Score (MOS) [19]. 

Instead of subjective tests, MOS can be calculated by 
voice quality effecting factors such as bandwidth, delay, 
jitter, packet loss, echo or noisy background. 

TABLE I.  CODEC PROPERTIES 

Codec 

(Defined in 

rtpmap 

attribute) 

Voice Payload 

Size (ms- Defined 

in ptime attribute) 

Total packet Size 

(byte) 

G711 10 126 

G711 20 206 

G711 30 286 

G729 10 56 

G729 20 66 

G729 30 76 

G729 40 86 

G729 50 96 

G729 60 106 

G 723.1 30 70 

G 723.1 60 94 

G726-32 20 126 

G726-32 30 166 

G726-32 40 206 

G726 -24 20 106 

G726 -24 30 136 
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The ITU-T E-Model [20] defines an analytic model of 
voice quality between two connections known as "Voice 
Transmission Quality from Mouth to Ear" with equipment 
impairment factor method, and previous transmission rating 
models. E-model calculates the Rating Factor (R).  R value is 
calculated using the formula below: 

A
effe

I
d

IsIoRR 


                      (4) 

where Ro is basic signal-to-noise ratio, including noise 
sources such as circuit noise and room noise, Is is a 
combination of all impairments which occur more or less 
simultaneously with the voice signal, Id is the impairments 
caused by delay and the effective equipment impairment 
factor, Ie-eff is the impairments caused by low bit-rate codecs 
and impairment due to packet-losses of random distribution, 
A is the advantage factor. 

MOS value is calculated through R value as below:  
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See Table II for the relation between, R value and MOS. 

IV. PROPOSED SOLUTION  

After investigation VoIP working principle, and VoIP 
signaling details, VoIP packets obtained from one of VoIP 
service provider, Genband Application Server [21] in IP 
network of Netaş [22] were collected and analyzed. It was 
noticed that VoIP packet size was constant and these packets 
were generated periodically. According to SIP Request for 
Comments (RFC), experimental data shows that packet sizes 
are relevant to negotiated codec which is given in rtpmap 
attribute in SIP message at session initialization. Packet 
receive interval is related to ptime attribute in SIP message. 
So, it is obvious that we can model VoIP traffic as CBR 
traffic. 

As stated in Section II, QoS of VoIP is calculated 
through MOS value. In our proposal, MOS is calculated 
periodically. The algorithm remembers the previous MOS 
value. Then, it is compared with the current MOS value. 

 If the difference is 0, it means MOS remains the 
same  

 If difference is less than 0, it means MOS decreases 
o If it is -1, then ptime value should be 

changed.  
o If the change is greater than 1, then codec 

value is changed 
 If difference is greater than 0, it means MOS 

increases 

 
   When difference is 1, ptime value is increased. In this way, 
packet rate is decreased. Each packet carries more voice 
packet. But this supplies SU to wait more time for non-
received packets.   
   If difference is more than 1, then codec value is changed to 
a lower codec. Total packet size is decreased. 

TABLE II.  RELATION BETWEEN R VALUE AND MOS [28] 

R Value  

(lower limit) 

MOSCQE  

(lower limit) 
User Satisfaction 

90 4.34 Very Satisfied 

80 4.03 Satisfied 

70 3.60 
Some users 
dissatisfied 

60 3.10 
Many users 

dissatisfied 

50 2.58 
Nearly all users 

dissatisfied 

 

V. RESULTS OBTAINED 

The test bed is created as 500X500-grid area in ns-2 [24] 
which simulates 500 m X 500 m square area. There is 1 SU 
in simulation and it is simulated with mobile node 
functionality of ns-2. PU traffic is thought as aggregated 
traffic, so there is not a number for PU. Existence of PUs is 
modeled by moving the Secondary User to a place longer 
than antenna’s range. When PU has gone, SU moved back to 
original place.  

In this paper, Cognitive Radio’s Spectrum Sensing is out 
of scope.  It is assumed that Spectrum Sensing is done and 
available channels and slots are specified.  

Simulation has been run for 10s. Primary user traffic is 
modeled as deterministic. The simulation is run under 3 
different PU traffic models as listed below: 

 ON Period = OFF Period 

 ON Period > OFF Period 

 ON Period < OFF Period 
In our simulations R value is calculated according to 

delay, jitter and packet loss as in Table III [23].   

TABLE III.  R VALUE CALCULATION 

1 EffectiveLatency = (AverageLatency + Jitter * 2 + 10)  

2 
# Take the average latency, add jitter, but double the impact 
to latency then add 10 for protocol latencies 

3 if (EffectiveLatency < 160) 

4     R = 93.2 - (EffectiveLatency / 40) 

5 Else 

6     R = 93.2 - (EffectiveLatency -120/ 10) 

7 Endif 

8 # Deduct 2.5 R values per percentage of packet loss 

9 
R = R - (PacketLoss * 2.5) 

 

 

A. ON Period = OFF Period 

First the technique is tested when PU ON and OFF 
periods are equal. ON period and OFF period are taken as 2 
s. Fig. 2(a) illustrates PU traffic model. PU arrives to system 
and transmits data between 2–4 s and 6-8 s. 

Fig. 2(b) shows the change in the MOS value of the SU 
VoIP application when PU traffic is as given in Fig.2(a).  
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MOS starts to decrease at time 2.0, which is the PU arrival 
time. Since our algorithm notices a small decrease in MOS, 
it increases ptime. That’s why MOS increases in the next 
MOS calculation. Similar behavior occurs at time 2.8. When 
there is a bigger decrease than 1, like at time 7.0, the 
algorithm changes codec and in the next period MOS 
increases. 

 

B. ON Period > OFF Period 

We also tested the traffic model where ON period of PU 
is bigger than OFF period. PU traffic model is illustrated in 
Fig. 3(a). PU arrives to system and transmits data between 
2–5 s and 7-10 s. This is risky for the SU, since PU remains 
in the system longer. ON periods are 3 s; while OFF periods 
are 2 s. 

SU MOS changes are given  in Fig. 3(b). MOS changes 
start to decrease after time 2.0, which is the PU arrival time. 
Since our algorithm notice a small decrease in MOS, it 
increases ptime. That’s why; MOS increased in next MOS 
calculation period. Same thing occurs in 2.8. When there is a 
greater decrease, the algorithm changes codec and in next 
period MOS increased. 

 
 

 
Figure 2.  ON Period = OFF Period a) PU traffic b) MOS change on SU 

 
 

 
Figure 3.  ON Period > OFF Period a) PU traffic b) MOS change on SU 

C. ON Period < OFF Period 

Lately, traffic model of ON period of PU is less than 
OFF period is tested. Fig. 4(a) illustrates PU traffic model. 
PU arrives to system and transmits data between 3–5 s and 8-
10 s. ON periods are 2 s, while OFF periods are 3 s.  

Fig. 4(b) shows the MOS changes in SU according to the 
behavior of the PU. Changes in MOS start to decrease at 
time 3.0, which is the PU arrival time. Since our algorithm 
notice a small decrease in MOS, it increases ptime. That’s 
why; MOS increased in next MOS calculation. Same thing 
occurs in time 2.8 s. When there is a greater decrease like at 
time 7.0 s, algorithm changes codec and in the next period 
MOS increases. 

VI. CONCLUSION 

This study focuses on the Quality of Service enhancement 
for the Secondary Users with VoIP connections in Cognitive 
Radio Networks. One of the most popular applications, 
Voice over IP is chosen and tried to achieve a satisfying QoS 
level to the corresponding SUs. For this purpose, first, real 
VoIP packets are collected from Genband Application 
Server, and analyzed. After analyzing VoIP packets and 
VoIP signaling, a solution in application layer is proposed to 
provide better QoS to SU VoIP applications. Then, we 
simulate the technique proposed using ns-2.  The technique 
is an application layer approach where the MOS value for 
the VoIP connection is measured periodically and by 
chancing the ptime parameter or the codec type according 
the QoS of the connection is enhanced.  
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Figure 4.  ON Period < OFF Period a) PU traffic b) MOS change on SU. 

It is shown that the proposed technique gives promising 

results for Cognitive Radio Networks by the simulations 

done in ns-2. 

   The performance of this algorithm can be further 

enhanced by not only observing MOS decreases but also 

observing MOS increases, and changing the codec type or 

ptime parameter to appropriate values when there is no PU 

around. 

  For future work, PUs with different behaviors are going to 

be employed. 
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Abstract—Nowadays, Radio Frequency IDentification (RFID)
is a widely spread technology used in a diverse set of
applications. One of the main problems faced by RFID networks
is tag collision. This occurs when two or more tags respond
simultaneously to the RFID reader, causing errors and bringing
retransmissions in the wireless channel, increasing the delay
required to identify the whole set of tags in the coverage range of
the reader. There are two standards for RFID tag identification:
ISO 18000-7 and EPC Class 1 Gen 2. We propose in this paper
a p-persistent CSMA mechanism for RFID tag identification;
we also compare our mechanism with the EPC Class 1 Gen
2 as well as with a non-persistent CSMA approach that has
been proposed in the literature. We show that the mechanism we
propose provides a lower identification delay than the two other
mechanisms. Furthermore, our mechanism uses less identification
cycles than its non-persistent CSMA counterpart.

Keywords− RFID, EPC Class 1 Gen 2, p-persistent CSMA.

I. INTRODUCTION

Nowadays, Radio Frequency IDentification (RFID) is a
technology used on a wide set of applications. According
to [1], 1.3 billion of RFID tags have been built in 2005,
and by the end of the last year the amount of tags grew
up to 33 billion [1]. Some examples of RFID applications
are: public transportation, access control, asset tracking,
item identification, counting tasks and automated inventory
management.

One of the main advantages of RFID compared to barcodes
is its ability of identifying objects in a wireless fashion with
no contact or a direct sight line among the communicating
devices. Since RFID is now widely used, the identification
process must be done in a faster and efficient way. To that end,
it is crucial to find better collision resolution mechanisms for
RFID networks. This way, the identification process as well
as power consumption are improved.

There are two standards for RFID tag identification: ISO
18000-7 and EPC Class 1 Gen 2. We propose in this paper
a p-persistent CSMA mechanism for RFID tag identification;
we also compare our mechanism with the EPC Class 1 Gen
2 (EPC-Gen 2 from now on) as well as with a non-persistent
CSMA approach that has been proposed in the literature. In
Section II, we present a review of the state of the art in RFID as
well as the problem of tag collisions. In Section III, we depict
the related work about collision resolution of RFID tags. We
propose finally in Section IV our p-persistent CSMA protocol

for RFID; we also compare numerically our mechanism with
the EPC-Gen 2 standard as well as with a non-persistent
CSMA approach that has been proposed in [2]. The results
described in Section V show that our protocol overperforms
the other two proposals in terms of identification delay as well
as in the average number of identification cycles. We execute
simulations for a wide number of tags in the coverage range
of the reader. We finally conclude our paper in Section VI and
describe our future work.

II. RFID AND TAG COLLISIONS

An RFID network is composed of two sets of devices that
communicate through radio-frequency (RF) waves: a set of
tags joined to objects that need to be identified, and one or
more readers. A reader has storage and processing abilities, it
sends read commands within a given coverage range in order
to identify the whole set of tags inside such range. Tags are
devices having a unique identifier; they store information about
the object they are attached to. RFID tags may be classified
as:

• Active tags: They account with high processing and
storage abilities. They include a power source for data
transmission and are also responsible of sensing the
channel and detect collisions.

• Passive tags: They have limited processing, storage and
data transmission characteristics. They have no power
source; instead they get power through the energy
induced by electromagnetic waves sent by the reader.
Besides, they have no sensing capabilities nor-or sensing
functions.

• Semi-passive tags: They use internal batteries to power
their circuits and rely on the reader to supply its power
for broadcasting.

Based on the type of application, a given type of RFID tag is
chosen. Passive tags are frequently used due to their low cost.
However, semi-passive and active tags are rapidly gaining an
important place in the RFID market.

A. The tag identification problem

A tag identification process consists of a broadcast message
sent by the reader to request tags their IDs and/or their stored
data. By receiving such broadcast message, the tags send
their response to the reader. If just one tag responds, the
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Fig. 1. RFID collision resolution protocols’ taxonomy

reader will receive only one message. If several tags respond
simultaneously, there will be collisions in the RF channel.
Such problem is known as tag collision and is one of the
main research problems on RFID networks. The time taken to
identify the whole set of tags within the range of the reader
is known as the identification delay; this is one of the most
important performance measures in this kind of networks.

Besides tag collisions, there are also reader-reader collisions
and reader-tag collisions. The former occurs when there is
interference between the signals of two or more readers. The
latter occurs when two or more readers want to communicate
with the same tag [3].

Currently, the tag collision problem is solved by imple-
menting a collision resolution protocol specified either by the
EPC-Gen 2 standard or by the ISO 18000-7 standard. The
former being used for passive as well as for active RFID
environments, and the latter for active RFID environments. In a
recent work [4], we have presented a comparison between our
p-persistent CSMA protocol and the ISO 18000-7 standard.
In this paper, we restrict ourselves to comparing our work
with the EPC-Gen 2 standard and the non-persistent CSMA
approach we cited before.

III. RELATED WORK

The wireless nature of RFID networks implies the use
of a collision resolution protocol at the MAC level of the
network stack. Thus, the aim of a collision resolution protocol
for an RFID network is to coordinate the access to the
transmission medium. We present in Fig. 1 a taxonomy of
collision resolution protocols on the basis of medium access
and then on the type of protocol used.

A. ALOHA-based protocols

ALOHA-based protocols are probabilistic protocols exhibit-
ing low values on the identification delay. However, such
protocols have the problem of tag starvation due to their
aleatority; such problem happens when a tag has not been
identified in a long period of time.

The most widely used protocols in this class are Pure
ALOHA (PA), Slotted ALOHA (SA), and Framed-Slotted
ALOHA (FSA). These protocols impact directly the perfor-
mance of RFID networks. The two standards used for RFID
networks are based on a modified version of Framed-Slotted
ALOHA.

1) Framed Slotted Aloha (FSA): The FSA protocol is
based on the SA protocol which assumes that time is slotted
and grouped into frames. A slot is a time interval where
tags are allowed to transmit their ID [5]. FSA executes
several identification cycles (IC) in order to identify the whole
set of tags within the coverage range of the reader. Every
identification cycle consists of one frame. A frame is a time
interval elapsed between reader requests; it is formed of a
given number of slots [5]. FSA improves PA and SA by
limiting tags to transmit once per frame in order to avoid
frequent tag-to-tag collisions.

FSA starts with the reader broadcasting the frame size, N .
Once tags know N , every tag generates a random number
uniformly distributed between [0 . . .N-1]. The generated num-
ber corresponds to the slot of time where tags transmit their
ID. When two or more tags transmit in the same slot, there
is a collision; this event generates a new identification cycle.
Such identification cycle is particularly intended for the tags
that generated such collision. Furthermore, if there is only one
transmission during a slot, the corresponding tag is correctly
identified by sending an ACK message; this avoids including
the same tag in the next identification cycle.

2) The EPC-Gen 2 standard: The EPCGlobal organization
has proposed the EPC-Gen 2 standard for RFID networks.
In [6], the “Gen 2” collision resolution protocol is independent
of the type of RFID device in which it is implemented, being
either passive or active.

Similar to the ISO 18000-7 standard, the EPC-Gen 2
standard proposes to use FSA as a collision resolution protocol
for RFID networks. However, EPC-Gen 2 suggests a specific
algorithm for adapting the frame size. EPC-Gen 2 works on an
environment of 1 reader and N tags. The identification process
starts when the reader sends a startup command; then every
tag responds to such command causing a collision. When the
reader detects the collision, it starts a new identification cycle.
An identification cycle starts with the broadcast of a Query
packet by the reader including the value of Q ∈ [0, . . . , 15],
this is useful to indicate that the size of the current frame is
2Q slots. From this point, the tags choose a time slot r in the
interval [0, 2Q − 1]; this selection process is randomly done
according to a uniform distribution. The value of r represents
the frame slot in which every tag transmits its ID. The start
of every slot into a frame is controlled by the reader with the
transmission of a QueryRep packet, with the exception of
the first slot which starts after the Query command. Thus,
the tags use r as a counter which decrements its value after
receiving every QueryRep packet. When the r value of a tag
reaches zero, the tag sends its ID; such event generates three
possible cases:

• If two or more slots choose the same time slot, there
will be a collision. On one side, the reader detects the
collision and sends a QueryRep packet. On the other
side, the involved tags update r according to r = 2Q−1.

• If there is only one reply in a given slot, there will be a
successful identification. Thus, the reader responds with
an ACK packet. Even if all the tags receive such packet,
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Fig. 2. Frame adapting mechanism for Q.

only the “winner” tag will respond with a Data packet.
Afterwards, once the reader receives the Data packet it
responds with a QueryRep packet.

• If there is no response before the reader finishes reading
the time slot, the reader assumes an empty slot and starts
a new one by sending a QueryRep command.

This process continues slot after slot until the end of the
identification cycle, i.e., until the end of the frame. At the
end of each frame, the reader adjusts Q based on the number
of empty slots, the number of slots with only one response,
the number of slots with multiple responses, and consequently
the size of the subsequent frame. The identification process
finishes when the whole set of tags has been identified, i.e.,
when all the slots of the frame have been flushed.

Fig. 2 depicts the EPC-Gen 2’s frame adapting mechanism.
As we can see, such mechanism increments Q for every slot
in which there was a collision, and decrements it for every
empty slot in the current frame. The standard proposes the use
of C ∈ [0.1, . . . , 0.5] to control the frame adapting mechanism
in a slot-by-slot fashion. However, it does not specify how to
choose C, it only recommends using high values of C for low
values of Q and vice-versa.

B. Non-persistent CSMA

In [2], the authors propose the use of non-persistent
CSMA for RFID. They extend such protocol to work on
an environment of one reader with several tags. The work
presented by the authors is based on a contention window for
the identification process; this is equivalent to an FSA frame
in the context of ALOHA-based protocols. They implement
a distribution function that is used also in [7] so as every
tag randomly chooses a micro-slot in a contention window to
transmit its ID.

The Sift distribution (1) associates the probability pr to the
micro-slot r as a function of its location in the contention
window and the maximum number of tags. In this way, the
probability of choosing the first micro-slots is low while

Collection
command ID-Tag i Collection command

       ACK-Tag i

Micro-slot

Identification cycle

Time

ID-Tag i

Subset of tags that have selected aMicro-slot
micro-slot into the contention window

 intervals
Micro-slot
 intervals

Successful identification Successful identification

Fig. 3. Non-persistent CSMA with Sift distribution for active RFID
environments.

selecting the last micro-slots turns to be high. So, pr is given
by:

pr =
αr(1− α)k

1− αk
(1)

with r ∈ [1, . . . ,K] and α =M−1/(K−1). K is the size of the
contention window, and M represents the maximum number
of contenders.

We now describe how this protocol works: the reader
broadcasts an ID-request including the size of the contention
window and the maximum number of contenders, which is a
priori unknown. After receiving this message, the tags choose
a micro-slot in the contention window according to (1) so as to
transmit their ID in the chosen micro-slot. Afterwards, every
tag sense the channel until the value of the micro-slot chosen
and then they transmit if and only if the medium remained
free. In other case, a tag leaves until the transmission of the
next command by the reader. If there is no collision, the reader
sends an ACK-Collection command which indicates that
the tag has been already identified, and thus requesting more
IDs. The same process is repeated for the tags that remain
unidentified. Fig. 3 depicts the non-persistent CSMA protocol
with Sift distribution.

Under this mechanism, the contention window size remains
constant during all the identification process and only one
tag is identified per identification cycle. The results shown
in [2] show that non-persistent CSMA with Sift distribution
overperforms the EPC-Gen 2 standard with respect to the
identification delay.

IV. p-PERSISTENT CSMA FOR ACTIVE RFID
ENVIRONMENTS

p-persistent CSMA is a slotted scheme where a station that
wishes to transmit senses firstly the channel. If the channel
is idle, the station transmits with probability p and delays its
transmission until the next slot with probability q = 1− p. If
the next slot is free, a transmission occurs or it is delayed with
probabilities p and q, respectively. This process is repeated
until the end of the contention window, or until the beginning
of a new transmission by another station. In this last case,
the protocol behaves as if a collision had occurred. If at the
beginning of a transmission a station detects a busy channel,
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it waits until the next time slot and then follows the algorithm
just described.

In order to extend the behavior of p-persistent CSMA for
RFID, we have that there are N tags in the coverage range
of a reader which we need to identify in an ordered fashion
by using a congestion window of a fixed size. The reader
broadcasts a command of data collection along with the size
of the contention window. Following the reception of this
command, every tag chooses a time slot in the contention
window according to a Sift distribution. Then, every tag
computes the transmission probability corresponding to the
selected time slot. If it decides to transmit, then it senses the
channel during a time equal to a given number of micro-slots
according to a Sift distribution, and transmits if and only if the
channel remains idle after such period of time. Otherwise, it
withdraws until the next collection command; i.e., until a new
identification cycle. If there is no collision, the reader sends an
ACK to tell a tag that it has already been identified and asks
for more IDs. In this way, the transmission probability not
only reduces the number of participants within a contention
micro-slot, but it also allows for tag save energy. This is the
key difference between the non-persistent CSMA protocol and
our p-persistent approach.

By observing the results reported in [2], we observe that an
increase in the number of tags is proportional to the number of
collisions, even if the probability of choosing the first micro-
slots is very low. In that sense, we see that we require that the
transmission probability of each tag is a function of the time
micro-slot chosen. Thus, by following the Sift distribution,
once a tag has selected one of the first micro-slots to transmit,
the probability that this tag does not transmit is close to zero.

In order to assign different transmission probabilities to time
micro-slots in a contention window, we use in our proposal
(2) so that every tag computes the transmission probability, pt,
based on the contention window size and the time micro-slot
chosen in the contention window as well. Once pt is computed,
every tag decides its transmission based on this probability and
a random number.

pt =
K − r
K

, (2)

where K is the total number of time micro-slots in the
contention window and r ∈ [1 . . .K] is the time micro-slot
chosen for transmission.

The Sift distribution in our scheme offers the advantage
that when a tag chooses one of the first time micro-slots, the
probability of a decision change is practically zero.

One difficulty faced by our scheme is to decide when there
are no more tags to identify, since using the transmission
probability does not allow us to be sure of this fact. In order to
solve this problem, when the first identification cycle is empty,
we make the transmission probability equal to one. This way,
we are sure that all the tags in the coverage range of a reader
are actually identified.

We can see in Fig. 4 the building blocks of our p-persistent
CSMA mechanism with Sift distribution.

Identification cycle

Time

Identification 
command

ID-Tag i ACK-Tag i

Upper limit of the probability for
selecting the current slot

Upper limit of the probability for
transmitting in the current slot

Micro-slots
interval

Micro-slot

Fig. 4. p-persistent CSMA with Sift distribution for active RFID
environments .

A. Performance parameters

We focus on the identification delay as a performance
parameter for comparing our proposal with the non-persistent
CSMA protocol as well as with the EPC-Gen 2 standard. The
identification delay is the time needed to identify the whole
set of tags in the coverage range of the reader. Since the time
taken by an identification cycle is a function of the number of
slots and the number of messages between the reader and the
tags, we transform the identification cycles to absolute time.
The parameters we consider are the same as in [2].

When working with EPC-Gen 2, the empty slots and the
slots with collision are shorter than the slots that have a correct
ID. So, if for example the channel capacity is 40 kbps, a slot
with a correct ID lasts for 2.505 ms and the empty slots as
well as slots with collision last for 0.575 ms.

For non-persistent CSMA and p-persistent CSMA, we
consider that one identification cycle lasts the sum of the
following times:

• The time taken by a data recollection command (0.55
ms).

• The time taken by an ID packet (1.4 ms).
• A micro-slot time (0.1 ms), and
• The time duration of an ACK packet, in case of a

successful identification (1.4 ms).
We assume that tags have a coherent CCA (Clear Channel

Assessment), i.e., that the channel is busy when a packet’s
preamble is detected. We also consider that the network is free
of the capture effect. The capture effect on RFID refers to the
event when two or more tags try to transmit simultaneously to
a reader, and one of the tags achieves its transmission because
it is under better physical conditions like a higher transmission
power or because it is closer to the reader.

We implement EPC-Gen 2 with the mechanism specified
in [6], non-persistent CSMA and our p-persistent CSMA with
a contention window size equal to 8 micro-slots and M equal
to 64. We execute 300,000 simulations for each protocol and
we obtain confidence intervals of 95% with a precision less
to 1 ms. We also vary the number of tags from 10 to 100.
Furthermore, since we are simulating a widely used standard
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Fig. 5. Identification delay of EPC-Gen 2, non-persistent CSMA and p-
persistent CSMA.

for RFID systems, our results are valid for any type of active
RFID tag.

V. RESULTS

We present in Fig. 5 the performance comparison between
the three protocols we are evaluating. At the beginning of the
plot, our protocol exhibits a small degradation on performance
compared to the non-persistent CSMA approach, but as the
number of tags increases our protocol clearly improves its
performance.

In general, the results we get show that our proposal
improves the performance of non-persistent CSMA and the
EPC-Gen 2 standard. This is because our proposal uses less
identification cycles than the non-persistent CSMA approach
since the identification delay is directly proportional to the
number of identification cycles, even if our proposal uses
a bit more micro-slots than non-persistent CSMA. Due to
the timescale in Fig. 5, it might seem that the improvement
obtained with p-persistent CSMA is little; however, if the
time taken by an identification cycle is increased then the
improvement is clearer.

Fig. 6 shows a plot that compares the number of identifica-
tion cycles between non-persistent and p-persistent CSMA.

VI. CONCLUSIONS

We have presented in this work a proposal of p-persistent
CSMA with Sift distribution for its use on active RFID
environments. We compared our protocol with a non-persistent
CSMA approach previously proposed in the literature as well
as with the widely known EPC-Gen 2 standard. Our results
show an improvement of up to 2% in terms of identification
time compared to non-persistent CSMA.

We observed that the time taken by an identification cycle
directly impacts the performance of every protocol, because a
bigger amount of messages is exchanged between the reader
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Fig. 6. Identification cycles used by non-persistent and p-persistent CSMA.

and the tags. So, by reducing the number of identification
cycles the performance is improved. Finally, the improvement
we got with p-persistent CSMA is clearer when the time spent
during the identification cycles increases.

Our future work will focus on finding the value of p that
optimizes the identification process; i.e., jointly maximizing
the throughput while minimizing the loss rate. Furthermore,
even if additional performance parameters (e.g., bandwidth,
loss rate) are directly related with the identification delay, we
will also explore the behavior of our approach with respect
those parameters as well. We believe that future versions
of RFID standards (i.e., ISO 18000-7 and EPCGen-2) for
collision resolution may consider CSMA variants in their
proposals.
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Abstract - Radio Frequency Identification (RFID) technology 

can be used in many different applications. There are 

numerous instances of RFID being used in everyday life.  For 

instance, anyone who works in a secure office, goes to 

university, drives a car with an immobiliser or parks in a 

secure car park. Other scenarios include the tracking of 

animals in the farming industry when cattle and sheep need to 

be identified by the farmer. Another instance where RFID can 

be used is in the manufacturing industry.  Tags can be 

attached to items that are moving through the factory on 

conveyer belts or being moved around by staff on trucks or 

forklifts. This paper documents a “real life” manufacturing 

facility, assess its current work flow process, evaluate them 

against industries best practices and seek to integrate RFID to 

help stream line work flow.   After assessment, the RFID 

solution will be implemented to tackle the highlighted areas.  

This will be achieved by understanding the client’s current 

situation, industrial best practices and how RFID technology 

can be implemented now and modified in the future to 

continue to maximize efficiency.  The expected outcome of the 

research is that RFID can contribute to modern work flow 

systems, however all systems will be inevitably based on a 

software database, and it will be how the RFID technology is 

used to create additional database entries and manipulate or 

link existing data that will see its true value.   

 

Keywords – RFID; Lean manufacturing; Location 

Determination; RFID tracking. 

 

 

I.    INTRODUCTION 
 

      It is often said in the automation industry that to control, 

you must first measure.  RFID is a non contact, long 

distance, water proof, high temperature resistant, data 

storage, automatic identification system.  These attributes 

make RFID the ideal solution for tracking and measuring 

the flow of physical items throughout a plant.  The RFID 

system comprises of an integrated collection of components, 

the tag, the reader, the reader antenna, a controller, a sensor, 

actuator and annunciator (optional), host and software 

system and communication infrastructure [1].  These 

qualities allow RFID to play an important role in allowing 

the physical flow of equipment throughout a plant to be 

linked to, or create an information flow that is real-time.  

This type of information used in the correct way can allow 

for a transparent plant wide view of how the plant runs, 

enabling users to see and predict bottlenecks and backlogs.  

In acquiring this data, the plant is then in a position to allow 

for data interrogation in order to optimize plant or process 

activities.  Lean Manufacturing is a process of data 

interrogation in order to eliminate any Non Value Adding 

Tasks (NVAT) thus improving efficiency [2]. 

 

      All manufacturing facilities must possess and adhere to 

their own manufacturing systems.  These systems are the 

foundation on which any industrial accreditations are built, 

they define the work flow process and are therefore critical 

to all aspects of how the company operates.  The tools the 

systems are built on usually refer to electronic tools, such as 

software packages and written documents manually created, 

maintained and archived.  A vast majority of these systems 

operating today have been developed onsite by skilled 

employees knowing their own responsibility and therefore 

produced a tool that delivers what his or her department 

needs to.  These tools have been developed in a similar 

fashion, as quality controls or accreditation standards 

increase or the business changes.  It is therefore accepted 

that a vast majority of these tools certainly serve their 

purpose, but are not as efficient or as transparent as they 

could be. 

 

      In today‟s global manufacturing environment the 

western world is at a disadvantage because of , high labour 

costs, high land rates, stringent environmental rules and 

regulations.  These factors make it difficult for 

manufacturing facilities to compete with its neighbouring 

Asian counterpart.  It is no surprise then that our 

manufacturing industry is in a consolidation period and 

looking to maximizing efficiency by increasing utilization 

of their current assets.  This is clearly reflected in industrial 

management buzzwords.  These buzz words are 

encapsulated by two ideas, Lean manufacturing and Total 

Cost of Ownership.  Lean Manufacturing was a system 

originally developed by Toyota and defines wastefulness as 

any activity that is non value adding.  It was claimed by 

implementing lean manufacturing, you can use less of 

everything compared to mass production- half the human 

effort in the factory, half the manufacturing space, half the 

investment in tools, and half the engineering hours to 

develop a new product. In addition, it requires keeping less 
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than half of the needed inventory on site, results in a lot 

fewer defects, and produces a greater and ever-growing 

variety of products. In short, it is called lean because it uses 

less, or the minimum of everything required to produce a 

product or perform a service [1]. 

 

      All this can be achieved by reducing NVAT‟s at every 

stage in the system.  Total cost of ownership analysis then 

looks at the total cost of the system for its life time.  These 

costs include but are not limited to, cost of installation, 

preventative maintenance, corrective maintenance, 

operational costs, repair costs and end of life costs and 

expand the buyer‟s thought process beyond the initial 

purchase cost [3].  For manufacturing facilities to address 

the problem areas they must first find them. The solution 

requires gathering more data, gathering the data quicker, 

making the data more transparent and easy to access, 

increase communication ability and increase tractability.  In 

comparing RFID technology to the traditional barcode 

system to provide the technology for the solution it has 

many advantages including but not limited to, short scan 

times, anti pollution and durable, flexible data, penetrability 

through other materials, usable user data and better security 

[4].  Given these advantages it is easy to see why the 

technology has been adopted in a wide range of industries 

such as logistic, Health care, toll systems, retail, security 

and identification to name a few.  This project will look to 

integrating RFID into the current manufacturing work flow 

system to expose these advantages thus reducing waste and 

the TCO. 

 

      The “real life” facility is NuPrint Technologies LTD, a 

local manufacturing company who manufacture labels.  

NuPrint management have highlighted that there is an 

opportunity to reduce waste in two key production stages.  

These stages are known as Pre-prep and Production.  Pre-

prep, as the name suggests prepares the equipment before 

use in production, and maintains it after the job is complete.  

The equipment is in the form of plates and rollers.  The 

plates must be wrapped around the roller and aligned.  

Production fit the plates to automated printing machines and 

produces the required label.  The pre-prep process is not as 

straight forward as it may seem.  This is due to a multiple of 

variables including, damaged or weakened plates, plates 

being difficult to align, prioritisation of batch jobs, sourcing 

and reserving common plates to multiple jobs as well as 

keeping in touch with Operation control and Production to 

continually evaluate the job status. The aim of this project 

was to integrate an RFID solution into a Manufacturing 

Execution System (MES).  It is hoped that the RFID 

solution will allow the MES to view the process in greater 

detail in terms of job and equipment location in real time.  

The real time MES will provide a transparent view of the 

process to Pre-prep, Production and Operation Control.  

This electronic view will allow each department to have up 

to date process information with no need to ask the other 

department, thus greatly reducing the requirement for 

personnel interaction.  Personnel interaction is a major 

fluctuating unknown, which can be very wasteful.  The real 

time view will also build a history database of the 

information gathered, as well as having the ability to hold 

any additional notes the operators may want to add. 

 

 

II.   RELATED WORK 

      The Department of Industrial Engineering, Tsinghua 

University, Beijing, set up a micro plant as to best simulate 

a real plant situation.  RFID technology was used to support 

the MES to automate the tracking of materials, Work in 

Progress (WIP), fixed and mobile resources.  They designed 

and implemented the solution to target three key areas. 

These were Data Collection and Document Control, Labor 

Management and Production Control and Performance 

Analysis. Data Collection and Documentation Control is a 

continuous task throughout the manufacturing process, but 

are of particular advantage in the job scheduling and 

inventory control.  The best example of this advantage 

comes at the beginning of the manufacturing system, after a 

customer places an order, an operator scans the RFID 

labeled inventory stock, this real time scan, allows the MES 

to decide if the required inventory is available to complete 

the customer request.  If it is, the job is sent to the sorting 

centre for packaging before being sent to the assembly line.  

However, if the required inventory is not available the MES 

system automatically generates a Purchase Order (PO) and 

produces it for review before emailing it to the supplier.   

      Labor Management and Production Control in this 

solution were encapsulated by visibility.  Two billboards 

where utilised, one for the assembly line operator which 

updated them on the current job information and segment 

procedure.  After the job is completed the operator 

interfaced with the MES system and indicated if it was 

finished or scrapped, triggering a job status change.  The 

second billboard allowed management visibility of the 

production schedule being completed, including the current 

status of jobs.  Performance Analysis is achieved as a 

byproduct of the previous two implementations.  The 

system now is data rich, and is used to target Key 

Performance Indicator (KPI) matrices such as work station 

load and production efficiency.  Any target change made 

can now be evaluated on tangible numeric data that is non 

intrusive [5].  

       RFID MES system can be flexible and responsive to 

continuous, changing customer requirements [6]. Huang et 

al. [6] outlines an RFID MES implementation in JAC, an 

automotive production company based in china.  JAC 

manufacture a full line of brand vehicles including trucks, 

Special Reconnaissance Vehicle‟s (SRV‟s) and 
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Mechanically Propelled Vehicle‟s (MPV‟s).  JAC already 

had an MES system using traditional data acquisition 

methods such as manual input and barcodes.  However, they 

believed the gap between physical flow of product and 

information flow in the MES was too great to properly 

monitor and manage the production system.  The additional 

data acquisition obtained by attaching RFID tags to tools, 

materials, personnel and equipment ensured the MES turned 

into a Real Time MES (RT-MES).  The enhanced RT-MES 

decreased SRV cycle time from 5 days to 4 days, increased 

production efficiency by 20% and increased the MES data 

accuracy rate to 99.9%.  It is important to look at what the 

technology has in store for the future.  One key area for 

future development is combined logistical tracking with 

RFID & GPS [7].  The advantage here is the ability to link 

both business process info and geographical locations, this 

specifically targets the time consumed for sales, customer 

service, operation and warehouse staff to locate specific 

cargo in transit and provide the customer with the most 

accurate data in a time frame that is acceptable [8].  This 

data could also be shared between manufacturers, logistics 

and purchasers on the web so that better planning and 

scheduling can be done for incoming inventory.  

III.   RFID System Design 

 

      The design of this solution is to implement RFID in a 

manufacturing environment, to aid in the stream lining of 

production work flow.  The incorporation of RFID itself 

may not achieve this, but using RFID as a data gathering 

tool to enrich databases with real-time information can 

target important areas to the business. The RFID system 

used was a Promag PCR-340 Dual-Frequency Stationary 

tag reader. The tags used were a combination of Gen2 

Class1 Labels. These areas of the business include real time 

information which will highlight work flow bottlenecks. 

Monitoring this information during and after an operational 

fix has been implemented to reduce the bottleneck which 

will allow management to evaluate the fix and continue to 

improve it or move on to the next high priority bottleneck. 

In addition, operational procedures are stream lined 

whereby operatives must complete the previous task before 

moving on to the next stage.  

 

Management Information System Integration 

 

      During the design of this solution, the client (Nuprint) 

bought an “off the shelf” Manufacturing Information 

System (MIS) called Tharsten [9]
1
.  .  Tharsten‟s MIS was 

implemented to control the production area and gathers a lot 

of critical information via user interfaces regarding the 

running of the printing presses.  It was clear that if we could 

extract already gathered information from the Tharsten 

system we could greatly improve the richness of data in the 

                                                      
1
 http://www.tharstern.com 

Access database and therefore achieve better results.  In 

light of this, Figure 1 shows a more detailed architectural 

overview of how data is gathered and shared between both 

systems.  Data transfer is broken down into two types, same 

system communications and sub system communication.   

Same system communications is the server interacting with 

its own type of client to enable database entries, this takes 

place on both the Access side and the Tharsten side and is 

inherent in the systems and therefore relatively straight 

forward.  What is not as usual is the passing of data between 

the systems, i.e. sub system communications.  The Tharsten 

system is an SQL based server and after some research and 

testing it was decided that the sub system communications 

could be reliably delivered via an Open Database 

Connectivity (ODBC) link, note during discussions with 

Tharsten technical engineers it was clear that to maintain 

the Tharsten system integrity and support we could only 

read data from their system with no function of writing data 

to their system. 
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Figure 1 : System Communications 
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Figure 2 : Nuprint Facility Layout 
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      Figure 2 shows how the facility is laid out and the 

typical personnel movement required to get a label batch 

produced from start to finish.     After initial analysis, it was 

clear from the personnel movement that there are areas of 

concern i.e. the work flow is not fluid and there is a lot of 

required points of contact for each department to allow 

them to complete their individual tasks.  This gives ground 

for a detailed analysis of both physical and data flow for a 

complete label batch production.  It is clear that the area of 

greatest concern in the system is the communications 

between pre-prep and the production area.   Given financial 

waste outlined earlier, it is clear there is an opportunity to 

introduce a system that will aim to tackle this area of high 

waste.  It was decided that the specification is to incorporate 

an RFID system to operate as follows: 

 

 Scan in Pre-prep to locate plate file and log time 

and confirm job is mounted ready for production 

and log time 

 Scan at Production to identify and acknowledge 

receipt thus logging time beginning job production 

and indicate job completion and log time 

 Scan in Pre-Prep to confirm receipt of plates and 

log time and to confirm plates have been cleaned, 

restored and log time  

 

      The incorporation of RFID should enable production 

control to establish the overall job status. These include the 

time taken to mount job, time spent in transit/waiting from 

pre-prep to the press, time spent on press and backlog of 

plates to be cleaned by pre-prep.  The system should 

increase communication between production and pre-prep 

i.e. it should enable pre-prep to see the press status i.e. when 

the previous job has been scanned in by the printer to 

anticipate when a new job should be prepared. It should also 

allow pre-prep to see when the printing has finished and 

when the used plates/cylinders should be collected and 

production to check on the status of their next job.  The 

system will provide traceability and accountability. It will 

enable JIT production with pre-prep preparing the next job 

only when the previous one has been scanned / received by 

the press. This will prevent wasted time caused by pre-prep 

mounting jobs too early in advance and potentially having 

to dismount them for an urgent job. 

 

System Operation 
 

      After consultation with Nuprint and considering the new 

benefits the Tharsten system would have on the RFID 

system, the system operation was designed and a clear 

vision of how the final solution should interact with the 

operations team.  It was clear that they required two main 

interfaces, one, to maintain their plate file database allowing 

the RFID labels to take over the old labelling system of 

Plate File numbers.   

 

 

 

 
 

Figure 3 : User Friendly form design 
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      The second interface is to allow production information 

to be inputted for the beginning and end of a job cycle in the 

Preprep area.   These interfaces must be unambiguous, and 

simple to use.  They must not increase the work load of 

operations and whether gathering information from 

Tharsten, RFID or Access appears to be one coherent 

system. The Nuprint RFID Plate File Record section is 

available to operations to associate RFID labels with the 

Plate File details.  These details include, number of plates, 

Customer, supplier reference, number of colours, die size 

and product code.   

 

      The interface allows all relevant information to be 

shown with a simple scan button to associate a label with 

the plate file details.  This interface will be used heavily on 

system implementation as Nuprint has approximately 350 

current plate files, after this initial use the interface will 

only be used when a new job has been created for a 

customer or the RFID tag needs updating for an existing 

plate file.  The Nuprint RFID Plate File Record section is 

the main operative interface.  The interface is broken down 

into three main sections.  Section one shows the operative 

interactions broken down into four main steps.  Step one is 

for the operative to select an appropriate job, the choice 

available must only be jobs dispatched from Tharsten not 

yet picked up by Access, i.e. new jobs.  Step two is to scan 

the plate file out of holding, there should be logical checks 

done in the background that ensures the correct plate file 

has been removed from holding by the operative, if the 

wrong one has been removed the operative should be 

prompted and not allowed to continue.  Step three is to 

associate a plate cleaning operative and time with the plates 

after production has taken place.  Step four is the scanning 

of the plate file back into hold and thus completing the job 

cycle.  All steps must be clear and concise as to the 

operative actions.   Figure 3 shows how the form was 

developed from early revisions to ensure user friendliness 

and additional work was kept to a minimum. This is the 

main form and subform which allows the worker in charge 

of preparing the plates to associate plates with tags and to 

also start a new job. Here a worker in the preprint area will 

locate a folder and select the scan out button. This will now 

start the clock for the time the folder is out of the preprint 

area. Once a job is finished and the cleaning down process 

begins, the worker will select the 'wash' button. This will 

now start the timer for the time taken to wash. This time 

will be complete when the worker selects the 'scan in' 

button which will allow them to replace the folder in the 

cabinet. This completes the process but most importantly, 

will time each of the stages allowing reports to be generated 

in real-time. The solution required multiple queries to 

provide operations and management with quality data to 

help improve work flow.  The outputs of which provide 

dispatched jobs not yet picked up by operations, active jobs 

currently being manufactured, number of plates required per 

job, dates and times of specific actions, operator responsible 

for specific actions and the accumulative meters a plate has 

produced and sub divided into the specific jobs. 

 

 

IV.    RFID SYSTEM EVALUATION 

 

      It is important to evaluate how this project actually 

delivers on the key target areas outlined at the start. 

Analysis during the baseline showed the area of greatest 

waste in the communications between areas, take place 

between the Preprep and Production.  The time now spent 

on overall communications is reduced from 37.1 min to 

10.22 a reduction in 26.88 minutes per job, which represents 

a 72.4% reduction This data must now be equated to 

financial savings.  The dispersion of the total saving 26.88 

minutes is broken down into 19.03min for Production and 

7.85 min for Preprep. Assuming that Nuprint run 1.5 

batches a day these times increase to 28.6 min for 

production and 11.8 for Preprep. Taking a Preprep operative 

value at £30.00 per hour, the waste can be calculated as: 

 

Financial Waste  = (Saved Time (min) / 60 ) x 30  

  = ( 11.80 / 60 ) x 30  = £ 5.90 per day 

 

Taking a Production operative value at £120.00 per hour, 

the waste can be calculated as: 

 

Financial Waste  = (Saved Time (min) / 60 ) x 120  

  = ( 28.60 / 60 ) x 120 = £ 57.20 per day 

 

      This equates to a total of £ 63.10 of financial saving per 

day. As well as the everyday savings there is also non 

regular occurrences highlighted during base lining that the 

system tackles these types of individual issues are as 

follows: 

 

      Individual Issues: A typical example of an individual 

issue was, during a period when the pre-prep operator was 

off ill the pre-prep operators duties fell on the production 

operators.  However, the process of washing the plates is an 

undesired task coupled with the limited time the production 

operator had, it was decided the plates would be left 

unwashed in a pile and not cleaned or filed away. The 

consequence of this was that when an urgent job came 

through, a delay was incurred in locating the plates. When 

the plates were located a further delay was incurred because 

they had to be washed and mounted.  Once the plates were 

placed on the machine and the job „setup‟ ready for 

„signoff‟, it transpired that two were damaged as they had 

been situated at the bottom of the pile and were 

subsequently compressed. This necessitated the re-purchase 

of two £70 plates at a £10 delivery cost. The operations 

control was also faced with the dilemma of cleaning down 
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the machine to run a job while the replacement plates were 

being manufactured and delivered or to hold off on the 

wash-up / setup and run the job the next day. This expense 

was in addition to delaying delivery of the labels.  The 

result of this bad relationship was an escapade wasting 

£100‟s and damaged reputation with a customer.  After site 

consultation this likelihood and financial waste was 

evaluated at £250 per month, i.e. approximately £12.5 per 

day. 

 

      To summarize, the system is saving approximately 

£63.10 + £12.50 = £75.60 per day.  This saving is 

substantial when equated to yearly savings of £18,144.00 

calculated at 5 day week, 4 weeks per month and 12 months 

per year.  Not only is the saving justification enough but 

throughout this project it has become clear that Nuprint‟s 

ability to introduce and work with RFID technology is of 

utmost importance.  RFID is becoming a technology that 

more and more label purchasers are requesting to fulfill 

their own manufacturing processes.  Having this technology 

already in Nuprint‟s portfolio allows them to be proactive in 

selling the technology in the market place and not be driven 

to it by customers who could go elsewhere in this 

competitive market space.  

 

 

V.   CONCLUSION AND FUTURE WORKS 

 

      This project initially assessed a manufacturing plants 

work flow processes and evaluated them against industry 

best practices. RFID was identified as a technology which 

could help stream line the flow of work on the factory floor.    

It was clear initially that there were NVAT in NuPrint‟s 

system.  However obvious this waste is to anyone that 

analyses the system, it was of utmost importance to 

numerically evaluate this waste. This numerical evaluation 

base line, in terms of finance and time, will firstly keep 

focus on the project aims throughout the period of the 

project, and secondly allow for proper evaluation and 

justification for the end install.  Ultimately, the system 

provides a mass amount of information to the system and 

allows proper analysis of how the system operates and how 

it can be modified to enhance KPI‟s.  This information input 

not only provides great transparency between departments 

but allows management to oversee the complete process, 

and answer questions such as whether any jobs that went for 

production are not returned to storage, the length it normally 

takes for job A to be completed, and whether areas such as 

pre-prep hold up production or vice-versa? The main aim 

was to provide a solution that reduces waste in NuPrint. The 

key here was not just the RFID technology but rather the 

data manipulation in the MES which must be capable of 

providing transparent accurate, easy to access data to all 

departments. It was found that this system will save 

approximately £63.10 + £12.50 = £75.60 per day.  This 

saving is substantial when equated to yearly savings of 

£18,144.00 calculated at 5 day week, 4 weeks per month 

and 12 months per year.  Throughout this project it became 

clear that Nuprint‟s ability to introduce and work with RFID 

technology is of utmost importance.  RFID is becoming a 

technology that more and more label purchasers are 

requesting to fulfill their own manufacturing processes.  

Having this technology already in Nuprint‟s portfolio 

allows them to be proactive in selling the technology in the 

market place and not be driven to it by customers who could 

go elsewhere in this competitive market space.  

 

The next step in the system is to incorporate live twitter 

alerts and emails to customers once labels are finished. This 

allows Nuprint‟s customers to be more informed of each 

relevant job on the factory floor. 
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Abstract—This paper investigates the traffic capacity and the 
quality of service provisioning in cognitive radio networks used 
as secondary networks for dynamic spectrum access in 
accordance with the hierarchical spectrum overlay approach. 
An analytical model for cross-layer performance analysis of 
secondary cognitive radio networks is developed. New 
performance measures for the interference experienced by the 
primary and the secondary users are proposed. A novel 
approach for evaluation of the call dropping probability of the 
secondary users is suggested.  
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spectrum access; quality of service; traffic capacity 

I.  INTRODUCTION 
Cognitive radio (CR) is the key enabling technology for 

dynamic spectrum access (DSA) [1]. DSA is a new paradigm 
for spectrum regulation which is expected to solve the 
problem with the inefficient spectrum use caused by the 
current static command-and-control approach for spectrum 
regulation (see [2] and the references therein). Radio 
spectrum is a scarce and precious resource and the spectrum 
demands grow increasingly due to newly emerging wireless 
services and applications. Therefore, efficient spectrum 
utilization becomes a matter of great importance.  

Hierarchical spectrum overlay is an approach for DSA 
where secondary (unlicensed or cognitive) users (SUs) are 
allowed to use opportunistically and on a non-interference 
basis spectrum resources which have been assigned to 
primary (licensed or incumbent) users (PUs) but are not 
currently being used (by any PU). The SUs transmit on 
momentarily unoccupied spectrum segments without causing 
harmful interference to the PUs.  Because of the dynamic 
nature of the spectrum available to the SUs, the capacity 
evaluation and the quality of service (QoS) provisioning for 
the SUs is a challenging and demanding task. 

There are many publications on CR used for DSA in the 
literature. Issues related to spectrum sensing are investigated 
in [3]-[9]. Spectrum handover is studied in [10]-[13]. QoS-
related issues in CR networks (CRNs) are investigated in 
[14]-[19]. The capacity of CRNs is considered in [20]-[22]. 

Due to the nature of CR, cross-layer analysis has to be 
applied for a comprehensive and exhaustive performance 
evaluation. There are numerous publications related to cross-
layer issues in CRNs (see [23]-[30]). An overview of the 
general methodology for cross-layer design and some cross-
layer optimization schemes and algorithms are presented in 
[23]. Unified cognitive cross-layer architecture for the next-

generation IP-based mobile tactical networks is proposed in 
[24]. The resource allocation problem in a multiuser 
orthogonal frequency division multiplexing (OFDM) based 
CR system concerning the QoS provisioning for both real-
time and non-real-time applications is investigated in [26]. 
Although the papers mentioned above provide important 
results, they do not present a thorough CRN performance 
evaluation encompassing jointly the capacity, the QoS 
provisioning, and some specific CR mechanisms, such as 
spectrum sensing and spectrum handover. 

In this paper, a general and comprehensive cross-layer 
analytical model for thorough performance evaluation of 
CRNs is developed. It jointly considers the CR throughput 
and capacity, the CR QoS provisioning, namely the SU call 
dropping probability and the maximum tolerable 
transmission delay in the CRN, and the spectrum sensing and 
spectrum handover mechanisms. To the best knowledge of 
the author, the present paper is the first in the literature to 
propose and apply such a model.  

The rest of the paper is organized as follows. The novel 
cross-layer model is presented in Section II, followed by 
numerical results in Section III. Section IV concludes this 
paper.    

II. THE ANALYTICAL CROSS-LAYER MODEL 
In the model, each SU is assumed to use one and the 

same transceiver for spectrum sensing and for transmission 
or reception. Spectrum sensing is performed periodically in 
compliance with predetermined quiet periods (QPs) during 
which all SUs stop transmitting to sense PU channels.  

In general, physical layer spectrum sensing for PU 
transmitter detection can be based on energy detection, 
matched filter detection, and cyclostationary feature 
detection [3], [4]. The latter two approaches outperform the 
energy-based detection but require some prior knowledge 
about the PU signals which may not always be readily 
available. In order to preserve the generality and the wide 
applicability of the proposed model, energy-based spectrum 
sensing is considered and assumed to be applied.  

Spectrum sensing may be cooperative or non-cooperative 
[4], [5]. In general, the former outperforms the latter. 
Cooperative spectrum sensing has already been exhaustively 
investigated (see [4], [5], [7] and [8]) and its advantages over 
non-cooperative spectrum sensing will not be discussed 
herein. Since under certain conditions (e.g., if only one SU 
operates on a given frequency band) cooperative spectrum 
sensing may not be possible, non-cooperative spectrum 
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sensing is assumed in order to develop a general and widely 
applicable framework for cross-layer analysis.  

Energy-based spectrum sensing is assumed to be 
performed with the optimal sensing threshold, i.e. the 
probability for misdetection is equal to the probability for 
false alarm:  

1 ,d f ep p p− = =                               (1) 

where pd is the probability for detection, pf  is the probability 
for false alarm, and pe is the probability for detection error. 

Under these conditions, the probability for detection error 
can be expressed in terms of the Q-function [3]: 

( ) 2
Q ,

1 1 1
e B

SNRp N
SNR SNR

   =    + − + +  α
          (2) 

where SNR is signal-to-noise ratio (SNR) of the PU signal, α  
is an intrinsic PU signal parameter that relates to its 
randomness (1≤α≤2; α=1 for constant amplitude signals, e.g. 
BPSK, QPSK,  and α=2 for complex Gaussian signals), and 
NB is the buffer size expressed as a number of samples. 

According to the Nyquist-Shannon sampling theorem, we 
have: 

2 ,BN BW= τ                                 (3) 

where τ is the spectrum sensing duration for one PU channel 
and BW is the bandwidth of a PU channel. 

Substituting (3) into (2), τ can be obtained for given pe, 
SNR, BW, and α.  

Let us denote with Tss the total duration of the spectrum 
sensing procedure for a SU during one QP and with r the 
number of observed (sensed) PU channels. Then, we have: 

1
,

r

ss i
i

T
=

=∑τ                                     (4) 

where τi is the duration of the spectrum sensing for the ith 
observed PU channel.  

It should be noted that if the number of PU channels n in 
the system is relatively large, it is unreasonable for a SU to 
sense all the PU channels. Therefore, it can be assumed that 
the following relation holds true: 

r << n.                                          (5) 

Let us denote with Tp the duration of the spectrum 
sensing period. For simplicity, Tss is assumed to be equal to 
the duration of the QPs. Consequently, the nominal SU 
transmission time t within one spectrum sensing period is: 

.p sst T T= −                                      (6) 

It should be noted that due to misdetections, false 
detections, and the PU activity, the mean effective SU 
transmission time Teff within one spectrum sensing period is 
actually less than the nominal transmission time t.  

Let us denote with Tint the mean interference duration 
within one spectrum sensing period due to simultaneous PU 
and SU transmissions on the same PU channel. The 
cognitive medium access control (MAC) protocol of the 
CRN is assumed to provide perfect spectrum sharing among 
SUs, so that no interference occurs due to overlapping SU 
transmissions.  

The proposed approach for evaluation of Tint and Teff is 
similar to that in [4] but unlike the method used in [4] where 
a single-channel primary system is considered, the derivation 
of Tint and Teff presented in this paper is generalized in order 
to be applicable to a multichannel primary system. 

The PU call arrival and service processes are modeled by 
Poisson random processes with rates λp and µp, respectively. 
Hence, the offered PU traffic is: 

,p
p

p

A =
λ

µ
                                      (7) 

and the PU call blocking probability Bp can be evaluated 
according to the Erlang loss formula: 

0

!( ) .

!

n
p

p n p in
p

i

A
nB E A

A
i=

= =

∑
                            (8) 

The carried PU traffic per one PU channel, i.e. the mean 
PU channel utilization, is: 

( )1
.p pA B

n

−
=η                                  (9) 

The mean number of available (unoccupied by PU 
transmissions) channels to the CRN is: 

( )1 ,p pa floor n A B = − −                     (10) 

where floor is a function that rounds its argument to the 
nearest integer towards minus infinity. It should be noted that 
when n > 1 (a multichannel primary network is considered) 
and the PU network is not overloaded with PU traffic, the 
relation a > 0 always holds true; otherwise, if the PU 
network is overloaded or congested by PU calls, the use of 
CR for DSA is obviously unreasonable. 

Taking into account the negative exponential 
distributions of the inter-arrival time and the service time of 
PU calls, η, a, t, and the possibilities for misdetection and 
false detection, Tint and Teff can be derived as follows: 
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where the first addend in (11) refers to the case in which a 
SU misdetects an occupied PU channel, starts transmitting 
on that channel and the PU call does not end until the next 
spectrum sensing period or ends before the next spectrum 
sensing period; the second addend in (11) refers to the case 
in which a SU starts transmitting on an available channel and 
later a new PU call arrives and occupies that channel; 

 
and 
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   (12) 

where the first addend in (12) refers to the case in which a 
SU starts transmitting on an available channel and no PU 
calls arrive until the next spectrum sensing period or a new 
PU call arrives before the next spectrum sensing period but 
occupies another available channel or occupies the same 
channel; the second addend in (12) refers to the case in 
which a SU misdetects an occupied PU channel, starts 
transmitting on that channel and the PU call ends before the 
next spectrum sensing period.     

In (11) and (12), ηt is assumed to be the mean 
interference duration when a SU starts transmitting on an 
available channel and a new PU call occupies that channel 
before the beginning of the next QP or when a SU misdetects 
and starts transmitting on an occupied channel and the 
ongoing PU call ends before the next QP.  

Now the CRN throughput and capacity can easily be 
derived. The normalized mean effective transmission time ρ 
of a SU is: 

.eff

p

T
T

=ρ                                        (13) 

The CR is assumed to use non-contiguous OFDM (NC-
OFDM) waveform. NC-OFDM allows the CR to deactivate 
(null) the subcarriers overlapping with any PU transmission 
and thus to adjust the spectrum of its signal to fit into the 
available frequency gaps [17]. Furthermore, CR with NC-
OFDM can be deployed in any primary network irrespective 
of its channelization scheme and even if fixed channelization 
is not supported, which facilitates the wide applicability of 
the model developed in this paper. It has already been 
assumed that perfect spectrum sharing is provided by the 
cognitive MAC protocol. Based on the above-mentioned 

assumptions, the mean throughput of the CRN C (bit/s) can 
be obtained: 

,C n BW= ε ρ                                  (14) 

where ε is the mean spectral efficiency (bit/s/Hz) of the SUs. 
The CRN can be considered as a serving system with m 

channels: 

,Cm floor
c
 
 =
  

                               (15) 

where c (bit/s) is the necessary mean rate for a SU call to be 
served. 

The traffic capacity of the CRN can be determined 
according to the Erlang loss formula: 

( )
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s m s im
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mB E A
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i=

= =

∑
                            (16) 

where As is the offered SU traffic and Bs is the SU call 
blocking probability. 

In order to evaluate the interference experienced by the 
PUs and to guarantee that the CRN will not degrade the 
performance of the primary network, the following 
constraints have to be satisfied: 

,max
intt T≤                                  (17) 

and 

,int
max

p

T
T

= ≤γ γ                          (18) 

where max
intT is the maximum tolerable interference duration 

in the PU network and γmax is the maximum tolerable 
normalized mean interference duration. In (18), γ is 
introduced as a new precise performance measure for the 
interference experienced by the PUs. 

In order to evaluate the interference experienced by the 
SUs, another new performance measure δ is proposed which 
is implicitly relevant to the CR QoS provisioning: 

.int

eff int

T
T T

=
+

δ                              (19) 

Next, the SU QoS provisioning is analyzed. A novel 
approach for evaluation of the SU call dropping probability 
which incorporates the maximum tolerable transmission 
delay in the CRN is proposed. It is particularly applicable to 
the system model considered in this paper.  
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It can be assumed without loss of generality that SU call 
dropping occurs only if SU connection failure occurs. SU 
connection failure occurs when a SU is unable to transmit 
during several consecutive spectrum sensing periods and the 
maximum tolerable transmission delay D in the CRN is 
exceeded. It should be noted that D is a QoS-dependent 
parameter and may vary according to the type of application. 

 Let us denote with q the minimum number of 
consecutive spectrum sensing periods for which SU 
connection failure occurs if a SU does not have a successful 
transmission during all of these periods. Therefore, we have: 

1.
p

Dq floor
T

 
 = + 
  

                             (20) 

A SU is unable to transmit during a spectrum sensing 
period either due to misdetection and continuous interference 
during the nominal transmission time t, or due to detections 
of PU transmissions or false alarms on all of the observed 
channels. No transmission opportunities are missed due to 
unsuccessful spectrum handovers since the cognitive MAC 
protocol is assumed to provide perfect spectrum handover 
procedure. Consequently, taking into account the above 
considerations and (5), the SU connection failure probability 
pcf  is obtained: 

( ) ( )
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1 1 .p

q i r q it
cf d d f
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p p e p p
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−−

=

     = − + −          ∑ µη η η   (21) 

III. NUMERICAL RESULTS 
In this section, some numerical results (Fig. 1 – Fig. 6) 

obtained using the analytical model described above are 
presented and analyzed. For simplicity, but without loss of 
generality, it has been assumed that the SNR of the PU 
signals is equal on all of the n PU channels and that the 
duration of the QPs is equal to the duration of the spectrum 
sensing procedure Tss. 

Fig. 1 - Fig. 3 show the SU transmission efficiency ρ, the 
interference experienced by the PUs γ and by the SUs δ, and 
the SU call dropping probability, i.e. the SU connection 
failure probability pcf, as a function of the spectrum sensing 
period Tp for different number of observed channels r. When 
Tp increases, ρ, γ, δ, and pcf also increase. As r increases, ρ, 
and pcf decrease but the change in γ and δ is negligible. 
Moreover, when Tp >> τ and r is relatively small (as it has 
already been assumed in (5)), a change in r slightly affects ρ. 
Therefore, in this case, Tp has a dominant effect on both the 
CR throughput and on the interference, whereas r has a 
dominant effect only on the SU call dropping probability and 
affects the CR throughput to a significantly lesser extent in 
comparison with Tp. 

New performance measures γ and δ for evaluation of the 
interference experienced by the PUs and by the SUs have 
been proposed. In order to guarantee that the CRN operates 
on a non-interference basis both (17) and (18) have to be 

satisfied. When ρ is high and δ is relatively low, the CR 
operates efficiently under low interference. If δ is relatively 
high, the CR operates in a high interference environment 
either because of improper configuration of the spectrum 
sensing mechanism or because of unfavorable conditions for 
DSA, e.g. very high PU traffic load.  

Fig. 1 and Fig. 3 also show that if r increases, ρ and pcf 
both decrease, and vice versa. Consequently, by increasing r, 
it is possible to achieve more reliable communications in the 
CRN at the price of reduced throughput and capacity.  

Fig. 4 illustrates that the SU call dropping probability, i.e. 
the SU connection failure probability pcf, decreases if the 
maximum tolerable transmission delay D in the CRN 
increases. As r increases, pcf also decreases. Since D depends 
on the QoS requirements of the provided service, it can be 
concluded that the CR is particularly suitable for delivering 
of non-real-time delay-tolerant services.  

Fig. 5 shows the CR traffic capacity As as a function of 
the signal-to-noise ratio SNR of the PU signals. As SNR 
increases, the time required for spectrum sensing decreases. 
Therefore, the nominal transmission time t, and thus As, both 
increase. However, in order to satisfy the interference 
constraints (17) and (18), it may be necessary to reduce t by 
decreasing Tp. Due to the strong dependence of As on SNR, 
PU channels with higher SNR should be preferred for 
spectrum sensing. 

Fig. 6 shows the CR traffic capacity As as a function of 
the offered PU traffic Ap. As Ap increases, spectrum sensing 
has to be performed more frequently in order to satisfy the 
interference constraints imposed by the primary network, 
which means that Tp, and thus ρ and As, both decrease. The 
interplay of PU traffic and SU traffic should always be 
carefully considered. The deployment of CRNs for DSA is 
reasonable only if the primary network is sufficiently 
underutilized. 

The presented numerical results in this section lead to the 
general conclusion that many cross-layer interdependencies, 
such as those analyzed herein, should be considered in order 
to achieve optimal CRN performance. 

Figure 1.  Transmission efficiency versus the spectrum sensing period for 
different number of observed channels. 
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Figure 2.  Interference experienced by the PUs (γ) and by the SUs (δ) 
versus the spectrum sensing period for different number of observed 

channels. 

Figure 3.  SU call dropping probability versus the spectrum sensing period 
for different number of observed channels. 

Figure 4.  SU call dropping probability versus the maximum allowable 
transmission delay in the CRN for different number of observed channels. 

Figure 5.  Cognitive traffic capacity for given QoS constraints versus the 
SNR of the PU signals.  

Figure 6.  Cognitive traffic capacity for given QoS constraints versus the 
offered PU traffic. 

IV. CONCLUSION AND FUTURE WORK 
In this paper, an analytical model for cross-layer analysis 

and performance evaluation of CRNs is developed. New 
performance measures, namely γ and δ, for evaluation of the 
interference experienced by the PUs and by the SUs are 
suggested. A novel approach for evaluation of the SU call 
dropping probability is proposed. Various cross-layer 
interdependencies are investigated and analyzed.  

The model is generic and comprehensive, which 
determines its wide applicability and theoretical significance. 
It can be applied to both infrastructure and ad hoc CRNs. 
Moreover, it can be used as a general cross-layer design 
framework which could be elaborated, modified, or adapted 
to meet specific design characteristics of a particular CRN. 

The analytical model presented in this paper could 
further be extended to consider cooperative spectrum 
sensing, imperfect spectrum handover, and imperfect 
spectrum sharing. Тhe spectrum sensing method could also 
be modified and matched filter detection or cyclostationary 
feature detection could be considered.  
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For future research work, the author plans to extend the 
cross-layer model developed herein in order to investigate 
various cross-layer optimization issues and the application of 
machine learning for enhancing the overall CR performance. 
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Abstract—As a promising approach to mitigate the per-
formance degradation of multi-cellular network in cell-edge
region, Base Station Cooperation (BSC) is collecting attentions.
This paper investigates “how much” BSC using practical
algorithm could improves the performance of the system,
when the shape and size of cells are flexibly changed based
on BS location and inter BS-UT channel condition. Here,
we consider multistream transmission assuming that BSs and
User Terminals (UTs) are all equipped with multiantenna.
In multistream case, interferences arriving from surrounding
cells consist of larger number of data sequences than single
stream case, hence first, we investigate the nature of inter-cell
interference. Next, the performance gain of BSC is evaluated
using five types of algorithms with and without BSC through
computer simulations. The results show that BSC achieves
about three times larger capacity compared to cooperation less
scheme.

Keywords-Coordinated Multi-Point (CoMP) transmission,
Multiple Input Multiple Output (MIMO), cellular network,
spatial multiplexing.

I. INTRODUCTION

It is well known that the performance of multi-cellular
network is degraded in the cell-edge, because the desired
signal from the target Base Station (BS) is weakened due to
the relatively large attenuation, while the interferences from
adjacent cells become stronger. As a mitigation strategy of
this problem, Base Station Cooperation (BSC) is collecting
attentions (overview of BSC is found, for example, in [1],
[2]) (cooperation is considered also in uplink [3], [4]).
By sharing information among multiple BS, increment of
throughput in the region other than cell edge could be also
anticipated. There are many works presenting transmission
schemes and resource allocations for BSC, but conventional
works mainly focused on the cases of regular cell geom-
etry, and the performance improvement by BSC has not
been quantitatively evaluated under practical communication
strategy.

This paper investigates the effect of BSC under multi-
stream transmission assuming that BSs and User Termi-
nals (UTs) are all equipped with multiantenna, and the
shape and size of cells are flexibly changed based on BS

location and inter BS-UT channel condition. In case of
multistream transmission, the interferences contains more
number of data sequences compared single stream schemes.
Therefore, to investigate the behavior of interferences and
to find adequate cluster size (number of cooperative BSs),
first, the interference analysis is carried out. Then, we
move onto the main topic of this study, namely, evaluate
“how much” the performance is improved by BSC based
on five typical algorithms with and without BSC through
computer simulations. Those results are useful to know how
the effect of BSC changes if the multistream scheme is
used utilizing spatial multiplexing ability of Multiple Input
Multiple Output (MIMO) system.

The organization of the rest of this paper is as follows: af-
ter Section II presenting state of art, namely, past works and
the novelty of this paper, Section III describes the system
model considered in this study and design algorithms. In
Section IV, the effectiveness of BSC under given situation
is verified through computer simulations. Section V gives
conclusion and future works of this study.

II. PAST WORKS AND NOVELTY OF THIS STUDY

BSC problems contain design of transmission scheme, re-
source allocation [5], system design (e.g., clustering strategy
[6]), and analysis from propagation aspect [7], [8]. But those
works mainly considering “how to” achieve BSC, and it has
not well been investigated “how much” performance im-
provement is anticipated by practical BSC algorithms (infor-
mation theoretic analysis based on the capacity is considered
using 3-cell model in [9], but it is for a single antenna case).

Hence, in this paper, authors focus on performance anal-
ysis of BSC using linear processing (For multiuser MIMO
including multi-cellular network, nonlinear methods repre-
sented by Dirty Paper Coding (DPC) are also known (e.g.,
[10]). But those methods are accompanied by demand of
complicated power control problem, so here we limit our
interest in linear processing approaches.) based on MIMO
communication. In addition, majority of previous works have
premised on fixed cell geometry, the most typical is the
hexagonal one. But BSs might not be located in the cell
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center because of physical (there’s not adequate space for
BS setting) or social (BS setting is not permitted) reason,
and in this case, the regular cell shape does not fit in with
the reality.

In authors’ previous work [11], we carried out BSC
assessment in the codition of irregular cell geometry derived
from Voronoi diagram which changes the cell shape and size
based on BS location, but there, only the single stream trans-
mission has been considered. This paper extends assessment
to multistream transmission fully utilizing the fact that BSs
and UTs are all equipped with multiantenna, and to the case
where the shape and size of cells are flexibly determined
based on not only BS location but also inter-BS-UT channel
condition.

III. SYSTEM MODEL AND DESIGN ALGORITHMS

In this section, the model of cellular system and its design
algorithms are shortly described.

A. System Model

In the cellular system considered here (imagine cell
geometry like Fig. 1), one BS exists in each cell, and it
communicates one active user chosen from UTs (both sides
are equipped with multiantenna). If different frequency band
is used in all the cells, no interference occurs among cells,
but frequency efficiency becomes quite low. Hence members
of a group consisting of some cells use common frequency,
and it brings the problem of inter-cell interference. The in-
terference cancellation is possible utilizing the multiantenna
processing, but if BS are connected through backhaul link,
they can share information (e.g., channel and data), which
enables BSC to derive a higher total performance. This effect
is larger in the cell edge where the target signal is attenuated
and interferences become relatively strong. The rest of this
subsection provides a model suitable for the analysis of BSC
under practical conditions.

In this study, BS location is nonuniformly allocated, and
their location is expressed by the displacement from the
conventional hexagonal center. The conventional cells are
shown by green dashed line in Fig. 1: they are numbered
anti-clockwise from the inside to the outside (Cell � cor-
responds to User �). Actual BS location is moved onto a
circle with radius �� and rotation angle � from the hexagon
center, and then cell borders are given as Voronoi diagram
as shown by solid line in Fig. 1. This geometry means
the domain where the maximum mean power connection
is derived against the BS inside of the same cell, and used
as a guideline for giving the concept of cell edge. The cell
layers are defined as in Table I, where Cell 0 (� Layer 0) is
surrounded by 6 cells, and they are further embraced by 12
cells, and outer layers are given in a similar manner. The cell
edge is defined as in Fig. 2 (�� � ������������ means cell
edge ratio, which is the width of shaded region against inter
BS distance ����, and for the simplicity, cell edge is defined
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Figure 1. Example of multi-cell geometry.

TABLE I
LAYER CONSTRUCTION

Cell Numbers
Layer 0 �

Layer 1 �� �� � � � � �

Layer 2 �� �� � � � � ��

Layer 3 ��� ��� � � � � ��

Layer 4 ��� ��� � � � � ��

BSm

BSn

dm,n

d'm,n

Figure 2. Definition of cell edge.

even if ���� is small, namely, the UT is located relatively
near the target BS), and one active UT can exist in this area
for each cell. All the BSs and UTs are equipped with ��

and �� antennas respectively, and BS of User � (BS�)
transmits � data streams ������ 	 � �
 � � � 
 �� �� using
weight set �������� 	 � �
 � � � 
 ���� to the corresponding
UT (UT�), and UT� produces the output signals by using
weight set �������� 	 � �
 � � � 
 � � �� (By choosing
adequate weights in UTs, the amplitude and phase of the
signal after passing the channel is adjusted so that the power
of the desired component is maximized against those of
noise plus interferences through the work as a spatial filter.
A similar effect could be anticipated also by weights in BS
side.). The MIMO channel between BS� and UT� is given
by �� ��� matrix ����.

B. Design Algorithms

For the performance comparison, following five algo-
rithms are considered (they are not novel approaches, but
remark that our aim in this paper is not to develop new algo-
rithms, but the measurement of BSC effect). The definition
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of BSC in this paper is cooperative transmission utilizing
share of Channel State Information (CSI) � � ������
and/or data signal ������ among all BSs, and in this sense,
among Case � � �, Case 4 and Case 5 are included in BSC
method. The algorithms are briefly described below.

Case 1 and Case 2 (w/o interference cancellation)
Transmit and receive weights of User � are designed

by Singular Value Decomposition (SVD) of channel matrix
���� (utilization of left and right singular value vectors
corresponding the first � largest singular values) [12] not
considering interference cancellation. In Case 1, interfer-
ences from other cell are ignored in the simulation as if �
parallel MIMO system exist, which is unrealizable scenario
but used as an upper bound in case without BSC. On the
contrary, Case 2 is fully exposed to interferences from ���
users, and its capacity is used as a lower bound.
Case 3 (with interference cancellation, w/o BSC)

Transmit weights are designed by SVD as Case 1
and Case 2. But receiver weights are designed to
achieve interference cancellation by beamforming
using Minimum Mean Square Error (MMSE)
criterion. Here, for the �-th user, the ratio of
���

�����������������
��� is maximized against�

���	��������

�
�
����	���������	�

�
����	���������	
���,

where ���
 	� � ���
 ��� � 	� �� 
 ���
 ��� � 	� 	�. The
solution is derived by conventional way of MMSE solution
[13].
Case 4 (BSC with CSI sharing) [11]

The receiver weights are first designed by SVD as Case 1
and Case 2. Then utilizing the share of CSI, namely, set
������ consisting of ��� � �� matrices, transmit weights
for the 	-th stream of User � are designed to eliminate
the interferences ����������	� ��
 �� � ���
 	�� to other
cells and other streams using Zero Forcing (ZF) method. By
designing receiver weights first, degrees of freedom required
for ZF become �� � �.
Case 5 (BSC with CSI and data sharing)

In this case, utilizing the share of data among all users, a
virtual array with ��� antenna elements could be configu-
rated. Transmit and receive weights are designed by Block
Diagonalization (BD) [14]. While large performance im-
provement by the increment of degrees of freedom could be
anticipated, the traffic in backhaul is significantly increased
from Case 4 for the data sharing.

The energy is allocated to each stream by water filling
[13], and in this process, some streams with negative energy
are excluded (in this case, streams less than the rank of
channel matrix are used).

Other than those algorithms, various design criterion
and conditions are presented and we can derive the ex-
act/approximated solution for some of them, but here we
adopted practical well known method which is suitable to

implement in actual systems. Case 1, 2, 4, and 5 correspond
to the optimal solution under certain zero forcing conditions,
and Case 3 achieves MMSE optimality in the receiver.

IV. PERFORMANCE ANALYSIS

In this section, computer simulation are carried out to
assess how the effectiveness of BSC changes (or does
not change) by adopting multistream transmission. Default
simulation conditions are given in Table II.

The evaluation measure of the output signal of to-
tal users is sum capacity which is approximated by
� �
�

�

��	� �� 
 ��� using Signal to Interference plus

Noise Ratio (SINR) defined by �� �
�����

�� ����� for the

�-th user, where �� �
��
�������������

���
������������������� . On the

contrary, noise condition is expressed by Signal to Noise
Ratio (SNR) given by �� � 
����

�� using noise power


�� of the �-th user. Here, 
��� � � for all �, and
noise power is adjusted so that the SNR at the vertex of
original hexagonal cell becomes �� � �� � ��dB (remark
that the hexagon vertex is normalized to one since the
actual length (order of kilo meter) changes depending on
the situation, and in this case, inter-BS distance is

�
�).

The (sample) mean SINR and capacity are evaluated by
randomly changing the pattern of BS displacement (�� �
� ��
 ���� and � � � ��
 ���) using total 4,000 samples (20
BS positions � 20 UT positions � 10 channels).

First, to derive the guideline of system design, the power
of interference arriving from outer cells is investigated.

Figure 3 depicts the layer number versus total energy of
interferences arriving from the corresponding layer received
using the weight corresponding to the first stream (which
is the singular vectors belonging to the largest singular
value). In each cell, BS (�� � �) transmits � streams to
UT (�� � �) without interference cancellation (it corre-
sponds to Case 2), where streams 	 � � and 	 � � become
interferences. The energy in layer zero means that of thermal
noise. From this figure, it can be seen that the amount of
interference coming from each layer is not so much different
between single and multiple stream transmission schemes,
since the energy of BS transmission is kept to a constant
even though the number of stream is inctreased. The total
strength of interference decreases in outer cell though the
number of the cell increases, but they are still stronger than
that of the thermal noise, which means the importance of
the interference cancellation.

As the energy of interferences become large, larger
amount of their influence could be reduced by BSC, and
in Case 5 they are utilized as sources of the desired signal.
The results of interference assessment show the outer 6 cells
occupies the significant part of energy, which means even if
more than 7 cell have cooperation, its effect is very small
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Figure 3. Energy of interferences arriving at Cell 0 from outer cells.

Table II
DEFAULT SIMULATION CONDITIONS.

Number of Cells � � �� or ��
Number of

Cooperation BSs � � �

Cell Shape Voronoi Diagram
Size of Henxagon � � �

BS Position on a circle with radius ��
UT Position Uniform Distribution in Cell Edge

Cell edge ratio �� � ���
BS Displacement �� � � ��� ���	

(BS,UT) Antenna Number 
�� �� interference analysis

���������� 
��� 
� performance comparison

SNR
�� � �� � �� dB

default � 
�dB�

Path Loss Exponent � � ���

Shadowing
Log Normal Distribution

Standard Deviation 	 � �
Fading i.i.d. Quasistatic Rayleigh

since there’s small amount of component which could be
utilized for the enhancement of the desired signal. On the
other hand, increment of cooperative BS results in larger cost
of implementation (backhaul connection) and computation
cost, and more than 7 cell cooperation is impractical. So
here we consider 7 cell cooperation, namely, those cells use
the same frequency band, and the outer cells use different
frequency.

Figure 4 plots examples of distribution function of inter-
ference when the channel matrix is fixed. In most cases, the
distribution could be approximated by normal distribution,
though exceptions exist (particularly, for BPSK modulation,
we should remark that the Gaussian approximation could
not be applied in Layer 1 even in multistream case).

Next, the performance comparison of algorithms (evalua-
tion of BSC effect) is carried out for 7-cell cooperation. If �
streams are not realizable for User � in ZF schemes as a re-
sult of water filling, the maximum possible number less than
� is adopted. Here, two-stream transmission is considered
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(a) BPSK.
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(b) QPSK.

Figure 4. Examples of distribution functions of interference in
Layer 1 (real part) (
 � �).

because, to pass � streams for each user, UTs (Case 3) or
BSs (Case 4) should have ���� antennas, and equipment
of array elements which enables more than two stream is
impractical (usually, UTs do not have space more than two
antennas, hence in our simulation, we assume practical two-
antenna UT system). The UT is connected to the BS with
the best channel condition (here, the largest channel matrix
norm), and if plural UT choose on BS, the one with the
largest norm is selected. In the next round, UTs which could
not find the pair BS in the first round try again to find
their target BS which has the largest channel norm from
BSs without pair UT, and repeat this operation until all the
UTs find their partner (this procedure defines flexible cell
geometry).

Figure 5 depicts the distribution functions of sum capacity
of two streams (� � �) for Cell 0 and Cell 6 for (the curves
of Case 2 and Case 3 alomost overlap). In both figures,
though the BSC only sharing CSI has a limited capacity
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(b) User 6.

Figure 5. Distribution functions of capacity.

improvement, BSC with data sharing achieves about three
times larger capacity than that of Case 3 without BSC, and in
addition, its curve has a steeper gradient which means better
outage characteristics. The amount of the improvement in
Cell 0 surrounded by 6 cells is larger than in border
cell (Cell 6), since the origins of interferences change to
the sources of the desired signal.

The relation between input SNR and sum capacity is
depicted in Fig. 6. While Case 3 without BSC cannot
improve the performance because of the residual interfer-
ence (degrees of freedom in UT are not enough), methods
with BSC (Case 4 and Case 5) steadily increase the capacity
as SNR becomes higher.

From those results, we can see that BSC is still effective
in multistream transmission.

V. CONCLUSION

This paper has investigated the effect of BSC under
multistream transmission assuming that BSs and UTs are all
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Figure 6. Input SNR versus capacity (User 0).

equipped with multiantenna, and the shape and size of cells
are flexibly determined based on BS location and inter BS-
UT channel condition. First, the nature of interferences from
outer cells has been assessed. Then, the performance gain of
BSC has been evaluated using five types of algorithms with
and without BSC through computer simulations. The results
show that BSC achieves about three times larger capacity
compared to cooperation less scheme.

The future work is the investigation of BSC effect under
the imperfect CSI. The extension of this work to relay aided
BSC is also an attractive and important subject of study.
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Abstract- Wireless Sensor Networks are composed of many 
autonomous resource-constrained sensor nodes. Constrains are 
low energy, memory and processing speed. Nowadays, several 
limitations exist for heterogeneous Wireless Sensor Networks: 
various hardware and software are hardly supported at design 
and simulation levels. Meanwhile, to optimize a self-organized 
network, it is essential to be able to update it with new nodes, 
to ensure interoperability, and to be able to exchange not only 
data but functionalities between nodes. Moreover, it is difficult 
to make design space exploration, as accurate hardware-level 
models and network-level simulations have very different 
(opposite) levels. We propose a simulator –based on SystemC 
language- that allows such design space explorations. It is 
composed of a library of hardware and software blocks. More 
and more sophisticated software support is implemented in our 
simulator. As trend is to deploy heterogeneous nodes, various 
software levels have to be considered. Our simulator is also 
thought to support many levels: from machine code to high 
level languages. 

Keywords-wireless sensor network; WSN; simulation; model; 
systemC 

I. INTRODUCTION 

Many applications use communicating and distributed 
sensory systems, such as for example environmental data 
collection, security monitoring, logistics or health [1]. These 
radiofrequency-based communicating systems are called 
Wireless Sensor Networks (WSN). Wireless Sensor 
Networks are large-scale networks of resource-constrained 
sensor nodes (electronic systems). Limited resources are of 
different kinds: energy, memory, processing and data-rate. 
Indeed, these autonomous systems have to ensure a so long 
autonomy that processing architecture and communications 
data-rate have to be very low. Sensor nodes cooperatively 
monitor and transmit data, such as temperature, vibration, 
pressure etc. They are typically composed of one or more 
sensors, a 8-bit or 16-bit microcontroller, a few Kbytes non-
volatile memory, a low data-rate (often 250 Kbits/s) 
radiofrequency transceiver and a light battery. Fig. 1 shows a 
typical sensor node architecture. 

A lot of hardware platforms exist (for example 
Crossbow, Ember, Meshnetics, Zolertia) and several devices 
are widely used: ATMEL, Texas Instruments or Microchip 
for microcontrollers, Texas Instruments, ATMEL, Freescale, 
or ST-Microelectronics for radiofrequency transceivers. 
Linux systems composed of 32-bit RISC processors exist – 

like the well known Crossbow's Stargate platform - but 
prohibitive energy consumption relegates these products to 
the border of the Wireless Sensor Networks field. 

 

 
Figure 1.  Wireless sensor node hardware architecture  

 
We do not consider such systems, and we do focus on long 
autonomy systems. Low power constraint and large number 
of existing devices oblige us to think about dedicated 
(heterogeneous support) accurate simulator and 
programming tools. 

Wireless Sensor Networks interconnect (topologies and 
network hierarchy) is inspired from wireless 
telecommunication and computer networks. We only focus 
on the often used IEEE 802.15.4 standard [2] that is 
widespread in Wireless Sensor Network commercial or 
custom platforms. Although complex topologies exist, such 
networks are dedicated to low power and low data rate 
applications, mainly for physical and environmental remote 
measurements. Most used topologies are also star or mesh 
networks [3]. 

Wireless Sensor Networks design is a difficult task, 
because the system designer has to develop a network with 
low level (at sensor node) hardware and software constraints. 
Computer-Aided-Design (CAD) tools would also be required 
to make system-level simulations, taking low-level 
parameters into account. 

As presented in [4], many simulators have been 
developed over the last few years [5-9], but most of them are 
restricted to specific hardware or precisely focus on either 
network level or node level. They can be broadly divided 
into two categories: network simulators enhanced with node 
models (e.g., NS-2 [7] and OMNeT++ [8]), and node 
simulators enhanced with network models (e.g., Avrora [9], 
or SCNSL [10]). In the first category, simulators are not 
sensor platform specific and they are too high level for 

111

ICSNC 2011 : The Sixth International Conference on Systems and Networks Communications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-166-3

                         123 / 259



hardware considerations. Precision problems are recurrent. In 
the second category, simulators are better suited for 
electronic system designers, requiring precise low level 
models for top-down (network to node) approach, but they 
suffer from too low-level aspects.  Scalability and simulation 
time are problematic. Instruction Set Simulators have the 
same drawbacks. We propose a fast simulator of the last 
category. 

Heterogeneous support means at first to be able to 
program several devices with a single compiler (C-level 
programming is nowadays the most used for Wireless Sensor 
Networks [11]), and to allow not only data but functionality 
exchange between nodes. As wireless sensor nodes are not 
often accessible, they have to be able to compile by 
themselves. Dynamic reconfiguration is also required. Many 
solutions exist nowadays; they require Operating Systems or 
Virtual Machines. The most known Operating Systems are 
TinyOS [11], Contiki [12], SOS [13], but they don't support 
heterogeneous firmware update. Indeed, they all use 
monolithic binary updates, which are architecture-specific. 
The most popular Virtual Machines for Wireless Sensor 
Networks are Maté [14], Darjeeling [15], VMStar [16], and 
ContikiVM [17]. They interpret a bytecode that is higher 
level than machine code. The drawback of these solutions is 
that big energy overhead is required to interpret and execute 
each bytecode instructions. It is well known that most of the 
power consumption in these systems is due to 
radiofrequency devices. So, a dedicated solution would be to 
consider in-situ compilation that minimizes code size 
transmission, in order to match the Sensor Networks 
constraints.  

In this paper, we present a hIerarchical DEsign plAtform 
for sensOr Networks Exploration called IDEA1. It is 
characterized with SystemC simulation kernel, and a 
graphical interface to make it easier to use. Section II details 
its architecture, particularly in terms of hardware, software 
and network models. Section III details simulator user 
interface and results. 

II. MODELS DETAILS 

Our simulator is inspired from the SCNSL library [10], a 
networked embedded systems simulator. It is written in 
SystemC and C++. SystemC is widely used in electronics 
community; it is part of the classical design flow. SystemC 
based on an event-driven simulator kernel, and this language 
permits to model hardware and software at same time, in the 
so-called co-simulation. As Fig. 2 shows, three main models 
exist: nodes (in SystemC), node-proxy (in SystemC) and 
network (in C++). C++ is used to model the network in terms 
of connectivity and communication characteristics; and 
proxies that make input/output interfaces between nodes and 
network. Simulation occurs in two steps: a gcc compilation 
creates the network, that is also static, and then the SystemC 
kernel runs the simulated time. It would be possible to 
simulate a dynamic (moving) network, but simulation time 
would be largely affected. 
 
 
 

 
 

Figure 2.  Wireless sensor network model  

Node model is detailed in Fig. 3. It is composed of 
hardware and software parts. This physical layer is also 
detailed below for hardware and software parts. 

 

 
 

Figure 3.  Wireless sensor node architecture model  
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A. Hardware model 

 
Hardware part embeds classical wireless sensor nodes 

devices: a sensor, a microcontroller, a radiofrequency 
transceiver and a battery. Hardware devices models are 
detailed with electrical and timing parameters.  

As battery discharge is based on chemical non linear 
reactions, we prefer - for the moment - to define a simpler 
power module that monitors instantaneous and average 
power and energy. A generic battery life time can be 
computed.  

Sensor is modeled with its transfer function that gives 
sensor output voltage versus physical input. This transfer 
function can be composed of integrations during time, or 
error deviations. 

Microcontroller is the processing and controlling unit. 
Depending on application, an external flash memory is 
sometimes used, its usage really impacts power 
consumption. Sensor data is captured by an Analog to 
Digital Converter (ADC) that is typically a 10-bit successive 
approximation converter. It gives the best balance between 
speed and accuracy. Concerning communication interface 
that enables dataflow output, it is done by a classical serial 
communication, hardware supported by means of a serial 
peripheral interface (SPI) block. The processing part of the 
microcontroller is a simple 8-bit or 16-bit datapath organized 
around a light arithmetic and logic unit (ALU). In power-
aware Wireless Sensor Nodes, processing power of that 
element is at maximum a few tens of MIPS, coupled with 
specific low power architectures.  

Next, data are output from the node by a radiofrequency 
transceiver. This complex device allows generating a high 
frequency carrier in order to propagate data over the air. The 
carrier depends on country norms, the most typical free 
frequencies that are used are 433MHz, 868MHz, 916MHz, 
2.4GHz. Due to market explosion concerning embedded 
products, and to small size of antenna, 2.4GHz 
radiofrequency transceivers are nowadays mostly used in 
embedded systems. Data have to be organized in packets. 
These packets allow to route data towards the right node, to 
ensure data integrity, while respecting a given 
communication protocol. The radiofrequency transceiver 
model contains different working states (receive, transmit, 
idle, sleep), and several operating modes. 

At the whole, several hardware devices have been 
modeled (Table I). These hardware devices are 
interchangeable in order to model different existing or novel 
hardware platforms. Simulator enables user to test an 
application on several hardware devices to find the solution 
that best fits requirements, such as data-rate and energy. 
ATMEL ATMega128 and Microchip PIC16LF88 are well 
known low power microcontrollers. Texas Instruments 
CC2420 and Microchip 24J40 are the most used transceivers, 
as their carrier is 2.4GHz, and they support the IEEE 
802.15.4 standard and the ZigBee stack. Sensors are often 
used ones. The first is a light sensor of the Crossbow Mica 
platform, the other one is a widespread temperature sensor. 

TABLE I.  LIST OF MODELEDHARDWARE DEVICES  

 

B. Software model 

 
Software has to be considered on two different aspects:  
- Portability: executable (machine) code is specific to 

each precise hardware architecture. 
- Level: many different languages exist, thus enabling 

different levels of coding, from assembly to high level 
languages. 

For these two reasons, we have decided to support 
heterogeneous multiple software levels. As Fig. 3 shows, the 
software input can be at state machine level or at 
programming language level. 
 

1) State Machine level 
The software running on microcontroller is divided into 

different tasks (states), such as data processing, analog to 
digital conversion (ADC) and communication (SPI). The 
execution time of each task is calculated according to its 
datasheet typical values. For example, the time taken by 
PIC16LF88 to configure and launch ADC is taken into 
account (hardware delays such as the 11.974µs minimum 
required acquisition time [18]). 

When data are transferred from microcontroller to 
radiofrequency transceiver, a trigger command enables 
transmission. At the right time (depending on network 
policy), the radiofrequency transceiver will transmit data to 
another node. Microcontroller that drives radiofrequency 
transceiver has different working states, detailed in Fig. 4 for 
a simple example.  
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Figure 4.  Simple capture and send program in microcontroller  
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This finite state machine has been implemented with 
realistic (from datasheet and measurement validated) 
parameters in terms of delays and power consumption. 
Actual hardware library with finite state machine models is 
detailed in table I. In our model, the microcontroller can 
configure some parameters of physical (PHY) and MAC 
layers in the radiofrequency transceiver registers (IEEE 
802.15.4 - compliant).  

Both IEEE 802.15.4 non-beacon and beacon modes are 
supported in our simulator. Non-beacon mode is based on a 
channel free access and packet-based philosophy. When a 
node wants to send data, it senses the channel, then sends 
them if the channel is free. If the channel is busy, it waits a 
random time (called back-off time) and then checks for free 
channel again. This method is called CSMA-CA (Carrier 
Sense Multiple Access with Collision Avoidance). Beacon 
mode is a synchronized mode: the network coordinator 
(network head) sends synchronization packets to inform 
nodes when they can communicate. In this case, the mode is 
also channel-based, inspired from the well known TDMA 
(Time Division Multiple Access) method. 

Time is organized according to a superframe that is 
defined by the network coordinator. Two beacon-mode 
algorithms exist: slotted CSMA-CA, and GTS 
communication non-predictive GTS and predictive GTS [2]. 
Slotted CSMA-CA is a CSMA-CA based communication, 
within a given slot time. In GTS algorithm, nodes that want 
to communicate send a GTS request to the coordinator 
during a first time slot (the Contention Access Period). Then, 
nodes are allowed to communicate during a following time 
slot (the Contention Free Period).  

A power module has been implemented. It computes and 
monitors electrical power and energy consumed by sensor, 
microcontroller and radiofrequency transceiver. Different 
energy-saving (sleep) modes, data flow and global behavior 
can also be co-designed according to power constraints. 

 
2) Language level 
 
If user selects language input instead of finite state 

machine, several solutions are available. This step is 
currently being implemented in our framework. Input 
language can be in assembly, in C language, or in a high 
level language we have developed (MinTax). Software 
support of ATMEL ATMega128 is currently realized, we 
plan to support Texas Instruments MSP430 and Microchip 
PIC16LF88 later. The commercial platforms we are using for 
testcase and measurements are ATMEL AVRraven and 
Zolertia Z1, comprising for Texas Instruments MSP430 and 
ATMEL ATMega128 microcontrollers.  

In order to meet the energy constraints in a Wireless 
Sensor Network, the processing and controlling unit is nearly 
all the time a microcontroller. Such devices often consume 
less than 5 mW. Meanwhile, they often have 8-bit or 16-bit 
datapaths that process less than 20 MIPS, and they embed 
less than 128 Kbytes of program memory (FLASH ROM), 
and less than 16 Kbytes of data memory (RAM). Such light 
architectures require specific lightweight solutions. 

If assembly language is used, the code is analyzed in 
order to estimate process timing of microcontroller, and its 
associated power consumption.  

If C language is selected, compilers are used to generate 
low level assembly and machine code. IAR Systems 
compiler is used for Texas Instruments MSP430, AVR-gcc is 
used for ATMEL ATMega128. C language compilation 
generates assembly code that is treated in the same way as 
direct assembly input. More precisely, lss output files from 
compilers are treated. 

As a test-case, we have demonstrated that our simulator 
is moreover able to consider new languages that could better 
suit Wireless Sensor Network specificities. To prove this, the 
simulator supports a high level dedicated language we have 
developed, with an energy-aware syntax that allows to 
compactly write microcontroller tasks. That minimal syntax 
(MinTax, detailed in [19]), based on C language, has the 
advantage to require fewer characters, and also shorter 
radiofrequency communications for program exchanges. A 
MinTax and C comparison example is given in table II. We 
can clearly see that MinTax reduces the number of characters 
to code the example (pin toggle program). Data to send are 
also reduced by a 3 factor. 

TABLE II.  MINTAX – C COMPARIZON. 

MinTax C 
f{ 
WT 
$b%2 
# 
}; 

void f() 
{ 
while(true) 
{ 
PORTB ^= (1<<2); 
} 
} 

 
11 bytes 37 bytes 

 
As in C language, this high level syntax permits designer to 
have hardware abstraction, and also to consider a single 
language on heterogeneous platforms. A functionality 
exchange in a heterogeneous network has been implemented 
as testcase. ATMEL AVRraven and Zolertia Z1 platforms 
were used, and functionality written in MinTax has been 
send from ATMEL ATMega to T.I. MSP430 through 
ATMEL AT86RF230 and T.I. CC2420 transceivers (IEEE 
802.15.4 standard). 

The compiler that is related to this language is based on 
classical compiler structure, as shown in Fig. 5. As it is 
embedded (compilation is done in-situ with low processing 
unit), all of its parts have been optimized for compactness. 
Two stages exist: an analysis stage then a synthesis stage. 
The analysis stage reads the high-level language, splits it into 
tokens and orders them. It recognizes for example variables 
names and functions calls. The synthesis stage generates the 
executable code (binary machine code). More information 
about classical compiler structure is detailed in [20]. 
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Semantical analysis

Syntactical analysis

Lexical analysis

Analysis Stage

Code generation

Code optimization

Synthesis Stage

 
Figure 5.  Classical compiler structure 

Several variants of the compiler exist: it has been cross -
developed on x86 personal computer and on several 
microcontroller architectures. The PC variant allows easier 
debugging because of its human-machine interface. It 
permits to deploy the code on the nodes by serial 
programming machine code (output files such as .hex). The 
microcontroller variant has been developed on several 
hardware architectures to prove the heterogeneity support.  
Software support, from low level (assembly) to novel high 
level specific languages (MinTax) has also been proved. 
 

III.  SIMULATOR INTERFACE AND RESULTS 

 
User interface is shown in Fig. 6. It is composed of 

different sub-windows. The information appears graphically 
in the right window, to clearly display the network topology. 
Each node and coordinator is characterized by a spatial 
position. Lines between nodes represent possible 
communications routes according to position, transmit power 
and receive sensitivity. When parameters are changed, the 
graphical viewer refreshes the possible communications 
(lines). For this early version, free space communications are 
considered. Focus is set on communication capabilities and 
data rate, not on mechanical or electromagnetic 
environments. Hardware parameters of microcontrollers and 
radiofrequency devices are set. At higher level, many 
parameters of the IEEE 802.15.4 can be set. Sensors 
sampling rate and packets payload can also be changed. 

By clicking on the launch button in the graphical 
interface, a SystemC simulation is launched in background. 
The simulation log is displayed in the bottom window of 
graphical interface, and a timing trace (VCD) viewer is 
opened. Output log files are also generated. From these 
results, we can explore design space in order to find the best-
suited design solution. 

As a test example, we simulated an 8 nodes network. We 
chose Microchip PIC16LF88 and MRF24J40 as target test 

hardware. As IEEE 802.15.4 data-rate is low (250 Kb/s), a 
systematic trade-off between payload (number of sent data 
bytes per packet), sampling rate (of ADC) and packet 
delivery rate has to be explored.   

 

 
Figure 6.  Simulator graphical interface 

Simulator can output a transient VCD trace and text log. 
Log permits to process data in order to evaluate Packet 
Delivery Rate (PDR), Packet Latency (PL), Energy Per 
Packet (EPP), and average power consumption. Packet 
delivery rate is the ratio of number of successful packets over 
the total number of sent packets is measured. Packet latency 
is the time needed by a packet to go from one node to 
another one. Energy per packet is related to the product of 
sent packets by the sample period. Average power 
consumption is the one consumed by electronic devices. 
Global power consumption of hardware devices level is 
available; this result was shown in [21]. 

Moreover, it is now possible to detail the power 
consumption of each hardware part in microcontroller. Fig. 7 
shows decomposition of power consumption in 
microcontroller according to analog to digital converter 
(ADC), serial communication (SPI), processing of CPU, and 
sleep state. This analysis is done for various frequencies of 
data sampling. Power consumption is high when sample rate 
is high, because nodes are always busy in these two cases. 
Moreover, as almost maximal usage is reached from 100Hz, 
power consumption difference is small for 100 and 1000 Hz. 
Most power consuming states are CPU processing and inter-
chip communications. It clearly shows the impact of 
hardware support of radiofrequency device on power 
consumption of microcontroller: depending if IEEE 802.15.4 
is hardware supported in radiofrequency device or not, 
power consumption distribution changes. Indeed, the bigger 
part of physical and MAC layers to be managed by the 
microcontroller, the more power consumption will be 
observed for this device. At the same time, radiofrequency 
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transceiver will have different idle and sleep timings 
according to this eventual IEEE 802.15.4 hardware support, 
so different power consumption is impacted too. 

 

 
Figure 7.  Microcontroller unit (MCU) detailed power consumption 

IV. CONCLUSION 

A Wireless Sensor Network design framework, based on 
SystemC, has been presented. It permits design space 
exploration, considering hardware and software details. 
Hardware is modeled as a finite state machine, characterized 
by timings and power consumption of each state. Software 
can be modeled as finite state machine in the same way. 
Current work is done in order to take real program inputs at 
different levels: assembly, C language using existing 
compilers, or high level minimalist language (MinTax) 
associated to its in-situ compiler we already have developed. 
This language permits to exchange functionalities between 
non-compatible (heterogeneous) processing units, with a 
small energy cost. A graphical user interface permits to 
easily simulate and compare several IEEE 802.15.4 
configurations and programs on many interchangeable (and 
parameterized) hardware devices. 
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Abstract—In recent years, integrated wireless networks and
spectrum sharing in such networks have been researched actively.
We have also proposed a spectrum assignment method for
improving the average throughput of the whole network. In this
method, however, WiFi users would obtain higher throughput
at the expense of WiMAX users. This would be unfair in
WiFi/WiMAX integrated networks. To overcome this problem,
this paper proposes a fair and efficient spectrum assignment
method for such networks. Finally, simulation experiments show
the excellent performance of the proposed method.

Keywords-spectrum assignment; spectrum sharing; dynamic spec-
trum access; WiFi; WiMAX.

I. INTRODUCTION

With advances in communication technologies, network
services available via the Internet have become widely di-
versified. People can use such services not only via wired
networks but also via wireless networks. With the demand
for multimedia services via wireless networks growing, just
as for wired networks, the bandwidth of cellular networks is
growing and the number of wireless LAN access points (APs)
is increasing greatly.

There are already several wireless systems being used in
practice, including Cellular [1], WiFi [2], and WiMAX [3],
[4]. Each system uses its own spectrum as prescribed by law
to avoid interference.

However, these wireless communication systems operate
independently, because the mechanisms of these systems are
fundamentally different. Therefore, switching between sys-
tems must be performed manually by users. To avoid this
inconvenience, an integrated network [5], [6], within which
these systems can interwork, has been designed as a next-
generation wireless communication system. In such an inte-
grated network, mobile users can have seamless, continuous
communication via the best available wireless communication
system, according to the application or the local conditions of
the wireless systems. Therefore, it will be possible to provide
better communications for mobile users.

However, the available spectrum resources are finite, and
so other approaches that use radio resources more effectively

are being considered. As mentioned above, although the
amount of available radio spectrum for a particular form of
wireless communication is decreasing because of the increas-
ing diversity of wireless networks, the traffic demand for
wireless networks is increasing with the increasing variety of
broadband applications. To address this dilemma, “cognitive
radio” [7], [8] is receiving much attention.

Cognitive radio technologies can be classified as either mul-
timode systems or dynamic spectrum access (DSA) systems
[9], [10]. Multimode systems select between a number of
independent wireless systems according to the communication
environment of the user and the condition of each wireless
system. Conversely, a DSA-based wireless system can make
secondary use of the radio frequency spectrum that other
wireless systems are using. The frequency spectrum is used
more efficiently in DSA systems than in multimode systems.

We have proposed a spectrum assignment method for
improving the average throughput of the whole network
[11]. However, because this method focuses only on the
overall improvement of the average throughput in the network,
WiFi users would obtain higher throughput at the expense
of WiMAX users. This would be unfair in WiFi/WiMAX
integrated networks.

To overcome this problem, this paper proposes a fair and
efficient spectrum assignment method for such networks.

In the rest of this paper, Section II introduces related work
and points out the problematic issues. Section III proposes
the fair and efficient spectrum assignment method. It is
evaluated in Section IV and V. Finally, Section VI makes some
conclusions and indicates future works.

II. RELATED WORK

A. Integrated Wireless Network

Although several wireless systems, such as Cellular, WiFi,
and WiMAX, have developed independently, they should
be integrated for seamless access by users. Therefore, in
recent years, Cellular/WiFi integrated networks [12], [13]
and WiFi/WiMAX integrated networks [14], [15] have been
researched actively. In particular, a WiMAX/WiFi integrated
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network can achieve high-quality communications by using
WiMAX and WiFi as complementary access resources. This
integrated network enables load balancing between WiMAX
and WiFi by using each system selectively in response to the
demands of users and the condition of each system.

However, this integrated network assumes that each wire-
less system uses the spectrum band prescribed by law, so that,
even if the WiMAX system has unused spectrum temporarily,
it cannot be used by WiFi systems. As a possible solution to
this problem, cognitive radio is receiving much attention.

B. DSA

According to [10], DSA strategies can be categorized in
terms of three models, namely, the Dynamic Exclusive Use
Model, the Open Sharing Model, and the Hierarchical Access
Model, which are described below.

1) Dynamic Exclusive Use Model: This model protects the
current spectrum regulation policy, in which spectrum bands
are licensed to services for exclusive use. The main idea is
to introduce flexibility to improve spectrum efficiency. Two
approaches have been proposed under this model, namely,
spectrum property rights and dynamic spectrum assignment.
The former approach allows licensees to sell and trade spec-
trum and to choose freely between technologies. The economy
and the market will therefore play major roles in driving
towards the most profitable use of this limited resource.
On the other hand, the latter approach aims to improve
spectrum efficiency through dynamic spectrum assignment
by exploiting the spatial and temporal traffic statistics of the
various services.

2) Open Sharing Model: This model employs open sharing
among peer users as the basis for managing a spectral region.
Advocates of this model draw support from the phenomenal
success of wireless services operating in the unlicensed In-
dustrial, Scientific, and Medical radio band.

3) Hierarchical Access Model: This model adopts a hier-
archical access structure with primary users (licensees) and
secondary users. The key idea is to open licensed spectrum to
secondary users while limiting the interference perceived by
primary users. Two approaches to spectrum sharing between
primary and secondary users have been considered, namely,
spectrum underlay and spectrum overlay. The former approach
imposes severe constraints on the transmission power of
secondary users so that they operate below the noise floor
of primary users. By spreading transmitted signals over a
wide frequency band (i.e., using an Ultra-Wideband system),
secondary users can potentially achieve short-range high data
rates with extremely low transmission power. Alternatively,
the latter approach does not necessarily impose severe re-
strictions on the transmission power of secondary users, but
rather on when and where they may transmit. It directly targets
spatial and temporal white space in the spectrum by allowing
secondary users to identify and exploit local and instantaneous
spectrum availability in a nonintrusive manner.

C. The Existing Method for WiFi/WiMAX Integrated Networks
and Problematic Issues

A spectrum-sharing method whereby several WiFi APs
temporarily use an unused WiMAX band in a WiFi/WiMAX
integrated network has been proposed. It is based on the
spectrum overlay described above. In this proposal, as shown
in Fig. 1, a central control server called the spectrum manager
(SM) manages the spectrum assignment and necessary infor-
mation for assignment in a WiMAX base station (BS) and the
WiFi APs inside the WiMAX service area of the BS. In this
paper, we abbreviate “WiMAX service area” to “area” and
call the hexagonal area accessed by the WiFi AP the “cell”.

Fig. 1. Network Model

The coverage area of the WiMAX BS, a few kilometers
in radius, is so large that it will include some WiFi APs.
Therefore, the same spectrum can be used repeatedly by
assigning unused WiMAX spectrum to WiFi APs without
causing interference between the adjacent WiFi APs. If two or
more WiFi APs use some WiMAX BS spectrum, the spectrum
utilization efficiency can be enhanced for the whole network.

In [11], a spectrum assignment method to improve the
overall average throughput for the network was proposed. In
this method, the WiFi APs best suited to receive an additional
channel from the WiMAX system are decided by using a
genetic algorithm (GA). The sum of the number of users who
connect to assigned target WiFi AP is defined as its fitness
value. As a constraint, the method does not assign a certain
channel to adjacent WiFi APs simultaneously. In this paper,
we call this method the “existing method”.

It was confirmed that the existing method improved the
overall average throughput in the network compared with a
method without spectrum sharing, as shown in Fig. 2. In
this graph, the horizontal and vertical axes show the arrival
rate for the entire network and the average download time,
respectively.

However, because the existing method focuses only on
improvements in the average throughput of the entire network,
the individual throughput obtained by WiFi or WiMAX is
unfairly distributed, as shown in Fig. 3. That is, WiFi users
obtain their higher throughput at the expense of WiMAX
users. This would be manifestly unfair in a WiFi/WiMAX
integrated network.
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Fig. 3. Performance Characteristics of Existing Method

III. PROPOSED METHOD

To overcome the problem described above, we propose a
spectrum-sharing method that improves fairness in addition
to providing higher throughput. The proposed method aims
not only to improve total throughput but also to minimize the
difference in throughput between WiFi users and WiMAX
users. To achieve this, we introduce an index to indicate the
effectiveness of the spectrum assignment. Here, a smaller
value for the index means a better spectrum assignment.

The procedure for the proposed method is shown in Fig.
4. First, the number of users who connect to each system
is acquired. Next, the index is calculated for the instant of
time of the assignment. In addition, suppose that one channel
is assigned from the WiMAX spectrum, and the APs of
the assignment target are decided. After the assignment is
conducted, the capacity of each system will be changed.
Therefore, the capacity of each system is renewed and the
index is recalculated.

The index is then calculated for the case of a second
additional channel being assigned from WiMAX in the same

Get the Number of Users

Calculate the Index

Decide the Assignment Target AP
based on GA

Renew the Capacity of Each System

Assignment the Channles 
that Minimizes the Index

Finish the Calculation
for All WiMAX Channels?

Recalculate the Index

Yes

No

Fig. 4. Flowchart of the Proposed Method

manner. Finally, the number of assignment channels that
minimizes the index is decided.

As mentioned above, after the assignment is carried out,
the capacity of both WiFi and WiMAX will be changed. In
what follows, “capacity” means the capacity after increasing
or decreasing the number of channels.

The average throughput for WiFi users is calculated by Eq.
(1).

∑n
i=1 piui

∑n
i=1

1
ci
ui

× piui

, (1)

where n, ci, and ui are the number of areas, the capacity of
the WiFi AP, and the number of connected users, respectively.
pi is an indication function, with pi = 1 indicating that area
i contains a WiFi AP, and pi = 0 indicating otherwise.

In the same way, the average throughput of WiMAX users
is calculated by Eq. (2).

C

U
, (2)

where C and U refer to the capacity of the WiMAX system
and the number of connected WiMAX users, respectively.

The index of the proposed method is defined in Eq. (3)
and the proposed method assigns additional channel(s) from
WiMAX to WiFi based on the number of channels that
minimizes the value of this index.
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(3)

IV. PERFORMANCE EVALUATION

A. Simulation Model

In this section, we evaluate the performance of the proposed
method by simulation experiments.
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Fig. 5 shows the network model assumed in this simulation.
One WiMAX BS and 10×10 = 100 small areas are allocated
to the access area of the WiMAX system. The WiFi APs are
allocated to the small areas according to the distribution rate.
For example, if the distribution rate is 0.75, 100× 0.75 = 75
small areas are selected at random and each has a WiFi AP.

The spectrum of the WiMAX BS is divided into several
channels of 20[MHz] each. The WiMAX system is assumed
to provide 40 Mbps per channel in accordance with [18] and
the WiFi systems are assumed to provide 17.5 Mbps per
channel according to our preliminary experiments that used
ns2 [19]. In addition, the spectrum utilization, the load status
of each system, the control of the spectrum assignment, and
the implementation of GA are managed by the SM, as shown
in Fig. 5.
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Fig. 5. Simulation Model

In this paper, we focus on best-effort traffic such as data
downloading or web browsing. Users are assumed to be
downloading a 10[MByte] file. When a new mobile user joins
the integrated network, the user connects to a wireless system
selected by the spectrum manager and starts downloading
data at the allocated throughput. When the downloading is
complete, the mobile user disconnects from the wireless
system.

If a new user arrives in an area with a WiFi AP, the
WiFi connection is used. Otherwise, the WiMAX BS is used.
In addition, users stay in the arrival area until the end of
their downloading. Calls occur according to a Poisson arrival
process, and the arrival rate depends on the existence of the
WiFi AP. Because WiFi APs tend to be set up in places where
people gather, such as cafes, offices, and rail stations, the call
arrival rate in an area with a WiFi AP is assumed to be x
times higher than that in an area without a WiFi AP.

We define the arrival rate for the entire network in the case
of x = 1 as λsys. To keep λsys independent of the distribution
rate r and the arrival rate ratio x, arrival rates of λa (with WiFi
AP) and λb (without WiFi AP) were selected to satisfy the
following equations.

λa = λsys × x

(1 − r) × 1 + r × x
(4)

λb = λsys × 1
(1 − r) × 1 + r × x

. (5)

To measure performance, we observe the average time to
finish downloading (download time) and its coefficient of
variance.

Other parameter settings are as shown in Table I.

TABLE I
DEFAULT SIMULATION PARAMETERS

Distribution rate for WiFi APs r 0.5
Spectrum bandwidth for WiMAX 100 MHz

Arrival rate ratio x 5
Interval time T for spectrum assignment 300 seconds

V. SIMULATION RESULTS

Fig. 6 shows the average download time as a function of
the call arrival rate. It indicates that the average throughput
of the proposed method is almost equal to that of the existing
method.
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Fig. 6. Mean Dowload Time

Fig. 7 shows the coefficient of variance as a function of
the call arrival rate. From this figure, the proposed method is
shown to have a lower coefficient of variance than the existing
method for heavy-load situations.

Figs. 8 and 9 show the average download time and its
coefficient of variance as a function of the arrival rate ratio
x, respectively. The call arrival rate was set to 12[1/s].

These results indicate that the proposed method is robust
against the arrival rate ratio.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we have described a spectrum-sharing method
that improves the average throughput in a WiFi/WiMAX inte-
grated network and we have shown that there was still room
for improvement in the fairness of individual-user throughput.
We have therefore enhanced the method to consider fairness
in addition to providing higher throughput.

In future work, it will be necessary to propose a spectrum-
sharing method that considers QoS issues for network traffic.

120

ICSNC 2011 : The Sixth International Conference on Systems and Networks Communications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-166-3

                         132 / 259



 0

 0.5

 1

 1.5

 2

 10  11  12  13  14  15

Co
ef
fi
ci
en
t 
of
 V
ar
ia
nc
e

Arrival Rate[1/s]

proposed method
existing method

Fig. 7. Coefficient of Variance

 0

 100

 200

 300

 5  6  7  8  9  10

Av
er
ag
e 
Do
wn
lo
ad
 T
im
e[
s]

Arrival Rate Ratio

proposed method
existing method

Fig. 8. Mean Download Time (variable arrival rate ratio)

REFERENCES

[1] 3GPP, http://www.3gpp.org/.
[2] WiFi Forum, http://www.wifi-forum.com/wf/.
[3] “Air Interface for Fixed Broadband Wireless Access Systems,” IEEE

STD 802.16–2004., (Oct. 2004).
[4] “Air Interface for Fixed and Mobile Broadband Wireless Access Sys-

tems,” IEEE P802.16e/D12., (Feb. 2005).
[5] S. Ohmori, Y. Yamao and N. Nakajima, “The Future Generations of

Mobile Communications Based on Broadband Access Technologies,”
IEEE Communications Magazine, vol. 38, no. 12, pp. 134–142, (Dec.
2000).

[6] M. Buddhikot, G. Chandranmenon, S. Han, Y.W. Lee, S. Miller and L.
Salgarelli, “Integration of 802.11 and Third-Generation Wireless Data
Networks,” IEEE INFOCOM’03, vol. 1, pp. 503–512, (Apr. 2003).

[7] J. Mitola III and G. Q. Maguire, “Cognitive Radio: Making Software
Radios More Personal,” IEEE Personal Communications, vol. 6, no. 4,
pp. 13–14, (Aug. 1999).

[8] I.F. Akyildiz, et al., “Next generation/dynamic spectrum ac-
cess/cognitive radio wireless networks: A survey,” Computer Networks
Journal, vol. 50, pp. 2127–2159, (Sept. 2006).

[9] Q. Zhao and B.M. Sadler, “A Survey of Dynamic Spectrum Access,”
IEEE Signal Processing Magazine, vol. 24, no. 3, pp. 79–89, (May
2007).

 0

 0.5

 1

 1.5

 2

 5  6  7  8  9  10

Co
ef
fi
ci
en
t 
of
 V
ar
ia
nc
e

Arrival Rate Ratio

proposed method
existing method

Fig. 9. Coefficient of Variance (variable arrival rate ratio)

[10] M. Nekovee, “Dynamic spectrum access - concepts and future architec-
tures,” BT Technology Journal, vol.24, no.2, pp. 111–116, (Apr. 2006).

[11] M. Nakagawa, K. Kawano, K. Kazuhiko and K. Murakami, “A Spec-
trum Assignment Method based on Genetic Algorithm in WiMAX/WiFi
Integrated Network,” Proceedings of the 5th ACM International
Conference on emerging Networking EXperiments and Technologies
(CoNEXT2009), (Dec. 2009).

[12] W. Song and W. Zhuang, “Resource Allocation for Conversational,
Streaming, and Interactive Services in Cellular/WLAN Interworking,”
IEEE GLOBECOM ’07, pp. 4785–4789, (Nov. 2007).

[13] W. Song, W. Zhuang, and Y. Cheng, “Load Balancing for Cellu-
lar/WLAN Integrated Networks,” IEEE Network, vol. 21, no. 1, pp.
27–33, (Jan.-Feb. 2007).

[14] L. Berlemann, C. Hoymann, G. R. Hiertz, S. Mangold, “Coexistence
and Interworking of IEEE 802.16 and IEEE 802.11(e),” Vehicular
Technology Conference, vol. 1, pp. 27–31, (May 2006).

[15] D. Niyato, E. Hossain, “Intergration of WiMAX and WiFi: Optimal
Princing for Bandwidth Sharing,” IEEE Communications Magazine, vol.
45, no. 5, pp. 140–146, (May 2007).

[16] O. lleri and N.B. Mandayam, “Dynamic Spectrum Access Models:
Toward an Engineering Perspective in the Spectrum Debate,” IEEE
Communications Magazine, vol. 46, no. 1, pp. 153–160, (Jan. 2008).

[17] S. Hanaoka, J. Yamamoto and M. Yano, “Platform for Load Balancing
and Throughput Enhancement with Cognitive Radio,” IEICE Transac-
tions on Communications, vol. E91–B, no. 8, pp. 2501–2508, (Aug.
2008).

[18] WiMAX Forum, “Mobile WiMAX - Part I: A Technical
Overview and Performance Evaluation,” http://www.wimax fo-
rum.org/technology/downloads/Mobile WiMAX Part1 Overview and
Performance.pdf, (2006).

[19] ns-2, http://www.ise.edu/nsnam/ns/.

121

ICSNC 2011 : The Sixth International Conference on Systems and Networks Communications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-166-3

                         133 / 259



Research on Indoor Visible-Light Communications
System with Carrier Interferometry OFDM

Xiaoming TAO
Dept. of Elec. Engr.,
Tsinghua University,

Beijing, 100084, P.R.China
taoxm@tsinghua.edu.cn

Zhengyuan XU
Dept. of Elec. Engr.,
Tsinghua University,

Beijing, 100084, P.R.China
xuzy@tsinghua.edu.cn

Jianhua LU
Dept. of Elec. Engr.,
Tsinghua University,

Beijing, 100084, P.R.China
lhh-dee@tsinghua.edu.cn

Abstract—In order to enhance the overall performance of the
visible light communications system and to achieve the efficient
use of spectrum resources, by leveraging the characteristic of
channel frequency selection, we propose a novel visible light
communications system based on Carrier Interferometry Orthog-
onal Frequency Division Multiplexing (CI-OFDM) transmission
scheme. Through the frequency domain diversity, the system
performance can be efficiently improved. At the same time,
with a meticulous designed CI codes, the system Peak-Average
Power Ratio (PAPR) can be effectively reduced. Analysis and
simulation results demonstrate that, under the same Signalto
Noise Ratio (SNR) condition, the proposed CI-OFDM scheme
performs significantly better in BER than the traditional OF DM
system, and greatly reduces the PAPR of the transmitted signal.

Index Terms—Visible light communication; CI-OFDM; PAPR.

I. I NTRODUCTION

Wireless communication has become not only a pillar of
the world high-tech industry, but also an essential part for
global development of informationization. However, it still
faces the problem of system capacity expansion under the
existent technology, which contradicts with the explosive
growth of the growing business demand [1]. Visible light
communications will provide an effective way to address the
above problem. The high-speed flashes of light and dark
signals issued by the light-emitting diode, which transmit
information, cannot be perceived by the naked eye but can be
captured by the photoelectric detector device. Therefore,the
data transmission can be supplied simultaneously with regular
illumination. Furthermore, the visible light communication
is immune from complicated electromagnetic interference to
provide a very rich spectrum of resources (extra wide spectral
band of approximately 375THz, 1THz = 1000GHz) for high-
capacity communications services [2].

However, in the visible light communication system, in or-
der to achieve better communication and illumination effects,
and to prevent the ”shadow” being produced, it is common to
arrange multiple Light Emitting Diode (LED) lights. Thus,
the light pulses of signal can be overlapped in time and
received by detectors through different transmission paths,
resulting in the occurrence of Inter Symbol Interference (ISI),
which requires an in-depth study of signal processing methods

to overcome it. Multi-carrier Orthogonal Frequency Division
Multiplexing (OFDM) technology modulates the high-speed
serial data in parallel onto multiple orthogonal subcarriers
to reduce the code rate and the impact of ISI. At the same
time, a protection interval is inserted between each OFDM
symbol to further eliminate the residual ISI [3]. However, the
visible light OFDM system has its own inherent shortcomings.
For example, without frequency diversity, the bit error rate is
severely affected by the zero channel spectrum, and the Peak
to Average Power Ratio (PAPR) is so large that the amplifier
nonlinear problem is launched [4][5].

To further enhance the overall performance of visible light
communication system, this paper introduces the Carrier In-
terferometry OFDM (CI-OFDM) modulation technology into
the visible light communication systems. Different from the
visible light OFDM scheme, in the CI-OFDM transmission,
the data after the constellation mapping and the serial to
parallel conversion is not just for their respective sub-carrier
modulation, but is simultaneously transmitted on all sub-
carriers. In order to enable the receiver to separate the different
simultaneous transmitted data, all the data are multipliedby
mutually orthogonal CI code during modulation. Research
shows that, through the frequency domain diversity, the above
transmission technology can on one hand effectively improve
the visible light transmission quality, on the other hand, the
CI code allows each data modulation is evenly staggered in
the time-domain waveform, instead of as a random sum of
multiple sinusoidal signals in the OFDM, which can effectively
reduce the OFDM transmission signal PAPR. Therefore, CI-
OFDM can be potentially applied as a multi-carrier transmis-
sion scheme in visible light communication system.

The rest of the paper is organized as follows: The system
structure and principle are presented in Section 2. In Section 3,
the performance analysis is performed. The simulation results
of our system are showed in Section 4. Finally, the conclusion
is drawn in Section 5.

II. SYSTEM STRUCTURE AND PRINCIPLE

A. CI Code and CI-OFDM

The concept of CI code was firstly proposed by Nassar,
et al. in 1999 [6]. It was then regarded as a new multiple
access technique and applied in the multi-carrier systems.The
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CI code that is formulated by the row vectors of the Fourier
matrix is given as

CN = [Wi,k]N×N , (1)

whereWi,k = exp
(

2π
√
−1

N ik
)
, 0 ≤ i, k ≤ N − 1, and each

vectors ofCN is orthogonal with the others. Theith CI code
word ci(0 ≤ i ≤ N − 1) is theith row vector ofCN , denoted
as

ci =
(
c0i , c

1
i , · · · , cN−1

i

)

= (Wi,0,Wi,1, · · · ,Wi,N−1) .
(2)

The basic idea of CI-OFDM is demonstrated in Fig.1.
The transmitted symbol is firstly converted intoN symbols
in parallel. Each symbol is then extended onto a CI code
sequence with the length ofN , which is then modulated by
N subcarriers. The CI code for each symbol is unique, and is
orthogonal with all the others CI-codes. At the receiver, the
orthogonality of the CI codes is utilized to demodulate each
symbol.

CI codes
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Fig. 1. Basic Idea of CI-OFDM

B. Visible-Light CI-OFDM Communication System

The baseband model of visible-light CI-OFDMA commu-
nication system is given in Fig.2. At the transceiver, the input
bits are mapped into the constellation, which forms the data
streamd1, d2, · · · . Then the serial data stream is converted into
parallel form, and datadi is modulated by theN th subcarrier.
At the receiver, in order to separateN data transmitted si-
multaneously , each datadi times the correspondingci during
the modulation period and the complete CI-OFDM symbol

is presented as
N−1∑
i=0

dici. To mitigate the ISI caused by multi-

path effect, the cyclic prefix(CP) is added and the CP should be
longer than the delay spread of the multi-path channel. Finally,
the discrete CI-OFDM symbols(n) is achieved by the serial-
parallel conversion. During IM/DD visible-light transmission,
proper direct component is usually needed to warrant a positive
signal.

After transmitted in the optical channelh(n), the CI-OFDM
symbol received is given as

r (n) = ℜs (n)⊗ h (n) + w (n) . (3)

w(n) is the additive white Gaussian noise(AWGN),ℜ is the
efficiency of photoelectric detection, and⊗ means convolu-
tion.

At the receiver of the system, PD receives the light sig-
nals transmitted by the white-light LED and converts it into
electrical signals. After the serial-parallel conversion, the CP
is eliminated. Each subcarrier is then compensated for the
channel and the phase offsets, and finally all the estimation
values are combined. In Fig.2,ωk denotes the weight of thekth
subcarrier, and it is determined by the combination scheme.
For the MMSE combination, for instance,

ωk =
Aαk

αk
2 + σ2

, (4)

whereA is a constant representing the normalized energy per
bit; αk is the amplitude of the channel for subcarrierk; and
σ2 is the variance of the noise.

III. PERFORMANCEANALYSIS

A. Bit Error Rate (BER) Analysis

The CI code of datadi is expressed as equation (2), and then
the received signals for the visible-light CI-OFDM system in
the frequency selective fading scenario is formulated as

r (t) = Re

[
N−1∑
l=0

N−1∑
k=0

Eb · αk (t) · dl · ckl · p (t) ·

ej(2πfkt+θk(t))

]
+ n (t) .

(5)

The constantEb is the normalized energy per bit. The frequen-
cy fk is defined asfk = fc + k/Ts, whereTs is the period
per symbol.p(t) is a rectangular pulse during[0, Ts]. αk and
θk are the altitude and phase of the channel response for the
kth subcarrier respectively.n(t) is the AWGN with a mean of
zero and a power spectrum density ofN0/2.

When the demodulation and combination are completed at
the receiver of the visible-light CI-OFDM system, the obtained
variable to be determined fordi is

ξi =
N−1∑
m=0

N−1∑
l=0

N−1∑
k=0

ωmEbdlc
k
l

(
ckl
)∗
ρk,m +

N−1∑
m=0

ωm · nm

= S + IOS + ISO + IICI + η,
(6)

where

ρk,m =
1

Ts

∫ Ts

0

αk cos
[
2π (fk − fm − ε) t+ θk − θ̂m

]
dt.

(7)
In (7), ε is a constant and it stands for the frequency

offset. θ̂ is the estimation of the phase. In (6), the weight for
combination of themth subcarrier isωm, and it is determined

by the combination scheme.η =
N−1∑
m=0

ωm · nm denotes noise,

while S is the desired signal. The interferencesIOS , ISO,
and IICI are the interference from other users on the same
subcarrier, the interference brought about by other subcarriers,
and the interference caused by different data transmitted on
different subcarriers respectively.

When l = i andk = m, S is given as

S = Adi ·
sin (πNε)

πNε

N−1∑

m=0

ωmαm, (8)
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Fig. 2. The baseband model of visible-light CI-OFDM communication system

where ε is the normalized frequency offset throughout the
whole band and the estimation of the phase is got byθ̂k =
−πNε+ θk mod 2π.

When l 6= i andk = m, IOS is given as

IOS = Eb
sin (πNε)

πNε

N−1∑

l=0,l 6=i

N−1∑

m=0

dlωmαmc
m
l (cml )∗. (9)

When l = i andk 6= m, ISO is given as

ISO = Ebdi ·
N−1∑

m=0

N−1∑

k=0,k 6=m

ωmαkc
m
l (cml )

∗
ζm,k. (10)

where

ζm,k =
sin (πNε)

π (m− k +Nε)
cos (θm − θk) . (11)

When l 6= i andk 6= m, IICI is given as

IICI = Eb

N−1∑

l=0,l 6=i

dl

N−1∑

m=0

N−1∑

k=0,k 6=m

ωmαkc
m
l (cml )

∗
ζm,k. (12)

Afterward, the signal to interference and noise ratio (SINR)
is given as

SINR =
PS

POS + PSO + PICI + Pη
· (13)

HerePS , POS , PSO, PICI andPη are power forS, IOS , ISO,
IICI and the noiseη. According to the Gaussian approxima-
tion, the BER is readily given as

Pe =

∫ ∞

0

Q
(√

SINR
)
p (SINR) d (SINR)· (14)

B. Peak-to-Average Power Ratio (PAPR) Analysis

In this section, the PAPR of visible-light CI-OFDM system
is analyzed. Without loss of generality, letEb=

1√
N

, and the
equivalent baseband form for the transmitted signals in one
OFDM symbol period is achieved by

s (t) =
1√
N

N−1∑

l=0

N−1∑

k=0

dl · ckl · ej2πkt/Ts . (15)

According to [?], the average power ofS(t) isN , which means

E
[
|s (t)|2

]
= N (E means the mathematical expectation), and

the instantaneous power ofs(t) can be expressed as

|s (t)|2 = N + 2
NRe

{
N−1∑
k=1

(
N−1∑
l=0

Rl [k]+

N−1∑
l=0

N−1∑
l′=0,l′ 6=l

dl(dl′)
∗
Zl,l′ [k]

)
ej2πkt/Ts

} , (16)

where

Rl [k] =

N−k−1∑

m=0

cml
(
cm+k
l

)∗
, (17)

Zl,l′ [k] =

N−k−1∑

m=0

cml
(
cm+k
l′

)∗
. (18)

Rl [k] is defined as the partial autocorrelation function of
the lth CI code, whileZl,l′ [k] is the partial cross-correlation
function for thelth and thel′th spread spectrum code.

As for (16), the envelop of the CI-OFDM transmitted signal
is determined byRl [k], Zl,l′ [k] and information sequencedl.
According to the definition of PAPR, we useP to stands for
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the PAPR, and it is given as

P =
max

0≤t≤Ts
|s(t)|2

E[|s(t)|2]
=

max
0≤t≤Ts

|s(t)|2

N

= max
0≤t≤Ts

[
1 + 2

N2Re

{
N−1∑
k=1

(
N−1∑
l=0

Rl [k]+

N−1∑
l=0

N−1∑
l′=0,l′ 6=l

dl(dl′)
∗
Zl,l′ [k]

)
ej2πkt/Ts

}]
(19)

Due to the orthogonality among different CI codes, we have

N−1∑
l=0

Rl [k] =
N−1∑
l=0

N−k−1∑
m=0

cml
(
cm+k
l

)∗

=
N−k−1∑
m=0

N−1∑
l=0

cml
(
cm+k
l

)∗
= 0

, (20)

which means the PAPR of CI-OFDMA is determined only
by the partial cross-correlation function and the information
sequence. With BPSK being utilized,dl ∈ {−1, 1}, and the
upper bound of PAPR is further given as

P = 1 + 2
N2 max

0≤t≤Ts

Re

{
N−1∑
k=1

N−1∑
l=0

N−1∑
l′=0,l′ 6=l

dl(dl′ )
∗·

Zl,l′ [k] e
j2πkt/Ts

}

≤ 1 + 2
N2 max

0≤t≤Ts

∣∣∣∣∣
N−1∑
k=1

N−1∑
l=0

N−1∑
l′=0,l′ 6=l

dl(dl′)
∗
Zl,l′ [k]e

j2πkt/Ts

∣∣∣∣∣

≤ 1 + 2
N2 max

0≤t≤Ts

N−1∑
k=1

∣∣∣∣∣
N−1∑
l=0

N−1∑
l′=0,l′ 6=l

dl(dl′)
∗
Zl,l′ [k]

∣∣∣∣∣

≤ 1 + 2
N2 max

0≤t≤Ts

N−1∑
k=1

N−1∑
l=0

N−1∑
l′=0,l′ 6=l

|Zl,l′ [k]| = Q

(21)
On the basis of the partial cross-correlation function, the

equation (21) gives out the upper boundQ for the PAPR using
BPSK modulation.

IV. SIMULATION RESULTS

The visible-light communication is a new type of wireless
communication approach, and hence measuring and modeling
its channel model is still under investigation. Therefore,there
is no such multi-path wireless channel model that is universally
acknowledged internationally. On the consideration that the
modeling of the channel is not the key point of this paper,
we adopt the channel model used in [7]. In such a model,
the simulation is carried out in a room with the length of
6m, width of 6m and height of 3m. The coordinators of the
transceiver and the receiver are (3,3,3) and (1,3,1) respectively.
This scenario is given in Fig.3.

As for this scenario, [7] achieved the impulse response
for the multi-path channel via the combination of computer
simulation and physical concepts. The impulse response is
given as

h (t) = 5.8H (0)

(
11.0561τrms

t+ 11.0561τrms

)6

u (t) · (22)

Length 6m

Width 6m

Height 3m
Tranceiver

Receiver
X

Y

Z Tranceiver

Receiver
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!
/

"

D

a) Simulation Scenario b) Channel Model for Transmission 

Fig. 3. Simulation scenario and optical channel model for transmission

H (0) is a DC gain for the line-of-sight(LOS) link, and it is
calculated as

H (0) =





(m+1)A
2πD2 cosm (φ)Ts (ϕ) g (ϕ) cos (ϕ) ,

0 ≤ ϕ ≤ ψc

0, ϕ > ψc

(23)
whereA is the receiving area for the photoelectric detector.
D is the distance between the transceiver and the receiver.
φ is the emission angle, whileϕ is the incidence angle.
Ts (ϕ) is the gain for the optical filter andg (ϕ) is the
gain for optical concentrator.ψc is the FOV of the receiver.
m = − ln 2

ln cosΦ1/2
is the radiation mode of the light source,

andΦ1/2 is named the half-angle of the transmission power.
The simulation parameters is given in table 1.

TABLE I
SYSTEM PARAMETERS FORSIMULATION

Parameters Values

Central lightening power of LED 30mW

FOV of the receiver) 60
◦

Half-angle of the transmission power 60
◦

Area of the photoelectric detector 1cm
2

Refractive index of the optical concentrator 1.5

Efficiency of the photoelectric detector 0.5(A/W)

Reflection index of the reflection plane 0.8

Room size (length×width×height) 6m×6m×3m

Transceiver coordinator (3,3,3)

Receiver coordinator (1,3,1)

Number of subcarriers 128

Fig.4 gives the comparison of the BER between visible-
light CI-OFDM and visible-light OFDM using MMSE com-
bination and BPSK modulation. Simulation results show that,
the performance of CI-OFDM outperforms OFDM obviously.
For instance, for the required BER of10−3, visible-light CI-
OFDM has a gain of 1dB concerning SNR.

In the CI-OFDM system, CI-codes make the peaks of signal
waves staggered from each other in time domain. This is
quite different from OFDM whose symbol is the sum of many
stochastic sine waves and solve the PAPR problem in OFDM
systems. Fig.5 plots the PAPR distribution of the white-light
signal for both OFDM and CI-OFDM systems. From the
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results, it can be seen that the visible-light CI-OFDM can
obviously reduce the PAPR of OFDM systems.
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Fig. 5. PAPR performance of visible-light CI-OFDM and OFDM systems

V. CONCLUSION

In this paper, we propose a visible-light communication
system and corresponding transmission scheme based on CI-
OFDM, which can function as an effective technique enhanc-
ing the performance of visible-light communication system.
Simulation results show that for a required BER of10−3 in
the frequency selective channel, the visible-light CI-OFDM
can yield 1dB gain of SNR. Simultaneously, this method can
effectively reduce PAPR with the help of CI codes.
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Abstract—In applications that require group communication
and clustering, there is usually a single key for all members
of the group. This key should be updated in order to support
dynamic nature of the groups and also to handle possible node
compromise attack. In this paper, we propose a new distributed
group rekeying scheme with t-revocation capability that is
based on local collaboration of group members. Our proposed
scheme provides t-wise backward and forward secrecy. It
can be used with any key size. This scheme, in contrast to
centralized schemes, does not require a centralized rekeying
server, so the rekeying process is handled locally in the group
itself and the communication overhead is reduced. The security
of this scheme is analyzed. We have also implemented our
proposal for TinyOS and have used Avrora to simulate the
compiled binary for MICA2 motes. Simulation results show
that compared to the only published distributed scheme, our
scheme consumes less energy and has lower communication
overhead.

Keywords-Security; Key Management; Group Rekeying; Wire-
less Sensor Networks.

I. INTRODUCTION

Wireless sensor networks consist of many small low-
cost and low-power nodes that sense their environment,
process data, and communicate through wireless links [1].
These networks are often deployed in adverse or even
hostile environments. Nodes are resource-constrained and
they are often deployed in unattended manner. Due to cost
limitations, it is not practical to use tamper-proof hardware
for all nodes. Hence, an adversary can mount a physical
attack on a node and read, probably secret, data from its
memory. These issues make providing security services a
challenging task.

Grouping is a technique to do localized computation and
to reduce communication overhead in wireless sensor net-
works. The most common grouping technique is clustering.
Cluster head usually do coordination and some aggregation
to send the results back to the sink.

There is usually a group-wide key, called the group
key, shared between group members. When a node become
compromised, we remove the compromised node by not
revealing the new group key to that node. The process of
renewing the group key is called group rekeying. This is also
referred to as group key revocation in some literature.

In this paper, we review the existing schemes for group
rekeying. We propose a new group rekeying scheme which
is not based on a centralized rekeying server. We have
compared our proposed scheme with other group rekeying
schemes using various performance parameters including
communication and computation overhead.

The rest of this paper is organized as follows. Section I-A
presents preliminaries including notations and definitions
as well as description of Shamir’s secret sharing scheme.
Section II reviews existing techniques for group rekeying in
sensor networks. In Section III, we describe our proposed
scheme. Sections IV and V presents simulation results
and performance analysis, respectively. We compare our
proposed scheme with a distributed scheme in Section VI.
Finally, this paper ends with conclusions in Section VII.

A. Goals

The general goal is to develop an efficient and un-
conditionally secure rekeying scheme for wireless sensor
networks. This scheme should be able to tolerate node
compromise.

Due to hardware constraints of sensor nodes, the harsh
environments in which sensor networks are often deployed
and also security requirements, a suitable rekeying scheme
should provide:
• t-revocation capability (See Definition 1).
• t-wise forward secrecy (See Definition 2).
• t-wise backward secrecy (See Definition 2).
• On-demand rekeying: a suitable scheme should provide

a mechanism for revoking a compromised node from
the group on-demand.

• and also low communication, computation and low
storage overhead.

In this section, we define some notations and definitions
for our proposed scheme. We also describe Shamir’s Secret
Sharing scheme. The idea of Shamir’s secret sharing scheme
is usually used in group rekeying schemes.

B. Notations and Definitions

We assume a group of n sensor nodes, deployed closely
to each other within a large scale sensor network. A group
consists of n− 1 group members and one group controller.
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The group controller is responsible for the management of
the group. Each group member has an ID i > 0, and a secret
key shared with the group controller. There is a group key
K shared with all group members. They use this key to get
confidentiality and/or integrity of their communication.

When needed, the group controller uses a rekeying
scheme to update K. Let us call the j-th group key (group
key of session j) Kj . Each node stores a personal secret.
Node i, stores Si as its personal secret. Si is used in the
rekeying process. This secret is known only by the node
itself.

The group controller renew the current group key when,
for example, a node become compromised. Hence, the
rekeying mechanism should have the ability not to reveal
the new group key to the compromised nodes.

In a rekeying event, there might be w nodes that should
be revoked (i.e., the new group key should not be revealed
to these nodes). After the rekeying process, those nodes are
no more members of the group.

There are mainly three pieces of information that are used
in the rekeying process:
• The personal secrets, Si, that every sensor hold.
• Rekeying materials that should not be revealed and are

used by the group controller (or the rekeying server) to
compute a broadcast message.

• The broadcast message. Group members use this mes-
sage plus Si to compute the new group key.

There are three types of actors:
• Group controller which acts like a coordinator in a

rekeying event.
• Group members U = {U1, . . . , Un}, which are the

group of sensonr nodes. When a member is not ac-
cepted to be part of the group anymore, it is called
revoked.

• Network manager is a person who initialize the nodes
offline (i.e., before deployment)

Please note that we are assuming an adversary that can do
the node compromise attack and the network IDS is capable
of detecting it. The attacker can also eavesdrop the wireless
communications. To further clarify our goals, we give the
following definitions.

To further clarify our goals, we give the following defi-
nitions.

Definition 1. (Group rekeying with revocation capability)
Let t, i ∈ {1, . . . , n} and p be a prime number. In a group
rekeying Ξ, the group controller seeks to establish a new
K ∈ Fp with each group member Ui through a broadcast
message and some personal information Si it owns. In
detail:

1) Ξ is a group rekeying scheme if
a) For any group member Ui, K is determined by

Si and B.

b) For any set M ⊂ U , |M | ≤ t, and any Ui /∈M ,
the members in M are not able to learn anything
about Si.

c) No information is leaked from either the broad-
cast message or the Si alone.

2) Ξ has t-revocation capability if given any set of
revoked group members R ⊂ U such that |R| ≤ t, the
group controller can generate a broadcast message B
such that Ui /∈ R, Ui can recover K but the revoked
group members cannot recover K.

Definition 2. (t-wise backward and forward secrecy) Let
t, i ∈ {1, ..., n}, j ∈ {1, ...,m} and Kj ∈ Fp be the group
key of session j.

1) A rekeying scheme guarantees t-wise forward secrecy
if for any set R ⊆ {U1, ..., Un}, where |R| ≤ t and
all Ui ∈ R are revoked before session j, the members
in R together cannot get any information about Kj ,
even with the knowledge of group keys before session
j.

2) A rekeying scheme guarantees t-wise backward se-
crecy if for any set R ⊆ {U1, ..., Un}, where |R| ≤ t
and all Ui ∈ R joined after session j, the members
in R together cannot get any information about Kj ,
even with the knowledge of group keys after session j.

Similar definitions are also used in [2].

C. Shamir’s Secret Sharing Scheme

The idea of Shamir’s secret sharing scheme is usually
used in group rekeying schemes. It is used in our scheme
as well. The goal is to share a secret S between n people
so that t + 1 (or more) of them can recover S. For this
purpose, a random t-degree polynomial in which S = P (0)
is generated. This polynomial is evaluated over Fp, where
p greater than n. P (i) is given to person i > 0 as his/her
share. Now, t+ 1 (or more) person can recover the original
polynomial, and hence S. But having less than t+ 1 shares
do not give any information about S. See Theorem 1.

Theorem 1. Suppose the opponent knows t shares of this
polynomial. For each candidate value S′ ∈ [0, p−1] he can
construct one and only one polynomial P ′(x) of degree t
such that it satisfies conditions of shares and also P ′(0) =
S′.

By construction, these p possible polynomials are equally
likely, and thus there is absolutely nothing the opponent can
deduce about the real value of S.

Proof: Refer to [3] for the proof.

II. RELATED WORK

Mainly, there are two categories of schemes for group
rekeying in sensor networks: there are some distributed
schemes which do not rely on a rekeying server and there are
some centralized schemes which require a rekeying server
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to construct the broadcast message. It is assumed that the
rekeying server is secured and could not be compromised.
Here we review both distributed and centralized schemes,
but before that let us review some basic methods of sharing
a secret to only legitimate members that are used in some
of the schemes described later.

A. Underlying Methods

In this section, we review some general solutions to
the problem of revealing a secret to non-revoked group
members. These solutions are underlying method for most
of the group rekeying schemes for wireless sensor networks.

1) Method 0 (Naive): Every group member should have
a secret key shared with the group controller. The group
controller can encrypt Kj with this secret key for each
member and send the message to the appropriate member.
The communication overhead of this scheme is O(n) where
n is the number of group members.

2) Method 1: In this scheme, each member has an ID i >
0. A t-degree random polynomial P (x) which is evaluated
over Fp (p is prime) is constructed and shares of it (i.e.,
P (i)) are pre-distributed to group members. The secret to
be revealed is K = P (0).

Suppose that w = t. The group controller reveals shares
of revoked members. At this point, every non-revoked group
members have t + 1 shares and can recover the original
polynomial so non-revoked group members can evaluate
K = P (0).

This scheme has been proposed in [4]. It can also be
used for w < t if the group controller reveals shares of w
revoked-members plus shares of arbitrarily selected w − t
dummy members.

3) Method 2: In [2], the group controller randomly picks
a 2t-degree masking polynomial h(x) = h0 + h1x + ... +
h2tx

2t over a finite field Fp where p is prime. Each group
member i gets its personal secret Si = h(i) from the group
controller.

Given a set of revoked group members R =
{ r1, r2, ..., rw}, w ≤ t, the group controller randomly picks
a t-degree polynomial p(x) and constructs q(x) = K−p(x).
Then the controller distributes the shares of the t-degree
polynomials p(x) and q(x) to non-revoked sensors using
the following broadcast message:

B = {R}
∪{P (x) = g(x)p(x) + h(x)}
∪{Q(x) = g(x)q(x) + h(x)}

where g(x) = (x − r1)(x − r2)...(x − rw). If any non-
revoked group member i receives such a broadcast message,
it evaluates polynomials P (x) and Q(x) at point i. and gets
P (i) = g(i)p(i) + h(i) and Q(i) = g(i)q(i) + h(i).

Because member i knows h(i) and g(i) 6= 0, it can
compute p(i) = P (i)−h(i)

g(i) and q(i) = Q(i)−h(i)
g(i) . Member

i can then compute the new group key K = p(i) + q(i).
The revoked members (which are not member of the group
anymore) cannot compute K because g(i) = 0,∀i revoked.

As it is proved in [2], this schemes is unconditionally
secure rekeying scheme with t-revocation capability. It also
provides t-wise backward and forward secrecy.

B. Distributed Schemes

In [5], a group rekeying protocol has been proposed. In
this protocol, rekeying materials are preloaded into each
node. Each member distributes encrypted shares of its
rekeying materials to other nodes which will be returned
back to the node in a rekeying event. There is also some
improvements to their basic protocol, B-PCGR, which im-
proves its security. To the best of our knowledge, this is the
only published distributed group rekeying scheme for sensor
networks.

C. Centralized Schemes

In [6], Danio and Savio have proposed a group key
revocation protocol for wireless sensor networks that has
communication overhead of O(log n), instead of O(n) in
naive scheme (see Subsection II-A1). This protocol also
provides a lightweight key authentication using one-way
hash chains. In this protocol, each node has a symmetric
key shared with the keying server. They have proposed to
use a (binary) tree of hash chains. Leaves are assigned to
group members and each group member has the current key
in the hash chain of the nodes which are in the path between
this leaf and the root.

Authors have shown that using this structure, the number
of messages are reduced to O(log n) but some of the
messages should be sent to more than one member. But the
drawback of this scheme is that it does not provide backward
secrecy and that is due to the use of hash chains of keys.

In [7], a self-healing group key revocation has been
proposed. In this protocol, lifetime of the group is divided
into some intervals and nodes can authenticate the new group
key using a dual hash chain. There is no communication
overhead for revocation and it can tolerate rekeying message
loss (the self-healing property of this scheme).

But there are some drawbacks. The revocation could not
be done on-demand, network manager should plan for the
revocation time in advance. And also there is an implicit
assumption that the adversary is not able to compromise
group nodes and hence, could not read the keying materials
in their memory.

Another protocol for updating group key has been pro-
posed in [8]. They adapt the secret-sharing revocation
scheme that is explained in Subsection II-A2 for sensor
networks by reducing the computation overhead. A central-
ized group rekeying scheme has been proposed in [9]. The
underlying rekeying scheme is very similar to Method 2 (see
Subsection II-A3) that is also used in [10].
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D. Motivation

While centralized schemes require a secured rekeying
server and also a secure connection between the group con-
troller and the rekeying server, the only published distributed
scheme [5] has a large communication overhead.

A secured rekeying server might not be applicable for
some applications in which the network is being deployed
in adverse environments. In addition to computation and
communication overhead of the aforementioned distributed
scheme, it has another drawback. In order to provide t-
revocation capability, the underlying IDS should provide
each group member with the information of compromised
nodes.

We propose to distribute shares of required materials for
a rekeying event (which are stored in the rekeying server
in centralized solutions) between group members using a
method inspired by [5]. The group controller uses these
shares and constructs a broadcast message similar to [2]
(see Subsection II-A3). In this scheme, a rekeying server
is not required and as we show in the following sections,
the energy consumption of the proposed scheme is less than
[5].

III. A NEW GROUP REKEYING SCHEME

In this section, we describe our proposed group rekeying
scheme for wireless sensor networks. The goal is to build
a distributed group rekeying scheme with t-wise backward
and forward secrecy without the need of a secured rekeying
server. A group consists of n − 1 group members and one
group controller. Let R = {r1, r2, ..., rw} be the set of group
members to be revoked in rekeying event j.

In this scheme, shares of required rekeying materials are
pre-distributed between group nodes. In a rekeying event,
they deliver their shares to the group controller and the
group controller uses these shares to compute the broadcast
message. Group members renew the group key using this
message. Note that all polynomials are evaluated over Fp
where p is prime. In this scheme, t < n, 1 ≤ λ ≤ 2t and
µ ≥ t are system parameters. µ ≤ n is assumed. We’ll
discus how to choose these parameters later.

A. Details

The initialization process is as follows. These operations
are done offline by the network manager:

1) Generate the random polynomial h(x, y). The degree
of x and y are 2t and λ, respectively.

2) Generate the random polynomial e(x, y, u). The de-
gree of x, y and u are 2t, λ and µ, respectively and
t ≤ µ ≤ 2t.

3) Let h′(x, y) be a polynomial defined as h′(x, y) =
h(x, y) + e(x, y, 0);

4) Then h(i, y) and e(x, y, i) are predistributed (or sent
by the sink) to group member i. Actually, λ+1 group
members should have e(x, y, i), but for the sake of

fault tolerance, we may distribute to more than λ +
1 members. Note that h(i, y) and e(x, y, i) are one
and two variate polynomials, respectively. They are
the result of evaluation of polynomials h and e for
each group member i.

5) h′(x, y) is kept by the group controller.
The j-th rekeying process (revealing j-th group key, Kj)

is as follows:
1) The group controller sends a request to µ + 1 group

members for sending their shares of e. Note that we’ve
assumed µ ≤ n.

2) They send back e(x, j, i) to the group controller, where
i is the ID of the member. To prevent eavesdropping,
encryption might be used in this step. Shares can be
encrypted with a pairwise key between group member
i and the group controller. In this case, any encryption
scheme might be used. Based on the used encryption
algorithm and key length, group members and the
group controller consume energy for this process.

3) As the group controller receives shares, it follows the
steps:
• The group controller constructs e(x, j, u) by solv-

ing µ+1 (µ+1)-variable linear equations. It then
computes h(x, j) = h′(x, j)− e(x, j, 0).

• Let g(x) = (x− r1)(x− r2)...(x− rw);
Generate a t-degree random polynomial p(x);

• Let q(x) = Kj − p(x).
Broadcast the following message to the group
members:

B = {R}
∪{P (x) = g(x)p(x) + h(x, j)}
∪{Q(x) = g(x)q(x) + h(x, j)}

4) Non-revoked group member i could evaluate polyno-
mials P (x) and Q(x) at point i, and gets P (i) =
g(i)p(i) + h(i, j) and Q(i) = g(i)q(i) + h(i, j).
Since for non-revoked group members g(i) 6= 0,
they can compute p(i) = P (i)−h(i,j)

g(i) and q(i) =
Q(i)−h(i,j)

g(i) . The new group key is Kj = p(i) + q(i).

B. Example

Here’s a simple example of our proposed scheme with
four group members and one group controller. We assumed
t = λ = µ = 2. Figure 1 shows their location. From the
initialization process (See Figure 2), group member i has
h(i, y) and e(x, y, i) and the group controller has h′(x, y).
Assume that in 7th rekeing member 4 is the one to be
removed; That is R = {4}. Group controller asks non-
revoked members to send their shares. Member i sends back
e(x, 7, i) (See Figure 3). As in Figure 4 Group controller
computes the broadcast message B and broadcast it to
all members (See Figure 5). Non-revoked members (i.e.,
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member 1, 2 and 3) can get the new group key K7 while
revoked member 4 cannot (See Figure 6).

�����
��
Group Controller

m1

m2

m3

m4

Figure 1. Location of a group controller and 4 group members

�����
��
h′(x, y)

m1h(1, y), e(x, y, 1)

m2h(2, y), e(x, y, 2)

m3h(3, y), e(x, y, 3)

m4h(4, y), e(x, y, 4)

Figure 2. After initialization process; group member i has h(i, y) and
e(x, y, i) and the group controller has h′(x, y).

C. How to Choose System Parameters

This scheme can handle up to t revocations in one
rekeying event. In order to compromise the whole group,
an adversary should compromise the group controller plus
µ+1 (or more) group members. In order to guarantee t-wise
backward and forward secrecy, t ≤ µ should be considered.

Having larger µ does not straighten backward and forward
secrecy. However it makes it harder for the adversary to
compromise e polynomial. The adversary should capture µ+
1 group members in addition to the group controller.

Group members do not reveal their original share to the
group controller. Instead, they send a session share for that
specific session. Although they send it encrypted, in order
to enhance the security of this scheme, we put a constrain

�����
��
m
?

e(x, 7, 1)

1

m�
e(x, 7, 2)

2

m
6

e(x, 7, 3)

3

}4

Figure 3. 7th rekeying: Group members sending their shares to the group
controller; Member 4 to be revoked; In other word R = {4}

�����
��
Compute h(x, 7) = h′(x, 7)− e(x, 7, u)
Compute B

m1

m2

m3

}4

Figure 4. 7th rekeying: Group controller receives shares and compute
h(x, 7) and the broadcast message B.

�����
��
B

m1

m2

m3

}4

'

&

$

%
Figure 5. 7th rekeying: Group controller broadcast B; Anyone can receive
B.
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�����
��
m1K7

m2K7

m3K7

}4

Figure 6. 7th rekeying: Group members (members 1,2 and 3) can compute
the new group key but revoked member(s) (member 4) cannot get the new
group key since g(4) = 0.

that knowing less than λ + 1 session share of a node
do not provide any information about the original stored
share. Based on the cryptographic algorithm that is used for
sending the shares, 1 ≤ λ ≤ 2t should be chosen.

D. Fault Tolerance

In the proposed scheme, like other schemes where the
group controller is responsible for sending the broadcast
message, the group controller is a single point of failure. In
order to tolerate k failures in the group controller, it could
be possible to have k group controllers (only one of them
is active at a time). But group nodes should be able to trust
k group controllers instead of one.

If h becomes compromised, the whole rekeying mecha-
nism is compromised. In order to tolerate k compromises of
h polynomial, it is possible to have k distinct instances of
the scheme with k group controllers. So each group member
has k personal secrets.

E. Security Analysis

According to Theorem 4, this scheme has t-revocation
capability. It also provides t-wise backward and forward
secrecy.

Theorem 2. h(x, y) is compromised if and only if
1) µ + 1 (or more) shares of e are compromised and

h′(x, y) is also compromised.
2) or 2t+ 1 of group members become compromised.

Proof: Having µ + 1 (or more) shares of e, one can
find the original e(x, y, u) by solving µ+ 1 (µ+ 1)-variable
linear equations. Knowing less than µ + 1 share, e(x, y, u)
could not be constructed. It is clear that h(x, y) could be
constructed if and only if e(x, y, u), and h′(x, y) are also
available.

Table I
MAXIMUM AND MINIMUM AMOUNT OF MEMORY CONSUMPTION IN THE

GROUP CONTROLLER (BYTES). µ = λ = t

t = 2 t = 3 t = 4 t = 5 t = 6

400 812 1440 2332 3536 Minimum
656 1200 1976 3032 4416 Maximum

Table II
MAXIMUM AND MINIMUM AMOUNT OF MEMORY CONSUMPTION IN THE

GROUP MEMBER (BYTES). µ = λ = t

t = 2 t = 3 t = 4 t = 5 t = 6

112 184 272 376 496 Minimum
164 256 364 488 628 Maximum

If 2t+ 1 group members become compromised, actually
2t+1 of h(i, y) are compromised which are enough material
to reconstruct h polynomial.

Theorem 3. This scheme has t-revocation capability. It also
provides t-wise backward and forward secrecy.

Proof: The proof is similar to the proof of Theorem 2.
Note that we have assumed t ≤ µ.

IV. IMPLEMENTATION AND SIMULATION

We have implemented our proposed scheme for TinyOS-
2.1.0 [11]. We installed TinyOS on Ubuntu Linux with
2.6.24-16-server kernel. We have used Avrora (Beta 1.7.10)
[12] to simulate the implemented code. Simulation results
are give bellow.

In our implementation, we have used dynamic memory
allocation for storing polynomials coefficients. Although
this code has been tested on a real MICAz mote [13],
we are not claiming that it is perfectly optimized. Since
the largest integer data type in TinyOS is uint64_t, we
used uint32_t for coefficients in polynomials1. So the
key length is 32 bits. We have also implemented the basic
version of the only published distributed scheme, B-PCGR
[5], using the same computation engine as ours.

A. Memory Usage

To have a better understanding of memory usage of our
implementation, we logged the amount of memory allocated
(malloc()) and freed (free()) for each phase of the
rekeying procedure.

The initially allocated memory (minimum) and the max-
imum amount of allocated memory during execution of
rekeying process in the group controller and a group member
are shown in Table I and II, respectively.

Note that these figures are only the amount of dynamically
allocated memories and does not contain memory usage of
function codes, local variables, etc.

1to be able to have multiplication of two 32-bit integers
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Table III
ENERGY CONSUMPTION OF COMPUTATION IN EACH PHASE OF THE
PROPOSED SCHEME ON A MICA2 MOTE. THE GROUP CONTROLLER

DOES STEP 3 ONCE. µ+ 1 GROUP MEMBERS DO STEP 2. ALL GROUP
MEMBERS DO STEP 4

Step 3 Step 2 Step 4
491.85 µJ 56.6 µJ 129.83 µJ t = λ = µ = 2
861.73 µJ 104.59 µJ 146.63 µJ t = λ = µ = 3
1334.56 µJ 167.32 µJ 163.39 µJ t = λ = µ = 4
1946.38 µJ 244.75 µJ 191.38 µJ t = λ = µ = 5

Table IV
ENERGY CONSUMPTION OF COMPUTATION IN EACH PHASE OF B-PCGR

ON A MICA2 MOTE. COMPUTING SHARES IS DONE IN EACH GROUP
MEMBER µ+ 1 TIMES. EACH GROUP MEMBER COMPUTES K ONCE

Computing the group key Computing shares
272.9 µJ 0.5 µJ t = µ = 2
644.71 µJ 0.62 µJ t = µ = 3

1178.03 µJ 0.79 µJ t = µ = 4
1944.11 µJ 0.99 µJ t = µ = 5

B. Energy Consumption

Although radio communications consume most of the
motes’ energy, energy consumption of computations should
also be considered. We have used Avrora to measure the
energy consumption of computations of each phase of the
rekeying procedure for our proposed scheme as well as B-
PCGR [5] in MICA2 motes.

For this purpose, codes of each phase of the rekeying
process have been run in a for loop for 100 times. The
energy consumption has been measured with and without
running loop and the difference divided by 100 is reported
for the energy consumption of that phase.

Table III and IV demonstrate the measured figures for our
proposed scheme and B-PCGR, respectively. As it is clear,
the most power hungry part of our scheme runs in the group
controller. While each phase of B-PCGR consumes an small
mount of energy, these phases should be run several times.

Figure 7 shows total energy consumption of computations
of our scheme with µ = λ = t and B-PCGR with µ = t
for n = 10. Our scheme consumes less energy compared to
B-PCGR, and the difference becomes more significant for
larger ts.

Figure 8 demonstrates how growth of n affects the total
energy consumption of computations in our scheme with
µ = λ = t = 3 and B-PCGR with µ = t = 3.

C. Computation Time

We have measured computation time of our scheme using
Avrora simulator for MICA2 motes. Table V presents the
results.
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Figure 7. Total energy consumption (µJ) of our proposed scheme and
B-PCGR for n = 10
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Figure 8. Total energy consumption (µJ) of our proposed scheme with
µ = λ = t = 3 and B-PCGR with µ = t = 3

D. Communication Overhead

Table VI and VII shows total size of the payloads that
should be sent in our scheme and B-PCGR, respectively for
n = 10. Figure 9 compares total payload size of the sent
packets in our scheme and B-PCGR for different values of
n.

Table V
COMPUTATION TIME OF OUR IMPLEMENTATION ON A MICA2 MOTE.

THE GROUP CONTROLLER DOES STEP 3 ONCE. µ+ 1 GROUP MEMBERS
DO STEP 2. ALL GROUP MEMBERS DO STEP 4

Step 3 Step 2 Step 4
22.22 ms 2.68 ms 6.39 ms t = λ = µ = 2
39.06 ms 5 ms 7.77 ms t = λ = µ = 3
60.68 ms 8.09 ms 9.48 ms t = λ = µ = 4
88.74 ms 11.98 ms 12.11 ms t = λ = µ = 5
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Table VI
TOTAL PAYLOAD SIZE IN OUR SCHEME

total size share request packet no. share packet no. broadcast message no.
120 Byte = 12 Byte ×1 +20 Byte ×3 +48 Byte ×1 t = λ = µ = 2
196 Byte = 16 Byte ×1 +28 Byte ×4 +68 Byte ×1 t = λ = µ = 3
288 Byte = 20 Byte ×1 +36 Byte ×5 +88 Byte ×1 t = λ = µ = 4
396 Byte = 24 Byte ×1 +44 Byte ×6 +108Byte ×1 t = λ = µ = 5

Table VII
TOTAL PAYLOAD SIZE IN B-PCGR FOR n = 10

total size share request packet no. share packet no.
240 Byte = 12 Byte ×10 +4 Byte ×30 t = µ = 2
320 Byte = 16 Byte ×10 +4 Byte ×40 t = µ = 3
400 Byte = 20 Byte ×10 +4 Byte ×50 t = µ = 4
480 Byte = 24 Byte ×10 +4 Byte ×60 t = µ = 5
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Figure 9. Comparison of total payload size of sent packets in our scheme
and B-PCGR

E. Source Code

The source code is available in
http://ce.sharif.edu/˜nikoonia

V. PERFORMANCE ANALYSIS

In this section, we analytically evaluate the performance
of the proposed scheme. We compare the performance of
our scheme and the only published distributed scheme in
Section VI. In the next sub-sections, we assume a group of
n sensor nodes that do their key management computations
in Fp. Hence, the key size is dlog qe.

A. Communication Cost

In a rekeying event, µ+1 nodes should send their session
share of size (2t+ 1)× dlog qe bit to the group controller;
The group controller computes a broadcast message of size

(w+ 2× (2t+ 1))×dlog qe bits2. In the worst case, w = t.
So in the worst case, the broadcast message size is (5t +
2)× dlog qe bits

B. Computation Overhead

In a rekeying event, µ+ 1 nodes must evaluate e polyno-
mial at an specific point (i.e., j) which has a computation
overhead of O(tλ) modular arithmetic operation.

The group controller has to rebuild e polynomial and
evaluate it for u = 0 from µ + 1 shares using Gaussian
elimination which together requires O(µ2) arithmetic oper-
ation. Computing P (x) and Q(x) for the broadcast message
requires O(t2) modular arithmetic operation.

Finally, group members need to do O(t) modular arith-
metic operation to recover K.

So the computation overhead of a rekeying operation for
the group controller is O(t2 +µ3) and the average computa-
tion overhead for each group member is O(t) + µ+1

n O(tλ).

C. Storage Requirements

The group controller stores h′(x, y) which is (2t + 1) ×
(λ+ 1)×dlog qe bits. Group member i should store h(i, y)
and e(x, y, i) which needs (λ+ 1)× dlog qe and (2t+ 1)×
(λ+ 1)× dlog qe bits, respectively.

VI. COMPARISON

In this section, we conclude our comparison between our
proposal and the only published distributed scheme. Table
VIII provides a comparison between our proposed scheme
and B-PCGR [5]. Note that by the communication overhead,
we mean the number of bits that should be sent and not the
traffics that are forwarded by the nodes due to the routing
process. Both schemes provide t-wise backward and forward
secrecy. They also provide on-demand rekeying.

2We assume dlog qe bit IDs
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Table VIII
COMPARISON OF GROUP REKEYING SCHEMES. L = dlog qe IS THE KEY

SIZE.

Our Scheme B-PCGR [5]
Attacker Model Active Active
On-demand rekeying Yes Yes
t-wise forward secrecy Yes Yes (for µ > t)
t-wise backward secrecy Yes Yes (for µ > t)
System Model Distributed Distributed
Total point-to-point
communication
overhead (bits)

(µ+1)× (2t+1)×L n× (µ+ 1)×L

Broadcast communica-
tion overhead (bits)

(5t+ 2)× L none

Computation overhead
for each nodes

O(t2) + µ+1
n
O(λ2)

Modular arithmetic op-
eration

O(µ3 + (n +
1)× t2) modular
arithmetic opera-
tion

Computation overhead
for the group controller

O(µ3 + t2) Modular
arithmetic

none

Storage overhead for
each node (bits)

(2t+1)× (λ+1)×L (n+1)(t+1)×L

In order to provide these features, B-PCGR needs to have
an underlying IDS with the capability to inform all group
members about the compromised nodes which costs more
complexity of the IDS and more communication overhead.
While in our proposal, only the group controller needs to
have such information.

Our scheme consumes less energy in its computations (see
Section IV-B). It also have lower communication overhead
(see Section IV-D).

VII. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a new distributed group
rekeying scheme which does not require a secure rekeying
server and is based on local collaboration of group members.
We have evaluated analytically the performance and the
security of this scheme.

We have also implemented our proposal for TinyOS and
used Avrora to simulate the compiled binary for MICA2
motes. Energy consumption, memory usage and communi-
cation overhead have been reported. Simulation results show
that comparing to the only published distributed scheme, our
scheme consumes less energy in its computations and has
lower communication overhead.

Most of the group rekeying schemes, including our pro-
posed scheme, rely on one group controller. A failure
in the group controller could damage the whole group.
This problem is not addressed in the literature. Our future
work includes the study of the impact of multiple group
controllers. Choosing the optimum key size in order to
minimize energy consumption of the encryption, decryption
and rekeying processes is another issue that we will study
in our future work.
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Abstract—Application of message-oriented communication in 
business critical systems has to cope with requirements for 
end-to-end intelligence, security, scalability, self-adaptation 
and fault-tolerance. To this extent, the Genetic Message-
Oriented Middleware (GEMOM) European Research Project 
focused on the design and development of a fast-forwarding 
message oriented middleware, endowed with robustness, 
resilience, self-adaptability, and scalability capabilities. This 
paper reports on the design, development and testing results of 
a case study for the GEMOM middleware on highway toll data 
management and collection. The case study has a twofold 
objective: first, it offers a reference scenario that poses 
requirements challenging a specific set of self-healing and 
fault-tolerance GEMOM features and thus providing an 
application scenario suitable for features validation; second, it 
aims at representing a real-world application scenario and 
consequently at providing valuable insights on GEMOM 
exploitability in a specific market sector. 

Keywords-message-oriented middleware; self-healing; fault 
tolerance; toll data management. 

I.  INTRODUCTION 
Message-Oriented Middleware (MOM) systems are 

considered as promising assets for supporting current 
challenges in the enterprise computing landscape [1]. These 
challenges are: the need for increasing support of sense-and-
respond applications (i.e., applications endowed with 
massive sensing, analytics and control capabilities); the 
growing interconnection of enterprise systems over 
geographically distributed wide areas; the need to 
differentiate message traffic according to QoS-aware 
policies. Such challenges stress requirements for end-to-end 
intelligence, security, scalability, self-adaptation and fault-
tolerance. 

One of the most widely adopted approaches to support 
scalability and resilience in messaging infrastructures is 
based on hot standby brokers with instant switch over and no 
data loss. However, once switch-over is performed, usually 
these systems have no means to compensate for the 
reliability loss by automatically finding another source of 
redundancy. Also, they are relatively prone to the incidence 
of feed failures as they often do not take redundant feeds into 
account. It is often said that the existing state-of-the-art 
achieves arbitrary resilience by a brute-force approach. The 

state of the art is often outside of the reach of Small Medium 
Enterprises) (SMEs) and even of large companies. Moreover, 
self-healing is either rudimentary or non-existent, and when 
it is available, it requires high-level skills to be configured 
and managed [2]. 

The European Project for a Genetic Message Oriented 
Middleware (GEMOM [3]) was aimed at addressing the 
above issues, by researching, developing and deploying a 
prototype of a messaging platform endowed with robustness, 
resilience, self-adaptability and scalability capabilities. 

According to their experience in messaging-systems and 
business areas of interest, the GEMOM partners were 
involved in the development of five case studies, with a 
twofold objective: first, each case study offers a reference 
scenario that poses requirements challenging a specific set of 
GEMOM features and thus providing an application scenario 
suitable for GEMOM key features validation; second, each 
case study represents a real-world application scenario and 
consequently provides valuable insights on GEMOM 
exploitability  across a wide set of market sectors.  

This paper reports on preliminary results in the design, 
development and testing of a GEMOM case study on a 
highway toll data management and collection scenario. The 
proposed case study aims at validating GEMOM capability 
in guaranteeing reliable message exchange across highway 
infrastructure nodes against different fault simulation 
scenarios.  

The paper is structured as follows: Section II outlines the 
GEMOM middleware requirements definition, the 
corresponding GEMOM key features and system 
architecture. Section III describes the GEMOM 
experimentation in a toll collection management case study. 
Finally, Section IV sums up conclusions and future research 
directions. 

II. THE GEMOM MIDDLEWARE 
This section briefly introduces the GEMOM middleware 

by first presenting the adopted risk analysis methodology 
and design requirements, and then by describing main 
characteristics of the GEMOM architecture. 

A. Risk Analysis and Requirement Definition 
Risk analysis for the GEMOM infrastructure was derived 

by taking into account the assets of a MOM, the threats that 
may hang over such assets, the vulnerabilities that may be 
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exploited by the attacker and, finally, the impact of a specific 
attack on each asset. 

The main assets under consideration were: end user 
(using an application that exploits the middleware), agent 
(such as applications, probes, effectors), agents acting as 
message publisher and/or subscriber, message sender and 
receiver, brokers, links (primary and backup), paths 
composed of multiple links and, finally, messages and 
message topics defined in the MOM. Such assets were 
assigned a risk level depending on the specific case study 
under consideration within the GEMOM project.  

Other assets were considered as extremely relevant and 
highly-risky for the GEMOM system, being them the 
management layer (hereafter named “Managerial Nodes”) of 
the overall GEMOM infrastructure.  

 Afterwards, the threats that could affect those assets 
were assessed. The value of a threat was estimated by 
considering how often an attacker could perform its attack, 
or how easily it could access the asset. 

Examples of threats that were considered for the 
GEMOM project are message flooding or publishing from 
non-existent or un-authorised brokers, agent nodes 
registration/deregistration via spoofing, and replay attacks 
from malicious nodes. Also threats related to confidentiality 
and integrity corruption in the messaging path were 
considered. Examples of specific threats, that might be more 
relevant for the highway tolling messaging system, could be 
toll-gate power-supply interruptions (due, for instance, to 
flooding or other natural phenomena), as they are likely to 
affect the capability to exchange messages with the central 
toll collection station. Other threats, even if less likely to 
happen, being the network a totally dedicated infrastructure, 
could be related to tolling message tampering and sniffing. 

Vulnerability analysis in the GEMOM infrastructure was 
conceived as a continuous run-time assessment process, 
addressed with a specific tool that can be activated in the 
GEMOM messaging layer. Vulnerability detection and the 

consequent adaptive security policies are out of the scope of 
this paper (details may be found in [2]). Nevertheless, 
common vulnerabilities derived from the OWASP [4] and 
SANS [5] top lists were considered as a first step. 

Once the main assets, threats and vulnerabilities were 
considered for the GEMOM infrastructure, a further step was 
done in order to extend the concept of security risk, 
including also performance and QoS degradation that, as 
much as a security attack, affect the overall system 
performance and, as a consequence, the final quality of the 
delivered service. This wide-sense approach is 
conceptualised in GEMOM in the extended notion of “fault”. 

A fault may be seen as a status-change of a GEMOM 
asset between two different security risk-levels, and/or 
between two different SLAs. For instance, if a message, 
belonging to a guaranteed class-of-service, encounters a path 
with compromised QoS capabilities, which will only offer 
unreliable class-of-service, a corresponding fault may be 
triggered. 

The capability of the GEMOM system to react to (and to 
prevent) these faults is referred to as Fault Tolerance. 

Fault tolerance requirements specify the prevention 
actions that GEMOM should perform in order to avoid the 
fault, as well as the actions that the GEMOM infrastructure 
should launch in order to mitigate the impact of the occurred 
fault, and to establish a new reliable and performing steady 
state. 

The GEMOM requirements gathering process was driven 
also by case study analysis. Table I shows a resume of the 
requirements that were selected for the Highway Tolling 
Data Collection and Management case study with the help of 
the highway operator representatives and their corresponding 
priority level for validation. 

B. Gemom Key Features 
According to the above-mentioned risk analysis and 

requirements definition, the GEMOM infrastructure was 

TABLE I.  GEMOM REQUIREMENTS FOR THE TARGET CASE STUDY 

Requirement Detailed description Priority 

1. Tolerance to 
Connectivity 
failures 

GEMOM shall use traffic engineering techniques at networking layer to be tolerant to links failures. In case 
of detection of compromised connectivity to consumers, GEMOM routing algorithm shall select another 
alternate path (or more, for redundancy and load sharing) to message consumers. 

LOW 

2. Tolerance to 
hardware/software 
faults in nodes 

GEMOM shall keep an updated topology database of the network of brokers, in order to be tolerant to 
failures in one specific node and to be able to fast-switch to other nodes in case of failure.  

HIGH 

3. Self-Healing The system should be able to automatically create new redundancy in case of node faults. If one broker or 
namespace fails and redundant one takes over the function, system’s resilience capabilities are diminished. 
GEMOM should be capable of restoring its resilience and security profiles if resources are available.  

HIGH 

4. No single-point of 
failure 

The communication highway shall not introduce a single point of failure in node to node communication LOW 

5. Sudden 
reconfiguration 

The system should allow for sudden re-configurations of the available resources (such as the allocation of 
more messaging paths to deal with peak traffic rates and resources required under emergency situations) 

LOW 

6. Self-protection GEMOM shall implement load balancing, topic mirroring, and shall be able to implement switchover to 
redundant components, and to spawn new hot standby components 

LOW 

7. JMS API support GEMOM shall offer messaging services to JMS-based client application via proper bridging components HIGH 

8. Plug&play rule 
assisted semantics 

“Plug-and-play rule assisted semantics” refer to the system capability of altering message delivery according 
to application-specific needs. GEMOM shall allow to attach plug and play rules to the exchange of various 
individual topics or groups, and so enhance its handling of exchange of messages with content 
transformation rules, routing or security semantics. 

HIGH 

9. Multiple bindings 
support 

GEMOM shall prove bindings for Java HIGH 
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designed to implement a fast-forwarding message-oriented 
middleware endowed with end-to-end resilience, security, 
scalability and self-adaptation capabilities.  

GEMOM key features, and related research challenges, 
may be listed as follows [2]: a) system scalability in handling 
variable messaging volumes and clients cardinality; b) 
context-aware adaptive security via policy-based 
authorization, authentication and confidentiality techniques; 
c) new techniques and tools for pre-emptive and automated 
checking vulnerabilities to faults, oversights and attacks; d) 
message delivery reliability to message broker mirroring and 
workload distribution techniques; e) extensibility for 
accommodating application-specific requirements (e.g., 
content-based message filtering, JMS API support, message 
traceability). 

Features d) and e) are particularly relevant to this paper, 
as discussed in the following section. For an extensive 
description of the other features, and the discussion of 
GEMOM contribution with respect to the state of the art, for 
the sake of brevity, we refer the reader to [2]. 

Above mentioned GEMOM key features are supported 
by the following specific research contributions: 

• the architecture of an externalized system to support 
resilience and anomaly detection for MOM 
resilience and protection [2] [6]. 

• The design and implementation of a resource 
allocation mechanism for balancing brokers’ 
workload [6]. 

• The integration of a mechanism for anomaly 
detection. Examples of target anomalies are high 
message rates, degradation of broker performance in 
the context of Denial of Service (DoS) and 
anomalous message content [7].  

• Design of adaptive security mechanisms and security 
metrics for a distributed messaging system based on 
threat and vulnerability analysis and security 
requirements [8]. 

C.  GEMOM Architecture 
The GEMOM system architecture was modelled as a set 

of communicating nodes, distinguished into operational and 
managerial nodes.  

The Operational nodes are those responsible for 
executing basic operational tasks according to a specific 
behaviour, and message exchange. Examples include 
Message Brokers and Clients (either message publisher or 
subscribers) and modules providing security and fault 
detection capabilities, i.e., the Authentication and 
Authorization Modules.  

 Managerial nodes are modules that, based on the system 
context awareness, take decisions about possible run-time 
adjustments of Operational nodes behaviour. Examples 
include modules responsible for elaborating adjustments for 
the broker topology and workload (Overlay and Resilience 
Managers) and modules responsible for adapting security 
policies (Adaptive Security Managers).  

Therefore, GEMOM infrastructure can be devised as a 
network of GEMOM brokers (Gbroker) configured, 

protected, monitored and optimised by an overlay of 
Managerial nodes, as sketched in Fig.1. 

A GEMOM Broker is designed in order to keep the 
message routing process as simple and fast as possible. To 
this extent, topic names follow schemes similar to those used 
in variables or class definitions in programming languages, 
while topic values are simply key-value pairs. Message 
brokers and API then add metadata to the stream of routed 
topics. 

Overlay Manager Adaptive Security 
Manager

Resilience 
Manager

Adaptation 
schemes

Adaptation 
schemes Managerial 

Nodes

GEMOM broker

Operational 
Nodes

Context 
Information

Context 
Information

Control 
Information

GEMOM broker

GEMOM broker

 
Figure 1.  GEMOM Architecture 

In addition to this simple messaging layer, the Overlay 
Manager is responsible for a range of functions to improve 
performance and resilience. It is external to the message 
forwarding system and receives data pertaining to security 
and QoS from a range of sensors that monitor the core 
messaging system. It then evaluates such data and performs 
the consequent actions using effectors deployed within the 
Operational Nodes, and the contextual information gathered 
by multiple nodes both at the Managerial and Operational 
Layers (e.g., Adaptive Security Manager, Vulnerability 
assessment tools, Monitoring Tools, Gbrokers collecting 
internal data, etc.).   

In other words, the above actions are triggered by «fault» 
events that are detected by active and passive monitoring the 
QoS and Security parameters, according to specific SLAs. 
When a violation in the committed service guarantees 
occurs, GEMOM must react by executing a suitable series of 
actions. 

Examples of actions suggested by the Overlay Manager 
to the Operational Nodes layer, that are also specifically 
relevant to the requirements described in the previous section 
for the Toll Collection scenario, are: rebalancing existing 
load, adding new GBrokers to the system and re-routing the 
traffic on some namespaces or individual topics. These 
actions are the basic mechanisms for realizing Gemom 
Broker Mirroring and Self-Healing capabilities. 

Operationally, if there is a severe failure in the primary 
Gbroker, then message handling is passed to the mirror, 
which is re-labelled as primary (broker mirroring), and a new 
mirror for the primary found. This mechanism allows to 
automatically re-establish the required resource redundancy 
also after a fault occurrence (self-healing). The same 
happens if the failure is related to a link between two 
Gbrokers, or during a path between publishers and 
subscribers. Note that a failure could also concern the chosen 
QoS SLA profile. The following figure shows how the 
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GEMOM system reacts to a fault through broker switchover 
and how the self-healing capability is achieved by spawning 
a new broker acting as a mirror (Fig.2). 

 

Subscriber

Switchover

XFailure

Spawn New 
Mirror

New Broker 
Mirror

BrokerPublisher

Broker 
Mirror

Replicate

Replicate

 
 

Figure 2.  Broker Mirroring and Self ealing through new broker spawning 
acting as mirror 

III. GEMOM EXPERIMENTATION IN A TOLL COLLECTION 
AND MANAGEMENT SCENARIO 

The GEMOM middleware was conceived, developed, 
deployed and tested within the project lifetime by GEMOM 
partners. 

The research challenges addressed and documented 
within the GEMOM project were experimented by carrying 
out suitable testcases in different real-life scenarios, each 
related to the major expertise of the corresponding GEMOM 
partner.  

In particular, the case study reported in this paper had the 
twofold objective of: a) evaluating how GEMOM message-
oriented infrastructure could be conveniently applied to cope 
with information distribution needs of highway operators b) 
validating a subset of GEMOM features, which were chosen 
according to the case study application requirements. The 
case study was designed with the collaboration of an Italian 
highway operator. More specifically, requirements were 
collected through face-to-face unstructured interviews with 
the operator representatives. 

From these interviews it emerged that Toll collection 
management is an application scenario that is strategically 
relevant to the highway operator’s purposes as well as 
potentially challenging for GEMOM validation. As a matter 
of fact, as already argued by Clark et al. [4], a wide-scale 
tolling system should cope with several requirements, 
including system reliability and availability, which are 
strongly required as money is involved. 

Toll collection and management deals with the tools, 
techniques and processes involved in collecting revenue 

from a vehicle user for the use of road-space through road-
use pricing [9].  

Toll messages represent a significant volume of data 
exchanged within the target highway operator network as 
well as with external information systems of neighbour 
highway operators. 

These issues motivate the need for a uniform, reliable, 
self-optimising, well-structured, extensible architecture for 
application-level communication and integration. Moreover, 
a uniform approach for data exchange based on message-
oriented paradigm may facilitate the adoption of efficient and 
cost-effective system maintenance strategies. 

A basic representation of a toll data collection system 
includes the following entities:  

Highway Toll Central System. This system collects toll 
data from the infrastructure and performs toll data archiving, 
validation and processing for end users’ accounting and 
monetary compensation with external operators. 

Station Systems. Highway Stations may group lanes of 
both types: manual  (i.e., with on-site payment) and 
electronic lanes. 

Electronic Lanes. Electronic Lanes are equipped with 
RFID readers and sensing devices. This infrastructure is used 
to detect the transit of a vehicle equipped with an RFID 
transponder. The transit event (both in entrance and in exit) 
triggers the generation of a message (Electronic Toll 
message) which is sent to the Highway Toll Central System. 

Manual Lanes. Entrance manual lanes provide drivers 
with a paper-based token registering the vehicle transit 
details. At destination, the driver shows the token at the exit 
lane. The lane system calculates the road fare, depending on 
the adopted pricing models, and the driver pays on-site. For 
each entrance and exit event, a message is created by the lane 
system and sent to the Highway toll central system. Updates 
on tolling policies are notified to Lanes via messages 
delivered by the Highway Toll Central System. 

External toll systems. A target Highway Toll Central 
System should interact also with Toll Systems of external 
operators (e.g., for monetary compensation). Exchanged data 
include aggregated electronic toll messages and tolling 
policies update. 

The case study scenario focuses on the distribution of 
two message types:  

a) automatic toll payment data, which are data collected 
at toll lanes and transmitted periodically to the central 
control room for performing billing operations. Message size 
is limited. Data loss is not tolerated, while timing constraints 
are not hard real-time (Many-to-One message delivery). 

b) tolling policy update records: update of tolling policy 
is performed once in a while and have to be communicated 
to all the peripheral nodes (i.e., toll lanes and stations) within 
a limited time interval. The system does not tolerate data 
loss. As regards timing constraints, the system is not 
specifically sensitive to single message delays. (One-to-
Many message delivery) 
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These data represent a strategic and relevant information 

asset for a highway operator and no information loss is 
tolerated.  

This case study is thus particularly significant for testing 
GEMOM messaging service’s continuous availability and 
robustness achieved via mirroring and self-healing features. 
As a matter of fact, GEMOM structural replication 
capabilities (self-healing) should assure robustness of the 
messaging infrastructure even under high volumes of traffic. 

Moreover, in order to enable the interoperation of the 
GEMOM capabilities in the target operator technological 
environment, where Java-based standard and enterprise 
technologies are widely adopted, the case study exploits also 
the developed full-fledged java bindings to GEMOM C++ 
native interfaces. In order to facilitate interoperation with 
widely-diffused commercial messaging platforms, the case 
study architecture is based on the adoption of a component 
providing GEMOM-to-JMS bridging capabilities, as Java 
Message Service (JMS) [10] is a wide adopted specification 
for messaging services API. 

A.  Case Study Architecture 
The case study architecture is composed of the following 

functional components: 
• Application clients that publish/subscribe for toll and 

tolling policies data. Clients have been developed against 
JMS messaging interfaces.   

• a JMS-GEMOM bridge, interfacing a JMS bus with 
GEMOM. The JMS-GEMOM bridge is responsible for 
transmission/receipt of messages over GEMOM. 
Bridging has been realized by mapping JMS topics onto 
GEMOM ones. 

• A network of GEMOM brokers responsible for message 
exchange. 

 

Applications clients are configured in order to simulate 
the behaviour of toll stations and the Service Centre. Toll 
station clients are spread on a set of virtual machines to 
resemble the highway operator physical wide area network. 
They may be configured in order to act as message producers 
(to simulate the delivery of electronic toll message) and as 
message consumers (to simulate the reception of tolling 
policy updates). Analogously, the Service Centre has been 
modelled as a JMS client capable of listening for toll data 
coming as JMS messages transferred by GEMOM and 
sending tolling policy updates. 

Toll station clients simulate the production of Electronic 
Lane messages over a target time period and deliver the 
produced messages to the messaging system. Each toll 
station client may be configured in order to simulate 
different message traffic scenarios, resembling real-life 
message passing statistics during ordinary days. Toll gate 
working time is divided into time intervals whose starting 
time and duration can be configured; toll gate data are 
generated for each time interval according to Poisson 
distributions with different average values in order to 
simulate traffic flow at different hours over a day. It is 
possible to configure on each host the number of gates that 
have to be simulated and the desired message distribution 
over a target time interval.  

The Service Centre simulates the generation of tolling 
policy updates. According to real practices, this event may 
be modelled as a one-shot event. Analogously to Toll station 
clients, the message generation process may be defined in a 
configuration file. 

Figure 3 shows the proposed case study configuration for 
simulating the behaviour of the Highway Infrastructure toll 
stations network.  

 
Figure 3. Case Study Architecture 
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The toll station clients are grouped in set of toll stations 
clouds. Each toll station cloud represents the traffic to/from 
toll stations covering a specific geographical area. According 
to the characteristics of the target highway operator network, 
the case study will include at least three toll station clouds, 
one for each of devised geographical areas (north-, central, 
south Italy). To each area we can assign a given number of 
toll gates and/or toll stations, in order to reach an order of 
magnitude comparable to that of the real highway operator 
network.  

As depicted in the figure, the application clients deliver 
and consume messages to/from a JMS MOM (i.e., Apache 
ActiveMQ). Messages are transferred to GEMOM network 
via the GEMOMtoJMS Bridge.  

The GEMOM Broker Network is composed of a variable 
set of GEMOM Broker Agents and an Overlay Manager 
component is responsible for the overall network 
management and adaptation, as described in Section II.C. 

B. Testing activities and results 
The scenario analysis was carried out in collaboration 

with the Highway Infrastructure representatives. Details 
provided by the Highway Infrastructure on the current 
approach for message transfer handling and on typical 
message volumes have driven the design of the case study 
architecture and the configuration of the overall system for 
the demonstration activities. 

Given the above-mentioned flexible configuration 
capabilities of the implemented case study, we were able to 
simulate different traffic scenarios by varying message size 
and number of toll gates involved, according to statistics data 
and requirements gathered during the meetings with the 
Highway Infrastructure representatives. 

According to the risk and requirement analysis derived in 
Section III and to the architecture specification described 
above, the case study had the objective of functionally 
validating the following GEMOM capabilities:  
1. offering a reliable messaging service via broker 

mirroring techniques (see req. 2 in Table I).  
2. readjusting the structure of running nodes in order create 

new redundancy in response to failure-type events (req. 
3 in Table I), as depicted in Fig. 2.  

3. allowing clients to subscribe to topics and specify 
transformation rules (e.g., encoded in an XSLT file) in 
order to receive filtered/aggregated data (see req. 8 in 
Table I). 

4. offering messaging services to JMS-compliant Java-
based clients via proper bridging components (req. 7 and 
8 in Table I).  

For each toll station cloud, 150 toll lane clients were 
instantiated. We deployed a network of three brokers, as it is 
the minimum number of broker required to support GEMOM 
mirroring and self-healing features. Each machine was 
deployed on a separate host. All components were on the 
same LAN network. 

We defined a set of test cases in order to test the system 
in different working conditions. Test cases are defined by 

varying the toll station clients configuration in order to 
resemble real-life road traffic scenarios. 

A low-traffic scenario models the nightly traffic (with an 
average of 100 message per hour produced by single lane 
clients). 

A medium-traffic scenario models the average traffic on 
an ordinary working day (four millions of messages per day). 

Finally, a third scenario is defined in order to stress the 
system in a heavy traffic scenarios (even if unlikely to occur 
in real-life scenarios) characterized by an average of 1000 
messages per hour produced by each lane client.Moreover, a 
set of messages related to price list updates were sent once 
for each test case  in the opposite direction (from the Service 
Center to lane clients).  

For each target GEMOM features (see list above), we ran 
each test case ten times. Table II summarizes the outcomes 
of the functional tests that were carried out in the testbed, 
with the corresponding most relevant issues and comments, 
representing the lessons learned from the experimental 
validation, and, hence, a sort of todolist for the next steps of 
the research activity. 

Vertical and horizontal scalability were systematically  
tested in other GEMOM case studies [11].  

For what concerns the testcase presented in this paper, 
the overall percentage of correctly received messages was 
99,5%, while GEMOM highest measured throughput was 
5000 msg/sec. 

IV. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS 
This paper reported on the design, development and 

testing results of a case study aiming at validating a set of 
GEMOM middleware features in a highway toll data 
management and collection scenario. In order to cope with 
the application scenario requirements, this work was mainly 
focused on the experimentation of mirroring and self-healing 
capabilities of the GEMOM system. We also tested 
interoperability with JMS API and the capability of 
configuring content transformation rules. 

With respect to the related work on the GEMOM project, 
the remaining set of GEMOM features (e.g., adaptive 
security and authorization), were specifically addressed 
within the project lifetime in other case studies [11][12]. 

With respect to the related work in evaluation 
frameworks for MOM dependability and QoS  [1] 
[7][13][14], this paper was based on requirements gathered 
from industry experts of highway infrastructures, where 
secure and reliable MOMs can be effectively applied, and it 
aimed at validating such requirements by means of 
experimental tests. However, given the mission-critical 
profile of the considered Highway operator infrastructure, it 
was not feasible – during the project lifetime - to validate the 
GEMOM middleware directly into the real operating 
messaging network. Further investigations could be focused 
on the deployment of GEMOM modules (especially those 
related to reliability and self-healing) into subsets of the real 
Highway Infrastructure and on testing and validation 
activities in more complex scenarios. 
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TABLE II.  CASE STUDY TESTING RESULTS 

GEMOM Feature Test Description Issues/Comments 
Broker mirroring At least two GEMOM brokers are running. 

Broker A is a master broker and Broker B is 
a mirror broker for a group of topics. After a 
blocking fault in Broker A was caused, we 
observed that messages have continued to 
flow from publishers to subscribers with no 
data loss, while the OverlayManager has 
correctly reported the re-instantiation of the 
Broker A 

We simulated faults in a master broker by killing the corresponding 
process. Future tests could include the simulation of different faults (e.g., 
Distributed DoS, faults related to performance degradation). 
 

Self Healing through 
broker spawning 

The objective of the trial consisted in 
verifying that in case of failure of a master 
broker, the mirror broker will act as a 
master broker and a new mirror broker is 
spawned. We checked that messages 
continued to flow from publishers to 
subscribers.  

This test was performed with a GEMOM network made by up to four 
brokers. Future test could be performed by increasing the GEMOM broker 
network size. 

Plug-and-play rule assisted 
semantics 

Toll station clients subscribe to the Price 
Listing topic and specify an XSLT 
transformation script file in order to receive 
transformed data. We checked that 
transformed messages were correctly 
received (via XML Schema validation). 

Future tests could simulate the exchange of price listings with external 
operators’ systems. 

JMS API Support and Java 
bindings 

The trialling activities verified that the 
message traffic is correctly handled by a 
system deployment made of the Java client 
applications compliant with the JMS API, 
the GemomToJMS bridging component and 
the GEMOM broker network (Fig. 4) 

At present the GemomToJMS bridging component has been tested with the 
ActiveMQ messaging system.  
First testing iterations were useful to find bugs in the first releases of the 
Java-binding implementation. 
Future tests could include alternative JMS-compliant MOMs. 
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Abstract— Security problems that plague network services 

today are increasing at a dramatic pace especially with the 

continuous improvement of network transmission rates and 

the total amount of data exchanged. This translates not only 

into more incidents but also to new types of attacks with 

network incidents becoming more and more frequent. A 

significant part of the attacks occur at Top Level Domains 

(TLD) who have the task of ensuring the correct functioning of 

Domain Name System (DNS) zones. In this article we discuss a 

solution developed and tested at FCCN (Foundation for 

National Scientific Computing), the TLD manager for the .PT 

domain. The system consists of a series of network sensors that 

monitor the network in real-time and can dynamically detect, 

prevent, or limit the scope of the attempted intrusions or other 

types of attacks to the DNS service, thus improving its global 

availability. 

Keywords—DNS; security; intrusion detection system; real-time; 

monitoring. 

I.  INTRODUCTION 

DNS is a critical application for the reliable and 
trustworthy operation of the Internet. DNS servers assume a 
pivotal role in the normal functioning of Internet Protocol 
(IP) networks today and any disturbance to their normal 
operation can have a dramatic impact on the service they 
provide and on the global Internet. Although based on a 
small set of basic rules, stored in files, and distributed 
hierarchically, the DNS service has evolved into a very 
complex and, at the same time, very vulnerable system [1].  
According to recent studies [2], there are nearly 11.7 

million public DNS servers on the Internet. It is estimated 
that nearly 52% of them, due to improper configuration, 
allow arbitrary queries (thus allowing denial of service 
attacks or “poisoning” of the cache). About 31.1% of the 
servers also allow for the transfer of their DNS zones.  
There are still nearly 33% of situations where the 

authoritative nameservers of an area are on the same 
network, which facilitates Denial of Service (DOS), a 
frequent attack to the DNS.  
Furthermore, the types of attacks targeting the DNS are 

becoming more sophisticated, making them more difficult to 
detect and control in real-time. Examples are the attacks by 

Fast Flux (ability to quickly move the DNS information 
about the domain to delay or evade detection) and its recent 
evolution to Double Flux.  
One of these attacks is the conficker [3] worm, first 

appeared on October 2008, but also known as Code Red, 
Blaster, Sasser and SQL Slammer.  
Every type of computer, using a Microsoft Operating 

System can potentially be infected. Attempts to estimate the 
populations of conficker have lead to different figures but all 
these estimates exceed millions of personal computers. 
Conficker made use of domain names instead of IP address 
in order to make its attack networks resilient against 
detection and takedown.  
The ICANN (Internet Corporation for Assigned Names 

and Numbers) created a list containing the domains that 
could be used in each TLD in such attacks to simplify the 
work of identifying attacked domains.  
A central aspect of the security system that we propose 

and have implemented is the ability to statistically collect 
useful data about network traffic for a DNS resolver and use 
it to identify classes of harmful traffic to the normal 
operation of the DNS infrastructure.  
In addition to collecting data, the system can take 

protective actions by detecting trends and patterns in the 
traffic data that might suggest a new type of attack or simply 
to record important parameters to help improve the 
performance of the overall DNS system.  
The fact that the DNS is based on an autonomous 

database, distributed by hierarchy, means that whatever 
solution we use to monitor, it must respect this topology.  
In this paper, we propose a distributed system using a 

network of sensors, which operate in conjunction with the 
DNS servers of one or more TLDs, monitoring in real-time 
the data that passes through them and taking actions when 
considered adequate.  
The ability to perform real-time analysis is crucial in the 

DNS area since it may be necessary to immediately act in 
case of abuse or attack, by blocking a particular access and 
notifying other cooperating sensors on the origin of the 
problem, since several types of attacks may be directed to 
other DNS components.  
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The use of a Firewall solution, whose triggering rules are 
dynamically generated by the network sensors, is a 
fundamental component of the system. This way we can 
filter attacking systems efficiently and return to the initial 
status when the potential threat has ceased to exist. 
With this approach we aim to guarantee an autonomous 

functioning of the platform without the need of human 
intervention.  
The use of network alarms can also help in monitoring 

the correct functioning of the whole solution. Special care 
has been taken to minimize the detection of false positives 
and false negatives.  
The remaining of the paper is structured as follows: 

Section II provides information regarding related work. 
Section III introduces our proposed methodology. In section 
IV, we describe the solution. Section V presents a case study 
used to validate the solution. In Section VI, the results 
gathered in the case study are analyzed. Section VII 
describes the process of evaluation and treatment of false 
positives and negatives. Finally, Section VIII presents some 
conclusions and directions for further work. 

II. RELATED WORK 

One of the first attempts in this area was a tool called 
sqldjbdns developed by Guenter and Kolar [4]. Their 
proposal uses a modified version of the traditional BIND [5] 
working together with a Structured Query Language (SQL) 
version inside a Relational database management system 
(RDBMS). For DNS clients, this solution is transparent and 
there is no difference from classic BIND. 
Zdrnja presented a system for Security Monitoring of 

DNS traffic [6], using network sensors without interfering 
with the DNS servers to be monitored. This is a transparent 
solution that does not compromise the high availability 
needed for the DNS service. 
Vixie proposed a DNS traffic capture utility called, 

DNSCap [7]. This tool is able to produce binary data using 
pcap format, either on standard output or in successive dump 
files. The application is similar to tcpdump [8] – command 
line tool for monitoring network traffic, and has finer grained 
packet recognition tailored for DNS transactions and 
protocol options, allowing for instance to see the full DNS 
message when tcpdump only shows a one-line summary.  
Another tool available is DSC - DNS Statistics Collector 

[9]. DSC is an application for collecting and analyzing 
statistics from busy DNS servers. Major features include the 
ability to parse, summarize and search inside DNS queries 
detail. All data is stored in an SQL database. This tool, can 
work inside a DNS server or in another server that "captures" 
bi-directional traffic for a DNS node. 
Kristoff also proposed an automated incident response 

system using BIND query logs [10]. This particular system, 
besides the common statistical analysis, also provides 
information regarding the kind of consultations operated. All 
information is available through the Web based portal. Each 
security incident can result in port deactivation. 

III. METHODOLOGY 

A. Architecture  

The architecture of the system that we developed aims to 
improve the security, performance and efficiency of the DNS 
protocol, removing all unwanted traffic and reinforcing the 
resilience of a Top Level Domain. We propose an 
architecture comprising an integrated protection of multiple 
DNS servers, working together with several network sensors 
that apply live rules to a dedicated firewall, acting as a traffic 
shaping element. 
Sensors carefully located in the network monitor all the 

traffic going to the DNS infrastructure, identify potentially 
harmful traffic using a algorithm that we have developed and 
tested and use this information to isolate traffic that has been 
identified as a security threat.  
Several networks sensor monitor different parts of the 

infrastructure and exchange information related to security 
attacks. In this way, as shown in Fig. 1, it should also be 
possible to exchange critical security information between 
the sensors. In addition to an increase in performance, this 
operation should prevent an attack on a server from a source, 
identified by another sensor as malicious. This scenario is 
relevant since some kinds of attacks are directed to several 
components of the DNS infrastructure.   

 

 

 
 

 
 

 
 

 

 

 
 

 

 
 

 
 

 
 

 

 
 

 

 
 

Figure1. Diagram of the desired solution 

 

B. Heuristic  

One of the crucial parts of our work is the algorithm to 
identify traffic potentially harmful to the DNS. In order to 
implement the stated hypothesis in the architecture and keep 
the DNS protocol as efficient as possible, it is necessary to 
apply a heuristic, which in real time, evaluates all the 
information collected from different sources and applies 
convenient weights to each component and act accordingly. 
The components that we have chosen to have impact in 

the security incidents of DNS are: the number of 
occurrences, analysis of type of queries been made, the 
amount of time between occurrences, the number of probes 
affected and information reported from intrusion detection 
systems. 
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Our system uses the following formula to evaluate a 
parameter that measures the likelihood of the occurrence of a 
security incident: 
 

20,025,015,02,02,0)( ⋅+⋅+⋅+⋅+⋅= INGCOxf  
 
 
The following factors are considered: 

 

• Occurrences (O) - Represents the number of times 

(instances) that a given source was blocked weighted 

according to the factors indicated in Table I. 

TABLE I – CONTRIBUTION OF THE NUMBER OF OCCURRENCES OF A 

SOURCE IN MALICIOUS HEURISTIC 

Occurrences Weight 

1 25% 

2 50% 

3 75% 

4 or more 100% 
 

• Analysis (C) - Real-time evaluation of the deviation 

of the values observed relatively to the average 

recorded, based on the criteria and weights identified 

in Table II. 

TABLE II  –  CONTRIBUTION OF EVENTS TYPIFIED AS POTENTIALLY 

MALICIOUS ACCORDING TO THE HEURISTIC 

Event Weight 

Entire zone transfer attempt (AXFR) 100% 

Partial transfer zone attempt (IXFR) 50% 

Incorrect query volume, 50 to 75% on 

average per source 

75% 

Incorrect query volume exceeding 75% 100% 

Query volume, up 50%, the average 

number of access by origin 

50% 

 

Note that the estimates apply the moving average, for the 
determination of reference values, given the continuous 
collection of data. 
 

• Time between occurrences (G) - time since last 

occurrence of a given event, distributed with the 

weights indicated below. 

 TABLE III – WEIGHT OF DIFFERENT TIME BETWEEN EACH OCCURRENCE 

Time Weight 

Less than 1 Minute 100% 

Less than 1 Hour 75% 

Less than 1 Day 50% 

Less than 1 Week 25% 

• Incidence (N) - Number of probes that report blocks 

in the same source. 

For the calculation, we use the expression: 

 N=
AttackedSensorsSensorsTotal _#_#

1

−

 

• Intrusion Detection Systems (I) - We considered the 

use of the Snort platform, a free tool that recognizes 

a large number of signatures of security incidents 

related to the DNS service. 

TABLE IV – INTERCONNECTION WITH TEMPORAL DATA GATHERED FROM 

INTRUSION DETECTION SYSTEMS 

Metric:  Common Vulnerability Scoring 

System (CVSS) 

Weight 

Low level 34% 

Middle level 67% 

High level 100% 

 
An activation of a rule in the Firewall will require: 
1. The formula above has a value equal to or 
greater than 0.25; 

2. The combination of two or more criteria of the 

formula. 

Exception: when receiving information from all 

the other sensors, in which case a single 

criterium is sufficient; 

3. That the source is not in the White List, that 

contains privileged sources that should never be 

blocked.  

In this way we avoid compromising the Internet 

service, considering the key role played by 

DNS, the White List protects key addresses 

from being blocked in case of false positives 

events. 

This list is created from a record of trusted 

sources, allowing all addresses listed here to be 

protected from being added to the Firewall 

rules.  

One example is the list of internal addresses, 

and the DNS servers of ISPs. 
 
On the opposite side, the removal of a rule in the firewall 

will require the following assumptions to occur 
simultaneously: 
 

1. Exceeded the quarantine period, based on the 
parameters in use; 

2. The expression of activation (heuristic) no 
longer checks the referenced source. 
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IV. PROPOSED SOLUTION 

A. Diagram 

As shown in Fig. 2, this solution is based on a network of 
sensor engines that analyze all traffic flowing into the DNS 
server in the form of valid or invalid queries, process the 
information received from other probes and issue restrictions 
for specific network addresses. In case an abnormal behavior 
is detected or there is suspicious behavior from a certain 
network address, it will be blocked in the firewall and the 
other probes notified so they can act accordingly. The system 
can also calculate the response time for each operation to 
evaluate the performance of the server. 

 
Figure 2.Block Diagram of proposed solution 

For each rule inserted in the sensor firewall, there will be 
a period of quarantine and, at the end of this time, the sensor 
will evaluate the behavior of that source, to decide the 
needed to remove or keep that rule enabled, as shown in 
Fig. 2. 

 

B. Network data flow 

According to our design, all data that flows through the 

probe heading for the DNS server is treated according to a 

standard set of global firewall rules, followed by specific 

local rules regarding to the addresses that are being blocked 

in real time. The queries are then delivered to the parser to be 

analyzed and stored in the RDBMS. At the top is the system 

of alarms and the Web portal. 

All information collected is stored in a database 

implemented in MySQL [11]. Taking into consideration the 

need to optimize the performance of the queries and to 

reduce the volume of information stored, the data is divided 

into a number of different tables. 

The conversion of the IP address of source and 

destination (DNS server) into an integer format, has allowed 

for much more efficient data storage, and a significant 

improvement in the overall performance of the solution. 

The information regarding all queries made, is stored 

daily into a log, and kept available during the next 30 days.  

Two tables containing the set of rules that are 

dynamically applied – add or removed, based on situations 

that have been triggered - control the correct operation of the 

firewall. For auditing purposes every action is registered. 

The information required for auditing and statistical tasks 

never expires. 

C. Statistical analysis and performance evaluation 

The statistical information collected and stored in the 

database has a significant amount of detail. It is possible, for 

example, to calculate, for each sensor, the evolution of 

queries per unit of time (hour, day, etc) badly formatted 

requests, DNS queries of rare types and determine the 

sources that produce the larger number of consultations. It is 

also possible to see the standard deviation of a given measure 

so we can relate it to that is seen with the other hits [14]. 

The performance of the DNS protocol responses is 

permanently measured, regarding the response time per 

request. Data is constantly registered and an alarm is raised 

in case normal response times are exceeded. 

V. CASE STUDY 

Our proposal have been under development since 

September 2006 at FCCN – who has the responsibility to 

manage, register and maintain the domains under the .PT 

TLD. 

  

Figure 3.Working Sensors coupled with DNS servers 
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At present time, there are two sensors running, one at the 

primary DNS and another working together with a secondary 

DNS server. 

The network analyzer is tshark [15], and the firewall used 

is IPFilter [12]. The real time parser was programmed in 

Java, collecting the information received from the tshark. 

The Web server is running Apache with PHP.  

Regarding the Xmpp server [13], we choose the Jive 

messenger platform.  

All modules are integrated together. 

The entire sensor solution, as described above, as well as 

the web platform we developed is on-line from the 1
st
 of 

January 2007, and the data from the various agents is being 

collected from the 10
th
 of May 2008. 

 

VI. RESULTS 

 
We present here the results of 12 months of data 

collection (between 1st of May 2010 and 1st May 2011). The 

Average number of requests to the primary DNS server is up 

to 14,459,356 per day (167 per sec.). 

The performance of the data analysis program is above 

1240 requests processed per sec. (filtered, validated and 

inserted in the database). 

Using the data collected by the sensors, during this time 

period, we were able to:  

 

• Collect useful statistical information. E.g., daily 

statistics by type of DNS protocol registers accessed 

(Fig. 4). 

 

 
 

Figure 4. Statistical analysis by type of records accessed 
 

• Detect examples of abnormal use (that are not 

security incidents). For example we were able to 

detect that a given IP was using the primary .PT 

DNS server as location resolver.  

The number of queries made was excessive when 

compared with the average value per source, 

reaching values close to some Internet Service 

Providers that operate under the .PT domain. 

• Detect situations of abuse, including denial of service 

attacks, with the execution of massive queries. In last 

12 months of analysis there are 17 DOS attacks 

triggered.  

They were instantly blocked, and addresses placed in 

quarantine (Table V). 

TABLE V. EXAMPLES WHEN THE SENSOR DETECTED SITUATIONS THAT 

REQUIRED THE FIREWALL RULES TO CHANGE. 

Source  

Address 

Date / Time Operation Sensor 

xx.xx.200.35 2011-07-12 

01:03:12 

Add rule xx.xx.21.62 

xx.xx.17.212 2011-07-12 

03:25:19 

Remove rule xx.xx.32.63 

xx.xx.117.51 2011-07-13 

01:23:17 

Add rule xx.xx.21.62 

xx.xx.94.139 2011-07-13 

02:27:11 

Add rule xx.xx.31.63 

xx.xx.13.231 2011-07-14 

03:42:52 

Remove rule xx.xx.21.62 

 

• Improve DNS protocol performance repairing 

situations of inefficient parameterization of the DNS 

server.  

On the DNS server side, considering the capacity of 

the probe to determine the processing time for each 

consultation, it is possible to detect cases of 

excessive delay, which was later confirmed to 

coincide with of moments of zone update. 

 

Considering the daily progress of DNS queries, before 

and after applying shaping heuristic to the protocol we obtain 

an improvement between values of 5.3% (minimum) and 

19.4% (maximum). 

 

VII. REDUCING FALSE POSITIVES AND FALSE NEGATIVES  

For the treatment of false positives and negatives, it is 

important to evaluate the results obtained with each of the 

components in separate – from intrusion detection solution 

and the solution proposed in the hypothesis presented here, 

and after evaluating the results that accrue from the 

application of heuristic indicated above. 

 It is inevitable given the occurrence of false positives - 

Type I error (when events are identified as security incidents 

that do not correspond to real situations) as well as false 

negatives – Type II error (when there are security incidents 

that are not detected by the solution in use). 

And such an occurrence is the case both in traditional IDS 

solution - in this case the SNORT, as in the methodology 

implemented here in the form of prototype with the DNS 

server at . PT (Country-code top-level domain designed for 

Portugal). 

 The way to mitigate such situations is to combine the 

values obtained by both mechanisms, thus seeking an end 

result, as close to reality as possible, as identified in Table 6. 
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TABLE VI  – ORIGINAL DECISION VS MID-TERM REVIEW 

Original decision  

(intrusion detection system) 

Mid-term review 

True positive Correct 

False Positive Type I error 

True Negative Correct 

False Negative Type II error 

 

TABLE VII  – DECISION WITH VS WITHOUT THE METHODOLOGY 

Original 

decision  

Decision  

without the 

methodology 

Decision  

with the 

methodology 

True positive Accept 

Reject 

Correct 

Type II Error 

False Positive Accept 

Reject 

Type I Error 

Correct 

True Negative Accept 

Reject 

Correct 

Type I Error 

False Negative Accept 

Reject 

Type II Error 

Correct 

 

The analysis of the data obtained for a period of 12 

months, demonstrated a reduction in 21% of false positives 

identified by the IDS solution when operated in isolation. 

The identification of type II errors is now possible in 8% of 

cases, which previously went unnoticed. 

 Given the mutual dependence on heuristic established 

between the two data sources - IDS and the proposed 

platform, we cannot verify the occurrence of false positives 

as a result of implementation of the method proposed here. It 

is, however, possible that false negatives that arise due to 

situations considered in the IDS solution, can be canceled 

later in the final assessment. 

 In any case, considering the relevance of the DNS service 

on the proper operation of the Internet, the disruption caused 

by a blockage of a given origin and the fact that there is no 

absolute certainty that this is a clear case of a security 

incident, makes it preferable, in this particular case, to allow 

the occurrence of a controlled number of false negatives 

VIII. CONCLUSION AND FUTURE WORK 

The solution presented here builds upon the existing 

solutions that collect statistical information regarding DNS 

services, by adding the ability to detect and control security 

incidents in real time. It also adds the advantage of operating 

in a distributed way, allowing the exchange of information 

between cooperating probes, and the reinforcement of its 

own security, even before it is threatened. 

In order to improve the ability to detect abnormal 

behaviors patterns, the solution can be evaluated using a data 

mining approach.  

Currently, the solution presented does not allow the 

processing of addresses in the IPv6 format. The technical 

aspects that led to this situation are linked to the need to 

optimize the performance of the data recorder application 

making it possible to store the data from all consultations. 

Nevertheless, all queries made to IPv6 addresses are 

contained in this solution (AAAA types).  

We are also working on extending the data correlation 

capabilities of the system by adding information collected 

from other sources (intrusion detection systems for instance). 

We anticipate that this could be a valuable approach to 

reduce considerably the number of false positives and 

negatives [16]. 
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Abstract—The paper presents and evalutes one of the
most important aspects in an information and communication
technology system that is to preserve the information from
any attacks trying to ensure the protection of data while
maintaining quality of service, confidentiality, availability and
integrity. In recent years, the process towards convergence
has been devoloped to take into account several evolving
trends and new challenges. Most of this is about security. New
security issues make it necessary to analyse and manage the
safety of the information and communication systems. Thus,
an economic investment can not ignore the technical evaluation
of the system, vulnerabilities analysis, threats taxonomy, and
the estimate of expected risk, in order to ensure proper coun-
termeasures to limit the technological and economic damage
over time. Risk analysis involves the technical, human and
economic aspects, to guide strategy of investment. Following a
bio-inspired approach, this analysis requires knowledge of the
failure time distribution and survivor analysis to estimate risk.
With this paper, we propose a step-by-step analysis based on
bio-inspired models, showing and validating that the risk in
the absence of explanatory variables that influence the impact
of threats, and neglecting the possible relationships between
them, does not change shape.

Keywords-ICT; Security; Survivor Analysis; Bio-Inspired;
VoIP.

I. INTRODUCTION

Information and Communication Technology (ICT) is the
set of technologies to develop, communicate and share
information through digital mean ICT represents the design,
development, implementation, support and management of
information systems through the use of telecommunications
systems. The ICT links two components, the information
technology (IT) with the Communication Technology (CT),
and at the same time it is an essential resource in modern or-
ganizations, within which it becomes increasingly important
to be manage to operate quickly and efficiently the use of
data and the increasing volume of information. Information
is defined in [1][7][8], as an important business asset, that
can exist in many forms. Information can be managed,
manipulate to be available to the users at any time. Then, we
must take note of the means available to analyze the risk and
issues to information security. In many processes the security
risk has recently gained in significance. Risk analysis is im-

portant such as the planning phase of the information system
architecture. The objective is to protect the infrastructure,
and information from attacks that can compromise the safety
requirements, such as confidentiality, integrity and availabil-
ity. In recent years, technological evolution is faced with the
problem of security methodologies that propose remedial
actions, and not with estimates and analysis to assess the
expected risk. From the Internet network to the future next
generation network (NGN), switching to new concepts such
as opportunistic communication networks and green, these
networks arise from the interaction and the strong conceptual
link that exists between the world of technological networks
and biological networks. Many devices are now mobile
and autonomous and must adapt to its surroundings in a
distributed way, even in the absence of coordination central
unit. In literature, there are many approaches and models
inspired by biological processes as a strategy to design and
manage modern networks. Many of these, however, focused
only in certain areas. With this paper, we want to address the
risk issue of a generic communication system such as voice
over IP (VoIP), inspired by bio-inspired models, and making
use of survivor analysis. We want to demonstrate, through
case study and evaluation of the main threats facing it, that
risk is not the shape function depends on the distribution of
failure events due to an attack was successful.

After a brief introduction and related work, presented
in Section I and Section II, in Section III and Section
IV, we discuss about the security issues on communication
systems and about the bio-inspired approach. In Section V,
we introduce the survivor analysis for ICT security and the
model to evaluate the failure time distrubutions. In Section
VI, we present the model to estimate risk and failure in
a VoIP system, and the test that we have done about three
common threats. Finally, we present a conclusion and future
works.

II. RELATED WORK

A general consolidated study on the degree of security
of an ICT system is still lacking [1]. There is a general
tendency to treat the issue of security in communications
through taxonomies of vulnerabilities and threats [2][3][4].
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About risk analysis and management for information system
security [9][10][11][13] and statistical methods [5][6][14],
there are some papers that deal with the relationship that
exists between the two disciplines. About VoIP security
we surveyed many research papers, such us [2][3][4]. Most
current treatments concerning taxonomies, or security mech-
anism concerning particular aspects of communication. Rec-
ognizing the work presented in many papers also about bio-
inspired approach [15][16][19][20], about risk perception
and statistical models biologically inspired [12][13][14], and
about comparison among computer virus and biological
virus [17][18], we believe we can advance the hypothesis
to investigate the security issue in a broader vision, to
estimate the economic risk as a result of an investment
in security, obviously linked to the technological risk of
a communication system. This is important to assess in
the future the best countermeasures to limiti the damage,
to change the shape of risk, minimising the losses about
information and about economic investments [21].

III. BIO-INPIRED MODELS FOR ICT SECURITY

In examining some of the most common structures or
algorithms used today in telecommunications networks,
we can find striking similarities with biological systems
[13][14][15][16]. Evidence suggests that the nature and the
designers of the networks have had to not only solve similar
problems, but they are also arrived at similar solutions.
Seems entirely reasonable, then, to think that the new prob-
lems in systems communication may have much in common
with biological issues already known and have been resolved
long ago. With the increase in size, interconnectivity and
number of access points, computer networks have become
increasingly vulnerable to various forms of attack. Similarly,
biological organisms can be considered as interconnected
complex systems with a high number of access points,
subject to attacks by microorganisms [17][18]. However,
during evolution, biological organisms have successfully
developed the immune system that allows them to detect,
identify and destroy pathogens outside. The technological
challenges is leading us towards a world where myriad
devices, fixed or mobile, interact with each other in many
ways. Many of these devices are mobile and autonomous,and
they must then adapt to its surroundings in a distributed way
and without a coordination of a central entity. Recently,
a number of approaches have been proposed, inspired by
biological processes and mechanisms as a strategy to manage
the complexity of distributed systems like Internet, sensor
networks, wireless and ad hoc networks. The aim of bio-
inspired approaches is to discover and adapt traditional
principles of biological systems to technical solutions, which
have characteristics of stability, adaptability and scalability.
Many studies aim to highlight the achievements under the
new Bio-Inspired Networks [19][20]. In particular, the topic
that focuses identification of mechanisms and models appli-

cable to biological technical solutions for ICT systems. This
is the attempt to compare directly the technical solutions,
the theoretical principles and mathematical models used by
biological systems and the challenges of communication sys-
tems and information systems. We can summarize the main
aspects of networking and communications systems that are
addressed using an approach Bio-Inspired as follows:
• Self-organizing communication systems.
• Evolutionary and adaptive systems and protocols.
• Scalable and adaptive protocols and network architec-

tures.
• Self-learning algorithms.
• Self-healing systems and protocols.
• Security mechanisms.
• Network algorithms and protocols.
• Congestion control mechanisms.
• Performance evaluation of bio-inspired networks.

The similarity between the defense mechanisms of living
organisms and security problems of telecommunications net-
works has attracted great interest among researchers, who al-
ready have long studied the similarities. The thinking behind
these efforts is to capture the dynamics that rule biological
systems and understanding the foundations, to develop new
methodologies and tools for the design and management of
the information and communication systems. Communica-
tion systems such as biological systems are characterized
by high complexity, high connectivity and dynamics. Both
allow for extensive interaction between the components,
and heterogeneity in terms of capacity. They have both
vulnerability to external intrusion, intentional or not, which
can cause system failures resulting in degradation of safety
requirements. Thus the similarities are not limited to those
between pathogenic agents that can infect a organism, and
malicious code that can infect communication system. There
is also similarity between the process of safety management,
and global view of relationships between vulnerability, threat
and asset, just like the relation between biological viruses,
vulnerabilities, and people in a population. The final result is
a risk of failure and impairment of confidentiality, integrity
and availability in an ICT system, such as the risk of
the occurrence of a disease in a biological organism. The
analysis of risk requires knowledge of the probability and
its distribution and the probability that an attack occurs
[5][6][9][11]. We can asses the degree of the system security
and analyse the existing countermeasures to try to decrease
the risk and minimimise the losses, maintainng the security
requirements for an ICT systems:
• Confidentiality
• Availability
• Integrity

IV. OVERVIEW OF SURVIVOR AND FAILURE ANALYSIS

In many biomedical applications, the variable is the time
it takes a certain event to occur, that is, how much time
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elapses from the beginning of the study of the ”system”
so that a given event occurs. For example, the event may
be the death of an organism, from the time it takes for a
patient to show signs of reaction to a therapy or the time
to recurrence of a disease. In practical cases we may be
interested in determining a statistical distribution of the times
of occurrence of events for a population of individuals, or
to compare the times of occurrence between distinct popula-
tions (for example the case of two populations, a subject to
a therapy clinic another and not receiving any treatment), or
to determine a relationship between the times of occurrence
and other variables that may affect the entities in question.
Both in biomedical applications as the observation of a
telecommunications system, measurements of the times of
occurrence of the events are carried out within a period of
limited extent. A consequence of this limitation is that not
all individuals will be affected by the occurrence of an event.
All this characterizes what is called Survival Analysis [5][6].
We indicate with T a positive random variable representing
the time of occurrence of our events. Thus, we can define the
survival time as the interval between the birth of an individ-
ual after his death. For obvious reasons, the survival is linked
to the notion of failure. A failure event in general, could
be due to an attack by malevolent individuals or groups
that want to damage the security system. A failure doesn’t
meaning the total distruction of the system, but even the
impairment of the informations that it holds. Ryan and Ryan
in [9][10][11] models a general information infrastructure in
number of finite information systems {Si : i ∈ I}, where,
Si 6= Sj if i 6= j, and the set I= {0,1,2,3,. . . ..}. Each
system, which purpose is to preserve the information, can be
thought as a finite collection of information assets Si={αk:k
∈ I }. Threats can destroy or only degrade information,
compromising the security requirements. For each individual
asset and for the entire system it is possible to define the
following functions:
• Survivor Function S(t), which is the probability of being

operational at time t :

S[t] = Pr[T ≥ t] = 1− F (t) (1)

where F(t) is the Failure function, which tell us the
probability of having a failure at time t.

• Failure Density Function f(t), which is the probability
density function:

f(t) =
dF (t)

dt
= −dS(t)

dt
(2)

• Hazard Function h(t), which is the probability that an
individual fails at time t, given that the individual has
survived to that time:

h(t) = lim
δ→0+

Pr(t ≤ T < t+ δ | T ≥ t)/δ (3)

where h(t)δt is the approximate probability that an
individual will die in the interval (t, t + δt), having

survived up until t
• Cumulative hazard function H(t):

H(t) = − logS(t) (4)

V. RISK AND FAILURE IN A VOIP SYSTEM

The VoIP system, in this case we will discuss in this
paper, is the ”population” under observation and individuals
of that population are so-called information assets. Each
asset is involved in the processes that regulate VoIP, and
each is vulnerable to a range of possible threats. An attack
occurs when a threat occurs, using the right vulnerability and
causing a failure. The risk is simply the probability that this
event occurs. The damage is the impact on the system. In this
case we do not consider the influence of an asset attacked
to another asset not attacked, and how the spreading of risk
within the system itself. In this paper we consider the global
system failure and the events affecting it.

A. VoIP and Threats Taxonomy

The new trends of the communication is the move towards
the transmission of voice over traditional packet switched IP
network, voice over IP. VoIP is the rst step for the future con-
vergence.The large-scale deployment of VoIP infrastructures
has been determined by high-speed broadband access. This
technology of communication includes a large variety of
methods enabling the transmission of voice directly through
the Internet and other packet-switched networks. VoIP is
an attractive alternative compared to traditional telephony
for several reasons, such as seamless integration with the
existing IP networks, low cost phone calls not expensive
end-users. The main advantages of VoIP are flexibility and
low cost. The first comes from an open architecture and
a software implementation, while the second is due to the
emergence of a new business model, the unification of
devices and network links for the transport voice and data.
Thanks to these benefits, VoIP has seen a rapid spread in
both enterprise that among private users. A growing number
of companies has already converted or are being converted
to VoIP, to allow the implementation of new features, both
to reduce management costs. Among the private account, the
main point of attraction of VoIP is the low cost service. To
offset the high flexibility of VoIP we have an equally high
complexity, due to architectural and protocol factors. The
rapid adoption of VoIP introduced new weaknesses and more
attacks, whilst new threats of networks have been recorded
which have not be reported in traditional telephony[2][3][4].
The VoIP infrastructure is characterised by several assets:
• Network and Service Access.
• Protocols.
• Processes.
• Service Infrastructure.
• Physical Component Architectures.
• APIs and Network Peering.
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Threats C I A
Eavesdropping x
DoS x
Vishing x x
Fraud x
Masquerading x x
Physical Intrusion x x x
Service Abuse x x
Social Threats x x

Table I
THREATS IMPACT ON CIA REQUIREMENTS

• Business Areas.

Although it is a technology that is being rapidly deployed,
there are many security challenges and the benets of VoIP
are as strong as security issues. We briey listed the main
threats associated with this technology [2]:

• Eavesdropping.
• DoS.
• Vishing.
• Fraud.
• Masquerading.
• Physical Intrusion.
• Service Abuse.
• Social Threats.

In Table I, we listed the principal threats and the assessment
of the impact on confidentiality, integrity and availability,
that are the most important security requirements also called
CIA requirements.

B. Analysis Model

A VoIP system, such as any other information systems
or network communication can be compared to a biological
system. Each of its constituent elements can be seen such
as a individual of a population. From the perspective of the
study of threats and resistance to their attacks, a VoIP system
can be studied following the models and mathematical
principles of Survival Analysis, which is widespread in the
study of the effectiveness of therapies clinical population
suffering from certain diseases. For this reason it is possible
to characterize a VoIP system through its survival function,
or through its hazard function. We have simulated a VoIP
system under stressful conditions. The test is stopped after
a fixed amount of time, Toss. As results, some items fail
during the test, while other survive. We considered three
types of threats during a fixed period of 100 days. The
threats considered are those that statistically, are the most
frequent: Denial of Service (58%), Eavesdropping (20%) and
Social Threats (18%). These threats have a relapse rate of
respectively cases of failure of a VoIP system. By hypothesis
each of these threats gave rise to the failure of system that
were distributed along the 100-day period and each of these
threats acting on the system, and causes of failure, exploiting

the vulnerability. We assume an observation time 100 days,
and three possible cases of distribution:
• Case 1: The failure events caused by the three threats

are distributed according to a Weibull distribution, with
equal parameters, scale factor A=50, shape factor B=10,
as in Figure 1.

• Case 2: The failure events caused by the three threats
are distributed according to Weibull distribution, but
are considered different values for each,DoS (A=50,
B=3) Eavesdropping (A=50, B=5), Social Threats
(A=50,B=10), as in Figure 2.

• Case 3: The failure events caused by the three threats
are distributed according to 3 different distributions,
Weibull, Exponential and Rayleigh, as in Figure 3.

Each of these distributions are ”weighted” according to a
coefficient given by the statistical impact of the threat.

Ftot[t] = th1%F1[t] + th2%F2[t] + ...thn%Fn[t] (5)

Htot[t] = −log(1− Ftot[t]) (6)

The trend of the function of the total hazard is independent
of the particular case. From the viewpoint of security coun-
termeasures to be taken in a VoIP system, it is not important
to know in advance the distribution of failure associated
with threats. This assertion is supported by the evidence
that changing characteristic parameters of the distributions
involved, the total hazard function did not show significant
changes in its trend. This result shows that, with random
distribution of possible threats, the distribution of failures
and the shape of the risk remains unchanged at less than a
constant. This suggests that the shape of the risk function is
not depends on the timing distributions of failures. The risk
increases dramatically if you do not act in any way with se-
curity investment. In this case, we can see the change of the
survival distribution with different distributions. The curve
move to the right if we change the distributions. This tells
us that the only influence is in the delay of the distributions
of failure events so this allows an extension of time for
decisions and managing security in an information system.
In this case we considered the total absence of security
investment [21]. We showed that the risk in the absence
of explanatory variables that influence the impact of each
threat, and neglecting the possible relationships between the
different threats, does not change shape. A good economic
investment then applied in order to improve security, must
take into account these claims. This is important for future
consideration of countermeasures and the choice of strategy
to use when referring to safety action to be taken.

VI. CONCLUSION AND FUTURE WORK

In this paper, we introduced and proposed a different bio-
inspired approach for the security of information systems.
The bio-inspired in the ICT should help inspire the design
of a system for managing network security measure to
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Figure 1. Weibull distribution

Figure 2. Weibull distribution with different parameters

Figure 3. Weibull distribution, Exponential distribution, Rayleigh distribution
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prevent the attack, and to estimate the risk, to assess the
expected risk, to decide strategically technological and eco-
nomic investments,maintaining good relationship between
the quality of service, security and network reliability.
Following the study of the behavior of a VoIP system in
against a combination of these threats, each with a well
defined distribution function of failure times within a 100-
day period, the results allow us to say that in terms of
countermeasures to be implemented for the protection of
a VoIP system against threats how Denial-of-Service, Social
Eavesdropping Threats, is not essential to know in advance
distribution time of failure associated with them. In future
the intention is to study the impact of a threat in terms
of technological and economic risks, and the influence that
an attacked asset, within a VoIP system, can have on asset
logically associated with it. The study is a starting point for a
deeper analysis of the risk in a VoIP system upon application
of Bio-Inspired approach.
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Abstract—In  order  to  follow  the  trends  imposed  by 
globalization, the regulation should be based on technological 
neutrality and market  orientation.  The aim is to protect the 
interests  of  users,  strengthen  the  competition,  support 
involvement  of  new  participants  on  the  market  and  exert 
positive  influence  on  the  economic  growth.  Technological 
convergence enables  all  types of  networks  to provide almost 
any service, thus imposing the need for the regulation to follow 
the same trend.  In order to minimize the differences among 
communication  market  beneficiaries,  it  is  necessary  to 
harmonize  the  communication  market  legislative  framework 
among countries. In our view, the most efficient harmonization 
is  achieved  with  support  from  convergent  regulatory 
authorities  of  the  communications  market.  The  regulatory 
performance is measured using statistical techniques on data 
obtained from interviewing relevant European institutions and 
authorities.
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I.  INTRODUCTION 
In the world of increased global competitiveness, where 

the  competitors  are  no  longer  limited  only  to  the  local 
market,  the  countries  can  no  longer  risk  losing  the 
opportunities and advantages brought on by the convergence 
of markets, technologies and services for the sake of artificial 
barriers of their regulatory frameworks.
   These regulatory frameworks were set up at a time before 
the strong  and  aggressive  wave  of  convergence  struck  all 
forms  and  spheres  of  the  communications  market. 
Consequently, one must come to a conclusion that they were 
not designed for this era of overall convergence.
   In  order  to follow the trends imposed by globalization, 
regulation should be based on technological  neutrality and 
market  orientation,.  This  is  all  aimed  at  protecting  the 
interests  of  users,  strengthening  competition,  supporting 
involvement of new participants on the market and exerting 
positive influence on the economic growth.
   Technological convergence enables all types of networks 
to provide almost  any  service,  thus imposing the need for 
the regulation to follow the same trend..In such a situation, 
it would be almost impossible to have fair market services 
in  different  types  of  networks,  where  the  subjects  have 
different  sets  of  regulatory  rules  and  are  under  the 
jurisdiction of different regulatory authorities. 

 In  case  of  separated  regulatory  authorities  for 
telecommunications and media, there is a potential danger 
of the so called regulatory uncertainty (EC [6]). That is a 
situation when one service provider (e.g. «triple play») has 
to  obtain a  work  permit  from both regulatory authorities, 
which makes the process of its marker entry more complex, 
longer  and  more  expensive.  Quite  frequently,  but  not 
necessarily, their market approach rests upon the concept of 
one bill per one user. One bill containing costs of transfer of 
data,  voice,  television  and  video  presents  a  significant 
saving  for  the  user.  With  a  higher  number  of  services 
included,  the  price  of  individual  service  in  the  package 
usually  decreases.  Somewhere,  nevertheless,  all  obstacles 
have been removed and the operators may freely offer their 
type of television subscription.

As  well  as  big  media  houses,  the  cable  and  telephone 
operators  have  shown  significant  interest  in  technology, 
creating  the  opportunity  for  the  transmission  of  all  three 
media through one network. Their goal is to seize upon the 
market potential offered by the service and to maintain the 
existing  subscribers  of  the  basic  telecommunication 
services.  In  order  to  minimize  the  differences  among the 
communication  market  beneficiaries,  it  is  necessary  to 
harmonize the communication market legislative framework 
among  countries.   The  most  efficient  harmonization  is 
achieved  with  support  from  convergent  regulatory 
authorities of the communications market. The convergent 
has been present in Bosnia and Herzegovina since 2003.

This  paper  includes  a  clearly  stated  research  goal 
followed by the description of the statistical techniques and 
interview  design.  It  finishes  with  results  confirming  the 
organization of operators in Bosnia and Herzegovina.

II. THE RESEARCH FRAMEWORK

The conducted research proved the following hypotheses:
(1) the convergent form of communication market regulatory 
authorities improves the country’s competitiveness; 
(2) convergent rather than separate regulatory authorities are 
a more appropriate model for ensuring development of the 
communication market on the territory of a country; 
(3) organizational  form affects the ability of a regulator  to 
implement  European  directives  in  the  telecommunications 
sector.
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The importance of research is established from the need to 
implement the standardization of regulatory practices on the 
international level and the influence of the practices on the 
competitiveness of national economies on a global scale.

It is quite clear why competitiveness has become one of the 
main  preoccupations  of  governments  and  industries  of 
almost every nation in the world (Porter [19]).

 Development strategies of modern countries, this way or 
the other, are basically measured by the economies’ achieved 
degree  of  competitiveness.  According  to  the  definition 
presented by the USA Economic Advisory Board, which was 
in  a  later  stage  accepted  within  the  European  Union, 
competitiveness  in  its  essence  has  a  goal  to  improve  the 
living standard (Michalis [18]).

M.  Porter  [19]  claims  that  the  only  importance  of  the 
concept of competitiveness at the national level is national 
productivity. The living standard progression depends on the 
capacity  of  national  companies  to achieve  a  high  level  of 
productivity and to increase this productivity in time (Porter 
[19]). Due to all-present information in the value chain, a fast 
change in ICT has an enormous influence on the competitive 
advantage  and  competitiveness  (Porter  [19]).  New  related 
technologies and are being taken as the main resource and a 
good indicator for global competitiveness (Castells [4]). 
   There are numerous models of measuring competitiveness 
in the world some of which include: Global Competitiveness 
Index  –  GCI,  Network  Readiness  Index  –  NRI,  ICT 
Development Index- IDI, etc.

The trend of convergence of regulation is also a form of 
accelerated  and  forced  standardization.  Namely,  each 
country,  particularly those in transition,  are witnessing the 
integration  of  the communication sector  and broadcasting, 
together  with forced stimulation of modernization of these 
spheres at the level of the regions within the country itself. 
The optimal model of organization of regulatory authorities 
stimulates  internationalization  of  standards,  local 
development  of  these  sectors,  maximal  degree  of 
development of competition on the communication market, 
promotes  foreign  investments  and,  triggers  the  growth  of 
living standard of citizens.

Figure l. Trend of convergence of telecommunication and
broadcasting services

The model of a „convergent regulator“ is being imposed as 
an optimal organizational structure from the point of view of 
convergence of technology and stimulation of technological 
and communication market development. The technological 
analysts have been stating for quite some time that all forms 
of electronic communications will merge into one.

   In this view, radio and television broadcasters and telecom 
operators  will  extensively  keep  entering  into  each  others' 
markets,  directing  them  towards  convergent  approach  to 
market/consumers (joint service packages), with a tendency 
towards the so called “free” services, so that costs of these 
services  get  redirected  to  advertisers  and  direct  marketing 
clients.

III. THE METHODOLOGY 
Both primary and secondary data sources were used for 

the paper design. The following competitiveness models and 
indicators  were  applied:  Global  Competitiveness  Index  – 
GCI,  Network  Readiness  Index  –  NRI  and  ICT 
Development Index- IDI.

The  research  of  regulatory  authorities  in  Europe  was 
conducted  on  a  sample  of  79  regulators,  based  on  the 
designed  survey,  close-end  questions.  Responses  from 61 
regulatory  authorities,  or  77%  of  the  total  number  of 
respondents,  have  been  obtained.  Out  of  this  number, 
responses were obtained from 8 convergent regulators,  27 
media regulators and 26 telecommunication regulators. The 
methods  of  response  collection  included  electronic  mail, 
direct  contacts  of  authors  with  the  officials  of  other 
regulators  on international  gatherings,  and by fax.  During 
the design of survey questions, the system of Likert scale 
was used, with offered responses rated from 1 to 5 (Kukić 
and Markić [15]). The survey questions have examined the 
regulatory bodies’ stances on the influence of a convergent 
regulator  onto  the  quality  of  technological  neutrality 
implementation  and  effects  exerted  by  the  regulatory 
authorities  on  the  telecommunication  and  broadcasting 
development.  In  order  to  analyze  the  data,  the  structural 
analysis  and descriptive statistics were used together  with 
the application of „chi square“ and „t“ tests. The data was 
processed using the software package „Excel” and statistical 
package SPSS14, and the results were presented in tables 
and  figures.  Options  of  testing  and  descriptive  statistics 
were used at the same time to examine the significance of 
the sample interval, as well as deduction on the basis of the 
achieved results.

The  interview  was  also  conducted  on  a  sample  of  51 
experts in the fields of telecommunication, broadcasting and 
regulation  services.  The  designed  survey  questions  were 
related to organizational form of a regulator and its capacity 
to implement the European directives.

IV. THE RESULTS

USA and Canada have had combined regulatory agencies 
for telecommunication and broadcasting for decades. Within 
the last fifteen years,  some other countries  have started to 
establish single,  merged regulatory authorities that regulate 
both broadcasting and telecommunication segments.  In  the 
recent years, a noticeable progressive trend in the number of 
convergent  regulatory  agencies  has  been  present.  It  is 

156

ICSNC 2011 : The Sixth International Conference on Systems and Networks Communications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-166-3

                         168 / 259



obvious  that  more  and  more  countries  have  decided  to 
choose  this  institutional  form  of  the  state  regulatory 
authorities whose jurisdiction covers regulation of all forms 
of  communication  technologies,  including  both  the 
broadcasting and telecommunications sectors.

It  is  more  cost  effective  for  countries  to  finance  and 
maintain  the  work  of  one  agency  instead  of  several 
regulatory authorities.

The  new  regulatory  framework  of  European  Union 
provides  for  regulatory  treatment  of  service  convergence. 
The  framework  introduces  the  notion  of  ”electronic 
communication  services”  instead  of  the  previously  used 
”telecommunication  services  +  broadcasting  services”, 
pointing to a clear signal of convergent regulatory approach 
to a wider spectrum of communication services. Italy was the 
first  country  in  Europe  that  has  established  convergent 
regulatory authorities for communications. It  was followed 
by Finland, Bosnia and Herzegovina, Slovenia, Switzerland, 
and  others.  Following  the  introduction  of  the  new  EU 
framework,  Great  Britain  responded  by  forming  a 
convergent  communication  regulator  in  2003,  which 
replaced the previous five separate regulatory authorities in 
charge of telecommunication, radio-frequency spectrum and 
broadcasting. 

Malaysia  has  had a convergent  regulation in  force  since 
1999,  introducing  a  regulatory  framework  exclusively 
designed  to  adjust  to  the  phenomenon  of  convergence. 
Malaysian convergent regulator (Malaysian Commission for 
Multimedia and Communications (MCMC) was among the 
first in the world to introduce a technologically and service-
wide neutral system of issuing permits. Singapore was also 
one of the first in Asia who chose a convergent  model of 
regulatory authorities. Brazil was the first in South America 
to introduce a convergent regulator (ANATEL), as early as 
in  2001. In  Africa,  it  was South Africa  that  established a 
convergent  regulation  (ICASA)  in  2000.  During  the  last 
decade  some  of  the  developing  countries  have  also 
established convergent regulators (ITU [11]).

Figure 2. The formation trend and growth in the number of convergent
regulators

The  following  results  are  based  on  the  analysis  of 
positions  of  the  countries  which  have  introduced  a 
convergent  form  of  communication  market  regulatory 
authorities  from  the  aspect  of  different  measures  of 
competitiveness:  Global  Competitiveness  Index  –  GCI, 

Network Readiness Index – NRI, ICT Development Index- 
IDI.
   Table  1  presents  the  position  of  the  countries  with  a 
convergent regulator against GCI index in the period 2004-
2009  -  the  ranking  list  of  countries  with  convergent 
regulators  according to GCI,  sources:  [5] and [16] p.  13). 
According  to  the  ITU  research,  there  are  254  regulatory 
bodies in the world, with 21 countries, or less than 8% of the 
total  number  of  countries,  having  a  convergent  form  of 
regulatory authorities, According to GCI, on the top-ten list 
of countries in the world in the last five years, there are seven 
countries,  or  70%,  with  a  convergent  form  of  regulatory 
authorities. Consequently, 8% of countries with a convergent 
regulator  participate  with  70% among  the  top  ten  ranked 
countries according to GCI. 
This  significant  piece  of  data  opens  some  dilemmas  and 
raises  a  number  of  questions.  Is  the  high  ranking  of 
countries, according to GCI index, the result, among other 
things,  of their decision to choose a convergent form of a 
regulator? The fact that seven out of ten countries with most 
competitive  economies  in  the  world  chose  a  convergent 
regulation may indicate that this is a trend to be followed. It 
can be stated that this analysis adds value to the claim that a 
convergent  form  of  regulatory  authorities  has  a  positive 
impact on the development of a communication market and 
increases the level of competitiveness of a country.

TABLE I. THE RANKING OF CONVERGENT REGULATORS

   Table 2 presents global rankings of countries in the period 
2005-2009  according  to  NRI  index  [5].  Among  the  top 
twenty  countries  in  the  last  five  years  according  to  NRI 
index,  there  are  twelve  that  have  a  convergent  form  of 
regulatory authorities,  which  makes  60% of the countries 
taking up the top-twenty positions.
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TABLE II. RANKINGS ACCORDING TO NRI INDEX

Having  in  mind  that  the  NRI  index  rests  upon  three 
assumptions  –  environment,  readiness  and  ICT  use,  it  is 
obvious that well-developed countries which have enabled 
the convergence, have a stimulating regulatory framework 
of  communication  technologies  which  enhances  the 
influence of  ITC on economic development together  with 
the level of development of the communication market. This 
information can also serve as contribution to the statement 
that  a  convergent  form  of  regulatory  authorities  has  a 
positive impact on competitiveness.
   Table 3 presents the global rankings of countries in 2002 
and 2007 according to the IDI index. It is evident that, out 
of  the  twenty  highest  ranked  countries  according  to  this 
index, twelve of these, or 60% have a convergent form of 
regulator. Therefore, according to the analysis of results of a 
relevant research conducted by the World Economic Forum 
and the International Telecommunication Union [5] [10], it 
can be stated that,  among the top twenty countries  in the 
world  in  terms  of  competitiveness,  over  50%  of  the 
countries have convergent regulators.
   These results  contribute to proving a part  of  the main 
hypothesis, that a convergent regulatory authority is optimal 
from the point of view of achieving a maximal degree of the 
communication market development, protection of users and 
raising  the  level  of  competitiveness  of  a  country.  Most 
regulators  also  believe  that  a  convergent  rather  than  a 
separate  organizational  form  of  regulatory  bodies  has  a 
positive influence on the development of telecommunication 
and broadcasting fields. What is significant is that although 
less than 10% of the countries in the world have convergent 
regulatory authorities, these countries are extremely highly 
ranked on all competitiveness measuring scales.

TABLE III: THE RANKING ACCORDING IDI INDEX

Convergence of infrastructure based on the next generation 
of  networks  provides  for  access  to  a  wide  spectrum  of 
services, requires convergence of regulation and, presents the 
optimal option from the perspective of the end user. In order 
to analyze and prove this auxiliary hypothesis we used   an 
interview of regulatory authorities. 

Table 4 presents the attitudes of the European regulatory 
bodies based on the question whether a convergent form of 
regulators  provides  a  better  quality  implementation  of  the 
principle of technological neutrality in regulatory processes 
than separate regulatory authorities. A positive reply to this 
statement has been provided by 34 respondents, or 56% of 
the  overall  respondents.  Eleven,  or  18%  of  respondents, 
provided  a  neutral  reply.  Sixteen  respondents,  or  26% of 
them, expressed their disagreement with this statement, with 
only three respondents who fully disagreed with it. 

Figure  3  provides  a  graphic  structure  of  the  expressed 
attitudes of regulatory authorities in percentage.

TABLE IV : THE INFLUENCE ON NEUTRALITY
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Figure 3. Influence of convergent regulator on implementation of
technological neutrality

TABLE V: THE INFLUENCE ON DEVELOPMENT

Figure 4. Influence of organizational form of regulatory authorities
on development of telecommunications and broadcasting

   
Table 5 gives an overview of results of the interview with 

European  regulatory  authorities  based  on  the  question 
whether a convergent form of a regulator has more positive 
influence  on  the  development  of  broadcasting  and 
telecommunication services than separate authorities. Out of 
61  stated  opinions  of  regulators,  31  assessed  that  a 
convergent form has a more positive influence, 16 viewed 
that its influence is neutral, whereas 14 evaluated that it does 
not  have  any  more  positive  influence  on  development  of 
telecommunication and broadcasting than separate regulatory 
authorities.  It  is  obvious that  the weight  is  on the side of 
convergent  regulatory  authorities  in  comparison  to  the 
separate ones.
   Since  p  value  of  chi-square  test  of  equivalence  of 
proportion is higher than 0.01, we conclude that, according 

to the given rank, for the question or attitude «a convergent 
form of  a  regulator  has  a  more  positive  influence  on  the 
development  of  broadcasting  and  telecommunication 
services  than  separate  authorities»  there  is  no  significant 
difference  among  the  observed  groups,  i.e.,  there  is  a 
dispersion of the given ranks on this attitude for all types of 
regulatory authorities.

   Figure 4 presents a graphical overview of the expressed 
attitudes of regulatory authorities in percentage. Convergent 
regulators  and regulators  for  telecommunications assess  in 
over  50%  the  influence  of  convergent  regulators  more 
positive  than  the  separate  ones,  while  in  case  of  media 
regulators  this percent is  somewhat  lower,  but  the attitude 
that  a  convergent  regulator  has  more positive influence is 
still slightly prevalent.
   On the grounds of a conducted analysis, a conclusion can 
be  drawn  that  the  hypothesis  that  convergent  regulatory 
authorities  ensure  better  quality  implementation  of  the 
principle  of  technological  neutrality  than  the  separate 
authorities has been proven.
(1)  convergent  form of  communication  market  regulatory 
authorities improves competitiveness of a country.
(2)  unlike the separate regulatory authorities, a convergent 
regulatory body is a more appropriate model for ensuring 
development of the communication market at the territory of 
a country.
(3)  the  organizational  form  affects  the  capacity  of  a 
regulator  to  implement  the  European  directives  in  the 
telecommunication sector.

V. CONCLUSION

   One of the main features of convergent regulation is the 
institutional  simplicity  of  implementing  technologically 
neutral  regulations.  The  need  for  technologically  neutral 
regulation lies in the fact that companies providing similar 
services  or  using  similar  technologies  face  different 
regulation in their  service provision, thus taking up a less 
favorable  competitive  position.  The  principle  of 
technological  neutrality  becomes  markedly  critical  in  the 
context of regulating the NGN networks. Regulators all over 
environment for promoting development and implementation 
of  the  NGN  networks  as  an  important  element  of 
communication market development [10].
   All this has prompted governments  across the world to 
consider  options  of  merging  regulatory  authorities  for 
broadcasting  and  telecommunications.  It  is  very important 
for  all  governments  to  carefully  consider  the  issue  of 
establishing their regulatory authorities. In order to do this, it 
to the primary task is to precisely and legally formulate a set 
of duties these authorities would have within the scope of 
their competences, the power of authorities they can practice 
in their work, and their legal and institutional relations with 
other  state  institutions.  Under  such  circumstances, 
institutional convergence, implying convergence or merging 
of institutions, makes for one of the most logical solutions.
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Abstract—In this paper, we present a scalable and extendable
hardware architecture for processing and transfer of ultra-
high-definition video over high-speed 10/40/100 Gbit networks
with very low latency. We implemented this architecture in a
single FPGA device. Data processing is divided between FPGA
resources and an embedded operating system. The FPGA
resources can be moved between various processing functions
depending on the device mode. The resulting inexpensive and
compact device is intended for high quality video transfersand
processing with a low latency and to support deployment in
education and remote venues.

Keywords-HD-SDI, video, FPGA, network communication,
high-speed

I. I NTRODUCTION

Video transfers are an expected driver application area
of the future Internet. Picture resolution has been increasing
over time. Better-than-high-definition-resolution video(such
as 4K) is already used in some areas, such as scientific
visualization, the film industry or even medical applications.

For the ultimate quality, required for instance in film post-
production or live remote surgery transmissions, working
with a signal that has not been compressed is preferable.
The productivity of a distributed team can be significantly
increased when the video signal can be transferred over the
network in a real time to enable cooperation that is more
effective. Two of the main technical issues are high-data
volume and time synchronization when transferring over an
asynchronous network such as the current Internet.

Currently available solutions mostly consist of multiple
devices (computers, conversion boxes, sync boxes, audio
boxes, etc.), which are expensive and harder to setup,
increasing the logistics costs. We designed an embedded
modular and scalable architecture which fits into a single
mid-size FPGA device including all the required func-
tionality and reducing the complexness and costs of this
solution. We implemented this architecture and developed a
device called MVTP-4K (Modular Video Transfer Platform).
We have already used several prototypes in field tests to
support applications in film post-production and live medical
applications.

This paper is organized as follows: In Section II, we
summarize the hardware requirements of our design. In
Section III, we present our architecture for video transfers
and processing. In Section IV, we present our prototype. In
Section V, we summarize our experience with device field
tests, In Section VI, we compare our solution with other
available devices.

II. REQUIREMENTS

We have set the following set of requirements for our
architecture:

• Video inputs and outputs SDI, HD-SDI or 3G channels
• 10/40/100 Gbit network interface or multiple interfaces
• Very small added latency
• Extendable design for additional processing such as

compression or encryption
• Fit into available FPGA devices and fully imple-

mentable in one mid-size FPGA device with additional
interfaces

The use of a single- and dual-link HD-SDI channel for the
transmission of high definition video streams is now a com-
mon industry practice and it is specified in SMPTE 274 [1]
and SMPTE 372 [2]. This includes HD (1920x1080) and
2K (2048x1080) formats. The 4K (4096x2160) signals are
typically transferred in four quadrants, each in 2K format
carried over a separate dual-link HD-SDI channel. 3D trans-
missions are typically transferred as two independent 2K or
4K channels, some require additional synchronization.

The FPGA circuit was chosen as the processing device
due to its versatility that allows us to build a complete
embedded solution and to host all required functionality to
combine video transmissions with other functions, such as
compression, encryption or transcoding.

The architecture must be scalable to allow multiple con-
figurations based on currently available FPGA devices and
interfaces, assuming the speed of communication interfaces
will increase, and eventually be usable with future 100
Gigabit Ethernet networks and similar high-speed media.

We require an unnoticeable latency added to the network
propagation delay for real-time applications. Unnoticeable
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latency for audio/video applications is below 60 ms for un-
trained audience and below 30 ms for professional audience.

III. T HE ARCHITECTURE

This section describes the proposed architecture.

A. Background

In our previous work we designed and implemented a
scalable hardware architecture for network packet process-
ing [3], [4]. This architecture consists of a set of recon-
figurable modules for packet processing and a communica-
tion interface. The architecture was designed for maximum
flexibility and multi-gigabit speeds starting at 10Gb/s. The
main processing core was designed to be fully scalable for
10/40/100Gb speeds.

We have designed an interface and developed a prototype
for 40Gb/s SONET/SDH networks [5] for basic data pro-
cessing and testing of 40Gb/s networks and currently we
are experimenting with 100Gb Ethernet interface in FPGA
devices.

B. Design Overview

Real-time processing of multi-gigabit data rates is difficult
on PC-based platforms with standard operating systems not
designed for real-time operation. We were looking for a real-
time design that is scalable to higher data rates (such as for
8K or UHDTV2 format), higher network speeds (such as
40 and 100 Gb/s) and can be integrated with commonly
requested video processing functions, such as encryption,
transcoding or compression. Real-time operation means to
add a very low latency to a network delay and enable
true live experience. This design is fully automated and all
embedded in a single FPGA device.

The embedded architecture for real-time video transport
and processing is based on our previous work. The core is
the scalable architecture for network packet processing [3],
[4] designed especially for Ethernet networks. This whole
architecture operates at network clock domain of attached
network interface and can be used for various modular data
packet processing. Since video signal consists of special
packets, we can make a simple conversion to transport the
video packets to a network clock domain and back. This
way we can use a network packet processing architecture
for video packet processing.

When we convert data packets from network clock domain
to video clock domain certain mechanisms need to be used.
Ethernet Network is an asynchronous network, on the other
hand, HD-SDI is a synchronous channel thus an advanced
techniques for synchronization of data packets crossing from
network domain to video domain are required [6].

Address range of all processing modules, routes and
hardware configuration registers is mapped to an embedded
processor logic bus (PLB) address range using a simple bus
bridge of our own design. An embedded processor can be a
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Figure 1. Input video processing and connection to packet processing for
4 channels.

dedicated Power PC processor or soft-core Microblaze [7]
processor. An embedded processor is running a customized
Linux distribution and all peripherals are managed by Linux
drivers or dedicated software tools. The embedded Linux
distribution also provides all means of communication witha
device, such as ssh server, web server, display and keyboard
controllers and eventually can also handle 10/100/1000 Mbit
and multi-gigabit interfaces. The Multi-gigabit EthernetNet-
work Interface for an embedded processor is described in a
subsection III-F.

C. Video Processing Modules

Video processing modules do a conversion between video
and network packets, allowing video data to be processed in
the network packet processing core (section III-D). There are
two video processing modules, the input and output module,
shown in Figures 1 and 2.

The input module consists of the video input interface
and the frame decoder. The video input interface implements
low-layer communication with the HD-SDI equalizer chips
through Rocket IO channels and the frame decoder extracts
video packets, converts them to network packets and attaches
headers with video format parameters.

The output module consists of the video frame generator
and the video output interface. The frame generator receives
network packets and generates valid image to the video
output interface based on information contained in network
packet headers.
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Figure 2. Output video processing and connection to packet processing
for 4 channels.
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A video packet includes a video pixel row with specified
headers and control characters. We use a dual-port memory
as a packet FIFO to cross clock domain boundaries. The
video processing modules are located in the HD-SDI clock
domain and the network packet processing modules are
located in the network clock domain. The example config-
uration in Figures 1 and 2 includes four HD-SDI channels.
The channels are independent and can be added freely just
with a simple modification of the channel multiplexer. This
operation can be completely parameterized.

The HD-SDI interface has a bit rate of 1.485 Gbit/s [8]
but not all data needs to be transferred. Video rows in-
clude blanking areas (horizontal blanking interval) and a
video frame includes blanking video rows (vertical blanking
interval). The whole situation is illustrated in Figure 3.
Blanking areas can contain some secondary information such
as audio, encryption or video format specification, which
we can choose to transport or not. When we strip video
packets of those blanking intervals, we get a bit rate between
1 Gb/s and 1.3 Gb/s depending on a picture resolution and
frame rate. This means that the 10 Gbit Ethernet network
can transfer up to eight HD-SDI video channels and with
some video formats even including additional data, such as
audio or encryption information.

The example bitrates of eight channels of selected video
formats stripped of blanking intervals are summarized in
Table I. The 30fps HD formats can be still transferred, but
image crop must be applied.

TABLE I
V IDEO FORMATS BITRATES

Format Bitrate eight
channels (Gb/s)

Bitrate one
channel (Gb/s)

2K/24 8,7 1,08
1080/24 8,2 1,025
1080/25 8,5 1,06
1080/30 10,4! 1,3
720/50 7,6 0,95
720/60 9,1 1,14
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Figure 4. Schematic of interconnections in the processing core.

D. Network Packet Processing Core

The main processing core consists of two sets of process-
ing modules. We have extended our original architecture [3],
[4] with the video interface and video processing modules
described in section III-C. The network packet processing
core is divided into two parts. A set of switches can be
arranged to allow a packet flow between the network and
video domains in several ways. A schematic of this intercon-
nection is shown in Figure 4. The following configurations
are possible:

• From network input to network output through switch
1, processing modules 2, switch 3 and processing
modules 1. All processing modules are dedicated for
network to network packet processing.

• From network to video, full-duplex, one set of pro-
cessing modules for each direction. From network
input through switch 1 and processing modules 2 to
video output. From video input through switch 3 and
processing modules 1 to network output.

• From video input to video output through switch 3,
processing modules 2, switch 3, processing modules 1
and switch 2. All processing modules are dedicated for
video packet processing.

Data stream processing modules are inserted directly to
the packet stream. Every processing module works as an
individual processing unit. The advantage is that modules
can occupy different FPGA devices. When we need to im-
plement a complex module such as video encoder/decoder,
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we may find more suitable to use more FPGA devices. For
this purpose, the architecture is designed to relocate a packet
stream through a high-speed FPGA ports to another de-
vice and make a cross-device interconnection of processing
modules. Both options are shown in Figure 5. Option A:
Modules are connected in a single device. Option B: Module
interconnection crosses multiple devices over a high-speed
interface.

E. Processing latency

The concept of intra-frame processing of video packets
as network packets enables extra low latency of video
processing and transmission. This opens a way to truly
real-time collaboration support. The processing design itself
has a low latency under 1 ms. Video packets are buffered
only when synchronizing from the network asynchronous
domain to the video synchronous domain. However, low
delay variation in the network is required to allow design
latency under 1 ms. In lower quality networks the buffering
level needs to be obviously increased. The extreme cause is
a single frame buffer adding a maximum latency of about
30 ms.

F. Network Interface

High-speed network interface consists of hardware and
software parts, which are controlled by an embedded op-
erating system. Incomming packets containing video data
are sent to output video processing module, on the other
hand network management packets such as ARP or ping are
sent to software network driver. Outgoing packets have two
different sources, packets containing video data are sent from
input video processing module and network management
packets are sent from software network driver.

The block diagram of the network interface is shown
in Figure 6. Incoming packets are classified in the packet
classifier and distributed between video processing modules
(VPM) and RX FIFO. Outgoing packets are sent from VPM
or from TX FIFO. Because there are two paths producing
packets, packet multiplexer is included in the design. It is

A

B
Device crossing

Figure 5. Processing modules

multiplexing packets in a round-robin fashion. RX and TX
FIFO are connected to the CPU through the processor local
bus. Therefore, both memories are accessible from software.
The packet classifier is also connected to the CPU, but
the connection is not shown. The CPU is embedded inside
FPGA either.

The packet classifier contains memory for four classifica-
tion rules. Each rule can be marked as going to the VPM
and/or going to RX FIFO. The memory is configured from
software. Currently we use three rules. The first rule is
marked as going to the VPM and the other two rules are
marked as going to RX FIFO. The fourth rule is not used
and is reserved for future use.

The rules are as follows:

• Rule for UDP packets containing video data.
• Rule for ARP packets for address resolution.
• Rule for ICMP packets (ping command).

The software part is based on embedded Linux. Net-
work interface is accessible through the Linux TUN/TAP
driver [9], which provides packet reception and transmission
for user space programs. The program controlling network
hardware is running as a daemon in the user space, and
through TUN/TAP driver provides a new network interface.
This new interface behaves like an ordinary network in-
terface such as eth. Therefore, all networking services are
available through this interface.

IV. MVTP-4K PROTOTYPE

We have designed and build a MVTP-4K (Modular Video
Transfer Platform) device which implements proposed ar-
chitecture and validates it in field tests. The MVTP-4K is a
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Figure 7. System architecture overview.

portable device of our own construction for transmission of
multiple high-definition video streams including 4k, 2k and
HD over a 10 Gigabit Ethernet Network. The device consists
of a main FPGA board with 8 HD-SDI video interfaces and
one 10Gbit Ethernet interface. Brief structure is shown in
Figure 7. The device supports all 4K, 2K and HD resolutions
and all corresponding frame rates. 3D transmissions are
also supported. Because the data processing is based on
data packet processing we can even transport data not fully
supported without the need of unpacking them from video
signal. This allows us to transport audio data or encryption
data embedded in the video stream.

We have chosen a Xilinx Virtex FPGA series because it
provides all building blocks and tools required to implement
our architecture. The prototype is based on an extended
platform for network packet processing called MTPP [3].
Whole architecture fits to a mid-size FPGA device Virtex
5 series XCV5LX110T. We have experimentally confirmed
that the device adds a low latency of less than 1 ms.

Mid-size Xilinx FPGAs can be obtained under 3000$ a
piece in a small quantities. For advanced hardware functions
such as encryption or encoding, a larger FPGA or a second
mid-size FPGA is required.

V. PRACTICAL EXPERIENCE

We have demonstrated our system at the Cinegrid 2009
and Cinegrid 2010 workshops. The aim was to demonstrate
that such technology can enable real-time remote cooper-
ation of a distributed team and thus increase productivity.
In the first event, a stream of uncompressed 4K video was

Figure 8. Practical use of the technology at Cinegrid 2010 event

transferred from the Barrandov studios in Prague to the
venue in San Diego over a distance of more than 10000
km to perform remote color grading in a real-time. In the
second event, a stream of 3D 2K video was transferred from
the UPP Company in Prague to the venue in San Diego to
perform remote real-time postproduction processing of 3D
images. The 3D grading performed at the venue with the
signal transferred by our device is illustrated in Fig.8.

In order to evaluate the system suitability for e-Health
applications, we transferred several surgical operationsfrom
the daVinci Surgical System [10] which produces HD stereo-
scopic signal in 1080i format. The picture quality was
subjectively approved by invited medical experts as suitable
for highly illustrative student training or presentationsof
surgical procedures on symposia.

VI. RELATED WORK

There are several commercial products, which allow trans-
port of SDI, HD-SDI or 3G channels over network.

Net Insight’s [11] Nimbra 600 series switch can transport
8x HD-SDI or 3G SDI channels over an SONET/SDH
network. There are several commercially available solutions
for transport of compressed 4K video over the Internet, for
example NTT Electronics [12] ES8000/DS8000 4K MPEG-
2 encoder/decoder complemented with NA5000 IP interface
unit and intoPIX’s [13] system of PRISTINE PCI-E FPGA
boards and JPEG 2000 IP cores.

UltraGrid from Laboratory of Advanced Networking
Technologies is a software for real-time transmissions of
high-defintion video [14]. This solution is a fully software
based and requires dedicated PC with specialized hardware.

The architecture and design described in this article
differs in that it is a hardware solution fully scalable to
higher speeds. The number of video and network interfaces
is parameterized and can be easily extended. The FPGA
enabled parallelism allows our architecture to process several
video channels at once and to transfer every video format
contained in SDI, HD-SDI or 3G interface. The architecture
is designed to be embedded to a single FPGA device but
some larger processing modules can be relocated to other
FPGA devices. Our design has a very small added latency
around 1 ms that enables a true real-time distributed team
cooperation.

VII. C ONCLUSION

We have extended a scalable architecture for network
packet processing [3], [4] by video interfaces options. The
resulting architecture is designed to process or transport
video data over an asynchronous network with very low
added latency. The design enables true real-time distributed
team cooperation. The real-time team cooperation was
demonstrated in several applications in the cinema industry
and e-Learning in medicine. The architecture also fulfills
the hardware requirements that we set and we successfully
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implemented this architecture in a single FPGA device and
presented its capabilities.
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Abstract — This research examines the possibility to 

significantly improve the quality of private live video 

transmission over the internet, as opposed to on-demand 

service, such as YouTube. To achieve this goal collaboration 

and coordination between small numbers of agents is carried 

out, using several communication methods such as wireless or 

cellular connections. Experimental performance results 

indicate that this method can significantly improve some 

performance parameters including packets jitter, with limited 

overhead. 

Keywords-Live Content Transmission; Multimedia QoS 

I.  INTRODUCTION  

 
The increasing availability of various commercial 

products for private/domestic live video transmission on the 
one hand, and the many ways such a transmission could be 
received (PDA's, PC's, Smart Phones, Media Streamers,  
etc.) on the other, make it possible to exploit this medium 
faster than ever before. For instance, it is possible to 
broadcast a live video of a private family event to those 
unable to attend, an online transmission of a lecture, and as a 
matter of fact – experience almost any event without the 
need to physically being present "on location". All these 
emphasize the gap facing the poor quality of live video 
transmission that could be viewed today. 

The commercial sector can afford purchasing the 
required bandwidth in order to transmit high quality video 
signals. However, this is not the case for the private domestic 
sector. An attempt to broadcast a live video signal on the 
internet often encounters difficulties, most of which arise 
from the inability to guaranty end-to-end QoS for the private 
individual, such as appropriate bandwidth or low bound on 
packet delay. For example, the common way to improve 
quality of viewing a video file located on a server (via 
services such as YouTube) is with the use of buffering on the 
viewer's computer. However, anyone who had experienced 
watching video over the internet surely noticed that this is 
generally not sufficient, in particular for live video streaming 
[4]. 

Another problematic issue arises from the inability to 
guaranty a sufficiently large bandwidth, which is mainly due 
to the competition over the bandwidth between clients 
(oversubscription factor). This could become even worse 
with longer broadcasting, even if theoretically the user's ISP 
provides the client with potentially enough bandwidth. 

 
Figure 1: Coordinated agents uploading a private live video content. 

 

Addressing the above issues usually aims at reducing the 
workload on the server and increasing the effective 
bandwidth. Most of the solutions are based upon Peer-to-
Peer (P2P) or upon multicast at the network infrastructure 
level [5,6,7]. For instance, P2P based solutions assume a 
relatively large number of clients, enabling the information 
to be present simultaneously at several locations rather than 
just on the original server. Therefore, usually the information 
will contain 'public properties' such as a TV broadcast.   

Private, non-commercial video transmission has a couple 
of limitations which differ from public broadcasting – 
privacy and a small number of designated consumers of the 
information. The private properties of the information might 
turn irrelevant certain solutions, in which the user doesn't 
control the information flow (this might be the case for P2P 
or multicast) or unable to encrypt the information (which is 
unpractical for the private user in the case of live video). 

Alternatively, the small amount of the specific 
information consumers makes it almost irrelevant to 
establish designated P2P networks to improve the 
transmission's quality. 

Our work examines a novel approach toward resolving 
the issues mentioned above, by using a small number of 
coordinated agents (not exceeding 5) for uploading and/or 
downloading the information as plotted in Figure 1. This is 
based on the assumption that the domestic user has numerous 
ways of connecting to the internet (ADSL, WiFi, cellular,  
etc.) enabling the transmission of information or parts of it 
through different devices or connections. 
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The agents are assumed to be located geographically 
close to each other and therefore there might be a highly 
statistical dependency between the different links. For 
example, several participants in a family event will use their 
cellular phones to broadcast the live video to family 
members not attending the occasion. In such a scenario, 
some of the cellular devices will probably connect to the 
internet using the same base station and thus, sharing the cell 
resources. In addition, they are all affected simultaneously by 
the same radio interferences. 

Still, despite the high statistical dependency, the multiple 
transmissions have the potential of using de-facto larger 
bandwidth than that available to a single transmission. 
Alternatively, it can supply various new options for dealing 
with delays and/or disruptions in one of the connections, and 
thus achieve continuous uniform quality of the received 
transmission. Our initial performance evaluation results 
indicate that the packet jitter can be easily improved with a 
competitive overhead factor relative to other methods.  

The complexity of the method arises from the need for 
coordination of the agents, synchronization of the redundant 
information and choice of the most appropriate packets to 
assemble the received video. We show that this can be 
resolved with a simple algorithm and without a significant 
increase of information at the different connections. We 
implement agents' control mechanisms between the Web 
receiving/transmitting server and the agents as a function of 
current conditions of transmission. Thus, network or server 
resources consumption is minimized as the received quality 
becomes sufficient.  

II. RELATED WORK 

Until recently most of the solutions for transmitting and 
watching video content over the internet were based upon 
on-demand services (such as YouTube). Over the last few 
years, research regarding Peer-to-Peer options were 
conducted, both as a solution for on-demand services, as well 
as for live video broadcasting.  For instance, in [1] several 
typical P2P topologies are reviewed. P2P has mainly been 
used to minimize the number of connections (and 
transmissions) a server has to maintain simultaneously.  

A key issue in P2P research is a fair distribution of 
resources among the network members and a minimization 
of the load from the original server. Solutions based on 
cooperative patches are presented in [2] and in [3] in order to 
handle re-transmit requests by other clients keeping different 
patches of information. Other aspects of P2P research deal 
with decreasing delay times as they are affected by the 
bandwidth available to the P2P network members [4].  

A different approach, which is relevant to the commercial 
sector, is to optimize the various methods of transmission by 
dynamically 'activating' solutions. For example, CPM [5] is a 
solution which dynamically changes the transmission 
method of VOD as a function of video popularity, number of 
requests, numbers of clients, etc. 

Our work resembles the concept of dividing a single 
broadcast into several transmissions and „reunites' it back at 
the client side. This approach appeared as a possible solution 
toward some of P2P issues. For example, SplitStream [6] is 

an algorithm which intelligently builds P2P forests with the 
assumption that the application is responsible for splitting the 
transmission. Another relevant concept is to use multiple 
transmissions for encoding video signals in order to improve 
resolution and quality [7]. 

So far, a solution which assumes a relatively small 
number of statistically dependent agents collaborating in the 
transmission has not been suggested and examined. In this 
paper we suggest a new algorithm for controlling a small 
number of agents to provide better live video streaming 
quality. 

III. DATA COLLECTION 

As mentioned above, the complexity of the method arises 
from the need for coordination of the agents, synchronization 
of the redundant information and choice of the most 
appropriate packets to assemble the received video. Another 
issue concerns the fact that theoretical models assume no 
dependencies between the transmitting agents. However, this 
is not the case with „real life‟ domestic clients where the 
agents are statistically dependent due to the close distance 
between them. Therefore, our method for evaluating the 
suggested solution is by measurements of real traffic, rather 
than theoretical analysis. 

First, we transmit video using several agents in various 
conditions in order to collect data that will be used for 
evaluating different algorithms for splitting and joining the 
transmission.  The transmission of the agents was done using 
LU60 of LiveU [8], using one to five cellular modems 
connected to three different cellular networks. Each agent 
has a different connection to the internet. Next, a feasible 
solution for splitting and joining is implemented. Finally, we 
evaluate the method potential performance using the data 
collected at the beginning. By that we are evaluating the 
potential for improving home video transmission for the 
domestic user.  We record the received data with LiveU's 
server (LU1000) and also using 'Wireshark' software. We 
collect data which is relevant to parameters such as delay, 
jitter and retransmission ratio. Therefore, for each packet in 
each transmission from each agent we record the Packet 
Sequence Number and Time of Arrival (to server).  

IV. IMPLEMENTATION 

In this section we described our novel algorithm for 
controlling the agents. The server and the agents operate in a 
master-slave mode where the server is the master and the 
agents are the slaves. Regarding the algorithm for the 
coordinated transmission, we use a simple selection of the 
best k agents based on history of transmission of a segment 
consisting of N packets (N is equal to ten in our 
measurements).  As long as the transmission requirements 
are satisfied, the selected k agents continue to transmit the 
next segment. If the requirements are not satisfied then a new 
competition is generated. In a competition, a new set of “best 
k" agents is selected based on transmission performance of a 
new segment.  

The value of k is selected as the minimum value which 
satisfies pre defined performance transmission parameters. It 
varies between 1 and the maximum allowed number of 
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agents for the same session. Here we assume that the 
maximum allowed number of agents is five, so, k is in 
{1,…,5}. By on-line choosing a minimum value for k we 
reduce the transmission overhead; by limiting its value we 
actually limit the method overhead.  

To start a new session the first agent sends a transmission 
request to the server. The request includes authentication 
information such as user identification and password. In 
addition, the request includes information on the requested 
performance parameters (e. g., Jitter), the number of 
expected cooperative transmitting agents for this session and 
the number of expected receiving (target) nodes. Once the 
authentication is completed, a new session is established 
with the first agent. Then, other agents can join the session.  

An on-line analysis is performed to verify that the 
requirements are satisfied. To avoid waiting, it is based on 
the previous transmitted segment of N packets and not on the 
segment which is transmitted currently. The algorithm can be 
adjusted to longer server response time by shifting the 
analysis to even earlier arrived segments. However, a long 
gap between the current analyzed segment and the current 
transmitted segment result a long period of transmission with 
un-optimized set of k agents.   

 The server generates the joined video stream based on 
the arrived segments. For each packet, its first instance (with 
minimum arrival time) is placed in the joined file. This video 
is transmitted to any target node which is register to the 
specific session.  

Similar to the server operation, using the same 
algorithms, a target node can activate a few receiving / 
transmitting agents to create a better video stream. Note that 
the master-slave operation can be done directly between the 
target node and the transmitting agents, so the web server is 
not necessary in this scheme and it can operate in a pure 
peer-to-peer manner.  

The pseudo code of the algorithm is described below. For 
the simplicity of the presentation we assume that the live 
video transmission is longer than 2 segments and 5 agents 
have contact the server with request to join this specific 
session.   EOF (end-of-file) is a flag set by a special message 
from the agents indicating that the next two segments are the 
last segments.  We assume that all agents‟ registration is 
completed at the beginning of the video transmission. 
Obviously, this simple algorithm can be easily adjusted to 
the case where new agents perform registration after the 
beginning of the video transmission. 
Void ServerMain() 

Begin  

1: integer Seg_ind = 0;  

2: Agt_List new_list(); Best_Agt(); 

3: Initiate(new_list); 

4: new_list.send(Seg_ind);  

5: Seg_ind++; 

6: new_list.send(Seg_ind);  

7: Seg_ind++; 

8: Best_Agt= Compete(new_list, Seg_ind-1); 

   9: While ((Not EOF) &&  
    (Transmission_quality(Best_Agt, 

  Best_Agt.long(), Seg_ind-1)) 
/* The “best” is still the best */ 

     Do{ 

9.1:    Best_Agt.send(Seg_ind);  

9.2:    Seg_ind++; 

     } 

10: If (Not EOF) /* The “best” is NOT good */ 
10.1:      GOTO 4;  

    Else { /* send last 2 segment and close */ 

10.2:    Best_Agt.send(Seg_ind);  

10.3:    Seg_ind++; 

10.4:    Best_Agt.send(Seg_ind); 

10.5:   new_list.close(); 

      } 
11: return(); 

End. 

 
The verification of the “Transmission quality” condition 

is done by verifying the pre defined ratio of packet 
retransmission threshold and pre defined packet jitter in the 
segment. 
 

Bool Transmission_quality(B_Agt,k,prev_seg_ind) 

begin 

0: quality = false;  

1: For (i=1 to N) do { 

1.1: Best[i]=  

Min(B_Agt[1][prev_seg_ind].pkt_arr_t(i), …,    

B_Agt[k][prev_seg_ind].pkt_arr_t(i)); 

1.2: ReTrns[i] =  

        Min(B_Agt[1][prev_seg_ind].ReTrns(i), …,         

        B_Agt[k][prev_seg_ind].ReTrns 

        (i)); 

   } 

2: For (i=1 to N-1) do { 

2.1:     If (Best[i+1]- Best[i]> Jitter) Then 

               return(quality); 

2.2:     Sum_ReTrns += ReTrns[i]; 

   } 

3: Sum_ReTrns += ReTrns[N]; 

4: If (Sum_ReTrns > ReTrns_TH) Then  

          return(quality); 

5: quality = True; 

6: return(quality); 

End. 

Before a competition is performed, all registered agents 
are instructed to transmit two segments. The best k agents 
are selected according to the performance of the arrived first 
segment (again, packet loss ratio and jitter). If more than k 
agents fulfill the quality condition then the first set of such 
agents is selected as the “best”. If none of the sets of k agents 
fulfill the quality condition then k is incremented. The 
selected agents are instructed to continue transmission. The 
other agents are instructed not to transmit.  
Agt_List Compete(A_List, S_ind)  

begin 

0: quality = false; 

1: k=1; 

2: Best_Agt = next set of k agents from A_list; 

3: quality = Transmission_quality(Best_Agt,k, 

      S_ind); 

4: If (quality == false and more sets exist)  

      GOTO 2; 

4.1: Else If (quality == false and no more sets  

         of size k exist){  

  k=k+1; 

  if (k<6) GOTO 2; 

  Else return („error‟);  

  } 

4.2  Else {return (Best_Agt)}; 

End. 
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V. PERFORMANCE EVALUATION 

The performance evaluation of this new method is not 
completed yet. However, we are able to provide some initial 
promising results.  

In the performance evaluation of our novel method we 
consider the following additional competing methods: single 
transmission (that is, the way live video is transmitted today 
by the domestic user) and simple (not controlled or 
coordinated) multiple transmission of 2-5 agents. In simple 
multiple transmissions, for every packet sequence number, 
the server considers the first arrived instance. That is, the 
resulting arrival times are the minimum arrivals times of 
every packet. The analysis of the best k method was 
performed twice, once with jitter requirement of 13 msec. 
and once with jitter requirement of 25 msec.  

Table I presents the Jitter statistics of the competing 
methods. Each line describes the average number of times 
that the arrival processes violate the corresponding jitter 
condition.  Each complete video transmission consists of 
50,000 packets. For example, in line number three, the jitter 
condition is “smaller than 13”, and the process “best k with 
parameter 25” violates this condition 1862 times in average 
out of 49,999 times (3.7%) while the process that use simple 
multiple transmissions of three agents violates this condition 
3709 times in average out of 49,999 times (7.4%).  As can be 
seen from this table, starting from jitter condition “smaller 
than 13” both best k processes outperform the other 
processes with significant small number of condition 
violation.  

Regarding the average overhead, processes with one 
agent naturally have no overhead (factor 1), processes with 
two agents have overhead of factor 2 (every packet is 
transmitted twice), and so on. The best k process with 
parameter 13 has overhead factor of 2.7 and the best k 
process with parameter 25 has overhead factor of 1.66. The 
differences in the overhead factors are due to the fact that 
fewer competitions are generated when the best k algorithm 
requirement from the jitter is less demanding. In a 
competition all the potential 5 agents transmit a segment, 
thus, the overhead increases with the number of 
competitions.   

TABLE I.  JITTER STATISTICS  

Jitter 

cond.  

best k 

(25) 

best k 

(13) 1 agt. 2 agt. 3 agt. 4 agt. 5 agt. 

10 7254 7360 13213 9909 7657 5648 3905 

13 1862 1402 7643 4984 3709 2842 2354 

16 1767 1293 6877 4485 3291 2502 2027 

19 1279 1006 5282 3503 2530 1894 1493 

22 552 612 2891 2000 1498 1178 1017 

25 517 582 2533 1825 1368 1086 938 

30 444 537 2075 1536 1180 974 882 

35 418 518 1891 1420 1094 911 835 

40 408 508 1796 1353 1045 879 819 

50 230 303 1007 842 756 743 785 

VI. CONCLUSIONS AND FUTURE WORKS 

This paper describes a new method to improve the 
quality of live video streaming for the private domestic 
sector. This method use a few agents installed for example, 
in the user laptop, smart phone and PDA. Upon registration, 
a server activates and coordinates the multiple transmission 
of the content from these agents in a way that improve the 
quality but with minimum overhead.  In the downlink 
direction, the server can transmit the same stream to several 
agents.  These streams can be joined again at the user 
computer using the same algorithm. We believe that this new 
web service is interesting as a complementary to sites such as 
MySpace and YouTube.  

Future work includes: 

 Additional analysis of the performance evaluation of 
this method.  

 Improving the selection of the k transmitting agents. 
In our simple algorithm the first set of agents that 
fulfill the conditions is selected. We believe that 
different selection method can perform better.  

 Dynamic estimation of actual performance 
conditions.   
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Abstract—A new relationship based stereo image 
watermarking algorithm for three dimensional video system on 
the concept of intra-blocks and inter-blocks relationships is 
given. Corresponding coefficients of discrete cosine transform 
and discrete wavelet transform  in the same position blocks are 
employed for defining intra-block relationship. Direct current 
coefficients for stereo pair in the same position blocks are used 
to describe inter-block relationship. Both of relationships are 
used to embed digital watermarks into stereo image pair; 
moreover, parity quantization is designed for watermark 
embedding when relationships can not work well. 
Experimental results show that the proposed algorithm can 
embed a watermark into images invisibly and the watermark 
can be detected blindly. At same time, the proposed algorithm 
is robust to attacks, such as JPEG compression, noise, filter, 
cropping, and so on. 

Keywords- Three dimensional video system; Stereo image 
watermark; Intra- and inter-block relationships. 

I.  INTRODUCTION 
Three dimensional video (3DTV) systems [1] have been 

recently developed which significantly improve visualization. 
Many people believe that 3DTV will be next important 
development step towards a more natural and life-like home 
entertainment experience. Meanwhile, as computer network 
and multimedia-related technologies are in its rapid 
developing period, it is inevitable to transmit 3D media 
through communication channels in great quantity.  A great 
chance of developing the copyright protection technologies 
of 3DTV will be produced as well. Watermarking [2] is one 
of technologies, which is the process of embedding the 
particular information inside the 3D digital contents as a 
solution to prove the ownerships. 

In the past, many kinds of watermarking algorithms are 
designed for text, audio, digital still images, and video 
sequences, very few algorithms have been proposed for 
watermarking of stereo images. Patrizio described an object-
oriented method for watermarking stereo images [3], and the 
watermark embedding is performed in the wavelet domain 
using quantization index modulations method, and the 
proposed algorithm is fragile against attacks. Hwang et al. 
proposed stereo image watermarking schemes based on 
discrete cosine transform (DCT) or discrete wavelet 
transform (DWT) [4][5]. The watermark is embedded into 
the right image of a stereo image pair in the frequency 
domain in [4], and is embedded into the left image of a 
stereo image pair by using DWT [5].  

A stereo image includes left and right images which are 
composing the same scene are taken by two cameras 
corresponding to the right and left eye-views. Differences 
between left and right images are called the “disparity” 
between them. Stereo image pair must have some relations 
which can be used to embed digital watermarks. However 
few algorithms based on pair relationships are depicted in the 
literature. In the past years a lot of digital watermarking 
algorithms based on relationships are proposed for mono- 
images and videos. Langelaar used energy differences 
between DCT blocks [6] for watermarking. Ling et al. 
addressed the real time requirement of video watermarking 
based on energy difference. Chen et al. designed the 
watermark embedding based on the relationships between 
wavelet coefficients [8].  Kim et al. presented watermark 
algorithm based on relationship between blocks in DCT 
transform [9]. However, those above relationships are used 
in mono-image watermarking, and new relationships will be 
designed for stereo images in this paper. 

Most of above algorithms employ transformations to 
embed watermark such as DCT and DWT. Haj presented 
combined DWT-DCT digital image watermarking [10] 
because of the advantages of DCT domain and DWT domain. 
Thus, DCT will be used in the proposed algorithm as well.  

In this paper, a new relationships based stereo image 
watermarking algorithm is presented. The proposed 
algorithm is linked to the nature of the stereo pair and the 
watermark is embedded into both of left and right images 
partly, not only into one image for transparency. The 
experiments show the transparency and robustness against 
attacks such as noise, JPEG compression, filtering and 
cropping. The rest of paper is organized as follows: the 
proposed algorithm is described in section Ⅱ; section Ⅲ 
demonstrates some experimental results of the proposed 
algorithm; finally, Section Ⅳ gives the conclusions. 

II. THE PROPOSED ALGORITHM 
In this work, the left and right images are divided into 

non-overlapping n×n blocks. Let binary watermark denote W 
with m×m size, and m×m≤(M×N)/(n×n), where M×N is the 
size of original images,. In the domain of the information 
security, the scrambling image is a usual way for image 
processing. Thus the 2-dimensional Arnold transformation is 
employed for watermarks and Ŵ={w1,w2,…wi; 0<i≤m×m } is 
achieved. The watermark will be embedded into the intra-
block, inter-block relationships or quantization as depicted in 
Fig.1. Either of three choices will be designed for watermark 
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embedding according to the preferences. Each component 
will be introduced in the following sections. 

 

 
Figure 1.  The main processes for embedding 

A. Intra-block and Inter-block Relationships 
The stereo image includes left image and right image 

with same size, which are divided into blocks with n×n. DCT 
and DWT are applied in all blocks respectively. The direct 
current (DC) coefficient of the DCT domain and low 
frequency coefficient of two-level DWT domain have the 
similar transformation trend when images are on the attack. 
Thus the intra-block relationship is between DC coefficient 
in DCT domain and the second value (LL2i2) of low 
frequency matrix in DWT domain, which are applied in the 
same blocks of images. Let the intra-block value denote IABi 
which is defined as  
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2
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ii
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where DCi is the DC coefficient of DCT domain for block i. 
For left image and right image are high similarities, 

especially in the background area. DC strands for the basic 
energy of image block, therefore DC for both same position 
blocks of stereo pair have similar trends when attacks are on 
pair.  The inter-block relationship is built on DCL,i, and DCR,i. 
DCL,i, is DC coefficient of left image block i and DCR,i is DC 
coefficient of right image block i. If DCL,i, is greater than 
DCR,i, the value of inter-block IRBi is  “1”, and otherwise, 
IRBi is “0”.  

Each wi of the binary watermark only has one value “0” 
or “1”. For relationship embedding, if  IABi for left and right 
image are same as wi, any coefficient of the blocks i is not to 
be modified. When three values are not the same, IRBi will 
be compared with wi. If they are same, any coefficient of the 
blocks is still unchanged, and otherwise, the DC coefficient 
of either left or right image needs to be changed and 
quantization step is required.  

B. Parity Quantization 
In this step, parity quantization is employed for the 

algorithm. DCL,i, and DCR,i  are quantized by the quantization 
step value S, and QL,i and QR,i are calculated as 

⎣ ⎦SDCQ /=                               (2) 

The processes for the quantization are described as follows. 
 If wi =1 and QL,i mod 2 =QR,i mod 2, neither of DCs 

will be update. Otherwise, either DCL,i, or DCR,i will be 
modified for same parity of QL,i and QR,I. The modification 
rule is that the range of DC modification is least. 

}2mod2mod|,min{|' ,,
'

iRiL QQxx ==        (3) 

}2mod2mod|,min{|' ,,
'

iLiR QQyy ==        (4) 

where Q’
L,i=floor((DCL,i,+x)/S), Q’

R,i=floor((DCR,i,+y)/S). If 
x’/DCL,i is less, the DCL,i should be modified, and vice verse. 
If wi =0 and QL,i mod 2 =QR,i mod 2, the DC coefficient will 
not be changed either, otherwise, DCL,i, or DCR,i will be 
modified according to the rule of quantization. 

For the parameter S, it is related to the quality image, 
and according to transparency and robustness, S is set to 10 
in the experiments. 

C. Main Steps for Watermaring 
Four secret keys are designed for the algorithm. 1×2 

matrix EM is used for recording embedding methods as key1, 
L times Arnold transformation is key2 and cycle of 
transformation T is key3 and S is key4. The main steps for 
embedding watermark are depicted as following five steps. 

Step 1: The left and right images are divided into non-
overlap blocks of size 8×8 and it is block transformed using 
DCT and two-level DWT technique respectively. The 
watermark W is transformed to Ŵ with Arnold 
transformation, and set i=1; 

Step 2: Compute intra-block IABi for block i of left and 
right image and inter-block IRBi relationships.. 

Step 3: Preference 1: if IABi of left and  IABi of right 
images are both equal to wi, then EMi=”00”, and go to step 4. 
Otherwise, the preference 2 is chosen. Preference 2: if IRBi is 
equal to wi, then EMi=”01”, and go to step 4 as well. 
Otherwise, preference 3 will be selected. Preference 3: 
compute the QL,i and QR,i, and set  EMi=”10”. Update 
corresponding DC coefficients according to the processes of 
the quantization. 

Step 4: If i≤m×m, then i++ and go back to the step 3, 
otherwise, go to next step. 

Step 5: Reconstruct the stereo images with watermark by 
inversing modified DCT transforms of left and right images. 

D. Main Steps for Extracting Watermark  
For a given stereo image pair, the recorded information 

about the embedded watermark (key1, key2, key3 and key4) 
should be provided for the watermark extraction from the 
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images. The detailed extracting procedure is described as 
follows. 

Step 1: the given embedded watermark stereo image pair 
is divided into non-overlap blocks of size 8×8 and it is block 
transformed using DCT and two-level DWT respectively.  

Step 2: set i=1, and get the DC coefficient DCEL,i, DCER,i 
for block i of left and right images, and get the second low 
frequency coefficient as well. If DC is greater than DWT 
coefficient in the same block, then intra-block value is “1”, 
otherwise is “0”. Thus IABL’

i is the intra-block value for 
block i of left image, and IABR’

i is the intra-block value for 
block i of right image. Suppose DCEL,i and  DCER,i are DC 
for block i of left and right image, and the inter-block 
relationship IRB’

i  is calculated by 

⎩
⎨
⎧

≤
>

=
iRiL

iRiL
i

DCEDCE
DCEDCE

IRB
,,

,,'

0
1

              (5) 

Step 3: via key1 get embedding methods matrix EM. Get 
the Arnold transformation watermark w’

i. When EMi=”00”, 
w’

i is calculated by:  

1 ' ' 1
'

0 ' ' 0i

IABL i IABR i
w

IABL i IABR i
= =⎧

= ⎨ = =⎩
                    (6) 

Suppose  EMi=”01”, w’
i is computed by: 

'

'

1 1
'

0 0
i

i
i

IRB
w

IRB
⎧ =⎪= ⎨

=⎪⎩
                                      (7) 

If EMi=”10”, and the quantization values for left and 
right images are calculated according to Eq.(1) and key4. 
If they have same parity w’

i=1, otherwise w’
i =0. 

Step 4: if i≤m×m, then i++ and go back to the step 2, 
otherwise, go to next step. 

Step 5:the Arnold transformation watermark W’={w’
1,w’

2 
w’

3…..,w’
m×m} is gained, and with key2 and key3, the final 

recovered watermark WN is achieved via (key3 -key2) Arnold 
transformation. 

III. EXPERIMENTAL RESULTS AND DISCUSSIONS 
In order to show the transparency and robustness of the 

proposed algorithm, a series of experiments will be tested in 
this section. The first frame of stereo image pair of “Puppy” 
with 640×480 pixels are taken for test images as illustrated in 
Fig 2. And a binary watermark with 64×64 pixels as shown 
in Fig 4(a).  

A. Watermark Evaluation  
To evaluate the quality of watermarked stereo images, 

the watermark recovering rates is defined with HC.  

mm
WW

HC
×
⊕

−= ∑ '

1                       (8) 

where  ⊕  is exclusive-OR. 

B. Transparency of Watermark 
In the experiment, L=28, T=48, S=10. The watermark is 

transformed by Arnold as illustrated in Fig. 4(b). The 
watermark is embedded into the pair of stereo images shown 
in the Fig.3. Obviously the watermark is transparent to 
visualization. The peak signal to noise ratio (PSNR) is used 
to evaluate the perceptual distortion. The PSNR of 
watermarked left image and right image are 52.14dB 
51.99dB, respectively. It means the proposed algorithm has 
transparency ability. Moreover the watermark can be 
detected by the algorithm totally as illustrated in Fig. 4(c) 
and 4(d) when images are not under the attacks, and HC is 1. 

C. Robustness to Attacks 
Here, JPEG compression, salt and pepper noise, filtering, 

and cropping are used to attack watermark embedding 
images (left and right images are attacked to the same extents) 
respectively, the experiments results confirms the robustness 
and stability of the proposed algorithm. 

 

Figure 2.  Original image. (a) left image and (b) right image 

 
Figure 3.  (a) left watermarked image; (b) right watermarked image. 

 

    
(a) (b) (c) (d) 

Figure 4.   (a) original watermark; (b) Arnold transformation of  watermark; 
(c) extractedArnold transforamtion watermark; (d) recovered watermark. 

    
(a) Q=90 

HC=0.9765 
(b) Q=70 

HC=0.9685 
(c) Q=50 

HC=0.9248 
(d) Q=30 

HC=0.8982 
 

Figure 5.  Recorvered watermarks after JPEG compression. 
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(a) r=1% 

HC=0.9231 
(b) r=2% 

HC=0.9133 
(c) r=3% 

HC=0.9055 
(d) r=4% 

HC=0.9006 
(e) r=5% 

HC=0.8943
Figure 6.  Recorvered watermarks after salt and peppers noise 
 

  
(a) Median(s=3) 

HC=0.9685 
(b) Median (s=5)  

HC=0.9460 
(c) Median (s=9) 

HC=0.9160 

  
(d) Average (s=3) 

HC=0.9775 
(e) Average (s=5) 

HC=0.9351 
(f) Average (s=9) 

HC=0.9216 
Figure 7.  Recorvered watermarks after median filter and average of 
different sizes (s×s). 

    
(a) 1/4 left-top 

HC=0.8345 
(b) 1/8 left-top 

HC=0.9614 
(c) 1/4 middle 
HC=0.6506 

(d) 1/8 middle 
HC=0.8284 

Figure 8.  Recorvered watermarks after cropped from different parts.. 

Attacks with JPEG Compression: Fig.5 shows 
recovered watermarks after JPEG compression with different 
quality and corresponding HC. Visually watermarks can be 
recognized and the values of HC are all around 0.9. It proves 
the robustness. When Q is from 90 to 30, the HC is 
decreased steadily and not dropped like Q decreased. So the 
proposed algorithm is still stabile. 

Attacks with salt and peppers noise: after distorting the 
watermarked images by different rates salt and pepper noise, 
the recovered watermarks are shown in Fig. 6. The 
watermark can be detected clearly and the most of HC are 
greater than 0.9. It proves the robustness again. Moreover, 
the changing scope of HC is tiny, which shows the stability 
of the proposed algorithm. 

Filtering: when the watermarked images are filtered by 
median and average filter of different sizes, all watermarks 
can be examined as illustrated in Fig. 7. Furthermore, the 
values of HC are all greater than 0.92. Thus, the proposed 
algorithm has the ability against filtering. 

Cropped: the proposed algorithm is tested against 
cropping as well. Watermarked images are cropped from 
different parts: 1/4 top-left, 1/8 top-left corner, 1/4 middle 
and 1/8 middle. Apparently watermarks can be detected as 
shown in Fig. 8.  

IV. CONCLUSTION 
In this paper, a novel stereo image watermarking 

algorithm based on relationships and quantization is 
proposed. The intra-block and inter-block relationships are 
employed for embedding watermarks. Moreover 
quantization of direct current coefficients in DCT domain is 
used for watermark embedding when relationships cannot 
work well. The experiments demonstrate the transparency of 
the proposed algorithm. Furthermore, when watermarked 
pairs of stereo images are on the attack, the watermark can 
be still detected well and it proves the robustness. However, 
cropping attack affects the quality of watermarked images 
much, and we will improve it in the future work. 
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Abstract—This paper proposes an access control scheme for
multimedia content consisting of several media such as text,
images, sound, and so on. The proposed scheme simultaneously
controls access to each medium of multimedia content in which
a hierarchy based on the quality (resolution, frame rate, bit
rate, and so on) is allowed to be in one medium. The proposed
scheme derives keys through hash chains, and each medium/
entity is encrypted with each individual key. By introducing
modified hash chains, the proposed scheme manages only a
single key for multimedia content, and it delivers only a single
key to a user for the content regardless of which parts in the
content the user can access; whereas the conventional access
control schemes having the above mentioned features manage
and/or deliver multiple keys. The single managed key is not
delivered to any user. Furthermore the proposed scheme is
resilient to collusion attacks. Performance analysis shows the
effectiveness of the proposed scheme. The proposed scheme is
more secure and simpler than the conventional scheme in terms
of key management and delivery.

Keywords-multimedia communication; access control; key
derivation; hash chain; cryptography.

I. INTRODUCTION

With the growth in network technology, the exchange
of digital images and sound as well as text become very
common regardless of whether the digital content is used
for commercial purpose or not. Since such digital content
is easily duplicated and re-distributed, protecting copyrights
and privacy is an important issue. Access control based
on naïve encryption (encrypting the whole content) [1] or
media-aware encryption [2]–[6] has been studied widely to
protect digital content.

A simple and straightforward way for realizing versatile
access control to multimedia content consisting of several
media to which several entities belong is encrypting each
entity individually. This approach, however, has to manage
a large number of keys, according to the number of entities
in multimedia content. Moreover, a user has to receive a
number of keys, according to the number of accessible
entities.

On the other hand, for JPEG 2000 [7] coded images and/
or MPEG-4 fine granularity scalability [8] coded videos,

scalable access control schemes have been proposed [2]–[6].
These schemes utilize one- or multi-dimensionally hierarchi-
cal scalability provided by coding technologies so that a user
can obtain an image or a video in the permitted quality from
one common codestream. In addition, hash chain [9], [10]
is introduced to several schemes for reducing the managed
and managed keys [3]–[6].

Though a hash chain-based access control scheme has
been proposed for multimedia content [11], the number of
managed keys increases dependently on not only the number
of media but also the dimensions of hierarchies in the media.
The number of delivered keys is increased as many as the
number of managed keys. Moreover, malicious users can
share their keys to increase accessible media/entities in this
scheme.

This paper proposes an access control scheme for multi-
media content which the scheme manages and delivers only
a single key. The proposed scheme assumes that content
consists of several media and there is a scalable hierarchy on
the quality in one of media. By introducing modified hash
chains, the managed key is one as many as the delivered
key regardless of which media/entities the user is allowed
to access. The managed key is not delivered to any user
in terms of security against key leakage. Moreover, the
proposed scheme is resilient to collusion attacks which
malicious users access much more portions beyond their
rights illegally.

This paper consists of five sections. Section II mentions
the conventional access control scheme for multimedia and
describes the problems of the conventional scheme. The
new scheme is proposed in Section III and is analyzed in
Section IV. Finally, conclusions are drawn in Section V.

II. CONVENTIONAL ACCESS CONTROL SCHEME FOR
MULTIMEDIA CONTENT

This section briefly describes the conventional access
control scheme for multimedia content [11], and summarizes
problems of the conventional scheme to clarify the aim of
this work.
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This is the first paragraph. This
is the 1st paragraph. This is the
paragraph which is appeared
firstly. You can find this paragraph
is the top paragraph.

   This is the second paragraph.
This is the 2nd paragraph. This
paragraph appears secondaly.
You know this paragraph is the
second paragraph.

  This is the fourth paragraph.
Yes, this is the last paragraph.
At last, this paragraph appears.
This is the final paragraph.

  This is the third paragraph. You
find that this is the shortest one.

the 1st
paragraph

the 2nd
paragraph

the 3rd
paragraph

the 4th
paragraph

the 1st
image

the 2nd
image

the 3rd
image

Figure 1. An example of multimedia content (the number of media M =
2, the number of entities in the first medium D1 = 4, and the number of
entities in the second medium D2 = 3).

A. Conventional Scheme

The conventional scheme [11] assumes that content con-
sists of M different media (image, video, sound, text, and so
on) which a hierarchy (image/video resolution, frame rate,
bit rate, etc) exists in each medium; In the text medium, the
appearing order of paragraphs has its own meaning, and it
is referred to as a semantic hierarchy. The scheme uses a
symmetric encryption technique.

For multimedia content consisting of M different media,
this scheme manages M keys. Fig. 1 shows an example of
multimedia content where M = 2. For the m-th medium
where m = 1, 2, . . . ,M , encryption keys are derived from
managed key KDm

m that corresponds to the m-th medium,
where Dm represents the number of entities in the medium,
i.e., the depth of the hierarchy. Encryption keys Kdm

m ’s are
derived through a hash chain as

Kdm
m = HDm−dm

(
KDm

m

)
, dm = 0, 1, . . . , Dm − 1, (1)

where Hα(β) represents that cryptographic one-way hash
function H(·) is applied to β recursively α times. The
dm-th entity in the m-th medium is encrypted with its
corresponding encryption key, Kdm

m .
A user receives M decryption keys. Each user receives

different set of decryption keys, which are delivered keys,
due to which media/entities the user is allowed to access, but
all users receives the common encrypted multimedia content.
From the delivered keys, the user derives keys for accessible
entities in accessible media through the same hash chain as
used in the encryption key derivation. That is,

Kδm
m = H∆m−δm

(
K∆m

m

)
, δm = 1, 2, . . . ,∆m − 1, (2)

where K∆m
m is the delivered key for the m-th medium. By

using ∆m decryption keys, the user decrypts ∆m entities
from the first entity to the ∆m-th entity.

A user who receives K0
m cannot access any entities in the

m-th medium, because one-way property of H(·) prevents

the user to generate any other valid keys for the m-th
medium of the content. The conventional scheme introduced
this unusable key concept in order to cope with medium-
based access control.

B. Problems of the Conventional Scheme

The conventional scheme [11] has two major problems.
• the number of managed and delivered keys
• collusion attack-vulnerable
As mentioned in the previous section, the conventional

scheme encrypts entities in a medium independently of other
media. This feature of the conventional scheme requires
managed and delivered keys as many as media in the
multimedia content, i.e., M keys are managed and M keys
are delivered to a user for content consisting of M different
media. This conventional scheme employs ordinary hash
chains [9] rather than cross-way hash trees [10] in essentials.

The latter problem is also attributed to the feature just
described in the above paragraph. Though introducing un-
usable key concept in order to serve medium-based access
control, the conventional scheme allows malicious users to
collude to access inaccessible media. A user who can display
images and another user who is allowed to read texts share
their keys and obtain both images and text paragraphs.

In the next section, a new access control scheme for mul-
timedia content is proposed. The proposed scheme manages
only a single key and delivers also only a single key to
a user regardless of which media/entities in the content the
user can access. In addition, the proposed scheme is resistant
to collusion attack.

III. PROPOSED SCHEME

This section proposes a new access control scheme for
multimedia content. The proposed scheme assumes that
multimedia content C consists of M media and the first
medium has a hierarchical structure;

C =
{
G1

1, G
1
2, . . . , G

1
m, . . . , G1

M

}
, (3)

G1
1 ⊃ G2

1 ⊃ G3
1 ⊃ · · · ⊃ GDm

1 , (4)

where G1
m (m = 1, 2, . . . ,M ) represents the m-th medium

content itself, and D1 is the depth of the hierarchy in the
first medium. The complementary sets represent entities in
medium G1

1 as

Edm
1 = Gdm

1 −Gdm+1
1 , dm = 1, 2, . . . , Dm − 1, (5)

and
EDm

m = GDm
m . (6)

The proposed scheme derives keys from single managed key
KC and encrypts content C by encrypting Edm

m ’s using those
corresponding keys. In addition, this scheme delivers only a
single key to each user.

Fig. 2 shows an example conceptual diagram of the
assumed multimedia content, where content C consists of
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G4
1

G3
1

G2
1

G1
1 G1

2 G1
3

C

E1
2 E1

3

E4
1

E3
1

E2
1

E1
1

Figure 2. An example of multimedia content conceptual diagram in the
proposed scheme (the number of media M = 3 and the depth of the
hierarchical structure in the first medium D1 = 4).

E1
1

E2
1

E3
1

E4
1

E1
2

frames for
120 fps
frames for
60 fps
frames for
30 fps
frames for
15 fps

G4
1

G3
1

G2
1

G1
1 (Video)

music

G1
2 (Sound)

E1
3 text

G1
3 (Text)

C

Figure 3. A practical example of multimedia content (the number of media
M = 3 and the depth of video D1 = 4).

three media, G1
1, G1

2, and G1
3, i.e., M = 3, and the hierarchy

depth of medium G1
1 is four (D1 = 4), i.e.,

G1
1 ⊂ G2

1 ⊂ G3
1 ⊂ G4

1. (7)

E1
1 , E2

1 , E3
1 , and E4

1 are entities in medium G1
1.

A. Key Derivation and Encryption

This section provides the key derivation mechanism in the
proposed scheme under the condition content C is abstracted
as Fig. 2. For easy understanding, more practical example
is given in Fig. 3. Content C in Fig. 3 consists of video,
sound, and text, i.e., M = 3, and video has a hierarchy with
four in depth in terms of the frame rate, i.e., D1 = 4. In this
example, G1

1 is digital video, and it is playable in several
frame rates; 120, 60, 30, and 15 frames per second (fps).
Shown in Fig. 4, frames decoded at each rate are represented
by G1

1, G2
1, G3

1, and G4
1, respectively. Media G1

2 and G1
3 are

sound and text, respectively.
In the example here, access control is provided based on

not only media but also the frame rates of video. For content
C shown in Fig. 3, keys for encryption are derived as shown
in Fig. 5, and each key is used to encrypt and decrypt
the corresponding medium/entity. For the video, KE1

1
is
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(c) 30 fps.
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(d) 15 fps.

Figure 4. Decode of a movie in different frame rates (The shaded frames
are decoded).
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Figure 5. Key derivation to control access to the content shown in Fig. 3.
All users who are allowed to access video with any frame rates can access
sound medium. Users who are allowed to access video with 60 fps or 120
fps can view text data. A solid arrow is an ordinary hash function and a
dashed arrow is a modified hash function.

for E1
1 which represents frames decoded at 120 fps only.

Similarly, keys KE2
1
, KE3

1
, and KE4

1
are for E2

1 , E3
1 , and

E4
1 , respectively. Keys KE1

2
and KE1

3
are for sound and text,

respectively. It is noted that key KC is the single managed
key.
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Firstly in the proposed scheme, keys K
E

d1
1

are derived
from KC as

K
E

d1
1

= Hd1 (KC) , d1 = 1, 2, . . . , D1, (8)

where H(·) is a cryptographic one-way hash function.
Eq. (8) represents an ordinary hash chain [9], and the chain
is shown with solid arrows in Fig. 5.

Meanwhile, keys KE1
2

and KE1
3

are derived by modified
hash chains in the proposed scheme. In this example, these
keys are given as

KE1
2
= H

(
f
(
KE4

1
,H

(
KE4

1

)))
, (9)

KE1
3
= H

(
f
(
KE2

1
,H

(
KE2

1

)))
, (10)

respectively, where f(·) is an function with two input and
one output in which the length of inputs and output are iden-
tical. A bitwise exclusive or operation is a simple example of
function f(·). As shown in Eqs. (9) and (10) which represent
modified hash chains introduced in this paper, keys given by
Eq. (8) are repeatedly used to derive other hash chains that
are different from the ordinary hash chains. The modified
hash chains are shown with combination of solid and dashed
arrows in Fig. 5.

Each entity Edm
m is encrypted using each corresponding

key KEdm
m

, and encrypted content C is opened to public.

B. Delivered Key for Each User and Decryption

1) User allowed to access video, sound, and text: A user
permitted to decode frames at 120 or 60 fps receives KE1

1

or KE2
1

shown in Figs. 6 (a) and (b). Eq. (8) is same as,

K
E

d1
1

= H
(
K

E
d1−1
1

)
, d1 = 1, 2, . . . , D1. (11)

The user can obtain K
E

d1
1

(d1 = 1, 2, 3, 4) using an ordinary
hash chain in Eq. (11).

As shown in Fig. 5, keys KE1
2

and KE1
3

for sound E1
2

and text E1
3 are generated from KE4

1
and KE2

1
, respectively,

using modified hash chains in Eqs. (9) and (10). Thus the
user can also obtain KE1

2
and KE1

3
and play sound and read

text in addition to watch the video.
2) User allowed to access video and sound: A user can

access frames decoded at 30 or 15 fps receives KE3
1

or KE4
1

as shown in Figs. 6 (c) and (d). The user has KE4
1

but does
not have KE2

1
. Thus the user can obtain only KE1

2
for sound

E1
2 by Eq. (9) and play sound as well as the video.
3) User allowed to access sound: A user allowed to

access only sound E1
2 receives KE1

2
as shown in Fig. 6 (e).

KE1
2

is a key generated by Eq. (9). Any keys cannot be
generated from KE1

2
.

4) User allowed to access text: A user allowed to access
only text E1

3 receives KE1
3

as shown in Fig. 6 (f). KE1
3

is a
key generated by Eq. (10). KE1

3
can generate no other key.

Table I
COMPARISONS IN TERMS OF THE NUMBER OF MANAGED AND

DELIVERED KEYS, DELIVERY OF MANAGED KEYS, AND COLLUSION
ATTACK RESILIENCE.

Proposed Conventional [11]
The number of managed keys 1 M
The number of delivered keys 1 M

Delivery of managed keys No Yes
Collusion attack resilience Yes No

C. Features

Two main features of the proposed scheme are briefly
summarized here.

By introducing modified hash chains, the proposed
scheme reduces both the managed and delivered keys to
one. In contrast, the conventional scheme [11] manages and
delivers keys as many as media.

By using modified hash chains, multiple media are related
to prevent malicious users to collude. The conventional
scheme is collusion attack-vulnerable, because the conven-
tional scheme encrypts each medium separately.

In addition to the above features, the single managed key
is not delivered to any users in the proposed scheme while
the conventional scheme delivered the managed keys to some
users.

It is noted that any arbitrary function and key combination
can be used for a modified hash chain and that any arbitrary
key assign can be used to properly control access to the
content.

IV. EVALUATION

The proposed scheme is evaluated by comparing with
the conventional scheme [11] which uses ordinary hash
chains [9] only. Evaluation is given in terms of the number
of managed and delivered keys, delivery of managed keys,
and collusion attack resilience.

Table I shows the results of comparisons. The proposed
scheme manages and delivers only a single key regardless
of the number of media and the depth of the hierarchical
structure in a medium, whilst the conventional scheme [11]
must manage and deliver keys as many as media. The single
managed key is not delivered to any user in the proposed
scheme, whereas the managed keys are delivered to some
users in the conventional scheme [11]. In addition, the
proposed scheme is resilient to collusion attacks while the
conventional scheme [11] is naive for collusion attacks. The
table brings out the effectiveness of the proposed scheme.

V. CONCLUSION

This paper has proposed a new access control scheme
for multimedia content in which modified hash chains are
employed. The proposed scheme manages only a single
key. This scheme also delivers only a single key to a user
regardless of which portions of the content to which the
user can access. In the proposed scheme, the single managed
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Figure 6. A delivered key and decryption keys for each user.

key is not delivered to any user. Furthermore, the proposed
scheme prevents malicious users to collude for accessing
much more portions. Comparison result summarizes the

effectiveness of the proposed scheme. The proposed scheme
thus controls access to mulimedia content securely and
simply in comparison to the conventional scheme.
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Applying the proposed scheme to content in which each
medium has its own hierarchical structure is a further work.
Moreover, we would like to apply the proposed scheme to
other security technologies such as digital watermarking and
secret sharing.
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Abstract—In this paper, we propose a dynamic clustering
protocol coupled with a consensus-based Kalman filter algorithm
to self-organize Wireless Sensor Networks for localized tracking
of a single moving target. Our proposed scheme takes opportunity
from the fact that the target presence is a localized event.
Therefore, We consider a WSN with limited sensing range to
design a target tracking scheme using low-cost limited-energy
nodes. Simulation results show a clear improvement in the
network energy consumption, however state estimation quality
degrades slightly compared with centralized approaches and
other tracking schemes with limited sensing range that do not
limit the set of tracking nodes. Our tracking scheme reduces
the number of tasking nodes which reduces the network energy
consumption.

Index Terms—Energy conservation, dynamic clustering, local-
ized target tracking, Kalman consensus filter, limited sensing
range.

I. INTRODUCTION

Wireless Sensor Network (WSN) is an emerging technology
that consists of hundreds or thousands of tiny low-cost energy-
limited nodes that have small capacities of sensing, processing
and communication via radio medium. Typically, these nodes
report captured data to a base station for further processing.
They are equipped with a low-cost small-capacity batteries
which are, in most cases, non-rechargeable and irreplaceable.
Therefore, network lifetime is considered as an important issue
for many key applications such as: target tracking [1].

In contrast to high-cost sophisticated surveillance technolo-
gies, WSNs use cheap technology that do not rely on any
centralized infrastructure.

This technology which aims at providing the same perfor-
mance as do traditional systems, brings up new challenges
related to data processing algorithms, communication systems
and network organization. In many cases, collaboration among
nodes helps at solving these challenging open-issues.

In contrast to single-node tracking systems, collaborative
target tracking fuses data transmitted by many nodes and
produces state-estimation of the target. However, these mea-
surements are noisy, redundant and non-synchronized and
the inter-node communication is an energy-consuming task.
Furthermore, neither reliable communication protocols nor
complex data processing algorithms can be implemented on

a sensor node because of its limited processing and commu-
nication capacities.

Therefore, energy efficiency in target tracking is a key
issue in WSN and it can be achieved using different methods
[2]. One of them is the prediction-based schemes coupled
with selective activation. Sensor nodes can collaboratively
generate predictions of the target location by executing an
in-network light-weight data fusion algorithm. The gain of
such algorithms is two-fold: (i) it generates state-estimates of
the target, and (ii) it produces state-predictions for the next
sampling period which are used to activate selected nodes
(implicitly or explicitly by sending an activation message).

In many cases, this method requires collaboration among
nodes to provide accurate data in presence of noisy sensor
measurements transmitted over noisy communication links.
Furthermore, sensor readings from the low-cost limited sens-
ing range components are, in fact, less accurate but they are
close to the target which, in turn, can be detected by more than
one sensor at the same time. Hence, the sensor network can
take profit form this data redundancy to improve the tracking
quality.

In this paper, we consider a WSN with limited sensing
range that localizes the data fusion algorithm within the
target detection zone and self-organizes nodes within dynamic
clusters that move along the target trajectory. It is interesting
to study this type of WSN because they help at minimizing the
network energy consumption and provide acceptable tracking
quality by selecting the appropriate tasking nodes.

This paper is organized as follows: in Section II, we give
some definitions and system models. In Section III, we de-
scribe some related works proposed in the literature to reduce
energy consumption via distributed Kalman filter algorithm.
In Section IV, we present our proposed method that consists
of two main components: (1) the Kalman consensus filter and
(2) the dynamic clustering protocol. In Section V, we discuss
the simulation results and the tradeoff between the energy
consumption and the estimation quality. Finally, in Section
VI, we conclude the paper.
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Fig. 1. Probabilistic detection model

II. BACKGROUND

In the following subsections, we give some basic definitions
of the WSN model and the centralized Kalman filter. After that
we describe the mathematical model of the distributed Kalman
filter adopted in our proposed method.

A. System Model and Assumptions

We model the wireless sensor network by a non-oriented
graph G(V,E) where V = {s1, s2, · · · , sn} is the set of
nodes and E = {(si, sj) | ‖si − sj‖ ≤ Rc} is the set of
communication links. Rc is the communication range of each
node and ‖si − sj‖ is the Euclidean distance between nodes
si and sj . We assume that the sensing range Rs is uniform
among all the nodes and it verifies the condition required for
coverage and connectivity constraints, i.e., Rc ≥ 2Rs.

We suppose that the target state is a 4-tuple vector:

X = (x, y, ẋ, ẏ) ∈ R4

where (x, y) and (ẋ, ẏ) are respectively, the target position
coordinates and its velocity along X and Y axes. Each node
measures the distance to the target ρ and the angle between the
X axis and the target position vector θ. For target detection,
we use a probabilistic model expressed by the equation 1:

ps(q) =


0 if r + re ≤ ‖s− q‖

e−α(‖s−q‖−(r−re))
β

if r − re ≤ ‖s− q‖ ≤ r + re

1 if r − re ≥ ‖s− q‖
(1)

where ‖s − q‖ is the Euclidean distance between sensor s
target q, r is the sensing range of s and re is the sensing error
(re � r). α and β are constants (see Figure 1).

We assume also that nodes are initially in the sleep state
which guarantees minimum energy consumption. In fact, in
this state, all the nodes’ hardware units are OFF, except the
processing unit and a low-power paging channel to receive
wake-up messages. Upon receiving a wake-up message, nodes
start up all their hardware units. Nodes are supposed aware of
their geographic positions and each node maintains a list of
its neighboring nodes.

The first target detection is supposed done successfully and
the first activation is performed via an external activation
message.

B. Centralized Kalman Filter

We assume that the target state and the measurement models
are respectively defined by the following linear equations:

xk+1 = Akxk +Bkuk + wk

zk = Hkxk + vk

where: A is the matrix that relates the previous target state to
the current one, B is the matrix that relates commands to the
current target state, wk is the system noise, H is the matrix
that relates the measurements to the current target state and
vk is the measurements’ noise at time step k. xk is the target
state vector at time step k.

We suppose that w and v are white noises with Q and R co-
variances respectively: p(w) ∼ N(0, Q) and p(v) ∼ N(0, R).
Also, we suppose that matrices A and H are detectable and
all matrices A, B, H , Q and R are time-independent. For
Constant-Velocity target model, matrix Ak and Hk have these
values:

Ak = A =


1 0 1 0

0 1 0 1

0 0 1 0

0 0 0 1

 , Hk = H =

(
1 0 0 0

0 1 0 0

)

We denote x̂−k and x̂k as the a priori and the a posteriori
target state estimations at the time step k, respectively.

As same, the a priori and a posteriori estimation error
covariance matrices P−k , Pk at time step k are defined by:

P−k = E[(xk − x̂−k )(xk − x̂−k )T ]

Pk = E[(xk − x̂k)(xk − x̂k)T ]

The Kalman gain factor at time step k is defined by:

Kk = P−k H
T
k (HkP

−
k H

T
k +Rk)−1

We summarize the Kalman model by the following recursive
steps:

1) Prediction Step:
• Next step state prediction:

x−k+1 = Akx̂k +Bkuk (2)

• Next step error covariance prediction:

P−k+1 = AkPkA
T
k +Qk (3)

2) Update Step:
• Kalman gain:

Kk = P−k H
T
k (HP−k H

T +R)−1 (4)

• Estimation update:

x̂k = x̂−k +Kk(zk −Hkx
−
k ) (5)

• Error covariance update:

Pk = (I −KkHk)P−k (6)
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Fig. 2. Micro-filter architecture of a DKF node

C. Consensus on Kalman micro-filters

Decentralized Kalman filter gives target state estimation
using a set of k micro-filters. This model requires all-to-
all communications. In [3], the authors propose a Distributed
Kalman Filter (DKF) that uses high-pass and low-pass filters
to fuse data. It can fuse heterogeneous data obtained from
non-linear sensing model:

yi = hi(xk) + vki

All the nodes have the same architecture as illustrated in
Figure 2.

The system to be observed is modeled as follows:
xk = Akxk−1 +Bkwk and yki = Hk

i xk + vki
In addition to the Kalman filter model equations described

in Section II-B, two new values are included into the model
namely: (1) the fusion of the error covariance inverse matrix
and (2) the fusion of the measurements. These two values are
expressed respectively by:

Sk =

∑n
i=1H

kT
i R−1i Hk

i

n

and

yk =

∑n
i=1H

kT
i R−1i yki
n

Each node executes the following calculations:

Mk
i = (P−1i,k + Sk)−1

x̂k = x̂−k +Mk
i (yk − Skx̂−k )

P k+1
i = AkM

k
i A

T
k +BkQ

k
iB

T
k

x̂k+1 = Akx̂k

with: Qki = nQk and P 0
i = nP0. The estimations are

identical in all nodes, i.e.,

x̂ki = x̂k,∀i

The filter dynamic is expressed by equation 7 (for more details
see [4]): {

q̇i = −βL̂qi − βL̂ui
pi = qi + ui

(7)

where L̂ = L
⊗
Im is the m-dimension graph laplacian, ui is

the node input, qi is the Kalman filter state and β (β > 0) is the

gain (it should be big enough for random deployed topologies).
The filter output is computed according to equation 8:{

q̇i = β
∑
j∈Ni(qj − qi) + β

∑
j∈Ni(uj − ui) β > 0

yi = qi + ui
(8)

With Ni is the ith node’s neighbors set (the reader could refer
to [5] to learn more about filter discreatization in connected
graphs).

III. RELATED WORK

The Kalman Consensus Filter (KCF) is proposed in [3]. It
uses a set of k Kalman micro-filters to fuse heterogeneous data
received from sensors with non-linear sensing models. There
are two variants of this approach: one fuses measurements
and the other fuses estimations. In the measurements’ fusion
variant, low-pass and band-pass filters are modified into high-
gain high-pass filters. The other variant fuses estimations
instead of measurements in order to accelerate the consen-
sus convergence. This filter uses latency-generating power-
consuming complex matrix computations which may fail at
detecting fast targets. Furthermore, the algorithm makes the
assumption that all nodes can observe the target which may
not hold all the time.

In [6], the authors use biparti graphs to distribute the
Kalman Filter (KF) model. In this approach, the KF model
is distributed on the whole network and the global model
is decomposed into nl (nl � n and n is the network size)
reduced sub-models, each one is executed by a micro-filter
in a single node. Each node computes its local estimation
and fuses it with the received estimations. Biparti graphs are
used when dependencies exist between these sub-models. This
method is suitable for estimations’ fusion because it includes
data correlation between local estimations.

Distributed Kalman filter with Gossip communications is
proposed in [7]. Each node can sense only a part of the
observed phenomenon, i.e., each node can measure or estimate
a subset of the target state attributes and communicates them
to its neighbors and then deduces the missed attributes. There
are two drawbacks to this method: (1) message communication
complexity, i.e., nodes exchange many messages (estimations
and error covariance matrix) , and (2) topology-dependency
model, i.e., strong network connectivity is required for esti-
mations’ communication between neighboring nodes.

Olfati et al. propose a distributed Kalman filter with limited
sensing range [8] in which nodes implement local micro-filters
and reach a consensus using message passing communication
model. This scheme makes the assumption that passive nodes
(nodes that do not detect the target) are considered with no
contribution. Even that, they are included in the fusion step.

Instead of sending long messages, authors of [9] propose
that nodes send only one bit information. A quantification
function is defined to represent node’s estimation and the filter
is then executed in two distinct procedures: an observation-
transmission procedure and a reception-estimation procedure.
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The main disadvantage of such approaches is that the quantifi-
cation function may induce information loss when lossy links
are present in the network.

IV. PROPOSED METHOD

All the above-mentioned approaches do not consider the
problem of limiting the number of nodes participating in the
tracking task and suppose that the target can be observed
by the whole network. However, these two assumptions do
not hold in all cases: i.e., in a 2D ground deployed WSN,
only nodes that are close to the phenomenon can sense it;
the other nodes can not. In addition, low-power nodes have
limited sensing ranges and can communicate with a reduced
set of neighbors.

This aspect can be exploited to reduce the energy con-
sumption in a target tracking application. Figure 3 shows the
relationship between the sensing component and the communi-
cation component in a sensor node that uses a prediction-based
scheme. A light-weight estimation-prediction algorithm can be
used to estimate the target state and predict its next position.
This helps at waking-up the most appropriate nodes to track
the target and at best organizing the network communications.
Consequently, The other nodes remain in the sleep state which
saves much more energy than in a periodic sampling-based
target tracking scheme.

Indeed, periodic sampling provides more accurate data but it
greatly reduces the energy resources of the nodes. Prediction-
based schemes are more appropriate in a dense network where
not all nodes are needed to be woken-up.

Therefore, two issues are to be considered here: (1) the
estimation algorithm should be distributed over a subset of
nodes that are close to the target, and (2) the tracking group
should be dynamic depending on the target dynamic model. To
resolve these issues we propose a Distributed Kalman Filtering
approach with Dynamic Clustering (DKF DC).

Our method is inspired by the work in [8], but instead of
tasking all the network nodes, it uses a dynamic clustering to
limit messages exchanges between nodes participating in the
estimation process. Our clustering protocol consists of two
phases: (1) leader election phase and (2) cluster reconfigura-
tion phase.

Leader election is executed among active nodes that are
close to the target. The other nodes stay inactive to save their
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Fig. 4. State-transition diagram of the proposed clustering protocol

energy resources. Therefore, nodes wake-up only when they
receive activation messages to adhere to the current cluster.
Unlike centralized fusion methods, the cluster-head in our
method is not considered as a fusion center but as a cluster
manager that is responsible for its reorganization. Hence,
communications are performed between all the active nodes
and not only between the active nodes and the cluster-head.

Continuous target tracking is guaranteed by allowing a
subset of the last cluster members to adhere to the current
cluster. That is what ensures the propagation of the estimation
information along the target trajectory.

A. Cluster Formation and Leader Election

When a node receives an external intrusion message
MSG INTRUSION that contains the target state estimation
recorded by some border nodes, it wakes-up and triggers
the leader election phase. First, it sends a wake-up message
MSG WAKEUP to all its neighboring nodes, then it broad-
casts a cluster creation message MSG CREATECLUSTER
that contains the first detected position.

Nodes that receive a MSG CREATECLUSTER message
compute a local decision value using measures like: (1) the
distance between the node and the target, (2) the last estimation
quality measured by the covariance matrix Pk issued from the
Kalman filter or (3) the residual energy of the node.

As illustrated in the state-transition diagram in Figure 4,
a node leaves the non-adhered state to go either back to the
sleep state when a waiting timer expires or to the waiting
state upon receiving a MSG CREATECLUSTER message.
The node within this state, computes the decision value and
broadcasts it to its neighbors. If it receives a value sent from
some neighboring node then it updates its candidates’ list that
contains couples (sender, value). Another timer is alarmed
to wait for receiving such values. After its expiration, the
waiting node decides to become a leader if it is the top list
candidate. Otherwise, it becomes a temporary member. During
the waiting time, if the node receives a MSG CHREADY
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message that contains the cluster-head ID, then it adheres as
a member to this cluster.

Temporary-member node discards the top list candidate and
waits for receiving a MSG CHREADY message to adhere to
that cluster. If it does not receive such message, it becomes
leader if it is the top list candidate.

Similarly, a member node leaves this state upon receiving
a MSG NOTCH message sent by a leader. Consequently, it
goes back to the non-adhered state.

B. Cluster Reconfiguration

The leader node checks the target state estimation to decide
about the cluster reconfiguration. When it detects that the
target is lost, then it performs the following two tasks:

1) Sending back a MSG JOIN message to force the sender
of a MSG CREATECLUSTER or a MSG CHREADY
message to adhere to its cluster.

2) Updating the cluster members list upon receiving a
MSG JOIN or a MSG QUITCLUSTER messages.

A leader leaves this state when one of the following events
occurs:
• Receiving a MSG JOIN message to become a member

of the message sender’s cluster.
• Losing the target: the cluster should be reconfigured and

the nodes return back to the non-adhered state.
The cluster reconfiguration operation consists of updating
the candidates’ list and informing member nodes that the
leadership has changed using a MSG NOTCH message. Upon
receiving this message, nodes trigger a new election process
that may include previous members.

On the contrary to the scheme proposed in [10], our
dynamic clustering protocol prevents multi-cluster tracking by
letting only direct neighboring nodes to adhere to the cluster
and force the other nodes to return back to the sleep state.
After constructing the tracking cluster, the data fusion phase
comes into play to generate target state estimation.

C. Target State Estimation

The member nodes of the current cluster perform the
sampling to detect the target. They (including the leader node)
compute their information matrix ui and Ui as follows:

ui = HT
i R
−1
i zi (9)

Ui = HT
i R
−1
i Hi (10)

Equations 9 and 10 contain respectively the measurements
information and the measurements errors information. The
Kalman filter fuses estimation errors to generate updated
state estimations. After that, each node broadcasts a message
mi = {ui, Ui, x̄i} containing the measurements, the mea-
surements errors and the last state estimation x̄i to all the
cluster members. Each node waits then for receiving such
messages from the other members to fuse the information
matrix and the vectors yi and Si as follows: yi =

∑
j∈Ji uj

and Si =
∑
j∈Ji Uj .

At the end of the data fusion phase, each node estimates
the target state using KCF:

Mi = (P−1i + Si)
−1 (11)

x̂i = x̄i +Mi(yi − Six̄i) + γMi

∑
j∈Ni

(x̄j − x̄i) (12)

After that, nodes update their respective micro-filter states
using equations 13 and 14:

Pi = AMiA
T +BQBT (13)

x̄i = Ax̂i (14)

The leader checks the distance to the target and eventually the
number of the active nodes in its cluster or the residual energy
to decide about the cluster reconfiguration. Consequently, it
updates its list of candidates and assigns the leader task to the
most appropriate member.

V. SIMULATIONS AND RESULTS

We use TOSSIM [11] to validate our proposed method by
simulation. TOSSIM is a discrete-time simulator of TinyOS
operating system for wireless sensor motes. We compared our
method with three different target tracking schemes discussed
in Section III which are: (1) centralized Kalman filter (CKF)
[12], (2) distributed Kalman filter with limited sensing range
(DKF LSR) [8], (3) distributed Kalman filter with gossip
communications (DKF GOSSIP) [7]. The CKF is considered
as the base reference for our comparisons.

A. Simulation Setup

Simulation parameters that we vary are: (1) the sampling
period, (2) the network size (or network density) and (3) the
target velocity. The communication range is set to 50m, the
sensing range is set to 15m and the target model is Gauss-
Markov.

The nodes’ energy consumption is evaluated using POWER-
TOSSIM and the estimation quality is measured by the mean
square error between the real target position and estimated
position:ε =

√
(x− x̂)2 + (y − ŷ)2.

In the following subsections, we present the simulation
results we have obtained regarding two metrics, namely:
energy consumption and estimation quality.

B. Energy Consumption

First, we simulate a 100 nodes WSN that consists of
randomly deployed on a 2D area of 200 × 200m2 surface.
By varying the sampling period within the set of values from
1s to 3s we obtain the graphs in the figure 5.

As shown in this figure, the network average energy con-
sumption of the different simulated schemes is inversely pro-
portional to the sampling period time because of the number of
data messages exchanged between nodes. CKF and DKF LSR
consume much more energy than DKF GOSSIP and our
method DKF DC because of the centralized nature of CKF
and the non-limited number of nodes that participate in the
target state estimation in DKF LSR. The reduced network
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energy consumption in DKF DC is due to the fact that
the dynamic clustering protocol limits the number of nodes
involved in the tracking task.

We also evaluate the network energy consumption by vary-
ing the network size within {225, 150, 100} and setting the
deployment area surface to 200×200m2. The sampling period
is set to 1s. We obtain the results in figure 6, in which we
observe that the dense nature of a WSN influences the network
energy consumption. In CKF and DKF LSR methods, the
number of tasking nodes is high which induces an excessive
energy consumption because each node executes a sensing
operation every tracking step. Sensing and communication
energy consumption is high than computation consumption
that is what explains why DKF DC outperforms these two
methods.

C. Estimation Quality

The estimation quality of CKF, DKF DC and DKF LSR
schemes are evaluated for different sampling periods (see
Figures 7, 8, 9).

As we can see in the three figures, the estimation quality
of our method is less than those of CKF and DKF LSR,
and CKF outperforms all the other schemes in respect to the
different sampling periods. In our method, the reduced set of
participating nodes in the estimation process may decrease the
total nodes’ utility when less-appropriate nodes are chosen.
Therefore, including all the network nodes in the estimation
process and considering a uniform distributed noise model,
this improves the estimation quality and convergence, because
much data are fused despite the fact that they contribute or not
in the estimation. Picks can be also observed on the graphs of
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DKF DC due to the cluster reconfiguration process. Figure 9
shows that with a large sampling period, our method presents
poor estimation quality because of the latency generated by
the clustering protocol. This can be considered as a drawback
of DKF DC.

Finally, the estimation quality of CKF, DKF LSR and
DKF DC schemes when varying the target speed within
{1m/s, 2m/s, 4m/s} is presented in Figures: 10, 11, 13,
respectively.

In figure 10, we can see that the estimation error of CKF
decreases for different target speeds. Indeed, we realize that
the Kalman filter presents some picks in the beginning of
the estimation process, but they disappear after that and the
estimation error converges to zero due to the recursive nature
of KF. Figure 11 shows that for targets with relatively low
speeds, the estimation error of DKF DC converges to zero.
However, when the target speeds up, it overcomes the cluster
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reconfiguration process. Thus, we observe a degeneration of
the estimation quality for targets with velocity v3 = 4m/s.
A recovery process should be setup here to deal with this
problem. The estimation error of DKF LSR is presented in
figure 13. As we can see, this method converges also for
different target speeds but in a slow rate compared with
CKF, because the state vector and the covariance matrix are
exchanged between large and large sets of nodes when the
simulation progresses.

We show in figure 13 the convergence speed of the different
simulated methods. We see that the estimation error of all
the methods converges to zero but with different rates. CKF
converges with high speed than the other methods.

VI. CONCLUSION AND FUTURE WORK

The energy problem remains a key issue for emerging WSN
applications such as target tracking. Our distributed Kalman
filtering method coupled with dynamic clustering protocol
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Fig. 13. Estimation quality of the different schemes

(DKF DC) helped at reducing the network energy consump-
tion in WSN with limited sensing range. We prevented nodes
from waking up periodically and limited the selection process
within the area close to the target which we organize as a
cluster. We manage then this cluster to follow-up the target
trajectory. We improved the energy efficiency of the network
but the estimation quality has slightly degraded. Including
the sensing capabilities of nodes into the selection process
and integrating a recovery process when losing targets with
complex state model appear as the most promising track for
future work.
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Abstract— This paper describes an innovative approach using 

a wireless ad hoc and sensor network solution in a borehole 

telemetry system. This contribution is in line with the wireless 

network track of the conference with regards to channel 

modeling and characterization as well as wireless applications 

and services. The paper further validates the feasibility of 

achieving a reliable wireless communication network 

underground with real-time data acquisition with respect to 

the described borehole telemetry system.  
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I.  INTRODUCTION  

The Intelligent Tube (ITUBE) Project, is an on-going 
project at the Center for Sensor Systems, University of 
Siegen. This is a borehole telemetry system where the 
objective is to obtain the latest information in real time on all 
relevant data during a drilling operation. This data is taken 
into account for faster complex decision-making processes, 
which affect the actual drilling (drilling, completion, 
intervention and process control). This is motivated by but 
not limited to the in situ soil mixing drilling process where 
quality and accurate vertical drilling is essential to save cost 
[8]. In connection with this soil mixing process, the pressure 
conditions at the nozzle exit and the temperature are of 
particular interest [7]. To ensure quality of work, pressure 
should be continuously monitored closely at the outlet to 
control the process, which is presently a challenge in the in 
situ soil mixing process [8]. During the drilling process, real-
time information about the drill head progress is important, 
thus the need to cluster the essential sensors within the drill 
head to gather the relevant data to ensure the quality of the 
drilling process. For this to be achieved, a flexible, robust, 
fast and reliable communication structure needs to be put in 
place. Hence, in this paper, we analyze the feasibility of 
achieving such a reliable wireless communication 
underground for real-time data acquisition with regards to 
the borehole telemetry system. 

Section II describes the proposed structure of the network 
nodes, as embedded in drill tubes, for communication. The 
succeeding section, Section III, explains the theoretical 
concept and the related work drawn from the works of [1][2] 
required to justify the feasibility of the approach. Section IV 
then shows MATlab simulations and analysis using the 
model equations described in the previous section. Finally, 
the last section, Section V, deals with open questions and 
future work. 

II. PROPOSED NETWORK STRUCTURE 

For data communication, as shown in Figure 1, the nodes 
are designed such that the radio transceivers are placed at the 
ends of each drill tube, therefore, enabling a closer proximity 
to each other (in this instance about 100mm to 300mm apart) 
within the ground, thereby, reducing the gap to be overcome 
by the signals. Within each tube, the end to end transceivers 
are connected to each other via a microcontroller and a 
power supply by cable to form a node as again shown in 
Figure 1. The microcontroller is programmed to enable for 
routing of data in the wireless ad hoc network setup. In 
accordance with the joining of the drill tubes into a strand 
during the drilling process, the individual wireless nodes will 
automatically form an ad hoc network strand irrespective of 
the order of the tubes. Sensor functionality is located in the 
drill head, which serves as a data source. The data collected 
in the drill-head sensor node is wirelessly sent to the next 
node located in the mechanically flanged pipe of the drill 
string. On the surface, the last node used in the drill string 
pipe connects with the base station communication interface 
outside of the drill string. The base station forms the 
interface to various system controls. 

III. UNDERGROUND COMMUNICATION 

This section focuses on the modeling and analysis of the 

underground communication to verify the feasibility of a 

reliable communication framework. For reliable 

communication between the nodes in the underground 

environment, the radio signals transmitted should be 

received independent of the prevailing conditions of the soil 

medium. This explains the close proximity of the transceiver 

modules to each other at adjoining ends of the tubes or pipes 

as described in the previous section. 

A. Related Work 

A modification of the Frii’s Transmission Equation of 

the received signal strength, as described in [1], expressed in 

the logarithmic form is given as  

 

,      (1) 

where : power at receiver, : power at 

transmitter, : receiver gain, : transmitter gain, 

: path loss in free space, : path loss in soil 

medium. 
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Figure 1. The schematic of the interconnecting drilling tubes with the 

integrated wireless ad hoc network. Each tube is a node, which consists of 

two transceivers, a micro-controller, and a power supply. The approximate 
distance between each tube is 300mm while each tube measures about 9m 

in length. 

 

As observed in (1), this modified equation takes into 

account the path loss of the signal in the soil medium. The 

path loss is the reduction in power density (attenuation) of 

the radio signal as it propagates through a medium. Further 

deductions as described in [1], shows that the direct path 

loss considering both free space and the soil medium is 

given as 

 

, (2) 

 

 .   (3) 

 

where and  represent the attenuation constant (1/m) and 

the phase shift constant (radian/m) respectively. These 

quantities depend on the dielectric permittivity of the 

medium through, which the signal passes as described also 

in [1]. It is represented as 

 

 , (4) 

 

 , (5) 

 

where  and  represent the real and imaginary dielectric 

permittivity of the mixture of and water medium through, 

which signal transmission takes place. These quantities, 

according to Peplinski’s principle [2], are represented as 

 

 

  ,           (6) 

.                      (7) 

 

where  represents an empirically determined constant,  

and  are also empirically determined constants depending 

on soil types given as 

 

, 

 

,  (8) 

 

. (9) 

 

where  and  represents the relative real and 

imaginary dielectric constant of water respectively, which 

are also given as 

  

,   (10) 

 

, (11) 

 
 . (12) 

 

where : mass fraction of sand, : mass fraction of clay, : 

magnetic permeability of free space, : permittivity of free 

space, : volumetric water content of the soil,  and  
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the real and imaginary parts of the relative dielectric constant 

of water, : static dielectric constant of water, : high-

frequency limit of  , : effective conductivity of 

water, : operating frequency, : relaxation time of water, 

: specific density of the solid soil particles, : bulk 

density 

B. Antenna Design 

As the signals move through the soil medium there is a 

decrease in wavelength as compared to transmission through 

air [6]. This suggests the antenna should be designed for a 

higher frequency other than the given free space frequency 

of the transceiver modules (868MHz) or should have a wide 

bandwidth. From the above results the range of the resulting 

frequencies in the ground soil could be deduced using the 

following relation as again described in [1] 

 

,     , (13) 

 

 ,  (14) 

 

where  is the phase shift constant,  is the new 

wavelength in the ground soil,  represents the 

corresponding frequency and  is the speed of light in free 

space as described by (13)(14). From computational results, 
for a typical configuration setting, the theoretical new 
frequency in the ground soil is found to range from 1.7GHz 
to 1.9GHz. An integrated chip or ceramic antenna designed 
for such high frequencies is most appropriate for such 
underground wireless communication. 

IV. FEASIBILITY OF COMMUNICATION 

The model equations as described in the previous section 
were coded and simulated using MATLab software. 

A. Matlab Simulations and Results 

From the model equations, (2)-(12), in Section III, it is 
observed that the path loss depends on the frequency, 
distance between the transceiver nodes, clay soil content, 
sand soil content and the volumetric water content of the soil 
[3]. In conformance to the ITUBE project, the frequency of 
the radio module is fixed at 868MHz with a fixed maximum 
distance of approximately 300mm between any two 
adjoining transceiver nodes where wireless communication 
takes place. Using the above model equations, the range for 
the direct path loss as well as the power received at the 
receiver node (Received Signal Strength) was simulated with 
varying values of the parameters stated (clay content, sand 
content and water content) to determine the feasibility of the 
underground communication network in different soil 
conditions. These parameters are used to simulate a wide 
range of possible constituents of the ground soil since there 
is no much control over such ground soil characteristics on 

the field where the drilling takes place. The best case 
scenario with a Volumetric Water Content (VWC) of 1% is 
observed and compared to a worse situation of a VWC of 
80%. VWC here is defined as the ratio of water contained in 
the soil to the total volume of the soil. The effect of the 
different proportions of clay to sand content in the soil on the 
path loss and consequently the Received Signal Strength 
Indicator (RSSI) is observed. RSSI is the measurement of the 
power present in the received radio signal.  

 

 
 

Figure 2.  Path loss graph with volumetric water content (VWC) at 1% 

volume 
 

      
 

Figure 3.  Received signal strength indicator graph with volumetric water 
content (VWC) at 1% volume 
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Figure 4.  Power loss graph with volumetric water content (VWC) at 25% 
volume 

 

 
 
Figure 5. Received signal strength indicator graph with volumetric water 

content (VWC) at 25% volume 

 

 
 

Figure 6. Power loss graph with volumetric water content (VWC) at 80% 

volume 

 

 
 

Figure 7. Received signal strength indicator graph with volumetric water 

content (VWC) at 80% volume 

 
From the datasheet of the wireless transceiver module, 

AMB8420 [5], the minimum sensitivity of the receiver is -
102dBm (-110dBm at 50Ω) and the output power of the 
transmitter is typically 2dBm (10dBm at 50Ω). From the 
results, as indicated in Figures 3, 5 and 7 above, the RSSI 
value in all cases falls within the RF sensitivity limit, thus 
indicating feasibility of the application given such conditions 
as described by the graphs. From the graphs, it can also be 
seen that the RSSI value at the receiver tends to decrease 
with increase in sand and clay content of the soil. This is 
more significant with the increase in the VWC of the soil. In 
Figure 2, the VWC is at 1%. This value is increased to 25%, 
as shown in Figure 4, and finally, to 80%, also as shown in 
Figure 6. With this trend, a steep increase in the path loss is 
observed. Consequently, the RSSI value is observed to fall 
from about -54.5dBm with 1% VWC to about -95.1dBm 
with 80% VWC, as shown in Figures 3 and 7, which does 
not exceed the threshold of -103dbm (the minimum receiver 
sensitivity). This observation establishes the feasibility of a 
reliable communication within the underground soil at the 
given fixed distance of 300mm and frequency of 868MHz. 

V. CONCLUSION AND FUTURE WORK 

From the analysis in the previous section, it is observed 
that for a frequency of 868MHz and a proximity gap of 
300mm between transceiver modules, reliable 
communication underground is highly feasible under a wide 
range of possible soil conditions. However, on the work 
field, certain properties of the ground soil such as the 
chemical or salt content also have a significant effect on the 
dielectric characteristics of the soil [4]. Salty ground soil 
conditions tend to increase the path losses; therefore, 
decreasing the power at the receiver node (RSSI value) to a 
great extent [4]. Future work will include the possibility of 
transmission power control depending on the prevailing 
conditions of the soil as well as using cognitive radio 
techniques to enable automatic switching of transmission 
frequency to accommodate conditions in the ground soil.  
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Abstract— Mobile agent routing for data aggregation in 
wireless sensor networks may considerably decrease the data 
traffic among sensor nodes. Finding an appropriate route 
which leads to the highest aggregation ratio is a major 
challenge in these networks. Complexities on the design of a 
mobile agent routing algorithm are related to the precise 
selection of source nodes and their visiting sequence during 
mobile agent migration. In this paper, the improvement of 
mobile agent routing for the dynamic model designed by Xu 
and Qi is proposed. Xu-Qi's model is developed to solve the 
problem of target tracking application using the mobile agent 
migration. The pattern of source nodes selection is based on 
the cost function, the trade-off between increasing the 
information gain and decreasing the energy consumption. In 
this paper, a method is proposed to expand the cost function; 
our method improves the impact of both information gain and 
power efficiency in source nodes selection; also, it increases the 
accuracy of aggregated data. The scope of wireless sensor 
networks covered by this paper is suitable for many 
applications. Simulation results in NS2 show that for networks 
with different number of nodes, the proposed method has less 
delay and energy consumption compared to Xu-Qi's model. 

Keywords- wireless sensor networks; data aggregation; 
mobile agent; dynamic routing; information gain 

I.  INTRODUCTION  
A WSN (Wireless Sensor Network) typically consists of 

hundreds or even thousands of sensor nodes scattered in a 
geographical region to perform sensing, processing, and 
communication tasks. The sensor nodes have limited 
resources, such as battery power, processing capacity, 
memory, and network bandwidth. The data collected by 
sensor nodes are transmitted to the unlimited resource PE 
(processing element) or sink, where a higher degree of 
processing is performed. In the dense networks, sensor nodes 
are geographically close to each other. Therefore, nearby 
nodes may sense the environmental data with negligible 
differences. If all sensed data are transmitted to the PE, the 
network bandwidth utilization will be unnecessarily 
increased. In order to eliminate the redundant data, an 
aggregation scheme is used [1]. Data aggregation scheme 
can be classified in two categories: CS (Client-Server) and 
MA (Mobile-Agent) based [2]. Data aggregation schemes 
can be integrated with routing concepts. The data-centric 
routing aims to find the route with the highest ratio of data 
aggregation. 

In traditional CS scheme, all data packets are passed to 
the PE for further processing. The packets enter the PE 
arrival queue and wait for their turn to be processed. Due to 
the asynchronous data processing and congestion taken place 
on arrival queue, delay and packet loss rate may be 
increased. This scheme is not scalable for large-scale 
wireless sensor networks, where node density is high. 
Therefore, as increasing nodes number in the network, 
energy and bandwidth consumption will be increased. 

In the new MA scheme, a different processing model is 
employed. MA is a piece of software code that is initially 
dispatched by the PE and subsequently moves among source 
nodes to collect data. The sensor nodes that will be visited 
along the route by an MA are known as the source nodes.  
Structure of the MA consists of four main components: The 
identification, which identifies an MA specially; processing 
code, which is used to process sensed data locally; route, 
which is a set of source nodes and their visiting sequence 
during mobile agent migration; data space, which carries 
aggregated results. When the MA arrives at the source node: 
First, it takes a local processing on the sensed data; then, it 
aggregates the data from source nodes that have already been 
visited; finally, it stores aggregation results in its own data 
space. After the MA leaves the current source node, it 
migrates to another one. Eventually, MA will return to the 
PE. Transmitting collected data through an MA packet to a 
PE may consume less energy and bandwidth in WSNs [3].   

The route design problem means selecting a sequence of 
source nodes which will be visited by MA. The node 
selection process should lead to increase in the energy-time 
efficiency and data aggregation ratio. The routing problem 
can be divided into two categories: the static, and the 
dynamic routing [4]. In the static scheme, the entire topology 
information is needed. PE uses it to construct an efficient 
route for MA migration. The main drawback of this scheme 
is that it is not scalable. In the dynamic scheme, a node is 
selected as the next source node locally; The MA based route 
is specified autonomously and through migration from one 
node to another one. Therefore, MA can dynamically adapt 
itself to any variable environmental conditions. 

The rest of this paper is organized as follows: In Section 
2, the related work on mobile agent routing for data 
aggregation is presented. In Section 3, the assumptions and 
problem statement are described. The problem solution 
approach is explained in Section 4, including the trade-offs 
in the route selection. In Section 5, the details of proposed 
algorithm are discussed. The high performance of our 
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proposed method is approved by simulation results in 
Section 6. The paper is concluded in Section 7. 

II. RELATED WORK 
In this section, we intend to review some algorithms 

which have been proposed to find appropriate MA routes in 
WSNs. 

In [5], authors proposed two simple heuristic algorithms, 
LCF (Local Closest First) and GCF (Global Closest First), 
to design a route for MA migration. In LCF, the node with 
the shortest distance to the current source is selected as the 
next node, while in GCF, the shortest distance to PE is 
considered. These algorithms are static and centralized. 
Since the entire network topology information is needed, 
these algorithms are not scalable. Also, the route selection is 
only depended on the spatial distance of source nodes, but 
not on energy consumption.  

Authors of [6] proposed two static routing algorithms, 
IEMF (Itinerary Energy Minimum for First-source-selection) 
and IEMA (Itinerary Energy Minimum Algorithm). The list 
of N source nodes which will be visited by the MA has been 
specified in PE. Using the round robin method in IEMF, 
each node is temporarily replaced as the first source node, 
and then the LCF algorithm will be applied to route among 
the other N-1 source nodes. Therefore, N routes are 
designated among which only one route with minimum 
communication cost will be selected. Communication cost is 
formulated by considering energy consumption and data 
aggregation models. Consequently, the performance of the 
LCF algorithm is improved by taking into account the energy 
constraint in MA routing. The IEMA is the iterative version 
of the IEMF, where the IEMF is used to determine the next 
source node in each hop. Thus, IEMA selects the order of the 
remaining source nodes besides the first one. Although both 
algorithms find an energy efficient route for MA, these are 
still based on the non scalable LCF algorithm.   

In [7], Y. Xu and H. Qi proposed an algorithm for the 
dynamic MA migration in the target tracking application. In 
this algorithm, an MA is dispatched in the network with 
Gaussian distributed sensor nodes to follow a moving target 
at different times. MA migrates to nodes which can obtain 
more accurate information about the target location by 
consuming the lower migration energy. Hence, a cost 
function is defined to decide about selecting the source 
nodes. Cost function is a trade-off between the energy 
expenditure on MA migration and benefit of high 
information gain. The neighbors of current source are known 
as the next node candidates, among which one node with 
minimum cost value is selected as the next source. 
Information gain model is used to compare the data accuracy 
collected by nodes. By collecting the more accurate data 
about the target, the node will have a greater probability for 
selection as the next source. In order to gain the maximum 
information about the target; the MA should migrate to the 
nodes with higher signal strength. The closer a sensor node is 
to the target, the higher signal energy and information gain 
would be achieved. Here, a zero mean Gaussian function is 
used to model the relationship between the information gain 
of candidate node k at time t, 𝐼𝑘(𝑡), and target distance as [7]: 



2

2

( )

2
1( )

2

kx t x

kI t e
−

−
σ=

πσ
,  (1) 

where σ is the standard deviation, ( ) kx t x− is the distance 
of the node k from the target at time t,  xk is the location of 
node k, and x(t)�  is the target location at time t which can be 
estimated by trilateration localization algorithm.  

In [8], the heuristic TBID (Tree-Based Itinerary Design) 
algorithm is presented to find near-optimal routes for 
multiple MAs. The algorithm is executed statically at the PE. 
The area around the PE is divided into concentric zones to 
construct the MA routes from the inner zones to the outer 
ones. The number of routes is assigned to MAs is equal to 
the maximum number of first-zone nodes. At each round of 
algorithm runs, the lowest costly node will be attached to a 
tree. The objective is to minimize the total energy cost of 
routes. Although this algorithm is designed for static routing, 
the use of proper data structures can adapt it to the dynamic 
network conditions.   

In this paper, a data-centric routing algorithm based on 
MA is proposed. The algorithm is an improvement of MA 
routing for the dynamic model designed by Xu and Qi in [7]. 
Xu-Qi's model is developed for target tracking application in 
WSNs. The source nodes are determined by the minimum 
value of the cost function, the trade-off between the 
information gain and energy consumption. At each hop along 
the route, selection of the next source node is performed 
among neighbors of current source. Hence, two consecutive 
source nodes may gain the similar information. The 
improvements of our algorithm for route selection include: 

• Our algorithm is not limited to special applications. 
• The possibility of visiting the more selective nodes is 

decreased due to their lower remaining energy.   
• The algorithm seeks the nodes which consume the 

lower power for transmitting an MA to the next hop.  
• If none of the current node neighbors obtain the 

higher information gain, then MA can migrate to the 
nearest 2n-hop nodes (n≥1) by consuming the 
minimum transmission energy.  

• The higher aggregation ratio can be achieved by 
traversing the smaller number of source nodes. 

• Our algorithm has less end-to-end delay and energy 
consumption.  

Finally, we evaluate the solution performance in terms of 
both energy and delay to verify the practicality of our 
algorithm.    

III. ASSUMPTIONS AND PROBLEM STATEMENT 
In this section, we will define the purpose of our research 

along with main assumptions in this paper.  

A. Network Model 
A wireless sensor network is modeled as a graph G(V, E), 

where V is the set of static sensor nodes, V={v1, v2, …, vn}, 
and E is the set of bidirectional links eij between nodes, 
E = {eij = {vi, vj}| vi, vj ∈ V, i ≠ j}. The network consists of N 
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sensor nodes that are scattered in a rectangular field A with 
Gaussian distribution. The PE is denoted by v0, considered as 
both the start and end points of MA migration route. It is 
supposed that except for the PE, all sensor nodes are 
resource-constrained especially in terms of energy and 
bandwidth. The sensor nodes are aware of their remaining 
energy and geographical location in the form of (x, y) 
coordinates. The sensor nodes have maximum transmission 
range R, where they can recognize their neighbor nodes in 
every time intervals. Each sensor node broadcasts a list 
including the amount of remaining energy, the geographical 
location, and the number of times which it was visited by 
MA. It is supposed that the current source node being met by 
MA is denoted by vi. The candidates of next source node are 
shown with vj, as one of them will be selected as the next 
hop of MA. The data aggregation operation is performed by 
MA during moving among the source nodes. The MA packet 
only passes through the intermediate nodes between current 
and next source nodes.  Mobile agent migration in a wireless 
sensor network is illustrated in Fig. 1. 

B. Problem Statement 
In this paper, we study the MA as a processing 

component which aggregates the collected data by the source 
nodes in the WSN. The scope of the network is not limited to 
special applications. The MA is dispatched by the PE to 
aggregate the data sensed by source nodes during migrating 
from one node to another. After completing the mission, it 
returns to the PE. 

The problem is to design a dynamic and informative 
route for MA migration by considering the following 
parameters: 

• Increasing the network lifetime by taking into 
account of the remaining energy level of each node as 
well as the required power for transmitting an MA.  

• Improving the accuracy of aggregated data by 
selecting the source nodes with maximum 
information gain.  

• Decreasing the end-to-end delay of MA migration 
when it is dispatched until it is returned. 
 

 
 

Figure 1.  The mobile agent migration in the wireless sensor network to 
aggregate the sensed data of source nodes along the route. 

IV. SOLUTION APPROACH 
To design an efficient route for MA migration in the 

network, it is important to select the source nodes which 
have minimum migration cost. To decide whether a node 
could be chosen as the next source, a cost function is 
defined. This function consists of the following components. 

 

A. Information Gain, Ij(x, y) 
It is supposed that the sensor nodes are scattered by 

Gaussian distribution in the field A. Once a source node vi 
senses data, all its nearby neighbors may collect the same 
data with small differences. In result, instead of migrating to 
the adjacent nodes, MA could migrate to farther nodes to 
achieve higher degree of information gain. Therefore, the 
information gain is directly related to the nodes distance.     
In order to demonstrate the relationship between the 
information gain and the nodes distance, the inverse 
Gaussian function in two-dimension would be used as: 

Ij(x, y) = �σ2√2π�e
�

dij
2

2σ2�
,                     (2) 

where σ is the standard deviation and the value of mean 
is selected as zero, dij is the distance between nodes vi and vj  
which is calculated as:  

dij = ��xi − xj�
2 + �yi − yj�

2
,                   (3) 

where �xi, yi� and �xj, yj� are the coordinates of nodes vi 
and vj in the network.  

B. Migration Energy, Eij 
The energy cost for sending an MA from node vi to vj 

equals to sum of the transmitting energy etx
ij , the receiving 

energy erx
ij , and the energy consumption in their intermediate 

nodes along the route. Also, it is supposed that the needed 
energy for the data processing is the same for each node in 
the network. 

The amount of energy for transmitting and receiving an 
MA is measured as [6]: 

etx
ij = ctx × Stx + Otx,   (4) 

erx
ij = crx × Srx + Orx,                           (5) 

where ctx and crx are the energy consumption per bit for 
both transmitting and receiving an MA packet, Stx and Srx are 
the size of MA packet which is transmitted and received 
respectively, Otx and Orx are the constant components of the 
channel usage overhead. 

The intermediate nodes between the two source nodes 
can only forward the incoming MA packet. The average 
number of intermediate nodes which are located between the 
nodes vi and vj along the route is calculated as �dij

R
�. 

Therefore, the energy spent by each intermediate node in 
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transmitting and receiving of an MA packet is equal to etx
ij  

and erx
ij , respectively [6]. In result, the forwarding energy 

consumed by all these nodes will be calculated by 
�dij

R
�  × �etx

ij  + erx
ij �.  

The total energy for sending an MA from node vi to vj is 
measured as: 

Eij = �etx
ij +erx

ij � × �1+ �dij

R
��           (6) 

where Eij is the sum of the transmitting energy of node 
vi, the receiving energy of node vj, and the energy 
consumption of their intermediate nodes.   

C. Remaining Energy, ej  
A candidate node vj will be designated as the next source, 

if its remaining energy is higher than the other nodes. Due to 
the prolonging network lifetime, a candidate node with the 
lower energy level would not be selected. 

D. Transmission Power, jP   

As pointed out in (2), a candidate node vj which is farther 
from the current source may gain the more precise 
information. In contrast, a farther node may entail more 
power consumption to send out an MA. Hence, a trade-off 
between the information gain and the transmission power is 
defined. We use the number of neighbors around a candidate 
node vj as an approximation of its transmission power. Once 
a candidate node with the more neighbors is selected as the 
next source, it usually can consume less transmission power 
during its next hop. The transmission power Pj is inversely 
related to the number of vj's neighbors, Nneigh

 j , shown as  
Pj ≈ 1

Nneigh
 j . 

E. Migration Cost, Cij  
Decision of selecting the best candidate node as the next 

hop is made by the cost function, Cij. Cost function Cij 
indicates the migration cost spent to transfer an MA from 
current node vi to candidate node vj. The cost function is the 
trade-off between increasing the benefits and decreasing the 
losses as follows. Cost function tries to increase the 
information gain and network lifetime as well as to decrease 
the energy consumption on MA migration. Therefore, it 
increases the probability of selecting the lowest-cost node 
among the candidate nodes. The cost function Cij for 
transferring an MA from vi to vj can be defined as: 

Cij = α�1 −
Ij(x, y)

Imax
� + β(Nvisit + 1) �1 −

ej

emax
� 

    +γ Eij

Emax
+ (1 − α) Pj

Pmax
                               (7) 

0 ≤ α, β, γ ≤ 1,    Nvisit ≥ 0,   

where Ij(x, y) is the information gain of a candidate node 
vj, Imax is the maximum information gain of nodes, Eij is the 
energy consumption for transferring an MA from node vi to 
vj, Emax is the maximum transmission energy for sending 
MA from one node to another, ej is the remaining energy of 
node vj, emax is the same initial energy of nodes, and Nvisit is 
the number of times that node vj has already been visited by 
MA; Numerous selection of node vj as the next source will 
cause its more energy loss and reduction of the network 
lifetime. Therefore, the number of times that a node can be 
visited by an MA is limited. α, β and γ are the weighed 
factors, Pj is the power consumed to transmit an MA from 
node vj to its next hop, and Pmax is the maximum power to 
transmit an MA in the network; Pmax is inversely 
proportional to the maximum number of a node neighbors, 
Pmax ≈ 1

Nmax
, where Nmax is calculated as [9]: 

Nmax = (N − 1) × 𝜋R2

A
 ,  (8) 

where N is the number of scattered sensor nodes in the 
network, R is the maximum transmission range of nodes, and 
A is the area of network. The cost consumption on the MA 
migration is decreased by increasing the number of node 
neighbors. Thus, the possibility of selecting that node as the 
next source would be increased.    

V. ALGORITHM DESCRIPTION 
Data will be aggregated in the selected source nodes. 

Other intermediate nodes will forward the MA packet. When 
a node is selected as the next source, the value of its 
information gain will be stored in MA packet as the latest. 

Once MA is dispatched from the PE, it migrates to the 
nearest node with the minimum cost measured according to 
the (7). After receiving the MA by the first source node, data 
will be aggregated. Then, MA tries to find the next source: 
First, the entire one-hop neighbors will be checked according 
to the (7) to designate the least costly candidate node; 
second, the difference of information gain in this candidate 
node with the current value is calculated. If it is higher than 
the specific threshold, the MA will be migrated to that node 
and aggregate data. Otherwise, the MA will migrate to the 
nearest node two-hop away from the current node for which 
data is aggregated. Since, the MA has no knowledge of 
network topology; it first migrates to the nearest one-hop 
neighbor that hasn't been selected; thereafter, it moves from 
there to the next closest neighbor. After the MA arrived in 
the node two-hop away, the threshold condition of the 
information gain is checked. If condition does not satisfy, the 
MA will be moved to the nearest node four-hop away of the 
current node. The process of searching will be continued in 
all 2n-hops nodes (n≥1), until a most informative node is 
selected as the next source. Once, the informative node is 
found, the MA starts again to aggregate and find the next 
node in all one-hop neighbors. Finally, MA will return to the 
PE at the end of the migration. If MA cannot find any next 
node, it will return back to the PE. Note that in all the above 
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steps, the next node is selected from the non common 
neighbors of current and previous nodes. The proposed 
scheme has been suggested for selecting the next node with 
the highest information gain and the lowest transmission 
power. A pseudocode description of our scheme is given in 
Fig. 2. 

VI. SIMULATION RESULTS AND DISCUSSION 
This section represents the simulation results on the 

proposed scheme by using NS-2 (Network Simulator) [10] as 
a simulator. The simulation parameters are summarized in 
Table 1. We consider all types of energy consumptions for 
both computational and communication costs in our 
simulations. In simulation results, each data point represents 
an average of 40 simulation trials. The results include 95% 
confidence interval for each data point. We first evaluate the 
impact of using the different values for factor-α on the 
performance metrics of our scheme. According to (7), α is 
the weighted factor of information gain with the value 
ranging from 0 to 1. The evaluated metrics are given below: 

• Aggregation Precision Ratio: refers to the precision 
of aggregated data by MA. If the MA visits all of the 
nodes in the network, the precision will be one. 

• Average End-to-End Delay: refers to the time 
interval between transferring MA from processing 
element and its recurrence to this point. 

Fig. 3 illustrates the impact of the factor-α on the 
aggregation precision ratio in our scheme. There is a direct 
relationship between the information gain and the factor-α. 
Therefore, increasing the value of factor-α directly enhances 
the information gain effectiveness on the cost function (7). In 
result, the data aggregation is performed with more 
precision.  

Fig. 4 shows the average end-to-end delay versus the 
values of factor-α. Here, are two related points: First, the 
more information is gained by increasing the factor-α       
(see Fig. 3); second, the more information is gained in farther 
nodes of current source in (1). Given these two points, the 
MA migrates to farther source nodes by increasing the value 
of factor-α. Therefore, the end-to-end delay will be 
increased. 

We next compare our scheme with Xu-Qi's model, when 
the number of nodes varies from 100 to 400. The comparison 
is in terms of average remaining energy and end-to-end 
delay. The average remaining energy refers to the energy 
consumption ratio of the nodes at the end of the simulation 
process after several rounds of MA migrations in the 
network. 

 

TABLE I.  SIMULATION PARAMETERS 

Value Parameter 
2000 m×2000 m Terrain Area 

100 – 400 Number of nodes 
115 m Transmission Range 

IEEE 802.11 MAC 
600 S Simulation time 

 
 

Fig. 5 compares the percentage of average remaining 
energy in our scheme with Xu-Qi's model. Our scheme 
selects the nodes which consume less power for transmitting 
the MA along the route; it balances the energy consumption 
among multi-hop source nodes. Also, the required accuracy 
of the data aggregation is obtained by visiting the fewer 
number of source nodes. Hence, our scheme can save up to 
52% energy compared to the work in [7]. 

Fig. 6 shows the average end-to-end delay of MA 
migration in our scheme comparing with the existing one. 
Increasing the number of nodes in the network, the           
end-to-end delay will be increased. However, our scheme 
has lower delay than the existing model. The reason is that 
our scheme can find the most informative route by traversing 
the less number of source nodes; thus, MA takes less time to 
return to PE. Our scheme can reduce the average end-to-end 
delay by 13%. 

The simulation results verify the practicality of our 
algorithm. The results show that our algorithm improves the 
Xu-Qi's model in terms of aggregation precision, energy 
consumption and end-to-end delay. 

 
In PE :    
    find first source node according to (7)    
    set last gain to the current gain     
    can_fusion =1; hop_count =1; hop_jump =1; 
In Sensor Node : 
    if can_fusion = 1 then {   
        find next node according to (7)   
        diff = current gain – last gain;  
        if diff  ≥ threshold then {        
            select this node as next source     
            set last gain to the current gain   
            can_fusion =1; hop_count =1; hop_jump =1; 
           } 
        else {     
            find the nearest neighbor that hasn't been selected      
            can_fusion =0; hop_count = (hop_count)×2;        
            hop_jump = hop_count; 
           }   
        }   
    else  
     if can_fusion=0 then  {     
        hop_jump =(hop_jump) – 1       
        if hop_jump == 0 then {      
              diff = current gain – last gain;      
              if diff  ≥ threshold then {       
                    select this node as next source  
                    set last gain to the current gain           
                    can_fusion = 1; hop_count = 1;  
                    hop_jump = hop_count;   
                    }     
              else {             
                    find the nearest neighbor that hasn't been selected         
                    can_fusion =0, hop_count = (hop_count)×2     
                    hop_jump = hop_count; 
                    }     
             } 
         else        
               find the nearest neighbor that hasn't been selected      
        } 

Figure 2.  The pseudocode of mobile agent migration process. 
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VII. CONCLUSION AND FUTURE WORK 
In this paper, we proposed a dynamic mobile agent 

routing algorithm in wireless sensor networks. Our proposed 
algorithm is an improvement of the dynamic model designed 
by Xu and Qi. The Xu-Qi's model is developed for target 
tracking application, but our scheme is not limited to special 
ones. In Xu-Qi's model, the node selection process is 
determined by the minimum value of cost function. The cost 
function is the trade-off between the information gain and 
the energy consumption. We improved the cost function so 
that, the highest information gain is achieved along the route 
by consuming the minimum energy. Therefore, our 
algorithm can increase the accuracy of the aggregated data. 
We verify the practicality of our algorithm using simulations 
and compare its performance to Xu-Qi's model. The 
simulation results show that our proposed algorithm 
outperforms the existing model in terms of energy and     
end-to-end delay. Future work includes extending this work 
to support multi-cooperative mobile agent to achieve more 
precision and less delay. Also, we would like to extend the 
proposed scheme for selecting a source node in the hostile 
environment by considering the reliability and security 
factors in the cost function. 

 

 
Figure 3.  Aggregation precision ratio, when the factor-α varies from 0 to 1. 

 
 

 

Figure 4.  Average end-to-end delay, when the factor-α varies from 0 to 1.  
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Figure 5.  Comparison of average remaining energy percentage, when the 

number of nodes varies from 100 to 400. 
 

 
Figure 6.  Comparison of average end-to-end delay, when the number of 

nodes varies from 100 to 400. 
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Abstract—Bandwidth-greedy applications are in continuous
development. These applications are testing the bandwidth limit
of current telecommunication and computer network infrastruc-
tures. Optical Burst Switching (OBS) is a promising optical
switching technology to meet bandwidth requirements of such
applications in the near-future. However, due to lack of matured
and cost effective optical equipments, such as optical memories,
this technology still suffers from high burst drops ratio as a
result of contention in the core node. Many approaches have
been proposed and evaluated to address this issue. In this paper,
a priority-based time slot assignment algorithm, which we named
as Priority-based segmented train algorithm (PSTA) is introduced
and analyzed for Hierarchical Time Sliced OBS (HiTSOBS) a
newly developed slotted OBS variant. The evaluation aims at
comparing the performance of PSTA and that of HiTSOBS in
terms of burst loss ratio and delay. Simulation results demon-
strate that PSTA outperforms time slot assignment scheme used
in HiTSOBS

Index Terms—Optical Burst Switching (OBS); Hierarchical
Time Sliced Optical Burst Switching (HiTSOBS); Burst Loss
Probability (BLP); Time Slot; Contention.

I. INTRODUCTION

Greedy-bandwidth applications are in continuous increase.
Such applications require bandwidths that are not easily afford-
able by current telecommunication technology and infrastruc-
tures. Thus, alternative solutions are being searched to satisfy
the needs of these applications. Optical networks are known
for their high bandwidth support due to the nature of the
fiber optic cable. Wavelength Division Multiplexing (WDM)
technology and its derivatives such as Dense Wavelength
Division Multiplexing (DWDM and Ultra-dense Wavelength
Division Multiplexing (UDWDM) are emerging as a future
evidence platform to transport advanced bandwidth demanding
services, Currently, three optical switching paradigms have
been proposed for that purpose. These technologies are: Op-
tical packet Switching (OPS) [1] [2] [3] [4], Optical Circuit
Switching (OCS) [5] and Optical Burst Switching. (OBS) [2]
[6]. Among these three proposals, Optical Burst Switching
technology is seen as the most feasible and viable solution

to satisfy the needs of large bandwidth applications in the
near future. Despite such favoritism for OBS, burst contention
in the core network stands out as a major roadblock for
its implementation. Burst contention occurs when flows from
different input lines are sent to the same output port on the
same fiber channel (wavelength) at the same time. In electronic
networks, this problem is solved by using electronic memories
(RAM) as buffers. Since there, are no mature and cost effective
optical memories [7], OBS paradigm does not assume the use
of buffer in the core network. Therefore, burst loss probability
became a real hindrance to the deployment of OBS [8] and
it is the focus of research in OBS. Before OBS can benefit
the telecommunication service providers, contention must be
solved so as to recue burst loss ratio. Various architectures of
OBS have been proposed in the literature in an attempt to ma-
terialize the implementation of OBS. These attempts are based
on two principles: non-slotted OBS and Slotted OBS. On one
hand, non slotted OBS switch bursts in wavelength domain;
on the other hand, slotted-OBS switch bursts in time domain
[9]. The main advantage of slotted-OBS over non-slotted OBS
is the optional use of non-cost effective wavelength converters
and fiber delay lines (FDLs). In this paper, we focus on time
slotted OBS variants where we propose and evaluate a priority-
based segmented- train time slot allocation algorithm (PSTA)
for the latest slotted OBS variant known as Hierarchical Time
sliced Optical Burst Switching (HiTSOBS) [10]. To our best
knowledge, this is the first time such algorithms are being
proposed and evaluated for HiTSOBS. The rest of this paper is
organized as follows: Section II goes through related works;
Section III describes architecture of HiTSOBS. In Section
IV, we discuss the PSTA algorithm. Simulation parameters,
scenarios and results are discussed in Section V. Concluding
remarks and future works are described in Section VI.

II. RELATED WORK

In this section, we review route, wavelength and time slot
assignment schemes used in slotted WDM networks. RWA
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for non-slotted OBS were largely studied and reviewed. An
early review of RWA can be found in [11]. From there on,
new RWA schemes were proposed and analyzed as discussed
in [12] [13], [14] [15] [16], [17] [18] [19] and others. For
more details on these schemes, the reader is referred to listed
references at the end of this paper. In [20], the authors studied
routing and wavelength and time slot assignment problem for a
circuit-switched time division multiplexed (TDM) wavelength-
routed (WR) optical WDM network. So as to overcome the
shortcomings of non-TDM based RWA. The algorithm was
applied on a network where each individual wavelength is
partitioned in the time-domain into fixed-length time-slots
organized as a TDM frame. Moreover, multiple sessions are
multiplexed on each wavelength by assigning a sub-set of
the TDM slots to each session. A set of RWTA algorithms
was proposed and evaluated in terms of blocking probability.
Shortest path routing algorithm was used for the routine
part of the algorithm. Least Load (LL) wavelength selection
scheme was used for wavelength assignment, while a Least
Loaded Time Slot (LLT) technique was proposed for time
slot assignment. The researchers claimed that, their proposed
RWTA algorithm performs better than random wavelength
and timeslot assignment schemes. However, the use of SP as
routing algorithm is performance hindrance in the algorithm.
The work done by Wen et al. in [21] is similar to that proposed
in [20] and suffers for the same performance problems. In
[22], Rajalakshmi and Jhunjhunwala also proposed a RWTA
solution for wavelength routed WDM networks to increase to
increase the channel utilization when the carried traffic does
not require the entire channel bandwidth. As in any TDM-
WDM architecture, multiple sessions are multiplexed on each
wavelength by assigning a sub-set of the TDM slots to each
session. Different from the work in [20], the authors used fixed
routing (FR) and alternate routing (AR) algorithms for route
computation. First Fit (FF) channel assignment algorithm was
used for both wavelength and time slot assignment. In this
algorithm, when a call gets blocked, the already established
calls in the network are rerouted; wavelength and timeslot
reassigned so as to accommodate the blocked call. Based
on the results obtained, it was reported that the proposed
RWTA scheme can be used to maximize the time of first call
blocking hence increasing the overall network performance.
The use of FR, AR and FF algorithms make the algorithm
less complex and easy to implement, but performance wise
the algorithm lacks scalability and dynamism. The works done
by the researchers in [23] and [22] are similar except that a
dynamic routing algorithm was used in [23]to compute the
routes in addition to FR and AR algorithms. In [24], Um et
al. proposed a centralized control architecture and a time-slot
assignment procedure for time-slotted optical burst switched
(OBS) networks. In this centralized resource allocation tech-
nique, ingress nodes request time-slots necessary to transmit
optical bursts, and a centralized control node makes a reply
according to the slot-competition result. The aim is to improve
burst contention resolution and optical channel utilization.
Although the algorithm did achieve high resource utilization, it

did so at the cost of high buffering delay at the ingress node.
Additionally, the centralized nature of the algorithm makes
it non-scalable. Thus it is not appropriate for large networks
and expected implementation environment for OBS networks.
The researchers in [25] considered dynamic traffic grooming
issue in WDMTDM switched optical mesh networks without
wavelength conversion capability and proposed an adaptive
grooming algorithm to solve the problem. The goal was to ef-
ficiently route connection requests with fractional wavelength
capacity requirements onto high- capacity wavelengths and to
balance the load on the links in the network at the same time.
A cost function that encourages traffic grooming and load bal-
ancing was used to achieve the aforementioned objective. The
authors concluded that, their algorithm outperforms similar
routing algorithms. However, nothing was mentioned about
time slot assignment and its effect on network performance.
In [26], Yang and Hall proposed and evaluated a distributed
Dynamic RWTA algorithm based on dynamic programming
approach. Their goal was to minimize blocking probability.
The proposed consists of three distinct parts; each part solves
a sub problem of the RWTA: Routing part; wavelength assign-
ment section and finally, wavelength assignment section. The
results were compared with SP algorithm and were reported
to perform better than that algorithm. The drawback of this
solution is the use of SP for route discovery. Noguchi and
Kamakura [27] proposed a hybrid of one-way and two-way
signalling algorithm for slotted optical burst switching (SOBS)
[28]. Through numerical analysis with comparison two-way
signalling algorithm, the researchers argued that their hybrid
signalling algorithm performs better than its competitor in
terms of end-to-end delay. In [29], the scientists observed
that next generation metro network is most likely to be based
on high-capacity agile all- optical networks and considered
a star metro network architecture that consists of a number
of buffers-less all-optical core switches. They developed three
resource sharing techniques. The first scheme is reservation-
based, in which decisions are made at each core switch to
avoid collision and it is called Centralized TDM (CTDM). In
the second scheme, distributed and independent decisions are
made at edge switches, but dropped packets at the core nodes
are retransmitted; this algorithm is called Distributed TDM
(DTDM). Finally, a combination of the above two techniques
named Hybrid TDM (HTDM) was developed to support differ-
ent optical network architectures. According to the simulation
results, the authors reported that, among the three schemes,
HTDM performs better because. This high performance of
HRDM is attributed to the fact that it can achieve a better
performance under both low and high traffic loads most of the
time. However, HTDM needs more evaluations under different
classes of service to confirm such claims. The researchers
in [30] proposed a new dynamic RWTA algorithm based on
a principle known as: the maximum contiguous principle.
The proposed algorithm is called: Most-Continuous-Same-
Available (MCSA) resources. K shortest path routing algo-
rithm was used to compute the routes in accordance with hops
from small to large stored in the network nodes routing table.
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Although the simulation results suggest that, the algorithm did
reduce the blocking probability and achieved high resource
utilization, the algorithm has a high network overhead due to
the fact it needs the real-time information such as network
wavelength utilization, time slots allocation. Finally, in [31],
the researchers proposed and evaluated the optical time-slot
switching (OTS) technology, in which the fixed size time-slot
is adopted as the basic switching granularity, and switching
is done in the time domain, rather than wavelength domain.
They also studied the issue routing, wavelength and time-slot
assignment (RWTA) problem. To this end, they introduced
an adaptive weight function to the routing and wavelength
selection algorithm, and proposed several approaches for time
slot assignment such as the train approach, wagon approach
and p-distribution approach. They have demonstrated that,
OTS and the underlying dynamic RWTA scheme performs
better than conventional non time-based OBS in terms of burst
loss probability (BLP), quality of service (QoS) and class of
service (CoS). In this OBS design, time slots are reserved
in groups. Such constraint lead to high burst loss rate. The
authors did not include loss investigation results in their paper.
Thus, the architecture needs further studies and modifications.
However, it is worth noting that, this is the only paper, at the
time of this writing, which has studied RWTA issue in the
context of WDM OBS.

III. FRAME ARCHITECTURE AND OPERATION OF
HITSOBS

In the HiTSOBS understudy, time-slots are numbered seri-
ally, starting at 0. The frame size known as radix and denoted
by N represents the number of slots in each frame in the
HiTSOBS hierarchy. i represents the time slot at which current
burst transmission starts (Equation 2). The frame structure of
HiTSOBS is depicted in Fig. 1. As in [10], a slot in the level-
1 frame may expand into an entire level-2 frame and so on.
However, in this paper, the maximum number of frame is fixed
at 3. Beyond three levels, network performance is expected to
degrade especially for delay sensitive applications. Bandwidth
occupation per slot in a given level is determined by Equation
1

Sc = (
1

kN
)Wc (1)

where Sc is the share of a slot out of the total bandwidth
of a particular wavelength of a fibre link denoted by Wc

and k is the order of level transporting the burst and N is
the frame size in time slot. Similar to conventional OBS, in
HiTSOBS, ingress edge node accumulates data from different
client networks (IP, ATM, and SONET/SDH, etc) into bursts,
and classifies them into three classes: Bandwidth-greedy ap-
plications (Class 0), delay sensitive applications (Class 1) and
finally loss sensitive applications (Class 2). Class 0 data are
transmitted at level-1; class 1 data are transported at level-2;
level-3 frames are used to transport class 2 bursts.

A. Control Plane Operation
Prior to the transmission of a burst, a burst header packet

(BHP) is sent to reserve necessary resources. The BHP con-

Fig. 1. Illustration of Frame Structure

Fig. 2. Burst Header Packet Contents

tains four types of information as depicted in Figure 3.0:
the QoS of a burst, the start slot, and the burst length.
Moreover, the BHP carries the initial routing information.
Such information is not available in the BHP of [10] because
routing was not studied. When a core node receive the control
packet, it first deduces the outgoing link for the bursts and
its QoS requirements and then using the PSTA algorithm
determines where the slot lies in its hierarchy corresponding
to that output link. The details of the algorithm are described
in Section IV.

B. Data plane operation

Based on the routing information and the hierarchy con-
structed by the control plane, the data plane processes the
incoming bursts and sends them to the reserved output link.
A counter is maintained for each frame in the hierarchy,
corresponding to the slot last served in that frame. Each time-
slot, the counter for the level-1 frame is incremented by one,
and the corresponding slot entry is checked. If it is a leaf
entry containing a burst, the optical crossbar is configured so
that the input line corresponding to that burst is switched to
the output link under consideration. If on the other hand, the
slot entry points to a lower level frame, the counter for the
lower-level frame is incremented, and the process resources.

IV. PRIORITY-BASED SEGMENTED TIME SLOT
ASSIGNMENT ALGORITHM

After a burst is assembled and sent to the network, a routing,
wavelength and time slot assignment algorithm is responsible
for choosing the appropriate route, wavelength and time slot
to transport that burst. In this paper, shortest path routing and
first fit wavelength assignment algorithms are assumed. For
time slot assignment, a prioritized Segmented-Train time slot
assignment algorithm (PSTA) is developed and implemented.
See Fig 4. In this algorithm, time slots are allocated in a given
level depending on the priority of the burst to be transported.
Different form reservation technique used in [10], Equation 2
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is used for time slot reservation.

SR = i+ (B − [
(B − 1)

z
](z − 1)z + [

(B − 1)

z
]N (2)

In the above equation, B represents burst size, N is the frame
size, z represents the size of the train (number of coaches) and
k is the initial position of time slot reservation. For instance,
lets assume that, we have an optical time slot switch (OTS)
that is capable of switching frames of 10 time slots (i.e., the
frame size is 10 time slots). If a burst of high priority arrives
at this core node, after being assigned the highest level in
the hierarchy (i.e., level 1), High-PSTA(z), where the number
of coaches of the train is fixed at 3, will be invoked. If the
burst size is 10 time slots, time slot assignment is done as
follows: The first 3 segments of the burst will be transmitted
in slots No. 0, 3 and 6. And so on. Using the same OTS,
if a burst of medium priority arrives at the core node, it is
transmitted at the second highest level in the hierarchy (i.e.,
level 2) and Med-PSTA(z), where number of coaches is 2,
is executed. The assignment procedures are similar to that of
high priority burst except that time slots are reserved by pairs.
When a low priority burst arrives at this core node, the lowest
level in the hierarchy (i.e., level 3) is used to transport the
burst and Norm-PSTA(z), where the train consists of only one
coach will be called and the reservation of time slots is done
one at a time as in the original HiTSOBS.

Algorithm 1 PSTA Algorithm
1: Notations:
ta: Arrival time of a burst. C : Class of the Burst. Bqreq:
Burst QoS requirements. B: Burst to be transmitted. z:
Number of coaches in a train. b : Minimum Bandwidth re-
quirement. D: Maximum delay requirement.L: Maximum
loss requirement.

2: for all B do
3: initialize candidate time slots
4: Tmn ← t
5: if C = 0 then
6: Bqreq ← b
7: Execute High PSTA(z)
8: else if C = 1 then
9: Breq ← D

10: Execute Med PSTA(z)
11: else
12: C = 2
13: Bqreq ← L
14: Execute Low PSTA(z)
15: end if
16: end for

V. SIMULATION FACTORS AND RESULTS

A. Simulation Factors and Scenarios

To test the efficiency of HiTSOBS in a mesh WDM OBS
network environment and implement the newly developed time
slot assignment algorithm, we have modified the discrete-event

TABLE I
SIMULATION FACTORS AND LEVELS

Factors Levels
Wavelengths
per link

8

Wavelength
Capacity
(Gbps)

1, 10

Frame Size
(Time slot)

10

Burst Size
(KB)

9

Time Slot
size (µs)

1, 2

Buffer Size
(Time slot)

10

Number of
Flows

1000

Topology NFSNET
Number of
Simulation
run

20

simulator developed by the researchers in [10] to integrate
Shortest Path (SP) and first fit wavelength algorithms for
routing and wavelength assignment purposes. The algorithm
was evaluated using the 14 nodes NSFNET topology as
shown in Fig refsec5:fig1. We assumed that, the nodes
are interconnected with fiber links of 8 wavelengths each.
Bursts for flow j arrive as a Poisson process at rate λi

B
bursts per timeslot where B represents the average burst size.
The timeslot size was chosen to correspond to 1µs, which
is consistent with the switching speeds of solid-state optical
switching technologies available in the industry [32] and [33].
Two wavelength capacities were analyzed: 1 Gbps and 10
Gbps. Burst size was fixed at 125 KB [10]. The number
of levels was chosen to be 3. Three classes of burst were
assumed: class 0 (High Definition Multimedia Video/audio),
class 1 (High Definition Multimedia streaming) and class 2
(normal data: FTP, email, telnet, etc...). Each flow is assigned
to a level depending on its class. Upon arrival of a flow’s
burst at the edge node, the following processing happens: if
the arriving burst encounters a non-empty queue, the burst is
queued in the buffer if it is not full and awaits service. If on
the other hand the arriving burst encounters an empty queue,
the edge node reserves a time slot according to PSTA using
equation 2. Time slots are reserved over a number of frames
equal to the burst length and the burst is transmitted on to the
core node. As in [10], the slot positions for burst slices for any
given flow vary each time the flow becomes newly backlogged;
this is important because it helps prevent synchronization and
phase locking which complicates the implementation of OPS.
Simulation parameters are summarized in Table I.
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Fig. 3. Simulation Topology

(a) Loss vs. Load for 1 Gbps (b) Delay vs. Load for 1 Gbps

Fig. 4. Investigating the effect of 1 Gbps Channel Capacity

B. Results Analysis

In this section, different simulation results are discussed. Fig
4 shows the burst loss ratio (BLR) and the delay performance
for HiTSOBS and HiTSOBS-PSTA for wavelength capacity
of 1 Gbps. In Fig 5, the same comparison is made for
wavelength capacity increased to 10 Gbps. Fig 6 compares
the performance of both algorithms for different time slot size
in µs. Similar to the work in [10], the burst size and frame size
were chosen to be 125 KB and 10 respectively. Shortest path
algorithm was used for route selection and first-fit technique
was used for wavelength assignment.

From the above figures, it can be observed that, the proposed
time slot assignment algorithm (PSTA) performs better than
the scheme used in [10] for time slot assignment. This is due
to the fact that, in PSTA, when a burst is announced, we try
to reserve more than one time slot in one frame based on the
QoS requirements of the burst. Also, the way bandwidths are
allocated to each time slot contributes to the superiority of our
algorithm. Fig 5 demonstrates similar results as in Fig 4 and
the arguments of the superiority are similar. However, in this
case, wavelength capacity was increased to 10 Gbps which has,

(a) Loss vs. Load for 10 Gbps (b) Delay vs. Load for 10 Gbps

Fig. 5. Investigating the effect of 10 Gbps Channel Capacity

(a) Loss vs. Load (b) Delay vs. Load

Fig. 6. Investigating the effect of Time Slot size

remarkably, pulled the performance up. To study the effect of
time slot size on both loss and delay for HiTSOBS, we run
two cases of simulation; one with 1µs and the other with 2µs
as time slot size for both algorithms. For space limitation, we
only show the results of this investigation for HiTSOB-PSTA
in Fig 6. These results suggest that longer time slots have
negative impact on loss and delay of a burst inverse especially
at low and medium load (0.5). This is not surprising, because
longer time slot means more time to process, so at low load,
burst will have to wait longer before they are assigned a time
slot (more delay) and this lead to more loss as load increases
and the delay starts to decrease at very high load and the size
of time slot size becomes negligible.

VI. CONCLUSION

In this paper, we have proposed and evaluated a prioritized
time slot assignment algorithm for HiTSOBS. Simulation
results demonstrate that, the newly propose algorithm (PSTA)
does help in improving HiTSOBS in terms of loss and delay
as compared with the technique used in [10]. However, the
authors believe that, HiTSOBS-PSTA should produce better
results when better route and wavelength selection algorithms
are used. Additionally, we think that HiTSOBS should perform
better than traditional OBS. To prove these hypothesis, the
authors have integrated PSTA with an adaptive and QoS based
route and wavelength assignment algorithms that is integrated
with PSTA and it is under evaluation.
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Abstract—Interactive telemedicine services have become very
popular due to their cost efficiency and low response times. On
the other hand, several acquisition units connected to a network
can significantly increase the network load on communication
links connecting hospital facilities to the Internet. Since these
links are often leased from commercial ISPs, there is much
interest in minimizing the cost, i.e. the capacity of leased
links, without a significant degradation of the quality of
telemedicine services. The paper presents the results of the
initial analysis of network traffic generated by Computed
Radiography, introduces the corresponding statistical model,
and presents the simulation results obtained by optimizing the
network capacity from the point of view of application response
time.

Keywords-Computed Radiography; medical image process-
ing; OPNET Modeler; transmission capacity; WFQ;

I. INTRODUCTION

The number of digitized medical facilities which can take
advantage of integrated solutions for data handling, storing
and transmitting, according to the DICOM standard, is
rapidly increasing [1]. The demand of current telemedicine
equipment on instantaneous bandwidth varies from tens of
kbps to tens of Mbps. It causes that the requirement on the
capacity of communication links is highly affected by the
type and exact number of such equipment items (modalities)
in the medical facility. Usually these facilities are connected
to a regional centre for medical image processing and stor-
ing, which coordinates data sharing and mutual exploitation
of technical resources of the collaborating parties. These
centres also provide sophisticated analyses of traffic flows to
estimate traffic profiles, time-distributions, delays, etc. This
paper presents the results of such an investigation.

The aim of our work was to estimate the minimum
link-capacity towards commercial ISPs which still preserves
acceptable service quality for telemedicine applications. The
quality was expressed as the delay of images transmitted
from the medical modality. We also conducted an investi-
gation into differentiated traffic treatment and analysed how
significantly preferential treatment of selected traffic-flows
affects the response-time in the case of different services.

The methods used for analysis, modelling and evaluation
are described in the following structure: section II describes
our initial premises, ways of collecting and the methods of
statistical processing of measured data. Section III contains
the description of the simulation models built based on
the statistical description of the modality investigated. This
section also evaluates the simulation results with and without
preferential traffic treatment. The last section concludes our
activities and presents our plans for future investigation.

II. INITIAL PREMISES AND STATISTICAL ANALYSIS

Current hospital facilities are usually equipped with sev-
eral modalities such as MRI (Magnetic Resonance Imag-
ing), US (UltraSound), CT (Computed Tomography) or CR
(Computer Rentgen/X-ray). The last of these modalities is
the most common representative of current telemedicine
applications. For this reason our analysis was primarily
focused on the CR modality.

Information required for the analysis was obtained by di-
rect measurement of corresponding traffic-flow parameters.
To preserve the faithfulness of data, these measurements
were conducted between 7 am and 4 pm only. Traffic
flows from non-working days were also excluded to avoid
additional statistical errors. Additionally, to eliminate the
influence of transport network, the measurements were car-
ried out only on modalities which were connected to the
regional centre via 100 Mbps or faster links. The whole
traffic generated by these modalities was captured by the
tcpdump tool and it was then statistically analysed. Pear-
son’s chi-square test [2] was used to validate the fidelity
of distribution functions and their parameters, which were
chosen to describe traffic flows generated by CT and CR
modalities.

A. Computed Radiography Modality

In the case of CR modality there were 392 inter-request
times identified and measured between subsequent TCP con-
nections. The values measured ranged from 8s to 25963s. It
was also evident that a CR transmission consisted of random
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bursts of TCP connections. Each burst contained from one
to seven separate connections. Therefore it was desirable
to analyse separately the period between subsequent bursts,
the number of TCP connections in a burst and the duration
between TCP connections within a burst.

Without a detailed semantic analysis of the traffic-flows it
is quite difficult to specify the boundaries of the bursts and
decide if a given TCP connection belongs to the current
burst or represents the beginning of the next burst. We
empirically chose a period of 150 seconds to limit the length
of each burst. After excluding the extremely outlying values,
the periods between subsequent bursts were ranged in the
interval from 150s to 3986s with a sample mean of 837.63s
and a sample standard deviation of 840.01s.

We assumed that the length of the period between bursts
was of exponential distribution with probability density
according to (1).

f(x) =
1

λ
e−

x
λ (1)

for x > 0, where λ > 0 is the parameter to be specified
based on the measurement results.

In the case of exponential distribution parameter λ equals
the mean-value of the random variable. The sample coun-
terpart of the mean is the average of the values in the
selective statistical population, which means that the period
between the beginnings of two subsequent TCP bursts can
be described by exponential distribution with parameter λ =
837.63s.

The period between subsequent TCP connections within
a burst ranges from 8s to 150s. After excluding the most
outlying values, we obtained 150 values between 8s and
116s. These values were symmetrically centred around an
obvious mean. A random variable with normal probability
distribution was therefore assumed with the probability
density according to Eq. (2):

f(x) =
1√
2πσ

exp(− (x− µ)2

2σ2
), (2)

-∞ < x <∞, where µ ∈ (-∞,∞) and σ > 0 are constants
and can be derived from the values measured.

The mean value of a random variable with normal distri-
bution is equal to parameter µ and the standard deviation is
equal to parameter σ. The selective counterpart of the mean
is the average of the values in the statistical population. The
selective counterpart of the standard deviation is represented
by the sample standard deviation according to Eq. (3):

σ =
1

n− 1
(
∑

(xi − xs)2)
1
2 . (3)

After applying these presumptions on the values measured
we found that the period between the beginnings of two
subsequent TCP connections within a burst is normally
distributed with parameters µ = 57.87s and σ = 27.88s.

Each of the bursts examined contained a random number
of TCP connections, from one to seven. Based on an
empirical evaluation we assumed that the number of TCP
connections in a burst has a Poisson probability distribution
with the following probability function Eq. (4):

P (x) = λχe−λ/x!. (4)

The mean value of a random variable with the Poisson
distribution is equal to parameter λ. The selective counter-
part of this mean is the average of the values in the statistical
population.

In our analysis we dealt with a total of 225 values of
one to four connections and found that the number of TCP
connections in a burst can be described by the Poisson
probability distribution with parameter λ = 1.45s.

Finally we had to statistically describe the amount of
data transmitted within the TCP connections. In total we
had 401 TCP connections captured for the CR modality.
From these connections, 301 represented a transmission of
10.25MB of data and the remaining 100 cases corresponded
to a transmission of 8.5MB each. This behaviour can clearly
be described by an alternative distribution of probability 0.25
for 8.5MB and 0.75 for 10.25MB.

B. Final notes on statistical analysis
For any of the CR modalities neither the beginnings of

the TCP sessions nor the amount of transmitted data shows
any sign of dependence, which means that in the simulation
model we can consider the beginnings of the TCP sessions
and the amount of data to be independent. We used the pivot
table to verify the independence of these parameters.

III. SIMULATION OF TELEMEDICINE APPLICATION

A. Description of the simulation model
Within our simulations we examined the impact of total

link capacity and differentiated queue management on the
response-time of the CR modalities. For this purpose a
simulation model was built in the OPNET Modeler sim-
ulation environment [3]. The model consisted of 8 traf-
fic sources with CR traffic-profile. Additional background
traffic was modelled by TCP sources generating traffic
bursts with Poison distribution. During the simulations, the
application-level response-time was evaluated. Because of
close behavioural analogy, the FTP (File Transfer Protocol)
protocol was used to model the TCP communication of the
modalities. To simulate limited link capacities, rate-limiting
was applied to the common communication link. All the
other communication links operated at a full speed of 1Gbps.
The inter-request time, file size and number of repetitions
were configured according to the results of the statistical
analysis. The influence of controlled queue management was
verified by using the WFQ (Weighted Fair Queuing) [4], [5]
scheduling scheme. This scheduling scheme was chosen due
to its frequent use in real networks installations.
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Figure 1. Impact of the relative distribution of link-capacity between WFQ
queues for 5Mbps (a) 10Mbps (b) and 20Mbps (c) links in the case of 8
CR modalities

B. Simulation results

The impact of the bandwidth distribution between WFQ
queues on the response time of one preferentially treated
CR modality is shown in Fig. 1a) to 1c). The background
traffic is processed by the second queue, which can use
the remaining capacity of the communication link. It is
evident that for the CR modality the bandwidth guarantee
has a clearly positive impact on the response time. It is
also evident that the resulting effect of WFQ scheduling
depends on the total link capacity. More exactly, in the case
of the 5Mbps total link-capacity at least 50% of the capacity
must be guaranteed for the selected CR modality to achieve
a shorter response time than without the use of WFQ.
For higher link capacities already the guarantee of 20% of
capacity brings improvements. Simulation results show that
the improvement is relative and the absolute response times
are dependent on the actual connection speed.

IV. CONCLUSION

After a comparison of the simulation results with the
network administrators’ practical experience we found that
our simulation model showed very good matching with
the measurement results obtained from real networks. It
means that the simulation model can be used to estimate
the required link capacity if we know the type and number
of corresponding modalities.

The simulation scenarios clearly showed that for a given
combination of devices it is possible to specify a minimum
data rate for which the average response time will remain
within the required limits. It was also found that preferential
treatment can decrease the response time for Computed
Radiography.

We have for some time been working on the statistical
models for the remaining modalities. If completed, they will
also be integrated into the simulation model and used for the
optimization.
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Abstract— The performance of Absolute Polar Duty Cycle 
Division Multiplexing (AP-DCDM) over Polarization 
Division Multiplexing (PolDM) system is presented based on 
the simulation results, in order to double the capacity in 
optical fiber links. It is demonstrated that the spectral width 
occupied by 10 Gb/s RZ is 40 GHz whereas, this value can be 
reduced to 20 GHz over 2 channels of the proposed system. 
Simulations show that the maximum attainable dispersion-
limited transmission distance for 20-Gb/s AP-DCDM-PolDM 
data over standard single-mode fiber can be extended to 200 
km for a 2-dB penalty. 

Keywords- Optical Communication; AP-DCDM; PolDM 

I.  INTRODUCTION  
There has recently been a capacity explosion of optical 

fiber links due to techniques such as Wavelength-Division 
Multiplexing (WDM) [1]. However, WDM systems are 
straining to accommodate either smaller channel 
wavelength spacing or wider wavelength ranges in order to 
continue the growth in capacity. The minimum channel 
spacing and the total wavelength range are limited by 
many factors, including optical filters, wavelength drifts, 
signal bandwidth, Erbium-Doped Fiber Amplifier (EDFA) 
bandwidth, and dispersion and nonlinearities [1, 2].  

Next generation systems working at 40-Gb/s data rates 
and incorporating Dense Wavelength-Division 
Multiplexing (DWDM) will require bandwidth efficient 
transmission formats to minimize the chromatic dispersion 
penalty [3]. Bandwidth efficiency is also important for 
maximizing the spectral efficiency of the WDM 
transmitters, whilst maintaining low levels of crosstalk. 
Bandwidth efficient transmission has previously been 
achieved in several ways including advanced modulation 
formats such as Differential Quadrature Phase Shift 
Keying (DQPSK) However, this technique increase the 
complexity of the receiver by the introduction of the 
temperature-stabilized Mach-Zehnder Interferometer 
(MZI) [4].  

Absolute Polar Duty Cycle Division Multiplexing (AP-
DCDM) is an alternative multiplexing which appears 
promising for its spectral width and its chromatic 
dispersion tolerance [5, 6].  The narrow optical spectrum 
on AP-DCDM reduces the inter channel coherent crosstalk 

in AP-DCDM-WDM systems. The possibility of setting 
channel spacing as narrow as 62.5 GHz for 40 Gbit/s AP-
DCDM signals over WDM was confirmed [6]. As reported 
in [6], a capacity of 1.28 Tbit/s (32 x 40 Gbit/s) was 
packed into a 15.5 nm EDFA gain-band with 0.64 bit/s/Hz 
spectral efficiency by using 10 Gbit/s transmitter and 
receiver. Good propagation format together with a simple 
transmitter implementation make AP-DCDM very 
interesting for uncompensated optical links [5]. 

Polarization Division Multiplexing (PolDM) is well 
known technique for doubling the spectral efficiency. In 
PolDM system two signals are transmitted at the same 
wavelength with orthogonal States of Polarization (SOP). 
At the receiving end the polarization channels are 
demultiplexed at polarization beam splitter and detected 
independently. PolDM allows the transmission at an 
equivalent double bitrate without reducing the reach to a 
fourth due to chromatic dispersion [7, 8]. PolDM has the 
advantage that it can be implemented without major 
changes to the existing systems. PolDM can be 
implemented by adding a transceiver and associated 
polarization multiplexer/demultiplexer at each end of the 
fiber link, while leaving the rest of the system unchanged 
[9]. 

In this paper, for the first time to the best of our 
knowledge, the AP-DCDM system has been exploited 
together with PolDM in order to achieve, a reach of 200 
km at an overall bitrate of 20 Gb/s (2 x 2 x 5 Gb/s), 
without dispersion compensation. 

This paper is organized as follows. Section II describes 
the simulation setup of AP-DCDM-PolDM over 200 km 
single mode fiber. Section III discusses the 
implementation issues in comparison against other 
techniques and Section IV discusses the performance of 
AP-DCDM over PolDM. 

 

II. SIMULATION SETUP 
In this study, two commercial software, OptiSystem 

and MATLAB were used to access the system 
performance. The performance evaluation of the system is 
based on Bit Error Rate (BER) which is described in [5]. 

Fig.1 shows the model of AP-DCDM over PolDM 
system. The evaluation starts with 2 AP-DCDM channels 
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setup. Data1, Data 2, each at 5 Gb/s with Pseudo Random 
Binary Sequence (PRBS) of 210 -1 are carved with one 
electrical RZ pulse carvers at 50% of duty cycle and NRZ 
pulse carver, respectively. 

The voltages for all users at the multiplexer input are 
identical. All users’ data are multiplexed via a power 
combiner (electrical adder) resulting in a bipolar signal. 
Subsequently, the absolute circuit is used to produce an 
absolute polar signal [5]. The signals are used to modulate 
a Laser Diode (LD), which operates at 1550 nm 
wavelength using a Mach-Zehnder Modulator (MZM). 
The modulated AP-DCDM signal is split in two replicas 
uncorrelated by means of a fiber spoil, with a delay of 
about 15 μs.  

The two replicas, equalized in power, are orthogonally 
polarized by adjustable fiber Polarization Controller (PC) 
and recombined by a pig-tailed micro-optic Polarization 
Beam Combiner (PBC). 

 
 

 
 
Figure 1. AP-DCDM-PDM Setup 

 
A polarization multiplexed signal at an overall bit-rate 

of 20 Gb/s is generated and then it is boosted by an 
Erbium-Doped Fiber Amplifier (EDFA) and launched in a 
uncompensated Single Mode Fiber (SMF) link. At the 
receiver, the multiplexed channels are optically 
preamplified by an EDFA and a variable amount of 
Amplified Spontaneous Emission (ASE) noise, generated 
by a filtered ASE source, is added in order to modify the 
Optical Signal-to-Noise Ratio (OSNR).  

The 20 Gb/s AP-DCDM-PolDM performance is 
assessed over lengths ranging from back-to-back to 200 
km. nonlinear effects are negligible due to low lunch 
power [10, 11]. 

At the end of the fiber link, the two orthogonally 
polarized PolDM channels at the same wavelength are 
then optically demultiplexed by a fiber Polarization Beam 
Splitter (PBS) after an adjustable fiber PC. 

A single demultiplexed channel is detected by a 
Avalanche Photodiode (APD) and passed through a Low-

Pass Filter (LPF) and a Clock-and-Data-Recovery (CDR) 
unit. The regeneration and error detector are programmed, 
using sampling points and threshold value. The samples 
are taken at two sampling points (S1 and S2) at the first two 
slots in every symbol [5]. The sample values are fed into 
the decision and regeneration program. In this program, 
the sampled values are compared against threshold value 
and the decision is performed based on the operation 
shown in Tables I and II [5, 6]. These tables contain the 
regeneration rules for a two-channel AP-DCDM system 
that the data recovery program uses to regenerate original 
data for each channel. For example for user one, binary 0 
is regenerated when sampling values at S1 and S2 are less 
than threshold value (Table 1 rule 1). Binary 1 is 
regenerated when sampled amplitude at S1 is equal or 
greater than threshold, while amplitude at S2 is less than 
threshold (Table 1 rule 3) [5]. 

 

TABLE I.  DATA RECOVERY RULES FOR USER 1 (U1) 

No Rules 

1 if (S1 < Thr) & (S2 < Thr) then U1 = 0 

2 if (S1≥ Thr) & (S2 ≥ Thr) then U1 = 0 

3 if (S1 ≥ Thr) & (S2 < Thr) then U1 = 1 

4 if (S1 < Thr) & (S2 ≥ Thr) then U1 = 1 
 

TABLE II                   DATA RECOVERY RULES FOR USER 2 (U2) 

No Rules 

1 if (S2 < Thr) then U2 = 0 
2 if (S2 ≥ Thr) then U2 = 1 

 
 

III. IMPLEMENTATION ISSUES IN COMPARISON WITH 
OTHER TECHNIQUES 

 
AP-DCDM like NRZ-OOK requires only one 

Modulator and one Photodiode (PD) for n number of 
users at the transmitter and the receiver side, respectively. 
This is very economical in comparison to other 
modulation formats such as NRZ-DPSK, which require 
one Delay Interferometer (DI) and two PDs at the receiver 
[5], or RZ-DQPSK which requires two MZM at the 
transmitter, and two DIs together with four PDs at the 
receiver [5] or duobinary which require one dual-arm 
MZM modulator including driver amplifier for each 
modulator arm at the transmitter and one PD in the 
receiver. 

Referring to the AP-DCDM data recovery concept, one 
may argue that the complexity of AP-DCDM receiver is 
higher than other systems. However, the complexity is 
due to additional electronics components and devices, the 
solutions of which are available in term of technology and 
experts [5]. 
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IV. PERFORMANCE OF AP-DCDM-POLDM 
Fig. 2 shows the optical spectra measured after the 

MZM. Considering the null–to–null bandwidth, the 
spectral width of 10 Gb/s AP-DCDM is around 20 GHz 
and it is equivalent to that of a 10 Gb/s NRZ-OOK signal. 
Comparing the optical spectral width at the same 
aggregate bit rate (10 Gb/s) between RZ-OOK (which is 
around 40 GHz), and AP-DCDM, AP-DCDM shows a 
great spectral width reduction (~20 GHz). This is because 
AP-DCDM divides the symbol to n slots where n is the 
number of channels [5]. Thus, it requires a null-to-null 
spectral width of 2 × [n × single channel bit rate], whereas 
RZ-OOK requires 2 × (2 × aggregate bit rate). This 
amount of saving in the spectral width is will leads to 
better spectral efficiency and tolerance to chromatic 
dispersion [5]. 

 

 
 

Figure 2. Optical spectra for AP-DCDM 
 
The PolDM-AP-DCDM system at 20 Gb/s with the 

SOP stabilizer is tested for different SSMF propagation 
lengths up to 200 km. we have measured the BER as a 
function of the single demultiplexed channel OSNR, 
which is detected after polarization demultiplexing. Note 
that the optical power at the APD input is kept constant to 
-15 dBm.  The performance of the PolDM-AP-DCDM 
transmission is compared with single channel 
transmission. Fig. 3 shows the required OSNR for a BER 
value of 10-9 versus propagation length. In the case of 
back to back because of the around 35 dB polarization 
extinction ratios of both polarization beam combiner and 
polarization beam splitter and to the good constancy of 
the SOP at the demultiplexing polarization beam splitter 
there is no penalty in transitory from the case of single 
channel transmission to the case of both polarization 
multiplexed channels. The cross-talk between the 
channels after polarization demultiplexing is thus small 
therefore with respect to the single channel case the 
penalty is negligible.  

On the other hand in correspondence of the BER 
measurements for propagation length of around 70 km 
and more a penalty is found due to the cross-talk which is 
generated by small SOP fluctuations and enhanced by the 
fiber propagation, at the polarization beam splitter after 
polarization demultiplexing. 
 

 
 

Figure 3. OSNR for a BER of 10-9 versus length of propagation over 
uncompensated SMF 

 
In the case below, 150 km refer to the channel whose 

performance is slightly worse than the orthogonally 
polarized channel. the penalties remain however not higher 
than 1 dB but at 200 km OSNR penalty increases to 
around 2 dB and a change in the slope is obvious as can be 
seen in Figure 4, where BER carve versus OSNR are 
shown.  

 
 

 
Figure 4. BER curves versus OSNR for different length of propagation 
over uncompensated SMF 
 

V. CONCLUSION 
Absolute Polar Duty Cycle Division Multiplexing 

over Polarization Division Multiplexing has been proved 
an attractive technique to double the transmission rate, 
while preserving the 10 Gb/s dispersion tolerance of the 
AP-DCDM format.  The numerical results confirm that 
using this electrical multiplexing/demultiplexing 
technique, more than two users can be carried over the 
same PolDM channel. Consequently, the capacity 
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utilization of the PolDM channels can be increased 
tremendously; which is achieved at a lower spectral width 
in comparison to conventional techniques. Transmission 
over 200 km SSMF was also demonstrated. Based on the 
simulation results it can be concluded that AP-DCDM is 
suitable for implementation in PolDM transmission 
systems. 
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Abstract-- Resource contention is a major concern in Optical 
Burst Switching networks that leads to relatively high burst 
loss probability. This article presents a clustered architecture 
for OBS networks, called Cooperative Clustered Optical Burst 
Switching (C2OBS) network architecture. In this architecture, 
the network is divided in overlapping zones/clusters with a 
zone/cluster head having the knowledge of available resources 
within the zone called Zonal Information Base (ZIB) and 
maintains a short resource usage history called Short History 
Base (SHB). Furthermore, a resource reservation strategy for 
the proposed Cooperative Clustered OBS network architecture 
(C2OBS-RR) is also presented which is centralized within the 
zone and distributed in the overall network, for combining the 
benefits of both the centralized and the distributed resource 
reservation schemes. This novel approach uses the zonal state 
of the resource availability, ZIB, so that the bursts originating 
at the ingress nodes in the same part of network having been 
assigned the same wavelength, can be assigned different time 
offsets. This will proactively reduce the probability of 
contention at the intermediate nodes within a zone and is 
expected to significantly reduce the overall network burst loss 
probability. For illustration purpose, the proposed C2OBS 
architecture has been applied to the European Optical 
Network. 
 
Keywords- Optical Burst Switching; Resource Reservation; 
Resource Contention Avoidance. 

I. INTRODUCTION 
Optical Burst Switching (OBS) is a promising 

technology for supporting the next generation Internet over 
Dense Wavelength Division Multiplexing (DWDM) 
network.  An OBS network consists of Edge and Core 
nodes. Edge nodes may be ingress or egress nodes. The edge 
nodes are the electronic transit points between the burst-
switched backbone and the legacy networks. In the existing 
OBS architecture, the ingress node performs burst assembly, 
routing, wavelength assignment, signaling and edge 
scheduling. The main tasks performed by core nodes are 
signaling, core scheduling, routing/forwarding, and 
contention resolution. The core nodes are mainly composed  
of an optical switching matrix and a switch control unit 
which is responsible to forward optical data bursts [1][2] 
[3][8].  

The ingress node receives packets from the client 
network, assembles a burst and sends a corresponding Burst 
Header Packet (BHP) on the control channel. The BHP is 
received at the input module of core node containing source  
 

 
and destination addresses, burst offset time, burst length and  
the Class of Service (CoS) of the corresponding data burst. 
The purpose of the BHP is to reserve the necessary 
resources at each core node along the path for transmitting 
the burst. Three reservation schemes have been proposed, 
namely the Centralized Resource Reservation [4], the 
Distributed Resource Reservation [5], and the Intermediate 
Node Initiated (INI) Resource Reservation scheme [6][7].  

The Centralized two-way Resource Reservation 
mechanism proposed in Wavelength Routed OBS networks 
[4], exploits the knowledge of network wide resources 
availability to optimize resource reservation, but is more 
complex to implement and increases the transmission 
latency due to its two way resource reservation process. The 
advantages and limitations of this reservation scheme are 
mentioned in [8]. 

In the Distributed Resource Reservation mechanism, 
resources can either be reserved using two-way resource 
reservation, labeled as Tell-And-Wait (TAW), or one-way 
resource reservation, designated as Tell-And-Go [8][9] 
(TAG). TAW relies on establishing a virtual circuit prior to 
starting burst transmission. More precisely, a BHP is sent 
from the ingress node towards the egress node to reserve 
transmission capacity at all the intermediate nodes along a 
given routing path. When the reservation is successful in the 
entire path, an acknowledgment message is sent back to the 
ingress node, which then starts transmitting the data burst. 
Otherwise, the node detecting resource shortage sends a 
negative acknowledgment message back to the ingress node 
to release the reserved resources. Importantly, the delay 
imposed to data bursts by the resource reservation 
mechanism, which for TAW is defined as the time elapsed 
between assembling a data burst and initiating its 
transmission at the ingress node after receiving the 
acknowledgment, is equal to or larger than the Round Trip 
Time (RTT) between the ingress and egress nodes. This is 
the major limitation of TAW, which may adversely affect 
the quality of real time delay sensitive traffic. 

One-way resource reservation, or TAG, shortens the 
delay imposed on data bursts by starting the burst 
transmission shortly after sending the BHP to the core nodes 
along the routing path without waiting for an 
acknowledgment of a successful reservation. In this 
reservation scheme, the reservation may be immediate like 
in JIT [10], JIT+ [5] and E-JIT [12][13] or delayed as in 
JET[5]  and Horizon [5]. However, in TAG, the burst loss 
probability is relatively high but end-to-end delay is less 
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than TAW. Therefore, neither TAG nor TAW reservation 
schemes can have both low latency and low burst loss at the 
same time.  

In the INI Resource Reservation scheme, the reservation 
request is initiated at an intermediate node, called the 
initiating node. In the first part of the path, from ingress 
node to the initiating node, the INI Resource Reservation 
works with an acknowledgement for the BHP, similar to 
TAW, and from the initiating node to egress node, it follows 
the JET reservation scheme. The burst loss probability with 
INI is less than with JET, and the end-to-end delay in less 
than with TAW.  However, the selection of the initiating 
node in INI resource reservation scheme is a critical issue, 
and may be considered as a bottleneck of the proposed 
solution [8]. Moreover, the intermediate node does not have 
knowledge of network wide resource availability and cannot 
optimize the resources reservation and utilization.  

This article proposes a novel clustered architecture 
(C2OBS) and resource reservation strategy for clustered 
OBS network (C2OBS-RR). The C2OBS-RR strategy will 
decrease resource contention, reduce the burst drop 
probability as compared to TAG, and the reservation 
waiting time as compared to the centralized reservation 
scheme and TAW as explained in Section III. In C2OBS, 
the whole network is divided into overlapping zones with a 
Zone Head (ZH) and Backup Zone Head (BZH).  A 
centralized reservation scheme is utilized only within the 
zone exploiting the zonal knowledge of resources available 
at the ZH, while the distributed reservation is employed 
across the zones. The purpose of the combined strategy is to 
overcome the shortcomings of the centralized and the 
distributed resource reservation techniques, while retaining 
the best of both approaches where appropriate. Across zones 
a distributed reservation is employed to reduce overall 
latency while keeping a centralized approach within the 
zone for reducing the burst loss probability.  

A further improvement included in the C2OBS 
architecture consists of the utilization of a single shared 
module of Wavelength Convertors (WCs) and Fiber Delay 
Lines (FDLs) bank placed either at a central location or at 
the ZH within each zone for resolving contention within the 
zone. This solution is also attractive from network planning 
perspective because this module can be easily enhanced or 
replaced keeping in view the future estimated traffic load. 

The article is organized as follows. In Section II, an 
enhanced architecture called Cooperative Clustered Optical 
Burst Switching Network architecture is presented. In this 
section, the same concept has been applied to the European 
Optical Network (EON) for illustration. Section III presents 
the proposed resource reservation strategy for reducing the 
overall network burst loss probability. This section also 
provides an application of C2OBS-RR to EON topology for 
illustration. Section IV discusses the expected benefits of 
the proposed C2OBS architecture and of the C2OBS-RR 
strategy by comparing it with the existing resource 
reservation paradigms. Finally, Section V provides 
conclusion and highlights future work directions. 

II. PROPOSED COOPERATIVE  ARCHITECTURE 

In the C2OBS architecture, the network is partitioned 
into overlapping zones/clusters as shown in Figures 1 and 2. 
The zone is defined in terms of number of hops and not 
physical distance, because we can limit the dissemination of 
control information based on the number of hops, by using 
the Time to Live (TTL) value as in IPv4 header, or the 
HopLimit value as in the IPv6 header [14]. The zone size 
should be small to reduce dissemination of control 
information. Furthermore, the gateway (explained later) 
does not allow the broadcast “Hello messages” from the 
Zone Head (ZH) to pass through, as such information is not 
required in adjacent zones. As the zones are overlapping, 
there will be one or more nodes that will be part of more 
than one zone and acts as gateway and backup gateway. For 
example, in Figure 2, Copenhagen (COP) serves as a 
gateway among Z-3, Z-4 and Z-5 because it is common to 
the three zones. Similarly, Prague (PRA) is common 
between zone two and four and functions as a gateway 
between these zones. Each zone has a Zone Head (ZH) and 
Backup Zone Head (BZH). For example, the node at Paris 
(PAR) is a ZH for Z-1. The ZH keeps the information of all 
of the nodes within the zone. The BZH duplicates the tasks 
performed by the ZH, either in case of failure of the ZH or if 
the ZH is overburdened with other processing tasks like 
performing the job of a gateway and stops broadcasting its 
“Hello messages”. The role of the ZH is further elaborated 
in section III. The other members of the zone are referred to 
as Zone Members (ZMs).  

The ZH is dynamically elected with a criterion as the 
node with the highest degree in the zone. This condition has 
been imposed because in most cases the ZMs will be 
directly connected to the ZH and it will be possible for ZMs 
to communicate with the ZH with the least propagation 
delay for resource reservation. Furthermore, the ZH needs 
not to be fixed, because if a node is busier in processing 
other jobs and cannot efficiently process the ZM’s requests, 
it will leave its role as ZH and BZH will take over its 
responsibility. As the BZH will become the ZH, other ZMs 
will take part in election to become BZH and the node with 
highest degree will win and will become the BZH. Even in 
case of failure of ZH, the similar procedure will take place. 

 Each zone will have common shared wavelength 
convertors (WCs)/ Fiber Delay Lines (FDLs) bank for 
contention resolution. This shared bank of WCs/FDLs in a 
zone is our novel idea and has never been proposed in 
literature as per our knowledge.  This shared bank can be 
installed at a central location as in Figure 1 or may be placed 
along with of optical switch having highest degree as shown 
in Figure 2.  

Optimal wavelength converter placement in optical 
networks has been shown to be NP-hard, and many 
heuristics have been proposed [15], but still this is an open 
research area. In optical networks, where do we optimally 
place the WCs/FDLs is a vital question.
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Figure 1. OBS Network Architecture showing ZH, BZH and shared WCs/FDLs 

One of the possible solutions is to place the WCs at each 
output port of the optical switch. This solution is not cost 
effective as WCs may not be required all the time and it is 
the wastage of expensive resource. As wavelength 
convertors are still expensive, providing dedicated 
wavelength convertors is not a cost effective solution 
[3][15], the proposed shared WCs/FDLs bank architecture 
provides a reasonable solution for placement of WCs in  
OBS network. The WCs/FDLs bank can be accessed by 
any incoming burst that needs wavelength 
conversion/buffering. This will also make the network 
planning simpler and economical because this module can 
be upgrade as per requirement keeping in view the future 
increase in traffic without upgrading/replacing the optical 
switches. This shared architecture will also improve the 
utilization of this resource (WCs/FDLs) because all the 
nodes within the zone will use the same resource for 
wavelength conversion and optical buffering. This will 
make the OBS networks economically more feasible as 
augmenting each node with WCs/FDLs is an expensive 
solution [15]. Although, the use of WCs/FDLs will be 
minimized as much as possible by using effective 
resource reservation scheme explained in the next section 
and this will act as a last resort to save the burst from 
blocking.  In this way, the requirement for number of 
WCs/FDLs will be reduced, which is technically and 
economically more attractive. 

The proposed architecture has been named 
Cooperative Clustered Optical Burst Switching 
architecture because the Gateway nodes in the network 
cooperate for successful resource reservation in the 
adjacent zone and tries to reduce the burst blocking 
probability.  

As an illustration, the clustered network architecture 
model has been applied to European Optical Network 
(EON) topology [16][17] as shown in Figure 2. The EON 
topology consists of 20 nodes and 38 links. The network 
has been divided into five zones (Z-1 to Z-5) and detail 
about the role of each node in the zone is depicted in 
Table 1. The table shows the status of each node in its 

respective zone, i.e. whether the node is Zone Head (ZH), 
Zone Member (ZM) and Gateway (GW). It also indicates 
the degree of the node in the network, which is a key 
selection criterion for the role of ZH. In Figure 2, the 
WCs/FDLs bank has been shown along with the ZH and 
the circle, oval and cloud shapes has been used to 
represent different zones in EON and has been labeled as 
Z-1 to Z-5. 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 

Figure 2. Cooperative Clustered OBS Network Architecture for EON 
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Table.1. Node Description of EON 

III. PROPOSED RESOURCE RESERVATION 
STRATEGY 

The C2OBS-RR scheme utilizes centralized reservation 
for intra-zonal traffic. Centralized reservation is also used 
for inter-zonal traffic between the ingress node and the 
zone gateway. Then the gateway prompts the next ZH 
which becomes responsible for reserving the necessary 
resources for the upcoming burst. The process is repeated 
until the burst reaches the zone where the egress node is 
located.  

Although resource reservation is centralized within 
each zone, it may also be considered as distributed for 
inter-zonal traffic because a degree of cooperation is 
required among multiple ZHs and gateways. 

In the C2OBS-RR scheme, the ZH acknowledges the 
BHP by consulting its Zone Information Base (ZIB) and 
Short History Base (SHB) thereby reducing delay 
compared to wavelength routed OBS (WROBS) which 
requires end-to-end acknowledgement [4]. 

Moreover, while also employing distributed 
reservation for inter-zonal traffic, the proposed strategy 
does not require end-to-end acknowledgement like Tell & 
Wait (TAW) thus reducing delay, and uses zonal 
knowledge for resource reservation, thereby reducing the 
burst loss probability compared to Tell & Go (TAG). 

For intra-zonal traffic, the ingress node requests 
resources from the ZH by transmitting a BHP using a 
control channel. The ZH consults both its Zone-Base, for 
assigning route and free wavelength, and its Short History 

Base (SHB) to assign a suitable offset time for avoiding 
contention at the intermediate core nodes. The SHB is 
dynamically updated with offset times assigned to bursts 
as the transmissions from different ingress nodes proceed 
within the zone. The ZH acknowledges the BHP by 
transmitting amended BHP containing information about 
offset time, routing and wavelength assignment for the 
incoming burst transmission, which is estimated/predicted 
based on knowledge inferred from the data stored in the 
ZH. The same amended BHP is forwarded to the 
intermediate nodes and the egress node for the necessary 
switching configuration. The routing and wavelength 
assignment problem has been dealt with in a separate 
article in detail while the suitable offset time issue is 
discussed below. 

The minimum offset time can be given by [5][7]  
 

Toffset
min = kTBHP +TSW      (1) 

where k is the number of hops along the path from  the 
ingress node to the egress node, TBHP is the header 
processing time, and TSW is the switch configuration time. 
However, the ingress node may also use a larger value for 
service differentiation [5][18], if necessary. 

In the C2OBS-RR strategy the ZH calculate Toffset
total  by 

looking at the ZIB for the number of hops in the burst 
route. Then, for avoiding contention it calculates an extra 
offset time δT by looking for all previously scheduled 
channels in the SHB. The extra offset is meant to isolate 
traffic form different ingress nodes that are using 
overlapping paths. The total offset time for the burst can 
be finally given by 

 
Toffset

total = kTBHP +TSW +δT     (2) 

The ZH forwards the amended BHP to the ingress node 
and multicasts the same to the intermediate nodes in the 
zone for resource reservation. Upon receiving the 
amended BHP multi-casted by the ZH, the intermediate 
nodes check the value of  δT and their location in the 
routing path and assign that value to k. The parameter k 
has a different meaning for both the ingress nodes and 
intermediate nodes. For the ingress node and intra-zonal 
traffic, k represents the number of hops along the path 
from the ingress node to the egress node while for inter-
zonal traffic, it represents the number of hops from the 
ingress node to the zone gateway. For intermediate nodes, 
the node checks its position within the routing path and 
assigns that value to k.  The intermediate nodes perform 
delayed reservation by using equation (2) and knowledge 
of both TBHP  and TSW  to calculate the burst arrival time. 

S.No Location of 
Node 

Zone 
Member 

Member 
Status 

Degree of  
Node 

1. Libson (LIS) Z-1 ZM 2 
2. Madrid (MAD) Z-1 ZM 2 
3. Paris (PAR) Z-1 ZH 6 
4. Brussels (BRS) Z-1, Z-3 & 

Z-4 
ZM & GW 5 

5. Zurich (ZUR) Z-1 & Z-2 ZM & GW 4 

6. Athens (ATH) Z-2 ZM 2 

7. Rome(ROM) Z-2 ZM 3 

8. Zagreb (ZAG) Z-2 ZM 4 

9. Vienna (VIE) Z-2 ZM 3 

10. Milan (MIL) Z-2 ZH 6 
11. Prague (PRA) Z-2 & Z-4 ZM & GW 5 

12. London (LON) Z-3 ZH 7 

13. Dublin (DUB) Z-3 ZM 2 
14. Amsterdam 

(AMS) 
Z-3 & Z-4 ZM & GW 5 

15. Berlin (BER) Z-4 ZH 7 
16. Luxemburg 

(LUX) 
Z-4 ZM 1 

17. Copenhagen 
(COP) 

Z-5 & Z-3 ZM & GW 3 

18. Moscow 
(MOS) 

Z-5 ZM 2 

19. Stockholm 
(STO) 

Z-5 ZH 4 

20. Oslo (OSO) Z-5 ZM 3 
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Early release is also used as the amended BHP informs 
about the burst length. 

For the inter-zonal traffic, the ingress node also starts 
off by requesting resources from its own ZH. The ZH 
assigns a free wavelength, a suitable offset time and a route 
only up to the zone gateway, and amends the BHP with this 
information. The amended BHP is also forwarded by the ZH 
to all intermediate nodes till the zone gateway. Then, it is 
the gateway’s responsibility to cooperate with the ingress 
node for reserving resources in the next zone, by forwarding 
the amended BHP to the next ZH (NZH). Subsequently, the 
NZH assigns the necessary resources for the upcoming 
burst, and the zone by zone reservation procedure is 
repeated until the burst reaches the zone where the egress 
node is located. 

A. An Application of the C2OBS-RR to the EON 
Topology 

In the following, the C2OBS-RR scheme is applied to 
the EON topology as depicted in Figure 2 for illustration. 
The assignment of nodes to each zone has been described in 
section II. 

In case of intra-zonal traffic say within zone-one (Z-1) 
from Lisbon to Zurich, the ingress node at Lisbon sends a 
BHP including burst length, Class of Service (CoS) and 
source and destination addresses to the ZH (Paris). The ZH 
inspects the BHP and examines both its Zonal Information 
Base (ZIB), for routing and wavelength assignment, and its 
SHB for assigning a suitable offset time. The ZH returns the 
amended BHP to the ingress node and multicasts the same 
to intermediate nodes. The amended BHP adds information 
to the BHP about route, i.e., LIS-MAD-PAR-ZUR, a free 
wavelength along the route, say λ1, and suitable offset time 
for the ingress node. The intermediate nodes and destination 
calculate the offset time as explained above and reserve the 
resources using delayed reservation. The ingress node 
transmits the burst after the offset time elapses, which 
propagates transparently along the route to the destination. 
As the burst passes through the intermediate nodes, the 
resources are released and the ZH updates its SHB 
accordingly so that the resources may be assigned efficiently 
to other subsequent burst. 

In case of the inter-zonal traffic, e.g., for traffic from 
Lisbon (Z-1) to Amsterdam (Z-3), the last address along the 
path will be the zone gateway’s address, Brussels, which is a 
member of both Z-1 and Z-3. As the gateway node 
(Brussels) receives the amended BHP with the destination 
address of Amsterdam (egress node), it forwards the BHP to 
the next Zone Head (NZH), London, with the information 
about the wavelength on which the burst will arrive. This 
wavelength is considered as “preferred” wavelength by the 
NZH. The NZH, looking at the destination address and 
preferred wavelength channel information in the BHP, 
checks its own ZIB, and classifies the traffic as intra-zonal 
or inter-zonal. Since the traffic is now intra-zonal, the NZH 
checks both its ZIB and SHB to decide whether the same 
wavelength channel is available on the path within the new 

zone. If it is available, the NZH returns the amended BHP to 
the gateway and multicasts the same BHP to the 
intermediate nodes and egress node (Amsterdam) for 
resource reservation. If the preferred wavelength channel is 
not free, the NZH checks the CoS of the burst to find 
whether the incoming burst belongs to either delay 
insensitive or delay sensitive class of service. For delay 
insensitive class, the NZH adds a suitable δT to the 
calculated offset time using equation (2) and directs the 
incoming burst to the shared FDL bank. For delay sensitive 
class, it assigns a new free wavelength to the incoming burst 
and directs it to the shared WCs bank. This reduces delay 
for delay sensitive traffic, thus ensuring Quality of Service 
provisioning. When the data burst arrive at the gateway, it is 
transparently forwarded towards the egress node.  

In summary, the strategy of the C2OBS-RR scheme for 
contention avoidance is that the ZH should provide a routing 
path with a free wavelength, and an appropriate offset time 
to each burst to isolate traffic originating from different 
ingress nodes using overlapping paths. 

IV. EXPECTED BENEFITS of C2OBS 
The aim of this section is to discuss the expected 

benefits of the C2OBS architecture & the C2OBS-RR 
strategy and compare it with the extant reservation schemes. 
In C2OBS, the whole network has been divided into more 
manageable smaller units called zones, with a ZH that 
maintains both a ZIB and a SHB. The information contained 
in both these information-bases is utilized for effective 
reservation of resources. The C2OBS-RR strategy aims to 
lessen the inherent problems of both centralized and 
distributed resource reservation techniques while combining 
the best features of both approaches. The centralized two 
way resource reservation technique introduces longer 
delays, is more complex and adds more processing burden 
on a central node than the one way reservation technique. 
On the other hand, the distributed resource reservation 
schemes suffers from a relatively high burst loss probability 
because nodes have only partial knowledge about resource 
availability limited to its outgoing links. 

The C2OBS-RR will have a shorter delay and will be 
easier to implement than the centralized reservation scheme 
because the ZH is normally located only one hop away from 
the ingress nodes within the zone and the processing burden 
is shared by multiple ZHs. On the other hand, the C2OBS-
RR approach will have less wavelength contention 
compared to the distributed resource reservation schemes, 
because the ZH takes advantage of its complete resource 
availability knowledge within the zone for assigning 
suitable offset times such that contention is avoided among 
bursts using partially or totally overlapping paths. 

As compared to the centralized reservation scheme, 
where all resource assignment is accomplished by a single 
central node, the proposed scheme is following a distributed 
strategy having ZHs in each zone for resource assignment 
and reservation. In the case of the centralized reservation 
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scheme, when the central node fails, the whole network 
performance will be affected. So the central node becomes a 
performance bottleneck in the network. In contrast, in the 
C2OBS architecture and the C2OBS-RR scheme, failure of 
a ZH will affect a single zone within the network till the 
BZH takes the responsibility of ZH. 

A further advantage of the proposed architecture is its 
scalability. If the number of nodes in the network is 
increased, the network can be redesigned by either adding 
the new node to an existing zone or creating a  new zone to 
maintain the network performance. However, the distributed 
reservation protocols such as JET, JIT, JIT+, or E-JIT are 
not flexible to accommodate further nodes without 
deteriorating the network performance.   Furthermore, the 
central node in case of central reservation scheme has a 
limited processing capability. The number of nodes offering 
load beyond this processing capacity will worsen the 
performance of the network as well. 

Wavelength convertors are still immature and expensive, 
full wavelength conversion (i.e., any wavelength entering a 
node can exit on any free wavelength on any output fiber) 
[3][18] is still not a realistic solution. The alternative 
solution is to place the wavelength convertors sparsely. 
Optimal placement of sparse wavelength convertors in 
optical networks is a vital question but it has been shown to 
be NP-hard. The proposed shared WCs bank in the zone is 
comparatively a more feasible alternative because the WCs 
bank is either placed at a central location or at a node having 
the highest degree in the zone, which will mostly provide 
direct connectivity between any switching nodes and the 
bank. This solution is also attractive from network planning 
perspective because this module can be easily enhanced or 
replaced keeping in view the future estimated traffic load. In 
existing architecture where wavelength convertors are an 
integral part of the switch, there is no such flexibility. 

Finally, in the proposed resource reservation strategy, 
the ingress node does not have to wait for resource 
reservation acknowledgment as in TAW where 
acknowledgement delay is equal to RTT between ingress & 
egress node. Additionally, unlike the central reservation 
scheme, the ingress node does not have to wait for RTT 
between ingress node and central node for resource 
confirmation. In this work, the ZH is mostly available at one 
hop from the ingress node as the ZH has a highest degree in 
the zone; the latency is comparatively low as compared to 
TAW and central reservation technique which is 
comparatively suitable for real time delay sensitive traffic. 

Based on the above comparative analysis with existing 
reservation techniques, it appears that the proposed scheme 
is both more flexible and scalable. It is also expected that 
the C2OBS-RR will offer less delay as compared to TAW 
and centralized reservation schemes. Moreover, the blocking 
probability is also expected to be lower than that of TAG 
(JET, JIT, JIT+, E-JIT, and Horizon). 

 

V. CONCLUSION AND FUTURE WORK 
In this article, a divide and conquer approach has been 

applied to OBS networks by splitting the whole network 
into more manageable small units called zones. Each zone 
has a Zone Based information repository and Short History 
Base in the Zone Head. The ZIB contains information about 
routing and wavelength assignment while SHB dynamically 
records information about scheduled channels. Since it is 
not realistic to provide full wavelength conversion in the 
optical networks, an improvement in the network 
architecture has been suggested by implementing the bank 
of WCs/FDLs as a separate module from the switch within 
the zone and all zone members can use the same bank when 
required. 

A resource reservation strategy for C2OBS network 
architecture with the focus on gathering the advantages of 
both the centralized and the distributed reservation 
mechanism has been presented. It will help to reduce the 
burst drop probability. The innovative methodology uses the 
zonal state of resource availability in the zone such that the 
bursts at the ingress nodes in the same part of the network, 
having being assigned the same wavelength, are assigned 
different offset to avoid contention. 

It is expected that the proposed scheme will shorter the 
delay and will be easier to implement then the reservation 
scheme proposed for WROBS networks. Furthermore, it 
will have less probability of wavelength contention at the 
intermediate nodes as compared to distributed resource 
reservation schemes. The proposed scheme appears more 
scalable and flexible as compared to both extent centralized 
and distributed schemes. 

As for as future work is concerned, the next objective is 
to implement a simulation model for analyzing the 
performance of the C2OBS network architecture and the 
C2OBS-RR strategy, and compare it with the extant 
resource reservation schemes for verification and validation. 
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Abstract — In a previous work we modified the libpcap 

library in order to feature nanosecond resolution 

timestamping. However the precision and the accuracy of 

this high resolution software based solution has not been 

investigated so far. Since very short inter-arrival times are 

present on Gigabit Ethernet links, the precision of the 

software based timestamps generated for each incoming 

packet should be analyzed and validated. In this paper, the 

performance metrics of the nanosecond resolution software 

timestamping is compared to a hardware-based solution 

(Endace DAG3.7GP measurement card) and to a reference 

source. The factors that determine and limit the precision 

and accuracy of the nanosecond resolution software 

timestamping will be investigated. We present how the 

operation mode of the network device driver affects the 

timestamping behavior. 

Keywords-libpcap; timestamp precision; inter-arrival time; 

Linux kernel;  high speed network; hardware timestamping. 

I.  INTRODUCTION 

Measurement of high performance networks requires 
high performance timestamping [1][2]. Using libpcap 
based capturing limits both the resolution and the precision 
of the generated timestamps [3]. Although in a recent work 
we enhanced the timestamping resolution of the original 
libpcap library [4], it is hard to improve the precision of 
the nanosecond resolution software based timestamping to 
meet the needs of the Gigabit Ethernet and faster 
networks. Even with the most sophisticated optimization, 
the precision of the software timestamp could not compete 
with the hardware based one [5]. In this paper, we will 
investigate the precision of the high resolution 
timestamping feature of the enhanced libpcap library. A 
widely used high performance Gigabit Ethernet NIC 
(Network Interface Card) and driver combination was 
selected for our measurements. According to the result of 
the investigation, the question arises with good reason: Is 
there any measurement type where the application of 
nanosecond resolution software timestamping is 
reasonable? To answer this question, we performed 
comparative measurements: one test setup was assembled 
for fixed packet size generated at high, fixed rate and the 
other one for replayed VoIP traffic including variable 
packet size. Measurement with fixed packet size and inter-
arrival time is suited to analyze the deviation of inter-
arrival times presented by the generated timestamps. 

Whereas replayed traffic consisting of packets with 
variable sizes is adapted to show how precisely the high 
resolution software timestamping could represent traffic 
characteristics. 

II. MEASUREMENT SETUP 

In both measurements two independent hosts were 
used: one for software timestamping and the other one for 
reference hardware timestamping, with both systems 
simultaneously capturing the same traffic. In every 
measurement we made sure that no packet loss occurred. 

 

A. Line-rate traffic generator 

In our first measurement setup a NetFPGA-1G card [6] 
was used for mirroring the ingress traffic on its PORT A to 
two of its Gigabit Ethernet ports (PORT B and PORT C). 
An FPGA (Field Programmable Gate Array: Xilinx 
Virtex-4 FX12) based configurable line-rate packet 
generator device was connected to the PORT A of the 
NetFPGA-1G board. PORT B was connected to an Endace 
DAG 3.7GP monitoring card (installed in a dedicated host) 
[7], and PORT C was connected to an Intel PRO/1000 PT 
Gigabit Ethernet network interface card (Fig. 1) [8]. 

  

 
Figure 1.  Layout of the first measurement setup 
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The packet generator was controlled by UDP packets 
using a proprietary protocol sent from the NetFPGA-1G 
host. Our NetFPGA-1G loopback module makes it 
possible to directly loop back certain ports of the board to 
other ones with a minimal, fixed amount of latency, using 
no store-and-forward mechanisms.  

In this configuration, any traffic received by PORT A 
is directly forwarded to PORT B and C but not the traffic 
transmitted on PORT A (which was used to send control 
packets to the generator). Software timestamps were 
created based on a TSC clock source by capturing on the 
Intel PRO/1000 NIC, and Endace's hardware timestamping 
feature was used to create reference timestamps on the 
DAG board [9]. 

 

B. NetFPGA-1G multiport packet generator 

In the second setup, we utilized an existing 
NetFPGA.org project ("Packet generator" [10]) as to 
perform another measurement series using variable packet 
size. This generator can replay any previously recorded 
stream of packets stored in PCAP format. In this setup, the 
NetFPGA’s PORT B was connected to the Endace 
DAG3.7GP and its PORT C was connected to the Intel 
PRO/1000 NIC (Fig. 2). 

For these measurements the Packet Generator code 
was loaded into the NetFPGA-1G board, and it was 
configured to send the same traffic stream on both PORT 
B and PORT C. Similarly to the previous configuration, 
the host with the Intel PRO/1000 NIC captured packets 
with software timestamps based on the system’s TSC 
clock source and the other host with the DAG3.7GP board 
provided the reference hardware timestamps. 

 

 
Figure 2.  Layout of the second measurement setup 

All of the measurements were performed on a non-
preemptive 2.6.35.7 Linux kernel. 

III. MEASUREMENT RESULTS 

It is important to note that hardware timestamps show 
inter-arrival times of the packets as seen in the MAC layer. 

In contrast, the software based timestamps represent the 
time of the enqueuing of the received packets into the 
Linux kernel’s input packet queue [11].  

Nevertheless, there is an obvious difference between 
the hardware and software timestamps in absolute time 
since their generation occurs at different points of the data 
path.  

 
Parameter settings of the Intel e1000e Linux driver for 

the Intel PRO/1000 NIC family affect the kernel-level 
processing of Ethernet frames, and therefore the 
generation of software timestamps. The interrupt-handling 
parameters of the driver can be tuned at module loading. 
The increasing rate of the received packets increases the 
rate of the interrupts as well, and this increased number of 
interrupts can be served by the processor only up to a 
certain threshold value.  Above this threshold more frames 
should be transmitted to the kernel within one interrupt to 
maintain the lossless packet reception. 

 
The InterruptThrottleRate parameter of the driver and 

the incoming packet rate together defines the timing of 
frame processing. When the value of InterruptThrottleRate 
is 0, there is no critical value for the interrupt rate above, 
which the driver would explicitly decrease their number by 
transmitting more frames from the card to the kernel 
during an interrupt (i.e., no coalescing occurs). This is the 
classic one frame per interrupt mode, which works well 
with low packet rate and provides low latency, but leads to 
the exhaustion of hardware resources when traffic load is 
heavy. To avoid this exhaustion dynamic modes can be 
used: InterruptThrottleRate=1 and the conservative 
InterruptThrottleRate=3 modes. For more details on the 
interrupt throttling modes of the Intel E1000E Linux 
driver, see [12]. 

 
The measurements were performed in all three modes 

of the Intel device driver. The advantage of the 
nanosecond resolution timestamping recurs significantly 
with low packet inter-arrivals (i.e., high packet rate and 
small packet size). However, the nanosecond resolution 
does not guarantee precision with a similar magnitude at 
all. Besides that the generation cost of software 
timestamps in CPU time is significantly higher than the 
hardware timestamp’s production, the length of generation 
time can display notable fluctuations. The main reason for 
this can be traced back to shared hardware resources. The 
timestamp is created in the kernel context, the execution of 
the producing function call series are being scheduled 
similarly to every other kernel process. Furthermore, the 
process of the timestamp-creation can be suspended, e.g., 
by a hardware interrupt. These factors all contribute to the 
apparent high fluctuations of inter-arrivals represented by 
the timestamps. In order to avoid preemption of the 
execution of the timestamping kernel code, all of our 
measurements were performed using a non-preemptive 
Linux kernel. 
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Figure 3.  Packet inter-arrival times for IFG=12 bytes and 

InterruptThrottleRate=0. Green line represents the inter-arrival times 

measured by the Endace DAG board, while the red line shows the inter-

arrival times measured by the enhanced libpcap.  

 

Figure 4.  Packet inter-arrival times for IFG=684 bytes and 

InterruptThrottleRate=0 

 
Figure 5.  Packet inter-arrival times for IFG=12188 bytes and 

InterruptThrottleRate=0, normalized software timestamps 

The traffic generator used in the first measurement 
environment generates line-rate packet sequences with a 
fixed packet size and IFG (inter-frame gap) value. Due to 
the traffic being generated in hardware, the inter-arrival 
times of the packets are constant. The FPGA traffic 
generator’s clock signal is 125 MHz (nominal), resulting 
in a 8 ns clock signal period. In case of Gigabit Ethernet 
network the minimum of packet inter-arrival times is 672 
ns. 

During the measurements a fixed packet size (72 bytes, 
excluding the 8-byte preamble and 4-byte CRC fields) was 
used together with the following IFG values: 12, 684 and 
12128 bytes. In fact, the packet size and the IFG value 
together define the arrival rate, which, according to our 
presumptions directly affects the Intel NIC driver’s 
operation.  

Every measurement was carried out using traffic data 
consisting of 1000 packets with the parameters described 
above. During the measurements the focus was on the 
arrival intervals of the packets, thus relative timestamps 
were used. 

The resolution of the timestamps generated by the 
Endace DAG3.7GP monitor card is 60 ns. The inter-arrival 
times indicated with green on the figures were calculated 
on the bases of hardware timestamps. 

Figure 2, 3, and 4 show a ±60 nanosecond (±1 clock) 
deviation of the packet arrival-intervals, which is caused 
by the fact that the traffic generator and the Endance 
measurement card are running on asynchronous 
(unrelated) clocks.   

 

A. Packet reception with no interrupt throttling 

When the Intel e1000e driver runs with 
InterruptThrottleRate=0 parameter, it does not apply 
interrupt moderation. The arrival intervals calculated from 
the software timestamps showed large deviation regardless 
of the measurements, they could not produce the estimated 

672 ns ∆t values in case of 12-byte IFGs as expected (Fig. 
3) [13][14]. The reason for this is that it takes more time to 
generate the software timestamps than the inter-frame 
arrival times. The short burst of the 1000 packets used for 
the measurement was stored in the device driver's ingress 
queue (in the DMA buffer area allocated by the driver), 
and the packets were moved into the input packet queue of 
the Linux kernel's network stack in a pace determined by 
the execution time of the timestamp generation and other 
additional housekeeping duties associated with packet 
reception. 

 
As it clearly shows on Figure 3, the Intel e1000e driver 

has an adjustment period (the first 260 packets, approx.) 
according to which it configures the interrupt parameters. 
Thereafter the deviation of the timestamps is reduced 
significantly; however, it is not at all free of unexpected 
peaks (around the 900th packet). Each of the inter-arrival 
times derived from the software timestamps represents 
higher values compared to the hardware based arrival 
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times, which could lead to packet loss in a long term 
measurement. 

This phenomenon is almost impossible to eliminate in 
case of software timestamping due to the kernel pacing 
and the interruptions during the course of operation. The 
frequency of these kinds of peaks increases during longer 
measurement periods. In the second measurement 
(IFG=684 bytes) the mean value of the inter-arrival times 
based on software timestamps aligns with the values 
calculated on the basis of hardware timestamps, but their 
deviation magnitude lies within the microsecond-range 
(Fig. 4). The third measurement shows similar results to 
the second one in terms of timestamp deviation, however 
the mean values has an obvious difference (Fig. 5). The 
reason for this can be traced back to the fact that the host 
with software timestamping and the Endace measurement 
card are running on asynchronous (unrelated) clocks.   

 

 
Figure 6.  Packet inter-arrival times for IFG=12 bytes and 

InterruptThrottleRate=1 

 

Figure 7.  Packet inter-arrival times for IFG=684 bytes and 

InterruptThrottleRate=1 

 
Figure 8.  Packet inter-arrival times for IFG=12188 bytes and 

InterruptThrottleRate=0 

Accordingly, the Endace DAG hardware clock was 
designated for reference clock that the software timestamp 
sequences have to be normalized to. We calculated the 
average of the ∆ti (time difference between the arrival of 
the ith and 1000 – 50 + ith, where i=0…49) for both the 
software and hardware packet sequences. The quotient of 
the averages resulted in a normalizing constant, which was 
used to correct the software based timestamps (Fig. 5).  

 

B. Packet repection with dynamic interrupt throttling 

When the InterruptThrottleRate parameter of the 
e1000e driver is 1, the driver adjusts to the incoming 
traffic rate by dynamically tuning the value of the interrupt 
moderation (polling mode). 

In case of high arrival rate (IFG=12 bytes) the 
precision of the software timestamps deteriorates 
compared to the zero-throttle mode used in the previous 
measurement series (Fig. 6). 

The advantage of the polling mode in case of heavy 
traffic is the lower hardware resource requirement. In case 
of polling mode the inter-arrival times defined by software 
timestamps reflect the polling mechanism’s frame 
enqueuing rate and timing rather than the temporal relation 
experienced on the MAC level. 

At lower arrival rate the results gathered from the 
hardware and software timestamping are significantly 
different. With higher IFG it is more conspicuous that due 
to the polling-based processing the timestamps reflect the 
enqueueing time intervals of the incoming frames rather 
than the MAC-level time intervals (Figs. 7, 8). The 
question emerges whether the high resolution (1 ns) 
context-dependent timestamping mechanism combined 
with a polling-based NIC driver can be used for high speed 
traffic analysis. 

For measuring the time relation of the frames as seen 
in the MAC layer the right solution is clearly the high 
resolution and precision hardware timestamping. 
However, if we are interested in the frame arrival interval 
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to the kernel, the relevant information can be gathered 
from the software timestamps produced by the kernel. 
 

 
Figure 9.  Packet inter-arrival times for IFG=12 bytes and 

InterruptThrottleRate=3 

 
Figure 10.  Packet inter-arrival times for IFG=684 bytes and 

InterruptThrottleRate=3 

 
Figure 11.  Packet inter-arrival times for IFG=12188 bytes and 

InterruptThrottleRate=3 

C. Packet reception with conservative dynamic interrupt 

throttling 

The results of the measurements with 
InterruptThrottleRate=3 settings show that the lack of low 
latency processing significantly increases the deviation of 
the measured arrival intervals (Fig. 9). 

The resulted maximum of arrival intervals develops 
between those consecutive frames, which were processed 
in two time adjacent interruption contexts. Meanwhile, due 
to the polling mechanism the arrival interval of the frames 
processed consecutively during one interrupt are much 
closer to each other.  This low value is derived solely from 
the host’s processing latency: enqueueing and 
timestamping (Figs. 10, 11). Nevertheless, contrary to the 
conventional microsecond resolution the high resolution 
software timestamping of the packets can represent the 
arrival moment of the packets to the operation system with 
higher accuracy. 

 

D. Replayed VoIP traffic 

In the second round of the investigation a measurement 
environment was created where arbitrary, previously 
recorded traffic samples could be replayed, while 
preserving the original packet inter-arrival times. 

Variable packet size was the primary aspect in 
choosing the PCAP traffic sample. The aim of this 
measurement series was to examine the accuracy of the 
high resolution software timestamps generated by 
replaying and capturing a real VoIP traffic sample (RTP 
transmission with G.711 audio data). 

As it is apparent from the results of measurements 
performed with InterruptThrottleRate=0 settings, even 
though the arrival intervals defined by software 
timestamps have larger deviation, in this case they can 
reflect the time relation denoted by the hardware 
timestamp sequence (Fig. 12).  
 

 
Figure 12.  Packet inter-arrival times for InterruptThrottleRate=0 

(variable packet size) 
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Figure 13.  Packet inter-arrival times for InterruptThrottleRate=1 

(variable packet size) 

 
Figure 14.  Packet inter-arrival times for InterruptThrottleRate=3 

(variable packet size) 

Due to the effect of interrupt moderation and polling 
applied in dynamic (InterruptThrottleRate=1) and 
conservative (InterruptThrottleRate=3) modes, the packets 
are added to the kernel’s input packet queue according to 
the process pacing, thus their MAC-level temporal relation 
is lost (Figs. 13, 14). 

IV. CONCLUSION 

At high arrival rate, to measure the time relation of the 
incoming frames as seen in the MAC layer the right 
solution is the high resolution and precision hardware 
timestamping. However, if we are interested in the arrival 
interval of the frames to the kernel network stack, then the 
relevant information can be obtained from the high 
resolution software timestamps produced by the kernel. At 
low arrival rate the results derived from software 
timestamps  could come close to the ones represented by 
hardware timestamps.  Besides that the generation cost of 
software timestamps in CPU time is significantly higher 
than the hardware timestamp’s production, the length of 
generation time can display notable deviations. A possible 

solution to mitigate this problem is to store the raw value 
of the time reference as a timestamp (i.e., the value of the 
TSC counter), and convert it into time of the day (i.e., 
nanoseconds) format offline.  

Nevertheless, contrary to the conventional 
microsecond resolution, the high resolution software 
timestamping of the packets can represent the arrival 
moment of the packets to the operation system with higher 
accuracy. 
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Abstract—Next  generation  vehicles  will  provide  powerful 
connectivity  and  telematics  services,  enabling  many  new 
applications of vehicle communication. We will in this paper 
study  the  opportunities  of  performing  remote  vehicle 
diagnostics,  where the diagnostic tool (test equipment) and 
the  vehicle  are  separated  by  an  internetwork,  e.g.,  the 
Internet. The development of a prototype system for remote 
vehicle diagnostics, based on the emerging Diagnostics over 
IP  (DoIP)  ISO  standard,  is  presented  and  early  usage 
experiments  with  synchronous  remote  diagnostic  read-out 
and control are described. A number of safety related issues 
are  identified  that  will  need  closer  study  before  a  broad 
deployment  of  remote  diagnostics  services  is  feasible. 
Furthermore,  a  classification  of  vehicle  diagnostics 
applications is provided, which is intended to elucidate the 
differences between synchronous (online) and asynchronous 
(offline) operation in local and distributed settings. 

Keywords-vehicle diagnostics, vehicular communication

I.  INTRODUCTION

Access  to  diagnostic  data  from  Electronic  Control 
Units  (ECU)  in  vehicles  is  of  great  importance  in  the 
automotive  industry,  both  from  a  life  cycle  support 
perspective  and  during  product  development.  Through 
diagnostic services, the state-of-health of components and 
subsystems can be monitored to detect and prevent failures 
by  means  of  predictive  maintenance,  which  improves 
operational availability and lowers support costs. For pre-
series test vehicles, diagnostic services are crucial in order 
to be able to track problems as  early as possible in the 
development  process,  preventing  serious  faults  to  pass 
undetected  into production  vehicles  or  as  a  tool  during 
verification  and  validation  activities.  In  the  aftermarket, 
diagnostics  form  an  important  part  of  the  service  and 
maintenance  process,  with  Diagnostic  Trouble  Codes 
(DTC)  routinely  being  read  out  from customer  vehicles 
during  service  for  state-of-health  monitoring  and  fault 
tracing.  Automotive  manufacturers  rely  on  diagnostic 
systems  in  order  to  improve  customer  satisfaction  by 
increasing the service technicians' ability to diagnose and 
remedy  problems  in  the  increasingly  complex 
electronically controlled vehicles.  As an added value for 
the automotive manufacturer, the diagnostic data retrieved 
during  service  can  be  uploaded  to  the  manufacturer's 
database over the Internet. Statistical analysis of collected 
DTCs  is  important  in  order  to  monitor  the  quality  of 
components and subsystems, to prioritize in which order 
problems  should  be  addressed  and  to  find  correlations 
between  different  faults,  or  between  faults  and  the 
operating environment.  

A. Remote vehicle diagnostics

With  the  tremendous  proliferation  of  wireless 
communication networks, telematics systems and services 
have  been  designed  that  make  it  possible  to  access 
diagnostic data from vehicles remotely, without requiring 
physical  access  to  the  vehicle.  Presently,  telematics 
services for diagnostics of general purpose passenger cars 
are mainly used during testing and validation of pre-series 
vehicles,  but  aftermarket  services  are  also  emerging  in 
premium segments, for improved service and maintenance 
offerings  [1].  Next  generation  vehicles  will  have 
sophisticated on-board connectivity equipment, providing 
wireless network access to the vehicle for infotainment and 
other  telematics  services.  This  will  make  it  possible  to 
realize remote diagnostic services for large-scale collection 
of  diagnostic  data  from  ECUs  at  level  previously 
unattainable.  Furthermore,  this  will  enable  many  new 
aftermarket  services  and  will  also  improve  the 
opportunities of collecting diagnostic data for use during 
product development.

B. Integrated automotive diagnostics

Since  automotive  diagnostic  systems  are  important 
both for aftermarket services and during many stages of 
product development,  a common framework for  capture, 
analysis  and  management  of  diagnostic  data  is  highly 
desirable. Campos et al. argue that previous generations of 
diagnostics  systems  have  not  been  well  integrated, 
resulting in unnecessary duplication of effort in developing 
different  diagnostic  applications,  each  with  its  own 
infrastructure, components and software [2]. This leads to 
inefficient use of resources and high costs for development 
and maintenance of the diagnostics applications.

The key to realizing integrated diagnostic systems is to 
rely  on  standardized  interfaces  for  communication  and 
systems  integration  and  to  base  the  diagnostic  software 
development on a component-based software architecture. 
This facilitates re-use of software components and makes 
integration  of  components  and  subsystems  from  many 
different vendors possible in an interoperable way. 

Automotive  diagnostics  has  a  long  history  of 
standardization  efforts,  driven  both  by  industrial  inter-
operability  initiatives  and  legislation.  One  recent  such 
effort is the emerging DoIP standard.

II. THE DOIP STANDARD

The  standardization  of  automotive  diagnostics 
technology  was  initiated  by  legislative  regulations  for 
emission control. These initiatives have led to numerous 
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standardization efforts of automotive diagnostic services, 
on  virtually  all  technological  levels,  from  hardware 
interfaces to communication protocols and software APIs. 
The perhaps most visible and influential initiative to date is 
the  OBD-II  specification  issued  by  the  California  Air 
Resource Board (CARB), which is now mandatory for all 
cars sold in the US and the EU. Building further on this, 
the  United  Nations  has  initiated  work  on  a  new 
standardization  framework  called  WWH-OBD  (World 
Wide Harmonized On-Board Diagnostics), with the aim of 
rendering  regional  standards  of  vehicle  diagnostics  for 
emission control unnecessary and to replace them with a 
global  standard.  Moreover,  this  new  standard will  be  a 
great  leap  forward  in  terms  of  new  technology  and 
protocols, enabling entirely new applications and services. 
One of the results of the WWH-OBD effort is the choice of 
using  the  Internet  Protocol  (IP)  for  communication 
between off-board and  on-board  diagnostic  systems and 
for this purpose the Diagnostics over IP (DoIP) protocol is 
being developed by ISO, the International Organization for 
Standardization, under the formal name ISO 13400 [3].

The main motivation for introducing IP into the family 
of  automotive  diagnostics  protocols  is  that  the  recent 
developments of  new in-vehicle networks has led to the 
need for communication between external test equipment 
and on-board ECUs using many different data link layer 
technologies. To avoid having to implement, maintain and 
optimize transport and data link layer protocols for each 
new communication equipment development, and to easily 
be  able  to  introduce  new  physical  and  data  link  layer 
technologies,  a  common  internetworking  protocol  is 
needed, which is exactly what IP was designed for.

There is however a very interesting side-effect of this 
choice  of  network  protocol,  since  it  will  improve  the 
opportunities of interconnecting in-vehicle networks with 
the Internet for many new applications, including online, 
remote automotive diagnostics, which is the focus of this 
paper.

A. DoIP protocol overview

The ISO 13400 standard consists of four parts:
• Part  1:  General  information  and  use  case 

definition
• Part  2:  Transport  protocol  and  network  layer 

services
• Part 3: IEEE802.3 based wired vehicle interface
• Part  4:  Ethernet-based  High-speed  Data  Link 

Connector
In Part 1, the use cases that have guided the design of 

the  protocol  are  outlined  and  a  number  of  typical 
communication  scenarios  are  described.  Five  main  use 
case  clusters  are  identified:  (i)  Pre-defined  information 
request  (such  as  state-of-health  monitoring  or  road-
worthiness assessment), (ii) vehicle inspection and repair 
(e.g., vehicle diagnostic fault tracing or vehicle readiness 
qualification),  (iii)  vehicle/ECU software reprogramming 
(i.e.,  firmware  upgrade  of  ECUs  during  service  or 
manufacturing), (iv) vehicle/ECU assembly line inspection 
and  repair  (similar  to  (ii)  but  in  a  manufacturing 
environment) and (v) multi-purpose data transfer from and 
to  the  vehicle,  which  involves  non-diagnostic  data 
exchange  between  vehicle  and  external  equipment, 

including  mobile  customer   equipment  such  as  smart 
phones or PDAs. 

The  use  case  descriptions  and  communication 
scenarios described in ISO 13400-1 shows a considerable 
focus on communication between an in-vehicle  network 
and external  equipment in  the immediate vicinity of the 
vehicle,  such  as  test  equipment  connected  through  an 
Ethernet cable or a local area network (LAN), or mobile 
devices  connected  through  wireless  LAN  (WLAN) 
technology.  Uses  cases  such  as  the  one  focused  in  this 
paper,  i.e.,  the  opportunity  of  doing  vehicle  diagnostics 
with the external test equipment (or mobile device) being 
arbitrarily far away from the vehicle, interconnected by a 
true internetwork (i.e., a routed, packet-switched network 
like the Internet) is not specifically discussed. This is also 
reflected  in  the  design  of  the  DoIP  communication 
protocol  itself,  for  instance  in  the  reliance  on  subnet 
broadcasts for vehicle announcements.

Part  2  defines  network  and  transport  layer  protocols 
and  services  for  vehicle  diagnostics.  This  includes  IP 
address  assignment,  vehicle  announcement  and  vehicle 
discovery,  connection  establishment,  communication 
protocol message format, data routing to in-vehicle nodes, 
status  information  and  error  handling.  The  focus  on 
applications  where the  external  test  equipment is  in  the 
immediate vicinity (i.e., on the same subnetwork) as the 
vehicle is manifest primarily in the mechanism designed 
for vehicle announcement and discovery. This mechanism 
is intended to make external test equipment aware of the IP 
address  and Vehicle Identification Number  (VIN) of  the 
vehicles  connected  to  the  same  subnetwork.  This  is 
performed  through  subnet  broadcasts  of  Vehicle 
Announcement  and  Vehicle  Identification  Request 
messages. Once the external test equipment has learned the 
IP address  of a  vehicle,  a direct  TCP connection to  the 
vehicle's  gateway  node  can  be  established,  and  the 
diagnostic data (or other data) exchange can be initiated. 
The message  format  designed for carrying the data  is a 
lightweight message format based on a generic header and 
a  payload  specific  header.  The  8  byte  generic  header 
contains the DoIP protocol version number, payload type 
identifier and payload length field. The payload format for 
diagnostic data exchange adds a 4 byte header containing 
the 16-bit source and destination addresses (identifying the 
test  equipment  and  ECU respectively),  followed  by  the 
variable length data (up to 4 Gbytes). The connection set-
up and data exchange can be carried out according to the 
DoIP specification regardless of whether the external test 
equipment and the vehicle are on the same local network 
or  separated  by  an  internetwork,  providing  that  some 
mechanism external to DoIP is used for vehicle discovery. 
This  is  the  basis  for  the  remote  online  diagnostics 
application that will be described in detail in Section V.

Parts 3  and 4 of  the  standard specifies  the data link 
layer and physical layer requirements, which are based on 
the Ethernet (IEEE 802.3) protocol and the ISO 15031-3 
(SAE J1962) connector. 

Note that,  despite  the  name Diagnostics  over IP, the 
DoIP protocol specifies several payload types that are not 
directly related to diagnostics in terms of the ISO 14229 
scope [4]. (Only payload types 8000 and 8001 are intended 
for ISO14229 diagnostics.) 

227

ICSNC 2011 : The Sixth International Conference on Systems and Networks Communications

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-166-3

                         239 / 259



III. REMOTE ONLINE DIAGNOSTICS

We use the term Remote Online Diagnostics to refer to 
data communication for vehicle diagnostics between one 
or  more  in-vehicle  network  nodes  and  an  external  test 
equipment  that  are  interconnected  by  an  internetwork. 
Thus,  “remote”  here  means  that  the  communication 
endpoints  are  not  required  to  be  connected  to  the same 
local  subnetwork.  This  means  that  the  physical  distance 
between the external test equipment and the vehicle can be 
arbitrarily large, providing there is a network infrastructure 
available. We use the “online” qualifier to characterize our 
intended use of the DoIP protocol to perform diagnostic 
data exchange synchronously over a TCP connection set 
up between the endpoints. This is in contrast to “offline” or 
asynchronous diagnostic  data  exchange being performed 
by an on-board test equipment that performs the read-out 
locally in the vehicle, possibly remotely triggered, and then 
uploads  the  result  to  a  server  at  a  suitable  time  using 
whatever network connection is available.

A. A classification of vehicle diagnostics

It  will  be  useful  to  study  the  different  modes  of 
diagnostics  a  bit  more  closely,  to  identify  possible 
applications and to distinguish the technological solutions 
needed  to  implement  them,  their  advantages  and 
drawbacks.  We  will  start  this  by  classifying  vehicle 
diagnostics  applications  according  to  whether  the 
diagnosis is performed with the vehicle and the external 
test equipment being in the same place (connected to the 
same local subnetwork) or in different places (connected 
by  an  internetwork)  and  whether  the  diagnostic  data 
exchange is performed synchronously (at the same time) or 
asynchronously  (at  different  times).  This  classification, 
inspired by the classic time/space taxonomy of Groupware 
by Ellis et al. [5] is shown in Figure 1.

Same time 
(synchronous)

Different times  
(asynchronous)

Same place (local 
network)

Traditional 
Diagnostics

Local Offline 
Diagnostics

Different places 
(internetwork)

Remote Online 
Diagnostics

Remote Offline 
Diagnostics

Figure 1. Time / space taxonomy of automotive diagnostics applications

The  same place / same time case is  the “traditional” 
diagnostic  application,  wherein  a  service  technician  (or 
automotive  engineer)  connects  an  external  tester  to  the 
vehicle's  OBD-II  connector,  reads  out  and  analyzes 
diagnostic data for fault tracing or state-of-health purposes. 

The different places / same time case is the application 
we  focus  on  in  this  paper  (remote  online  diagnostics), 
which  gives  the  possibility  for  a  service  technician  or 
engineer  to  do  the  same  diagnostic  read-out  and  fault 
tracing without being at the same place as the vehicle. A 
specific use scenario might be that a customer detects a 
malfunction in a vehicle and calls a service technician for 
support. The technician can then perform the fault tracing 
remotely  and  online,  detecting  and  possibly  solving  the 
problem, and instructing the customer on how to proceed.

The  different places / different times case is a remote 
offline diagnostic application. A typical example of when 
this type of service is useful is when large scale diagnostic 

data collection from a fleet  of test  vehicles  (or  possibly 
customer vehicles) is set up to gather performance data or 
statistics  for  use  in  product  development.  In  such  a 
scenario,  a  batch  of  diagnostic  queries  is  scheduled  for 
download  to  a  number  of  vehicles.  At  a  suitable  time 
(when  they  have  come  online),  the  vehicles'  telematics 
systems  download  and  execute  the  diagnostic  queries, 
assemble the responses, and upload the results to a central 
database, possibly at a much later time. 

The same place / different times case does not have as 
immediately  obvious applications as  the others,  but  one 
can envision a situation where a service technician (or an 
automotive engineer) performs time consuming diagnostic 
tests  of  vehicles  available  locally,  by  downloading  a 
diagnostic script file to an onboard tester that performs the 
tests, assembles the results, and then sends the results back 
to the test equipment (or a server), notifying the technician 
when the process is done.

The most interesting case for analysis in our present 
context is  the distinction between the  online and offline 
modes of remote diagnostics.

B. Diagnostic read-out versus diagnostic control

A distinction must be made between diagnostic read-
out  and  diagnostic  control.   The  purpose  of  diagnostic 
read-out is to query the status of the ECUs, typically by 
reading  out  DTCs  for  fault  tracing  or  state-of-health 
applications. In diagnostic control applications, diagnostic 
commands that may alter the behavior of the vehicle are 
generated, for instance to turn the lights on and off. Thus, 
diagnostic  read-out  is  a  read-only  operation,  whereas 
diagnostic control is read/write.

C. Wireless versus wired diagnostics

Note  that  our  definition  of  remote  versus  local 
diagnostics  does  not  depend  on  whether  the 
communication  is  performed  using  wired  or  wireless 
networks.  A wireless  local  diagnostic  application  is  for 
instance when a service technician connects to a locally 
present vehicle over a short-range wireless communication 
technology  such  as  Bluetooth  or  IEEE  802.11  for 
diagnostics. In the wireless remote diagnostics case, some 
wide area  wireless network  technology is  used (such as 
GPRS, 3G or 4G), or a combination of short range wireless 
communication and wired networks.

D. Online versus offline diagnostics

Although elements of the DoIP standard could be used 
to implement both the online and offline modes of remote 
diagnostics  described  above,  it  is  clear  that  the  DoIP 
protocol  has  been  primarily  designed  with  synchronous 
operation in mind. Since the main use cases that governed 
the design of the protocol are actually in the same place /  
same time category of Figure 1, this is not surprising. An 
interesting point  to  observe is that  systems designed for 
same place / same time applications can, if implemented 
using the DoIP protocol, with very minor changes be used 
also for  different places / same time applications, i.e., for 
remote  online  diagnostics.  For  instance,  a  traditional 
diagnostic read-out tool used in a service repair shop for 
fault  tracing could  with  small  modifications  be  used  to 
remotely  diagnose  a  vehicle  on  another  continent.  A 
drawback  of  using  the  online  approach  for  remote 
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diagnostics  is  that  applications  that  perform a  complete 
diagnostic  read-out  of  DTCs  from  all  ECUs  typically 
generate  a  large  number  of  query/response  transactions. 
With  a  considerable  round-trip  delay,  as  is  often 
unavoidable in internetwork configurations, this can lead 
to a long total read-out time. The obvious remedy for this 
is to instead download a batch of queries, perform them 
locally  in  the  vehicle,  assemble  the  responses  and  send 
back.  This  is  the  offline  approach  described  above. 
However, it is not always easy to design a generic batch of 
diagnostic  queries,  since  the choice  of  which  queries  to 
include depends on the answer to previous queries.  This 
means that a lot of logic needs to be present in the onboard 
tester  in  order  to  be  able  to  execute  the  diagnostics 
properly in all situations. It is generally beneficial to keep 
this complexity at the  infrastructure  (server)  side,  rather 
than in the vehicle.

The  main  technological  difference  between  the 
synchronous  and  the  asynchronous  case  is  that  in  the 
synchronous case the diagnostic queries or commands are 
sent by the external test equipment and directly responded 
to by the ECUs, whereas in the asynchronous case there is 
a  time difference  between  query  and  response,  and  the 
network connection is not required to be kept alive during 
this time interval in the asynchronous case. The division 
between the two is  not  clear-cut  however,  and  one  can 
imagine hybrid approaches combining the two modes.

E. Remote online diagnostics using DoIP

As previously discussed, the core of the DoIP protocol 
can  be  used  unmodified  for  remote  online  diagnostics, 
provided  that  the  vehicle  discovery  and  identification 
mechanism is supported by some additional means. Recall 
that  the  problem  of  the  DoIP-mechanism  for  vehicle 
announcement  and  discovery  is  that  it  relies  on  subnet 
broadcasts, and thus these messages will not be accessible 
outside the local IP subnet the vehicle is connected to. One 
approach to overcome this problem is to establish a Virtual 
Private  Network  (VPN)  connection  from  the  vehicle  to 
some  enterprise  network  from  where  the  operation  of 
remote  testers  is  supported.  Alternatively,  the  VPN 
connection is terminated at a proxy server that listens to 
the  vehicle  announcements  and  keeps  track  of  the  IP 
addresses and VIN identifiers of the connected vehicles. 
The test equipment also connect through VPN to the proxy 
server, send vehicle identification requests, and receive the 
VIN identifiers and IP addresses of the currently connected 
vehicles.  Clearly  this  approach  will  have  scalability 
implications,  when a  very large number  of  vehicles  are 
connected,  typically  for  aftermarket  applications. 
Performance  scalability  issues  at  the  server  side  can be 
easily resolved by scaling up the number of proxy servers 
for  load-balancing, using some  simple heuristic method 
for deciding which server handles which subset of vehicles 
(e.g., based on IP subnet masks or similar). The problem 
that will appear at the external tester side is that the tester 
might get overly many responses to an unqualified vehicle 
identification request (i.e., a vehicle identification request 
message without VIN or EID).  This can be resolved by 
only allowing vehicle identification request messages with 
EID or VIN at the proxy servers. Another problem is that 
all vehicle announcement messages will be propagated to 
the connected external testers, which might cause network 

connection congestion or processing overload. This can be 
solved by filtering out vehicle announcement packets from 
the VPN connections of the external testers. A side benefit 
of using a VPN based approach is the resolution of several 
security issues.

An  alternative  to  the  VPN  approach  to  the  vehicle 
identification  problem is  to  develop  a  dedicated  vehicle 
identification  mechanism  for  remote  online  diagnostics 
applications.  In  the  prototype  application  development 
described in Section V, a very simple vehicle identification 
mechanism  is  used,  wherein  each  vehicle  that  comes 
online connects using TCP to a  proxy server, reports its 
VIN number and then waits for a DoIP session to begin 
(keeping  the  TCP connection alive).  The external  tester 
connects to the proxy, queries for a particular VIN and if 
the  vehicle  is  connected  to  the  proxy  the  two  TCP 
connections are interconnected and the DoIP session can 
begin. An additional benefit of this approach is that it also 
solves  the  problem  that  appears  if  the  vehicle  is  not 
assigned  a  public  IP address,  due  to  Network  Address 
Translation (NAT) firewalls being used. 

For security reasons, and practical reasons, it might be 
desirable to let the vehicles use private IP addresses. This 
is often the case with addresses being assigned to mobile 
network  devices  in  commercial  wireless  Internet  access 
services. The problem with this is that private IP addresses 
are not reachable from outside; all communication sessions 
must be initiated from the mobile device (the vehicle in our 
case).  Both mechanisms for  vehicle  discovery  described 
above avoid this problem by having the VPN and DoIP 
TCP connections  respectively  initiated  from the  vehicle 
side.

IV. SAFETY ASPECTS OF REMOTE DIAGNOSTIC OPERATIONS

Introducing the possibility to remotely control a vehicle 
using diagnostic operations creates a new range of safety 
related problems to address.

Safety can generally be divided into two main cases; 
safety in normal operation and safety for a system that is 
under  influence  of  one  or  several  system  faults.  The 
former, safety in normal operation, mainly addresses the 
task of creating a system that is safe with respect to usage, 
whereas the latter is about what is generally referred to as 
functional safety or system safety. This involves building 
more reliable or even fault tolerant systems and addresses 
issues  about  the  process  of  reducing  faults  due  to 
systematic (i.e., design) errors.

A. Normal operation

By introducing a remote  diagnostic  function, even if 
used  by  trained  multi-skilled  technicians,  we  may  have 
introduced  the  possibility  of  the  following  new  safety 
implications:

• the mechanic cannot directly observe the situation 
that the vehicle is in,

• the  mechanic  may  not  get  visual  feedback  on 
what is really happening with the vehicle when it 
is under diagnostic control,

• the mechanic cannot interact with the vehicle in 
any  other  ways than  using  the  terminal and  an 
established communication session,
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• the  connection  between  the  operator  and  the 
vehicle may be unreliable in terms of latency and 
bandwidth,

• there  might  be  significant  (non-deterministic) 
delays  between  the  issuing  of  a  diagnostic 
command and the moment when action is taken 
in the vehicle,

• there may be persons nearby or even inside the 
vehicle, e.g., the driver of the vehicle.

In connection to the prototype development of a remote 
diagnostics  system  described  in  Section  V,  a  safety 
mechanism involving the remote user in diagnostic actions 
has been designed. In this solution we have concluded that

• the user of the vehicle needs to confirm her or his 
presence at the vehicle,

• the  user  needs  to  understand  and  subsequently 
approve the action to be taken,

• the user needs to be in charge of triggering of the 
remote action.

The  mechanic,  with  diagnostic  and  service  expert 
knowledge, is initiating the diagnostic  request by down-
loading a diagnostic task to the vehicle. The mechanic has 
to be in contact with the remote user (e.g., by phone) to be 
able  to  give  instructions  and  get  confirmation  of 
understanding and approval to proceed. Presence control 
can easily be achieved by interacting with the vehicle (e.g., 
entering a code in  the  vehicle).  Finally  a  trigger device 
(e.g.,  the  remote  key-fob)  connected  to the  vehicle  will 
trigger the diagnostic action to be taken.

It  is  believed  that  pure diagnostic  read-out  poses  no 
safety risk, whereas only a limited set of diagnostic control 
actions can be considered safe under all circumstances. A 
large amount of actuators in the vehicle are risk related, 
especially in certain situations, such as when the vehicle is  
moving. Approval of safety limited synchronous diagnostic 
control therefore leads to a complex task of actuator safety 
classification.  Furthermore,  combinatory  effects  between 
sensors  and other  actuators  complicate  this  matter  even 
further.

B. Functional safety

A soon  to  be  finalized  ISO  standard  being  applied 
intensively  by many vehicle  OEMs,  ISO26262 [6],  that 
addresses  functional  safety  for  E/E  systems  within 
passenger cars is the natural starting point when studying 
the system safety aspects of the diagnostic (sub-)system. 
The standard, which comes in 10 parts, has been jointly 
developed  within  a  global  automotive  engineering 
community for the last 5-10 years. It is expected to become 
the  de  facto  platform  for  system  safety  within  the 
automotive  domain,  since  it  spans  the  fields  of  system 
engineering, hardware and software development, but also 
is specifically tailored to fit how automotive development 
is traditionally organized by OEMs and suppliers.

Specifically,  we have done work within the "concept 
phase"  (part  3  of  the  standard)  by  considering  the 
diagnostic  sub-system as  the  system under  focus  in  the 
Item definition. This has proven to be difficult considering 
the  natural  characteristics  of  the  diagnostic  system:  it 
contains  limited  functionality,  but  spans  virtually  all 
(electrical) sensors and actuators in the vehicle. Moreover, 
the system is  constantly expanding  as  new sensors  and 
actuators  are  introduced in the vehicle and it  is  hard to 

predict what the function developers will introduce in the 
future. Thus, the key has been to find a generalized way to 
analyze  the  system faults  instead  of  looking  at  specific 
actuators that may be involved in the cause of the hazard. 
The general findings need then be applied at the various 
subsystems that use diagnostics as a tool, by considering 
faulty diagnostics as a source of hazards as well as any 
other root cause.

Note that nothing of the above makes any difference 
between  traditional  off-board  diagnostics  and  remote 
diagnostics. The diagnostic subsystem is present even in 
today's vehicles. However there is one specific difference: 
the test  equipment  that  is  traditionally  connected to the 
OBD connector in the vehicle would now usually (from a 
business  case  point  of  view)  be  integrated  within  the 
vehicle  and  is  always  present  even  if  inactive.  This 
internal tester needs special attention when it comes to the 
analysis of the source of any hazards.

V. PROTOTYPE SYSTEM IMPLEMENTATION AND EXPERIMENTS

In  order  to  gain  practical  experiences  from  remote 
online diagnostics and to explore how this can be realized 
using  the  DoIP  protocol,  a  prototype  system  was 
implemented and tested in a controlled environment. Since 
no vehicle with an on-board DoIP gateway was available, 
it was decided that a DoIP gateway would be implemented 
on  a  Linux-based  telematics  system  that  could  be 
connected to a standard vehicle's CAN buses through the 
OBD-II  connector.  The  telematics  platform  has  GPRS, 
EDGE and WLAN network interfaces as well as Ethernet 
interfaces. The DoIP entity implemented in the telematics 
unit handles the routing of diagnostic data between the in-
vehicle (CAN) networks and the DoIP TCP connection on 
the wireless network interfaces. 

To avoid having to develop a full-fledged diagnostics 
application  from  scratch  the  aftermarket  diagnostics 
software VIDA, developed by Volvo Cars, running on an 
ordinary  Windows  PC  was  used  as  the  external  tester. 
Since there were no DoIP functionality implementation in 
VIDA  at  the  time  of  this  work,  and  since  the 
implementation of this in VIDA itself was deemed not to 
be feasible within the time frame of the project, the client 
side  DoIP interface  was  implemented  in  a  dynamically 
liked  library  (DLL)  that  VIDA can  access  through  the 
J2534  interface.  This  way  we  were  able  to  develop  an 
online  remote  vehicle  diagnostics  system  without 
modifying the vehicle or the actual diagnostics tool. 

With this approach, the diagnostics application (VIDA) 
on  the  PC  will  communicate  ISO  14229  diagnostic 
messages through the J2534 DLL in the same way as if the 
PC was connected directly to the vehicle's CAN bus. What 
really happens is that the DLL encapsulates the ISO 14229 
messages in DoIP messages that are transmitted over the IP 
network  to  the  DoIP  gateway  in  the  vehicle,  that 
decapsulates them, relays them onto the CAN bus, reads 
and assembles the responses (if any) and returns over the 
DoIP connection back to the DLL that forwards the result 
to  the  application.  The  diagnostics  application  can  then 
process the response and go on to send the next query. The 
DoIP protocol is in this situation completely transparent to 
the diagnostic application. 

Except for being a resource efficient way to implement 
our prototype system for experimentation, demonstration 
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and proof-of-concept, this approach is also interesting in 
that  it  provides  a  way  to  integrate  diagnostics  software 
completely  unmodified  into a  DoIP-based  infrastructure. 
This  could  help  migration  towards  DoIP  of  the  large 
installed  base  of  tools  and  services  based  on  J2534.  A 
drawback of the design is that some of the complexities of 
the transport protocol used for implementing ISO 14229 
diagnostics services over CAN (i.e., ISO 15765-2), such as 
the  management  of  flow  control  filters,  needs  to  be 
duplicated between the DLL and the DoIP gateway in the 
vehicle.  

A. Experiments

The  experiments  carried  out  with  the  remote  online 
diagnostics system prototype was first of all to demonstrate 
that  a  complete  diagnostic  read-out  session  could  be 
performed over a wireless Internet connection, using the 
GPRS interface of the telematics unit. The PC was located 
in an office environment connected to the Internet using a 
LAN  connection.  A  complete  read-out  of  DTCs  and 
additional  data from the approximately 20 ECUs on the 
two CAN buses of a Volvo V70 takes around 10 minutes 
over a GPRS network connection. This is primarily due to 
the significant round-trip delay in GPRS networks. When 
using a WLAN connection, significantly shorter read-out 
times were measured: around 3 minutes, which is similar 
to local read-out using a directly connected CAN device.

In addition to the DRO experiments, diagnostic control 
commands were also tested, for instance recording of pedal 
positions,  with  real-time  visualization  of  the  pedal 
positions  in  the  diagnostic  application.  Commands 
requiring  write  access  were  also  tested,  but  limited  to 
relatively  safe  operations,  in  the  context  of  the 
experiments, like turning the engine fan or the lights on 
and off.

In principle, remote ECU reprogramming should also 
be possible to do in this way, but this was not tested, due to 
practical obstacles. In practice, remote reprogramming of 
ECUs is much more likely to be implemented based on a 
remote  offline  diagnostics  model.  This  is  because 
reprogramming of ECUs is typically time consuming, and 
the  requirement  to  keep  an  online  connection  alive 
throughout  the  reprogramming  will  in  many  cases  be 
failure  prone.  If  the  connection  is  disrupted  during  the 
reprogramming, the entire  session will have to be rolled 
back.  A better  alternative  is  to  download  the  software 
update  to  the  vehicle  asynchronously,  perform  the 
reprogramming in offline mode, and then reestablish the 
connection  to  report  the  status.  Such  an  approach  is 
described by Nilsson and Larson [7].  

VI. CONCLUSIONS

In this paper we have shown how remote online vehicle 
diagnostics can be realized based on the DoIP protocol. To 
define  what  we mean by  remote  online  diagnostics,  we 
performed  a  classification  of  automotive  diagnostics 
applications, based on whether the diagnosis is performed 
over a local network or over an internetwork spanning an 
arbitrarily  large  distance,  and  whether  the  diagnostic 
session is synchronous or asynchronous. We then outlined 

the salient features of the DoIP protocol, which has been 
designed  first  and  foremost  for  synchronous,  local 
applications. However, since DoIP is using the IP protocol, 
which is also the network protocol of the Internet,  truly 
remote diagnostic applications are possible. The feasibility 
of  designing such remote,  online diagnostic  applications 
was  demonstrated  through  a  prototype  implementation, 
wherein a legacy vehicle diagnostics system was adapted 
to use the DoIP protocol. Experiments with the prototype 
shows  that  remote  diagnostic  read-out  over  relatively 
narrowband  wireless  internetworks  is  possible.  Remote 
diagnostic control applications were also demonstrated.

One of the biggest challenges for introducing remote 
vehicle diagnostic services at a large scale is how to ensure 
the safety of the users of the vehicles. Our safety analysis 
shows  that  pure  diagnostic  read-out  can  be  safely 
implemented,  whereas  diagnostic  control  applications  in 
the general case are problematic. A related critical issue is 
how  to  protect  a  remote  diagnostic  service  from  illicit 
malevolent access.  A comprehensive analysis  of security 
issues  in  remote  vehicle  diagnostics  is  currently  being 
conducted  in  relation  to  the work  being  presented here. 
The outcome of this analysis will have a profound impact 
on the design of the remote diagnostic system.

Our main conclusion from this work is that the DoIP 
protocol,  when  deployed  broadly  throughout  the  auto-
motive  industry,  will  enable  many  new  applications  of 
remote  vehicle  data  access  and  control.  This  will  pose 
many  challenges  in  terms  of  performance,  scalability, 
security, safety and resource management, but will at the 
same time give rise to very interesting new added-value 
services  for  the  customers,  and  will  also  bring  great 
opportunities to improve automotive product development. 
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Abstract—The increasing functionality and capability of
current mobile robots is partially a result of an increased
number of sensors and actors. But this larger amount of
sensors and actors results in more communication between
the robot’s components. Nevertheless, mobile robots also have
to be lightweight, they have limited size and benefit from long
operation times. These constraints are limiting the choice of
components, which again can result in a situation where differ-
ent communication hardware has to be integrated. In general,
communication in robotic systems incorporates a lot of small-
sized messages of some bytes and messages of several kilobytes
but very few in between. Reconfigurable robots and multi-robot
systems also have some similarities to mobile ad-hoc networks
as their connectivity may change during operations. CoHoN is
a transparent, connection-based, publish/subscribe communi-
cation middleware for networks with heterogeneous hardware
which addresses the needs of communication in robotics. It
provides failure resiliance, multipath routing, quality-of-service
capabilities, and very low message overhead.

Keywords-Middleware; Distributed Systems; Robotics.

I. INTRODUCTION

Communication in robotics takes place between compo-
nents of a robotic system (e.g., sensors, computers, actors)
and between different robots in a multi-robot system. The
communication can be heterogeneous in the hardware used
to communicate, and it can have a changing topology. Small
messages occur often in communication between compo-
nents of a robot, mostly as sensor values like joint positions,
desired angles, status messages, and control commands.
Thus, a low message overhead is crucial for efficiency
and bandwidth. Most middleware solutions used in robotic
software frameworks [1] do not take these into account.

The amount of data sent through a robotic network is often
not known when constructing and building a robot. Robots in
science have a long lifetime and adding additional hardware
and sensors in a later stage is not uncommon, resulting in
situations where the available bandwidth between the com-
ponents is too low. Changing the communication normally

The project CoHoN is funded by the Space Agency of the German
Aerospace Center (DLR), grant no. 50RA1024 and 50RA1025, with federal
funds of the Federal Ministry of Economics and Technology (BMWi) in
accordance with the parliamentary resolution of the German Parliament

involves reprogramming the communication routines of the
software. A robotic system is composed of a large num-
ber of different electronic components, employing different
communication hardwares. Each communication hardware
provides a distinct set of capabilities (e.g., speed, latency,
reliability etc.).

Also, the network topology may change dynamically. This
happens in multi-robot-systems when one robot moves out
of range and also in single robots when communication
hardware fails or a reconfiguration of the system occurs. A
robotic network has a limited number of participating nodes,
typically in the range of 100 nodes, due to space and weight
restrictions.

Thus, a robotic communication middleware should oper-
ate with heterogeneous communication hardware and chang-
ing topology, but should require only a small message
overhead. CoHoN is based on these requirements.

Two components of a robot are sometimes connected over
more than one communication path. These cycles in the
communication graph could be used for load distribution
and increased failure resilience. CoHoN includes multipath
routing capabilities to exploit these possibilities.

II. RELATED WORK

Regarding communication, there are two types of robotic
control frameworks. Some are using available communica-
tion middlewares, and some include custom communication
abilities. In this overview only middlewares are covered that
are able to communicate within a distributed network in
contrast to a single device.

In the area of frameworks for robotics, supporting dis-
tributed computing an component-based infrastructure, ROS
(Robot Operating System) [2] and Microsoft Robotics De-
veloper Studio (MRDS) [3] are prominent solutions. A re-
quest and reply service is included in those two frameworks
among other features. The ROS framework uses mainly
publish/subscribe-based communication where messages are
attributed to some topics [4]. The communication in MRDS
is based on SOAP [5], which is a XML-based protocol built
on top of TCP/IP. Other robotic frameworks employ existing
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communication middlewares [1]. OROCOS [6] and Miro [7],
[8], e.g., are based on the CORBA middleware [9] while the
ORCA framework [10] uses ICE [11].

CORBA and ICE, designed for large scale networks,
have very low overhead compared to MRDS. But they still
carry a message header size of more than 10 byte at best,
hence they introduce a considerable overhead when sending
small messages like sensor values. For CoHoN we want to
avoid a centralized routing because this would introduce a
single point of failure. Also, we have to deal with changing
topology and different communication capabilities.

These requirements are solved by routing protocols de-
veloped for ad-hoc networks. An introduction and overview
is given in [12] and [13].

The routing algorithm developed for CoHoN is based
on directed diffusion [14] but is adapted from ad-hoc net-
working to the context of robotics. In [15] the directed
diffusion approach is extended towards multipath routing
and increased resilience against connection failures. Our
routing approach is similar, but is based on a one-to-many
instead of one-to-one communication paradigm.

III. BASIC CONCEPTS

CoHoN is based on a topic-based publish/subscribe com-
munication. Compared to other publish/subscribe variants,
the topic-based approaches offer limited expressiveness but
can be implemented very efficiently [4].

The messages sent by the publisher are called TopicItems
and consist of a sequence number, used to detect dupli-
cated and missing TopicItems, and the payload data. Each
TopicItem is attributed to exactly one topic. CoHoN will
integrate different kinds of communication hardwares into
one network, i.e., it acts as an overlay network protocol.
The TopicItems are routed by CoHoN at the interconnection
points. The routing is based on a virtual circuit network,
for each topic transfered between two neighbors a virtual
circuit or channel is set up. This greatly reduces the network
overhead on long-lasting subscriptions, as there is no need
to transfer a unique topic identifier together with each
TopicItem. The channels also allow TopicItem distribution
with quality of service (QoS) by reserving the required
resources during channel setup.

CoHoN uses a decentralized, request-based routing ap-
proach. Each subscription request is flooded through the
network. If a node can deliver the topic, it did not forward
the subscription request but returns an answer. The request-
ing node receives one or more answers from his neighbors
and then selects where to receive the TopicItem from. This
selection process continues towards the publisher.

Through this selection process a multicast tree is built
up, and thus the data does not have to be sent to each
subscriber separately. Although requesting a subscription
through flooding results in considerable network traffic, the

benefit is that this procedure discovers all possible routes
and their properties in a completely distributed approach.

In robotics and many other applications, subscription re-
quests are predominantly issued when the system is started.
Later there are almost no additional subscription requests.
Moreover, the subscription traffic is assigned a very low
priority, thus it won’t interfere with the delivery of the
TopicItems. The routes may be saved to allow skipping the
initial subscription request phase along with its overhead at
the next startup. CoHoN also offers the possibility to disable
the automatic discovery completely and to set the routes
manually. There can be multiple paths between two nodes
in the network. To take advantage of these cycles, additional
connections can be appended to the multicast tree and used
for multipath routing or as backup paths. This is similar to
the braided multipath routing from [15].

In the following, the term “connection” is used for direct
connection between two nodes. The term “path” is used for
an indirect connection of two nodes, i.e., a path consists of
one or more connections.

IV. TOPIC ROUTING

To subscribe to a given topic with unique id τ , three steps
are executed. Between all connected nodes a point-to-point
connection is assumed.

1) The subscription request message (SubReq) is flooded
through the network. Included in the SubReq are the topic
id τ and QoS constraints if required. A node receiving a
SubReq and not having any current information regarding
the topic forwards the SubReq to all connected nodes. It
then waits for an answer.

2) A node that can deliver the topic, i.e., the publisher
or a node being already part of the publication tree, sends
back a subscription-acknowledge message (SubAck) over
the reverse path if this path is able to comply with the given
QoS constraints. Otherwise, the node returns a subscription-
not-acknowledge message (SubNAck). The SubAck and
SubNAck messages are forwarded over the reverse path of
the SubReq message.

3) After receiving some SubAck messages over different
connections, the subscribing node has multiple possible
sources of the topic’s publications. The node then selects one
connection as the primary connection and reinforces it by
sending a ReinforcePrimary message. Only over reinforced
connections the actual publications will be forwarded. Each
node receiving a primary reinforcement acts likewise: select
a connection towards the publisher and send a Reinforce-
mentPrimary. The process terminates if the publisher or a
node on an already reinforced path is reached. The reinforce-
ment of a connection has to be renewed in regular intervals,
thus subscribers not anymore connected to the network will
be removed from the.

For steps 1 and 2, each communication direction is
treated separately. This allows to detect all available paths
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Figure 1. Different views on the same network with one topic

to the source even in cyclic topologies (Figure 2). Since the
information gathered at step two is cached at each node, at
most two SubReq and two SubAck/SubNack are exchanged
over each connection within the cache lifetime. By selecting
only one connection as the primary connection in step three,
a tree structure is defined. This primary tree of τ is a
spanning tree, connecting all subscribers and the publisher
of τ . The publisher is the root of the tree and the TopicItems
are distributed downwards in the primary tree (Figure 1).

Topic-based routing allows to use different routes for
different topics of the same publisher. This is important to be
able to add Quality of Service (QoS) in a later stage. Two
topics of one publisher can be sent over different routes
to one subscriber. Important data, like control commands,
can be sent over real-time capable paths, while non real-
time data, like log data, may use another path one without
delaying the commands. The network traffic during subscrip-
tion flooding can be decreased by using routing information
already known by the nodes. Nodes, which are in the
publication tree may answer directly. Additionally, nodes
may cache the outcome of a request (received SubAcks or
SubNacks per connection) and directly answer new requests,
without further flooding. Moreover, the TopicID consists of
two parts, a PublisherID and a topic number, thus routing
information of other topics of the same publisher can also
be used to limit the flooding of subscription requests.

To archive resilience against broken connection additional
connections might be attached to the primary tree. These
backup connections, called secondary connections, are re-
inforced by ReinforceSecondary messages. The secondary
reinforcements continues towards the publisher until the
primary tree, another secondary connection or the publisher
is reached. Each node is aware of its depth in the primary
tree from the subscription phase, this information is used to
ensure the correct direction of the secondary path.

Secondary connections might be used in different ways:
As backup path: The connection is not used until the

primary connection breaks. The breakdown is detected either
by the driver layer or because a periodic transmission has
been missing for some time. However, the latter is only
possible for periodic transmissions, which are quite common
in the sensor domain. When a breakdown is detected,

P1N2N3

N4S5 S6

(a) Step 1: SubReq

P1N2N3

N4S5 S6

(b) Step 2: SubAck

Figure 2. Messages Sent
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(c) no multipath, only
backup path

Figure 3. Multipath possibilities

the node selects one of the secondary connections as the
new primary connection. The selection is communicated by
sending a ReinforcePrimary message.

As auxiliary path: The secondary connection may help
to detect lost topic items. For this, so-called TopicStubs are
send via the secondary connections. A TopicStub contains
only the most recent sequence number the sending node has
seen. The node receiving the TopicStub is then able to detect
lost topic items and either asks for a retransmission or selects
the secondary connection as new primary connection. The
use as auxiliary connection is especially suited for aperiodic
and large messages, e.g., environment maps.

As alternative path: The secondary connection may be
used as alternative connection if the primary connection is
congested. This is also known as multipath routing.

V. MULTIPATH ROUTING

When CoHoN determined multiple path possibilities, mul-
tipath routing may be available given certain circumstances.
Let the secondary path s and the primary path p converge
at node N0, i.e., the reinforcement of s stops at N0 (see
Figure 3(a)). Let S1 be the node in p just below N0. If s
heads into the tree rooted at S1, then s could be used used
as an alternative to the connection from N0 to S1. If the
connection does not head into the same subtree, multipath
is not possible (Figure 3(c)) The prerequisites just given
are checked by a cycle probe. The cycle probe is a special
message, which starts at N0, travels down into the tree over
s and then back to N0 over p. Only if the given prerequisites
are fulfilled, the cycle probe will reach again N0.

A TopicItem received via an alternative route is forwarded
down the primary tree (as usual) and also up towards the
parent node in the primary tree. The TopicItem is sent
upwards the primary tree as long as needed, i.e., till all
subscribers in the tree below S1 could be reached (Figure
3(b)).

If there are no other subscribers or multiple primary
outgoing links within this cycle, both routes (primary and
secondary) can be bundled. This means the sending node
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may send the topics in an alternating way via the one
or the other interface. This bundling would be possible in
Figure 3(a), but not in Figure 3(b). Mulitpath routing helps
to distribute bandwidth utilization, but may result in an
disordered delivery of the TopicItems. The subscriber has to
reorder the messages using the included sequnce numbers.

VI. FUTURE WORK

Currently, the project is within its implementation phase
and thus there are no experimental results available. A
first implementation of the routing algorithm in a network
simulator showed the general feasibility of the approach.

Further development will include the Quality of Service
(QoS) functionalities. The possibilities provided will be
strongly dependent on the communication hardware used.
Some QoS features are in particular useful in the field of
robotics: latency and jitter. A minimum latency must be
supported for control commands, e.g., security shutdowns.
A minimum jitter, which is a maximum deviation of the
latency value, must be applied for sensor values, which are
used in motor or joint controllers.

The implementation will be followed by an valuation of
the re-routing capabilities and the resulting fault-tolerance of
CoHoN. To evaluate CoHoN, connections will be disturbed
or completely disconnected in order to test the re-routing
and the detection of failures. The hardware test setup will
include Ethernet, CAN Bus, PROFIBUS, and SpaceWire.
Other common communication methods, like RS232, will
be added later.

The selection of hardware covers most of the commu-
nication principles used in robotics, i.e., Single Master
Bus (PROFIBUS), Multi-Master Bus (CAN), Point to Point
(SpaceWire), and Ethernet (Point to Point on driver interface
level). The straightforwardness of the underlying routing
(virtual connections with channels) was also chosen in order
to be able to implement CoHoN nodes on micro-controllers
or FPGAs in a later stage of development. These have low
processing power but are used frequently by sensors and
actors.

VII. OUTLOOK

We have presented the design prinicipal and routing
approach of CoHoN. CoHoN is not meant to replace existing
robotic frameworks but rather to provide an alternative for
exchanging their data between distributed nodes. It does not
include data marshaling but is designed to submit blocks of
data, thus CoHoN can be adapted easily to existing commu-
nication methods. The chosen publish/subscribe approach is
used by many frameworks (e.g. ROS) and has already proven
to be flexible and powerful.

CoHoN will allow an additional topic naming based on
textual tags. In a Service Discovery process, the tags are
resolved to actual topics. This allows to support different
naming schemes used by robotic frameworks.
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Abstract—In this paper, a framework for assessing the security
of the connected car infrastructure is presented. The framework
includes a model of the infrastructure and a security assessment
tree. The model consists of a managed infrastructure and the
vehicle communication. The managed infrastructure is further
divided into five parts; automotive company applications’ centre,
third party applications’ centre, trusted network, untrusted net-
work, and the Internet backbone. The model clarifies the different
communication possibilities between the managed infrastructure
and the vehicle. Furthermore, the assessment tree defines four
categories that need to be addressed in securing vehicular
services; the actors, Vehicle–to–X communication technologies,
network paths, and the dependability and security attributes.
Moreover, we demonstrate the benefit of the framework by
means of two scenarios. In this way, the communication in these
scenarios are mapped to the model, which makes it possible
to analyse the security issues for the scenarios according to the
assessment tree. The intention with such an analysis is to identify
possible weaknesses of services in the connected car.

Keywords-security assessment; vehicle service; connected car;
infrastructure.

I. INTRODUCTION

In the world of connectivity, almost all applications and
systems today are communicating and using the Internet. So
far, vehicles have been an exception. The demand for new
services are quickly changing this field which makes the
vehicle a connected car [1]. However, these new services
have to be properly secured for their new communication
infrastructure. In this paper, we present a framework for
assessing the security of services delivered by the connected
car infrastructure.

The connected car is a vehicle equipped with a wireless
network gateway connecting the in–vehicle network to an
external network. Today, the in–vehicle network consists of
50–100 embedded computers called electronic control units
(ECUs), a number which has rapidly been increasing over
the last years. With the introduction of wireless access to
the vehicle, these ECUs will be exposed to external traffic
and the need of securing the vehicle and its communication
becomes crucial [2, 3]; it is reasonable to believe that many
of the security related problems present on the Internet will
be introduced into the vehicle domain.

Protocols developed for traditional vehicular services, such
as vehicle diagnostics [4] and software download [5] where a
wired connection is used to access the vehicle, as well as new
services in development, now have to be adapted for secure
remote usage. Furthermore, by introducing a wireless gateway
to the vehicle, enabling the vehicle to communicate with
mobile devices and other vehicles, the system becomes even
more complex. Hence, a model to clarify the communication
with the vehicle for conducting security assessment on its
services is essential.

The framework presented in this paper consists of a model
for the infrastructure of the connected car and a security
assessment tree. It will help us understand and evaluate how to
implement and secure protocols and applications in different
vehicle settings. The connected car will contain a large number
of services, communication technologies, and network types,
which makes the assessment of security far from trivial [6–8].
The proposed model together with the security assessment tree
makes it possible to understand the weaknesses of the system
and the existence of threats both when designing new services
and when using current ones.

The paper is organized in the following way. After giving
an overview of related work in Section II, we present a
background to the problem in Section III. In Section IV, we
describe in detail the proposed model of the infrastructure,
which is further extended with the security assessment in
Section V. In Section VI, the security assessment is applied to
two services. We discuss the proposed framework and possible
future work in Section VII. Finally, Section VIII concludes the
paper.

II. RELATED WORK

Although there is a lot of research going on in vehicular
communication (VC) systems [6], there is very little research
found referring to models of the connected car and how to
assess the security of emerging vehicle services, i.e., remote
diagnostics, remote software download, and other Internet
services brought into future vehicles.

Nilsson et al. [9] present a model of the connected car.
The model is divided into three domains; the portal, the
vehicle, and the communication link connecting the vehicle
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to the portal. A risk assessment is conducted for each of the
domains and protective security mechanisms are discussed for
the identified risks. However, in their model, details of the
networks between the portal and the vehicle are not specified,
and the possibility of other vehicles and mobile devices to
connect to the vehicle is not addressed.

The Car 2 Car Communication Consortium (C2C–CC)
describes a reference architecture which is divided into three
domains; the in–vehicle, the ad hoc, and the infrastructure
[10]. The in–vehicle domain is represented by the vehicle,
its applications, and mobile devices directly associated to the
vehicle. The ad hoc domain is represented by the vehicles and
the road–side units (RSUs), where the RSU further can be
connected to the infrastructure domain. In their architecture,
the access network, the Internet, and possible nodes connected
to the Internet are shown as part of the infrastructure domain,
but are not further considered. These parts were out of their
scope.

An architecture for providing a continuous connection to
the vehicle is presented by the CALM Forum [11]. The aim
is to make the best possible use out of available external
communication media in the vehicle. A nice overview of
the network is shown, but the focus is not in securing the
communication infrastructure.

Koscher et al. [2] recently showed on the lack of security
in the in–vehicle network. By using techniques such as packet
sniffing, packet fuzzing, and reverse-engineering, a number of
possible attacks toward the in–vehicle network was performed.
The focus of their work is on the security of the vehicle. Thus,
the communication link with the vehicle is not addressed.

In [3], Brooks et al. discuss a set of automotive applications
and they propose and use an adapted version of the CERT
Taxonomy for analysing the security of these applications.
Among the applications analysed are business related services,
which integrates the vehicle into the automotive company,
i.e., remote software download, remote diagnostics, and other
applications related to the comfort of the vehicle.

Research in a security architecture for VC systems have
been performed within the SeVeCOM project [12]. In [13],
Papadimitratos et al. present necessary security requirements
to provide the services of secure beaconing, secure neighbour
discovering, and secure geocasting in VC systems. Certificates
are used for securing the communication between vehicles and
pseudonyms for addressing the introduced privacy problem of
using certificates; the certificate gives the vehicle a unique
identity, which makes it possible to trace the vehicle and its
driver. In [14], Kargl et al. present implementation details
of the security architecture. Furthermore, the integration of
mobile devices and different communication technologies into
the VC system are briefly discussed.

Two more research project that currently are running are
the EVITA project [15] and the OVERSEE project [16]. The
aim of the EVITA project is to provide a security architecture
for the in–vehicle network and to support secure Vehicle–to–X
(V2X) communication. The aim of the OVERSEE project is to
develop an open and secure platform for running applications,

with the possibility for internal and external communication,
in the vehicle.

However, we are still missing a structured approach in
assessing the security of services to the connected car, i.e.,
services from the automotive company or other third party
application providers. Thus, a model of the infrastructure for
assessing the security of the connected car is needed.

III. BACKGROUND

As more and more services are introduced into the vehicle,
the complexity of the vehicle is increased correspondingly.
Therefore, the work with securing the connected car requires
a holistic understanding of the system. In the lack of a model
describing the infrastructure, the development of a unified
security solution is far from trivial. This may lead to that
different security solutions, possibly incompatible with each
other, are chosen when applications are implemented in the
connected car. Therefore, for a model to be useful for further
security analysis, it must be possible to map almost all possible
scenarios into it; which actors need to be considered, and
which V2X communication technologies and network paths
are available. However, a model for mapping services and
their corresponding communication protocols, to be used for
security assessment, has not been found.

The model proposed in [9] is a simple model which only
describes the infrastructure of the connected car and leaves
out details about communication links, network entities, and
possible communication technologies. The model presented
here is an extension of that model and takes into account the
different communication technologies, various remote vehicu-
lar services, and possible threats and security risks which may
exist.

We believe that the use of a framework can help in relaxing
some requirements in different situations, e.g., the need of pro-
tecting confidentiality in the repair shop when using wireless
LAN (WLAN), or the integrity of the diagnostics data while
connecting through the Internet. Considering the first example,
the same level of security as for a wired connection could be
reached.

IV. A MODEL OF THE INFRASTRUCTURE

In this section, we present a model of the infrastructure
of the connected car. This model is shown in Figure 1.
We divide the infrastructure into two domains, the managed
infrastructure and the vehicle communication. The managed
infrastructure is further divided into five regions, automotive
company applications’ centre, third party applications’ centre,
trusted network, untrusted network, and the Internet backbone.
The vehicle communication describes the possible means
of communication with the vehicle. These communication
means are classified in two categories, bi–directional and uni–
directional.

A. Managed Infrastructure

The five regions of the managed infrastructure are further
described below.
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Fig. 1. Model of the connected car infrastructure

1) Automotive Company Applications’ Centre: In the liter-
ature, the automotive company applications’ centre have had
different names. In [9], it is called portal. In [4], the remote
diagnostics is performed from a remote service centre. To
summarise, it consists of a set of servers providing services to
their vehicles. It holds necessary information about the vehicle,
such as information from previous services (e.g., diagnostics
data), configuration data, cryptographic keys, as well as new
software available for the ECUs.

2) Third Party Applications’ Centre: Apart from services
provided by the automotive company, third party services
can be provided to the vehicle. We could imagine that large
“application stores” for vehicles will be available in the future.
These applications can provide any kind of service to the
vehicle.

3) Trusted Network: Some networks can be considered to
be trusted by the applications’ centres and the vehicle. For ex-
ample, a repair shop may be considered to be a trusted network
by the automotive company and the vehicle. In delivering a
service to this network, it may well be that some requirements
in an implementation can be relaxed. Furthermore, other local
services can be available in these networks for running the
local infrastructure and providing service to the vehicle.

4) Untrusted Network: All networks, except for the trusted
networks, are considered to be untrusted. In these networks,
the services provided to the vehicle have to be adapted to the
hostile environment of the Internet. In the same way as for the
trusted networks, other local services may also be provided in
these networks.

5) Internet Backbone: The Internet backbone, with its
Internet Service Providers (ISPs), is the core network for con-
necting the other four regions together. A backbone network is
usually well protected and operated by network specialists in
a Network Operation Centre (NOC). Therefore, when network
traffic has reached the Internet backbone, we assume it is very
unlikely that the data will be intentionally modified.

B. Vehicle Communication

The vehicle communication domain includes two possi-
ble types of communication means, bi–directional and uni–
directional. They are further described below.

1) Bi–directional Communication: The bi–directional com-
munication mean includes the possible communication be-
tween:
(1) the vehicle and the managed infrastructure,
(2) the vehicle and mobile devices, and
(3) the vehicle and other vehicles.
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We will now go through possible communications within these
three groups:

• vehicle to wireless access point (AP). The vehicle can
establish a connection to a wireless AP in the managed
infrastructure. All open APs (hotspots) are considered to
be part of the untrusted network. Furthermore, a protected
AP, where the vehicle needs authentication keys, can be
available in both the trusted network and the untrusted
network. An example of a wireless AP in an untrusted
network is one provided by subscription from a telephone
network provider; these wireless APs can be considered
to be shared with other unknown users in the same way
as for open APs.

• vehicle to RSU. The RSUs can be used for establishing
a connection from the vehicle to the managed infrastruc-
ture.

• vehicle to cellular base stations. A mobile data network,
e.g., 3G, can be used for establishing a connection from
the vehicle to the managed infrastructure. In this case, the
vehicle connects to a cellular base station in the Internet
backbone. This connection requires a subscription to
a mobile data network service at a telephone network
provider.

• vehicle to mobile devices. Mobile devices can be con-
nected to the vehicle. For example, a connection can be
established to a mobile phone, a laptop, or a personal
digital assistant (PDA). Furthermore, the vehicle can also
act as a gateway for the mobile device, so that the mobile
device can reach the same network as the vehicle.

• vehicle to cellular base station via mobile device. If
the vehicle lacks the possibility to connect directly to
a cellular base station, another mobile device with a
connection to the cellular base station can be used as a
gateway. One example is to use the driver’s mobile phone.
By using the mobile phone, a connection to the managed
infrastructure can be created.

• vehicle to other vehicles. Finally, the vehicle can connect
to other vehicles and create a vehicle ad–hoc network
(VANET). This Vehicle–to–Vehicle (V2V) communica-
tion will be critical in future traffic- and safety-related
services.

It should be noted that the description of the vehicle commu-
nication above is based on just one vehicle; any connected car
will have the same communication surroundings. This means
that the vehicle may possibly reach the managed infrastructure,
via other vehicles or other mobile devices acting as gateways.

2) Uni–directional Communication: Broadcast devices that
only sends signals to the vehicles are classified as uni–
directional communication. Two uni–directional communica-
tion means have been identified:

• the global positioning system (GPS). The GPS system
can be used by services in the vehicle.

• the radio data system (RDS).

V. USING THE MODEL TO ASSESS THE SECURITY OF
VEHICLE SERVICES

From the model of the infrastructure of the connected car,
there are different aspects that can be discussed regarding the
V2V and the Vehicle–to–Infrastructure (V2I) communication.
One of them is the security of the services delivered to the
vehicle. Figure 2 presents a brief taxonomy of the security
of these services. Four categories are described; the actors,
the V2X communication technologies, network paths, and the
dependability and security attributes. A description of them
follows bellow.

• actors. Six different actors that can be involved in a
service have been identified. Common for them all are
that they have interests in how the service is being
designed and delivered; the automotive company and the
application provider can state requirements, the car owner
and the user can have concerns on how the data from
a service is processed, the authorities can issue legal
requirements, and an attacker can try to manipulate the
service in an unwanted way.

• V2X communication technologies. A number of commu-
nication technologies are available for connecting the
vehicle to other devices. Examples of these are listed in
this branch. An extended list, including classifications of
the communication technologies, can be found in [17].

• network paths. The service may be delivered to the
vehicle using one of several network paths. The model
describes four possible network paths that the service can
be delivered through (see Figure 1); the trusted network,
the untrusted network, the Internet backbone, and an ad-
hoc network.

• dependability and security attributes. To deliver the ser-
vice in a secure and safe manner, the six attributes for
dependability and security [18] need to be considered.
In this paper, we are mainly focusing on the security
attributes.

From these four categories, an analysis can be made to
further clarify how a service will work in the infrastructure
and also highlight the dependability and security attributes that
need to be addressed in providing such a service.

VI. CONDUCTING SECURITY ASSESSMENT ON TWO
SERVICES

We will now show the benefits of using the framework for
assessing the security of the services delivered to the connected
car. We will describe two scenarios to illustrate the approach;
a remote diagnostics service and a map service with GPS
positioning.

A. Remote Diagnostics

Remote vehicle diagnostics is one of the emerging vehicle
services in the connected car [4, 5]. Thus, work is being
performed by the International Standard Organisation (ISO) in
defining a standard protocol for performing Diagnostics over
IP [19–21].
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Security Assessment of Vehicle Services

Actors
Automotive Company

Car Owner

User

Application Provider

Authorities

Attacker

V2X Communication
Technologies

LAN

Wireless LAN

Mobile Data Network

Bluetooth

DSRC
. . .

Network Paths

Trusted Network

Untrusted Network

Internet Backbone

Ad–Hoc Network

Dependability and
Security Attributes

Availability

Reliability

Safety

Confidentiality

Integrity

Maintainability

Fig. 2. Security Assessment Tree

In analysing a remote diagnostics service, the first step will
be to clarify how the diagnostics will be performed. In the
model of the infrastructure (see Figure 1), we find two cases:
(1) remote diagnostics performed by repair shop. The vehicle

connects to the trusted network at the repair shop through
an AP. The diagnostics session is provided as a local
service at the repair shop.

(2) remote diagnostics performed by the automotive company
applications’ centre. The vehicle connects to a cellular
base station in the Internet backbone. The diagnostics
session is performed by the automotive company applica-
tions’ centre through the Internet backbone and the cellular
base station.

To further clarify these cases, the security assessment tree
in Figure 2 is used. For case (1), the following question can
be derived:

What is the automotive company’s concern with
respect to the confidentiality of the submitted diag-
nostics data when the vehicle is connected to the
repair shop in the trusted network using a wireless
LAN?

This question reflects the following set of aspects from the
tree:

{automotive company, wireless LAN, trusted net-
work, confidentiality}

We note that although the network at the repair shop is
considered a trusted network, its AP can be shared with other
vehicles. Therefore, if the confidentiality requirements of the
wireless link is fulfilled, the same level of security might be
acquired as if a cable was used.

For case (2), another question can be derived:
What is the automotive company’s concern with re-
spect to the integrity of the diagnostics data transmit-
ted between the vehicle and the automotive company
applications’ centre when the vehicle is connected to
the Internet backbone using a mobile data network?

This question reflects the following set of aspects from the
tree:

{automotive company, mobile data network, Internet
backbone, integrity}

In this case, we see that by fulfilling the integrity requirement,
modified diagnostic codes sent by an attacker will not pose any

security risk to the vehicle.

B. Map with GPS Positioning

A possible service in a vehicle is a map provided by an
Internet service (e.g., Google Maps) with positioning using
the vehicle’s built–in GPS. A further add–on to this service
may be to get local traffic conditions from the road authorities.
This service leads to three sources of information that need to
be provided to the vehicle, the map, the GPS-coordinates, and
the current traffic condition in the area. We will now analyse
this service with respect to the model of the infrastructure and
the security assessment tree.

The first step will be to clarify how the map is provided to
the vehicle. From the model in Figure 1, four suitable links
between the vehicle and the managed infrastructure can be
found;

(1) vehicle to RSU,
(2) vehicle to AP,
(3) vehicle to cellular base station, and
(4) vehicle to cellular base station via a mobile device.

These four links are located in the untrusted network and the
Internet backbone, which are further connected to the third
party applications’ centre providing the map to the vehicle.
Furthermore, for the GPS-positioning, the data is retrieved
from the GPS-satellites. A security analysis of the retrieved
data is not considered here. However, for the current traffic
condition, the service needs to be mapped into the model
of the infrastructure to clarify its communication. The same
four links as above can connect the vehicle to the managed
infrastructure. The current traffic condition is provided by the
two networks, untrusted network and the Internet backbone,
which are further connected to the road authorities (in the third
party applications’ centre).

To further clarify the security issues of delivering the map
to the vehicle, the second step is to inspect the security assess-
ment tree in Figure 2. For the map service, several questions
can be derived with respect to the different possibilities to
deliver the map to the vehicle. To illustrate the concept, only
one question will be highlighted;

What is the user’s concern with respect to the
confidentiality of the data submitted (i.e., GPS-
coordinates) to the map service when communicat-
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ing with the server over the mobile data network
through the Internet backbone?

This question reflects the following set of aspects from the
tree:

{user, mobile data network, Internet backbone, con-
fidentiality}

The question above is relevant if the user does not want any
other party, except for the server, to be able to identify the
user’s current location by eavesdropping on the transmitted
data.

For the traffic conditions, the following question can be
derived:

What is the user’s concern with respect to the in-
tegrity of the data distributed by the road authorities,
when the data passes the Internet backbone and the
untrusted network, and the vehicle is connected to
the RSU in the untrusted network over a Dedicated
Short–Range Communication (DSRC)-link?

This question reflects the following set of aspects from the
tree:

{user, DSRC, (untrusted network, Internet back-
bone), integrity}

In this case, the user is not concerned about whether any other
party can eavesdrop on the traffic condition information, but
rather that the correct information is delivered to the vehicle.

VII. DISCUSSION AND FUTURE WORK

We believe that in analysing some scenarios and solutions
with respect to security, it might be that some of the security
requirements could be relaxed. One such example is: if the
confidentiality of the communication link between the vehicle
and the AP in the trusted network can be properly established;
will security of the link then be comparable with that of a
wired cable? If so, a service can, as a first step, easily be
introduced also for this wireless link without any modification.
This will reduce the time for adapting already established
services, and save cost for developing new ones. However,
for other scenarios the service might need to be modified.

The security assessment tree helps us state questions re-
garding the security of the services delivered to the vehicle.
In the future, we would like to investigate how to extended this
security assessment tree to cover more aspects, e.g., security
mechanisms. A complete security analysis of a vehicle service
is also an important next step.

VIII. CONCLUSION

There is a clear trend of offering remote services, third party
applications, and critical information exchange between vari-
ous entities in the connected car. Even though there has been a
lot of research conducted in the field of securing VC systems,
not much work has been done in assessing the security of
these services for the connected car. We believe that, by using
our proposed framework, scenarios such as remote vehicle
diagnostics, remote software download, multimedia streaming,
Internet browsing and the exchange of information between

vehicles and the infrastructure can be discussed and assessed
from a security viewpoint.
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Abstract—Today’s public charge points for Electric Vehicles
(EV) are equipped with numerous ICT components for commu-
nication with vehicle and back-end systems for authentication,
billing and invoicing. The rollout of EVs will inevitably lead to
a higher demand for charging infrastructure and will increase
the operational and management costs for operators. In order to
minimize costs, this paper evaluates applicable local networking
technologies for large scale charge point scenarios and takes into
account IEEE 802.11g, IEEE 802.3 and Homeplug GreenPHY,
which is currently discussed in the ISO/IEC Joint Working
Group for defining the Vehicle 2 Grid Communication Interface
where TU Dortmund is an active member. A Web-Service based
Charging Process Protocol for data exchange between all involved
entities is presented to determine the data rates for XML and EXI
encoded packet transmission. The V2G communication between
EV and charge point is analyzed as well as the goodput for back-
end communication. For this, hubs including data concentration
are proposed to minimize billing data amount for the clearing
center. For examination of the possible charge point network
size, an overview of current predictions for EVs is given and
the proposed system is evaluated within a parking area at TU
Dortmund, where we expect the installation of 61 charge points
by 2030. With optimization of the presented load coordination
service, the data rate in the charge point network could be
reduced by 99.8 %.

Index Terms—Electric Mobility; Charge Point Networks; Pow-
erline Communications (PLC); IEEE 802.11g

I. INTRODUCTION

The market penetration of electric vehicles will raise to
approximately 1 million in 2020 and 2 million in 2030 in
Germany [1]. Based on this prediction that is aimed by the
German government for the next years, a charging at work
application scenario is examined in this paper. This scenario
is described in detail in Section II. To include important
services like load coordination to prevent local substation
blackouts and the possibiliy to feed back energy into the smart
grid communication between EV and Electric Vehicle Supply
Equipment (EVSE) is inevitable. For coordinated charging
processes in parking areas a network beetween EVSEs and a
Load Coordinator (LC) needs to be considered. The connection
needs to be cost-effective, integrable in existing infrastructures
and reliable. Hence, we propose the IEEE 802.11 standard
due to high market penetration. If new parking areas are
planed IEEE 802.3 is an alternative due to low costs and
high data rates, which is sufficient for the next years regarding
possible value added services. Section III introduces prEVail,

a simulation environment for evaluation of the ICT for EV
connectivity. The charging process communication protocol is
presented and packet sizes for an XML based communication
and an EXI encoded message exchange are determined using
the MORE middleware [10]. With these measured packet
sizes, Section III-A analyses the V2G communication based
on the charging process protocol regarding the Powerline
Communications standard Homeplug GreenPHY. After this the
inter charge point communication is analyzed including back-
end communication with data concentration for an effective
transfer of clearing data. Afterwards a worst-case scenario
including a fair load coordination is introduced, and the
realization of the charging at work scenario can be verified
regarding the predictions in Section I and Section II.

II. CHARGING AT WORK SCENARIO

The central scenario for charging an electric vehicle will
be charging at home. 90 % of the people in Germany drive
less than 50 km per day. These distances can be covered by
most of todays EVs with a night charge. Hence, charging
at public charge points is not inevitable. For commuters
with a long travel to work, charging at work is the second
major charging scenario. This scenario is discussed in the
following chapters. The Federal Motor Transport Authority
(KBA) of Germany published a study for January 2011 [3]
where Germany currently has 42,3 million registered private
vehicles. In [4], a slow increase of prices for transportation
and hence a slow behaviour modification of the population is
predicted, which results in an increasing number of vehicles
in Germany.

46.4 mio. vehicles
in Germany

2 mio. EVs
in Germany

173 EVs
at TU Dortmund

61 charging EVs
at TU Dortmund

ratio:4.3%

Fig. 1. Estimated number EVs at TU Dortmund in 2030

Therefore, 46.4 million vehicles are assumed on german
streets in the year 2030, which include 2 million EVs (ratio
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of 4.13%). Figure 1 shows the calculation for EVs at TU
Dortmund depending on the predictions before. With 4000
available parking spaces and an EV percentage of 4.13% a
maximum of 173 EVs are available at TU Dortmund. Although
the range of today’s EVs is sufficient for 90 % of the german
inhabitans, in future it will be important to plug in the EV to
provide an operating reserve. In peak times pluged in EVs can
help to stabilize the grid because renewable energy sources like
wind parks and solar collectors are not reliable energy sources
at all times. Indeed, not all of the cars need to be recharged
at work and also not everybody wants to provide an operating
reserve because of the anxiety that the battery gets damaged.
Hence, we assume that in the year 2030 35% of the 173 EVs
need the opportunity to plug in considering enhancements in
the battery technology and EV owners who want to provide
an operating reserve. Hence, we propose the installation of 61
charge points at TU Dortmund until 2030.

III. ICT SIMULATION ENVIRONMENT PREVAIL

prEVail is an ICT validation environment for different
communication technologies and is based on the simulation
environment presented in [2] using OMNeT++ 4.0 [5] and the
INET Framework [6]. For electric vehicle charging processes,
the four main entities EV, EVSE, Emobility Hub (EMHub)
and the optional LC are integrated (see Figure 2).

UDP

LC

Electric Vehicle Supply Equipment (EVSE)

Load Coordinator (LC)

BatteryCharge Controller

EVCC

Electric Vehicle (EV)

EVSECC

Ethernet NIC

Ethernet NIC

PLC Modem

PLC Modem

Wifi NIC Ethernet NIC

Wifi NIC Ethernet NIC

Emobility Hub (EMHub)

Authentication Clearing App

UDP

UDP

Network Layer

Network Layer

Network Layer

Data 
Concentration

Smart 
Meter

prEVail

Fig. 2. prEVail, simulation environment for electric vehicle charging
infrastrucutres

The modules UDP, network layer, ethernet nic and wifi
nic are integrated within the INET framework and all other
modules have been implemented by the authors. The Electric

Vehicle (EV) consists of a full adjustable battery model,
which is configured to act as a lithium ion battery, a charge
controller and the Electric Vehicle Communication Controller
(EVCC), the central communication module of the EV. It
mediates between the internal modules of the EV and the
charging infrastructure. The other modules of the EV (battery
and charger) are implemented as traffic generators for the
communication processes. Current EVs typically use high
performance lithium ion batteries with charging characteristics
shown in Figure 3. Before a deep discharge threshold is
reached, the battery will be charged with a minimal current
(a preconditioning charge). From this point the battery can be
charged with a constant current until it reaches its maximum
cell voltage. In the third stage the battery will be charged
with a constant voltage leading to a decreasing charge current.
The gradients of the voltage graphs in stage 1 and 2 are
constant, although a saturation curve will be expected. In stage
3 the charging current is modeled as discrete saturation curve.
These assumptions are made because it has no major effect
on the characteristics of the modules with respect to traffic
generation.
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Fig. 3. Simulated charging characteristics of a lithium ion battery

The EVSE and the EV are connected via Powerline Com-
munications (PLC). Due to current discussions in the ISO/IEC
Joint Working Group for defining the V2G Communication
Interface [8] Homeplug GreenPHY [7] was choosen for eval-
uation with prEVail. Results are shown in Section III-A. The
Electric Vehicle Supply Equipment Communication Controller
(EVSECC) is modeled as a gateway and only forwards mes-
sages from EV to LC and back. The smart meter generates
meter readings for the charging process regarding parameters
of the EV’s battery, which will be needed for the clearing. The
clearing data are send to the Emobility Hub (EMHub), which
is responsible for authentication and clearing.

The Load Coordinator (LC) is parametrized by only one
parameter, the total capacity, which is available for the whole
parking area. This capacity is fairly assigned to all charging
vehicles. To arrange multiple EVSEs in a local network, the
EVSEs and the LC can be connected with different com-
munication technologies. In this work Ethernet (IEEE 802.3)
and Wifi (IEEE 802.11g) will be evaluated. For higher layer
communication a web-service based protocol is discussed
including XML and the Efficient XML Interchange (EXI)
encoding format [9]. The charging process protocol including
authentication, start of the ChargingPprocess (CP), clearing
and optional capacity updates for the load coordination is
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presented in Figure 4.
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Fig. 4. Charging Process Protocol

For authentication the EV sends an authentication message
with a contractID and the EVSEID via the LC with integrated
Data Concentrator (DC) to the EMHub. The EMHub replies
with an authentication response containing a sessionID for
the new charging process, which is needed for the clearing
later on. After successful authentication the EV initializes the
CP by sending an initializeCP message containing Imax and
Imin. With these information, the LC calculates new capacity
assignements and sends updates to all charging EVs. After
receiving the assigned capacity from the LC the EVSE sends a
first clearing message including the initial meter reading to the
EMHub. Afterwards the clearing will be done by the EVSE ev-
ery 900s (15 min.) using the sessionID from the authentication
process and the meter reading. When CP is finished the EV

notifies the LC, which calculates new capacities for the other
charging EVs and the EVSE initiates the last clearing message.
The same recalculation of capacities is done during the load
coordination. Every time the EV does not need the whole
assigned capacity anymore it sends updateCP messages with
the currently used power to the LC, in order to deallocate the
excess power for use in other charging processes. Subsequently
the LC recalculates the power allocation and replies with an
update to all other active EVs.

For an estimation of packet sizes for authentication and
clearing on the one hand and load coordination on the other
hand, a web-service was developed using the MORE Mid-
dleware [10]. Table I shows the measured packet sizes for
messages within the charge point network.

Type / Name XML [byte] EXI [byte]
Clearing Message

authentication (Pauth) 865 475
authentication response (PauthRes) 898 493

clearing (Pclearing) 960 550
Load Coordination
initialize CP (Pinit) 883 477

initalize response / update (PinitRep) 829 448
update CP (Pupdate) 867 461

finish CP (Pfull) 875 471

TABLE I
PACKET SIZES FOR AUTHENTICATION, BILLING AND LOAD

COORDINATION MESSAGES IN THE CHARGE POINT NETWORK

These packet sizes provide a basis for further analyses.

A. Vehicle 2 Grid Communication

In this section, the V2G communication between EV and
EVSE is analyzed based on the charging process protocol
presented before. Due to the fact that EV and EVSE are
generally connected with the charging cable (except inductive
charge), this communication medium can be used with a PLC
communication technology.

PLC

EVSECC

Vehicle 2 Grid
(V2G) EVCC

Fig. 5. Vehicle to Grid Communication Overview

Homeplug GreenPhy standard [7] is currently discussed in
[8]. The advantage is the compatibility with Homplug AV
and the reduction of cost and power consumption to 25% of
Homeplug AV. Hence, the complexity is decreased, and e.g.,
TDMA mode was removed and the dynamic channel adaption
was limited. The result is that only one subcarrier modulation
format is supported (QPSK) as well as only one Turbo Code
with rate 1/2 for Forward Error Correction and a limited PHY
rate of 10 Mbps maximum. The number of 1155 subcarriers
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and subcarrier spacing of 24.414 kHz is unmodified to support
the compatibility to Homeplug AV and hence the compatibility
with in-house PLC networks. For further analyses the MINI-
ROBO AV mode with a PHY Rate of 3.7716 Mbps and a
Physical Block (PB) size of 136 bytes and the STD-ROBO AV
with PB size of 520 Byte and a PHY Rate of 4.9226 Mbps are
evaluated. An overview of the GreenPHY PB format is given
in Figure 6.

PB
Header

PB Body PBCSGreenPHY
PHY Block

4 Octets 128 / 512 Octets 4 Octets

Fig. 6. Homeplug GreenPhy Physical Block format [7]

Each PB consists of a 4 octets PB Header containing e.g.,
a Segment Sequence Number (SSN). Depending on the PB
size, data have to be padded to either 512 or 128 octets to fit
exactly into the PB Body. The PHY Block Check Sequence
(PBCS) contains a 32-bit CRC and is computed over the PB
Header and the encrypted PB Body.

Based on this standard, the V2G communication is ana-
lyzed. Figure 7 depicts the occurence of messages during a
whole fast charging process without getting influenced by the
LC due to other charging vehicles and recalculation of the
capacity assignment. The measurement was made with EXI
encoding right before the encapsulation into the PB Body to
see, if the messages fit into one PB Body. It can be determined
that all sent messages and the authentication response do not
fit into the PB520 Body of 512 octets (see dottet line in Figure
7). Hence, the messages are fragmented into 2 PBs with size
of 520 octets each due to the needed padding.
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Fig. 7. Message occurence of charging process protocol in V2G communi-
cation using EXI encoding in a fast charging scenario

The CP begins at approximately 400s simulation time with
the authentication and the response. After that, the charging
process is initialized by the initializeCP message and the
corresponding response. The next updateCP message at 1200s
is the change over to charging stage 2 of the battery where
the EV requests more capacity from LC. The third charging
stage starts after approximately 4100s. In this stage the EV
deallocates the excess capacity NCPupdates times.

NCPupdates = (Imax − Imin + 2)

(1)

With Imax = 32 and Imin = 3, 31 CP updates are initiated
by the EV before the CP finishes with a finishCP and cor-
responding response message. Figure 8 shows the XML and
EXI data rate for HP GreenPHY PB sizes of 136 and 520
octets as a function of simulation time.
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Fig. 8. Average data rate for V2G communication with XML and EXI
encoded XML as a function of simulation time

It can be seen that the average data rate correlates with the
message occurence in Figure 7. Because of the padding, in EXI
transmision 2 PBs need to be transmitted and the data rate for
PB520 is much higher, although PB136 has more fragments.
With ongoing time when the CP goes over to stage 3, PB136
data rate is still a bit lower and PB520 data rate increases until
the end of the CP. The last result is also the average data rate
for a full CP. Using PB136 for the presented charging process
protocol will save 23% of the needed data rate when using
EXI encoding.

As stated in Table I, all XML messages including protocol
overhead fit into 2 PB520 Bodys and the utilization of the PB
Body gets more effective in comparison to EXI and the data
rates for both modes are more or less equal. Nevertheless the
data rate can be reduced from 87 Bit/s to only 51 Bit/s by using
EXI and PB136 mode. This corresponds to an enhancement
of 41 %.

B. Inter Charge Point Communication

For communication with EV and back-end, today’s charge
points are equipped with numerous ICT components, which
increases the prices for the infrastructure. Especially the con-
tracts for mobile radio for the back-end communication are
very expensive and can be saved when organizing multiple
EVSEs into a local network. Figure 9 gives an example for
connecting EVSEs in a network using IPv4. This network
includes one EVSE acting as a data hub for back-end commu-
nication, which concentrates the clearing data in one message
and transfers it to the EMHub. Hence, protocol overhead can
be reduced. In future work IPv6 will be integrated into prEVail
to support analyses of larger networks.

dCSN/BE = x·
[
Pauth + PauthRes +

(
2 +

⌊
t

900s

⌋)
· Pclearing

]
·8
t

(2)
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Fig. 9. Design of large-scale charge point networks using multiple IPv4
subnetworks

Considering the packet sizes of Table I, the goodput in
the charge point network without load coordination dCSN/BE

can be calculated with (2) for x charging process. In this
context the goodput is defined as the data rate within the
presentation layer. Thus protocol overhead is excluded. The
goodput includes the authentication Pauth and the correspond-
ing authentication response PauthRes, the clearing messages
at the beginning and at the end of the charging process and
periodic clearing messages every 15 minutes. For a charging
process with t = 3h the needed data rate is 6.42 Bit/s
for EXI communication. This goodput is also valid for the
communication link to the back-end. In order to reduce the
needed data rate for this link, the clearing messages can be
concentrated at the data hub, so that only one message is
periodicaly sent to the back-end including the clearing data
of all ongoing charging processes.
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Fig. 10. Data Concentration (DC) with XML for back-end communication

A comparison between the concentrated messages using
XML and XML with EXI encoding is shown in Figure 10
and Figure 11.
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Fig. 11. Data Concentration (DC) with EXI encoded XML for back-end
communication

When XML is used for sending clearing information to
the back-end it can be seen that the data concentration is

very effective and 73% of the transmitted data can be saved.
If this XML stream is encoded with EXI the data can be
reduced by a factor of one third. Because of the efficient
encoding of information repeatedly used in the same message
[9], only 8.6% of the clearing data need to be transfered to
the EMHub in comparison to XML without data concentration.
Formula (3) calculates the goodput for the concentrated back-
end communication link dCBE depending on the number of
parallel charging processes and the clearingSize shown in
Figure 10 for XML and in Figure 11 for EXI.

dCBE =

[
(Pauth + PauthRes) · x +

(
2 +

⌊
t

900

⌋)
· clearingSize(x)

]
·
8

t

(3)

An exemplary result for the back-end communication good-
put is indicated in Figure 12 with 20 parallel charging pro-
cesses for XML and EXI communication with and without
data concentration.
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Fig. 12. Comparison of the goodput for data concentration mechanisms

If the clearing data of 20 charging processes are merged into
only one message, the goodput for XML concentration can be
reduced to 24% and for EXI Schema concentration to 14%.
The concentration will be even more effective by increasing
the parallel charging processes.
For estimation of a worst-case data rate for a charge point
network, the LC is integrated into the parking area [2]. The
LC coordinates all charging processes on the parking area to
reduce the risk of local substation blackouts. The maximum
power for the parking area can be defined depending on the
scenario and is allocated equitably to each charge point.
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Fig. 13. Overview of the data rate for inter charge point communication
using IEEE 802.3 and IEEE 802.11g with unoptimized LC

To analyze the data rate for communication between the
EVSEs and the LC containing the data hub, a scenario for
61 expected EVs at TU Dortmund is created. To measure a
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worst case data rate, all EVs charge in the third stage to get
a maximum of data traffic in the simulation. Figure 13 shows
first results for an unoptimized load coordination message
exchange where the updateCP messages in the third charging
state were sent in periodic time intervals takt = 5s instead
of a fixed number shown in formula (1). This time interval
guaranteed an optimal power allocation for all EVs.

IEEE 802.3 and 802.11g are analyzed regarding communi-
cation with pure XML and EXI encoded XML. The data rate
of IEEE 802.11g is marginal higher for XML and for EXI
communication than the one of IEEE 802.3 due to protocol
overhead. Hence, a maximum data rate of 5.5 MBit/s for XML
and 3.1 MBit/s for EXI encoded data traffic is needed. Figure
14 depicts the data rate for inter charge point communication
after optimization of LC service without losing functionality.
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Fig. 14. Overview of the data rate for inter charge point communication
using IEEE 802.3 and IEEE 802.11g with optimized LC

It can be seen that 99.8 % of inter charge point data traffic
can be saved using the optimized load coordination. Only 5.7
kBit/s are needed for EXI encoding. Because of the low data
rates, no packet errors occur in this scenario. In future work
higher scale networks are analyzed e.g., for the year 2050
where we expect a maximum of 502 charge points regarding
predictions of [11].

IV. CONCLUSION

This paper analyzed an application scenario for charging
electric vehicles at work. At the beginning predictions of
the German Government on the market penetration of EVs
are presented. Based on these predictions a parking area at
TU Dortmund was determined for installing a charge point
network with a sufficient number of charge points supporting
fast charging. For evaluating the ability of IEEE 802.11g,
IEEE 802.3 and Homeplug GreenPhy for this scenario, the
simulation environment prEVail based on OMNeT++ was
presented. After that an optimized Charging Process Protocol
was introduced, which supports communication between EV,
EVSE, LC and EMHub. After that the V2G communication
between EV and EVSE using Homeplug GreenPHY and the
charging process protocol was analyzed and enhancements are
presented for XML and EXI transmission. 41 % of data could
be save using EXI and the small PB Size of 136 octets. For
the communication link to the back-end a data concentration
mechanism was presented showing an optimized data volume
of factor 7 with 20 parallel charging processes. The data

traffic within the charge point network was determined for
authentication, billing and a worst case scenario enabling load
coordination was introduced. With 61 charging EVs a data rate
of only 5.7 kBit/s is needed for optimized load coordination
and clearing, where the data traffic can be reduced by 99.8 %.
Hence, no packet errors could be detected in this large scale
application scenario for the year 2030.
In future work wide area communication technologies can be
integrated into the simulation environment in order to calculate
the data rates for the back-end communication depending
on the physical layer. Also an integration of IPv6 is useful
for higher scale charge point networks to simulate charging
infrastructures for the year 2050. Furthermore the optimal
position of a data-hub at the parking area at TU Dortmund
will be determined using a raytracing environment for an esti-
mation of the radiowave propagation of mobile communication
networks. An analysis of a charging at home scenario would
also lead to interesting results.
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