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A Sound Events Detection and Localization System
based on YAMNet Model and BLE Beacons
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Abstract—Automatic sound event detection is a must-have
feature for several emerging applications, such as surveillance,
automatic listening, and noise source identification. Acoustic
Event Detection (AED) aims to know the sounds’ identity
and temporal position in signals captured by one or several
microphones. In this work, we use a pre-trained Yet Another
Mobile Network (YAMNet) model to perform real-time audio
classification. That audio event classifier model takes the audio
waveform as an input and makes independent predictions for
each of the 521 audio events in the AudioSet ontology. The model
used the MobileNet v1 architecture and was trained using the
AudioSet corpus. By means of a Raspberry Pi 3, a commercial
microphone, and a set of Bluetooth Low Energy (BLE) beacons,
this system is able to detect potentially harmful events. Thus, the
system can detect where and what event has been detected and
send it to a database. After that, the database is updated, and
a notification can be sent to the users of a specific application.
This information may be helpful for people with disabilities so
they can be warned of danger in the nearby areas.

Index Terms—sound event classification, beacons, machine
learning, yamnet.

I. INTRODUCTION

The task of detecting the onsets and offsets of target
class activities in general audio signals is known as Sound
Event Detection (SED) [1]. It is a technique that accepts
an audio signal as input and produces temporal activity for
target classes like ”vehicle passing by,” ”footsteps,” ”people
chatting,” ”gunshot,” etc. The time resolution of class activities
might vary between techniques and datasets.

The use of audio sensors in surveillance and monitoring
applications is especially useful for event detection. Detection
systems can effectively notify when an event occurs while
enabling further processing, such as notifying the system with
information about the event and its position. In recent years,
Acoustic Event Detection (AED) [2], [3] and Acoustic Event
Classification (AEC) have been essential for many applications
such as security surveillance [4], human-computer interaction
[5], and ”machine hearing” [6].

In most surveillance systems, locating the position of the
acoustic source over a topological grid is the final objective
of sound localization. In environments with little reverberation
time, like a typical public square, the Time Difference of

Arrivals (TDOA) of the signal at an array of microphones is
the most used technique for source localization. These time
delays are further analyzed in [7] to determine the source
location.

On the other hand, indoor positioning technology is being
commercialized in different technologies and qualities. Unlike
the Global Positioning System (GPS), which is used for
outdoor positioning, there is no proven method that can be
used for all purposes in indoor positioning, at the moment
of writing this paper. The available technologies employed
nowadays may vary in terms of cost, accuracy, and mainte-
nance requirements. Some of the most common may be the
following:

• Bluetooth Low Energy (BLE): Signals from battery-
powered beacons are the core of indoor location technol-
ogy. It is one of the most remarkable technologies that
have emerged for indoor location. It uses BLE beacons or
iBeacons, which are cheap, small, have long battery life,
and do not require an external power source. A receptor
device can detect the beacon signal and can roughly
calculate the distance to the beacon.

• Wi-Fi: it can be used similarly to BLE beacons but
requires an external power source and, higher setup and
hardware costs. The signal tends to be stronger than BLE,
with a larger range.

• Ultra-Wideband: it is the most precise method for indoor
positioning available. Nevertheless, compared to its alter-
natives, it has more hardware requirements, as well as
higher costs.

In this paper, a system for sound event detection and
localization is proposed. It is based on the Yet Another
Mobile Network (YAMNet) model for sound detection and
BLE beacons to infer the location. YAMNet is based on the
Visual Geometry Group (VGG) architecture and employs the
Mobilenet v1 depthwise-separable convolution architecture.
The classifier has 3.7M weights and performs 69.2M mul-
tiplies for each 960 ms input frame. Although the YAMNet
model has a total of 521 classes, only the ones that may be
relevant for notification will be used. In [8], the accuracy of

1Copyright (c) IARIA, 2023.     ISBN:  ISBNFILL
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this model is tested with only 6 out of the 527 classes of the
Audioset database due to the simplification of the experiment,
as well as time and computational constraints. YAMNet can
classify single fixed-size audio samples with 92.7% accuracy
and 68.75% precision.

In addition to the use of microphones for the SED, in this
system, BLE beacons are used to associate each microphone
with a specific location. This location is previously set in the
database to correspond to the Media Access Control (MAC) of
the beacon, so when the Raspberry Pi code scans for beacons,
the beacons are filtered and only those beacons that have
been configured in the database with a location associated
with them will appear. This information associated with an
application that can notify and warn about the environment
can be helpful for people with disabilities. For example, in
the case of someone who is deaf, a notification will appear on
their phone screen and warn them that an event has occurred
nearby and that they should be alert. This could help them
avoid any possible danger. Also, since cell phones can read
notifications, if the person is blind, an audio notification about
a dangerous event that has occurred in a nearby area may be
helpful for them.

This article is organized as follows. Section II summarizes
the related work about sound event detection and indoor posi-
tioning systems. Section III briefly describes the hardware and
software employed. Section IV introduces the methodology to
start the real-time audio classification. Next, in Section V, we
analyse the results of the working system. Finally, in Section
VI, the conclusion and future work are presented.

II. RELATED WORK

Audio tagging is the task of detecting the presence or
absence of a certain sound event in a recording. This has
several applications, such as surveillance, monitoring, and
health care [9].

In many papers such as [10], [11], the input is a polyphonic
sound in an undefined context, and the output is one identified
sound event at each instance of the polyphonic sound. The
sound event is determined by the most prominent one in that
instance.

Polyphonic events are the main error source of AED. This
problem is usually solved by treating the AED task as a
multi-label classification problem. In [12], to better handle
polyphonic mixtures, the authors propose to consider each
possible label combination as one class. In other works, to
handle event overlaps, the AED task is usually framed as a
multi-label classification problem. This is solved by a deep
neuronal network with multi-label output [13], [14].

In [15], a solution for the polyphonic SED task on mobile
devices is presented. Its architecture includes offline training
and online detection. The offline training involves model train-
ing and compression, and the online detection process consists
of acquiring sensor data, audio processing, and detecting sound
events.

Indoor positioning systems already have broad applications
for providing localized information and directions. In [16],

an indoor positioning system with room-level accuracy is
proposed. It focuses on an installation procedure that non-
technical staff can easily follow. In addition, it has a low cost.

Most of the existing solutions, employing beacons and
smartphones, require the floorplan of the indoor environment
and many beacons. These applications usually try to increase
the accuracy of the coordinate estimation on Line Of Sight
(LOS) environments using a large number of beacons [17]
and large training datasets.

The most common methods used in indoor positioning
systems are:

• Trilateration: the distance from the source to the receiver
is used to estimate the user’s location. A more detailed
description of this method is presented in [18].

• Triangulation: a method for calculating a position that
relies on a known distance between two measuring ap-
paratuses and the measured angles from those two points
to an object [19].

• Fingerprinting: this method consists of two stages. First,
Received Signal Strength (RSS) measurements are cap-
tured for multiple points in the indoor environment. Then,
these measurements are used to determine the user’s
location.

III. MATERIALS

The hardware and software used to operate this system are
as follows:

A. Raspberry Pi 3
A computer is required to run the classification script

and send the information to the database. Raspberry Pi was
selected because it is an inexpensive and compact computer
that meets the software requirements for classification. This
computer runs Raspberry Pi OS as its operating system and
requires an Internet connection to communicate with the
database. Also, Python 3.9 needs to be installed to execute
the scripts with the required libraries.

B. iBKS 105
iBKS 105 is the BLE beacon that was employed. Its

specifications are as described in Table I. These beacons
are configured to work with the iBeacon protocol, with a
transmission (Tx) Power of 0 dBm and an advertising interval
of 1 second.

C. Krom Kimu Pro
The microphone used to capture the audio in real time was

a commercial microphone, in this case, a Krom Kimu Pro.
The specifications are as shown in Table II. This microphone
was selected since it is a commercial microphone whose
sample rate and the number of channels can be configured
in the PyAudio library to correspond to the audio input of the
YAMNet model.

D. Software
The code for the real-time classification was done in Python

3.9. The most relevant libraries that were employed are the
following ones:

2Copyright (c) IARIA, 2023.     ISBN:  ISBNFILL
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TABLE I
IBKS 105 SPECIFICATIONS

Size 11,3 x Ø52,6 mm
Battery lifetime 30-40 months (Tx power at 1s interval)

Protocols iBeacon and Eddystone

TABLE II
KROM KIMU PRO SPECIFICATIONS

Sensitivity −35dB ± 3dB
Impedance 2.2K ohms

Frequency Response 20 Hz - 20 KHz
Sample Rate 48 KHz at 16 bits

1) PyAudio: To collect the real-time audio, the library
PyAudio was selected since it allows configuring the sampling
rate, the number of channels, the number of frames per buffer,
and which microphone will capture the audio. The audio input
must be configured as 16 kHz mono audio. This setting is
required because it is the one supported by the YAMNet
model.

2) TensorFlow Lite: TensorFlow Lite library was employed
since the YAMNet model is a pre-trained model given by
them. This model was trained with audio features computed
as follows:

• All audio is resampled to 16 kHz mono.
• A spectrogram is computed using the Short-Time Fourier

Transform magnitudes with a window size of 25 ms, a
window hop of 10 ms, and a periodic Hann window.

• A mel spectrogram is computed by mapping the spectro-
gram to 64 mel bins covering the range 125-7500 Hz.

• A stabilized log mel spectrogram is computed by apply-
ing log(mel-spectrum + 0.001), where the offset is used
to avoid taking a logarithm of zero.

• These features are then framed into 50%-overlapping
examples of 0.96 seconds, where each example covers
64 mel bands and 96 frames of 10 ms each.

Additionally, since the computer that will support the real-
time classification is a Raspberry Pi 3, and it cannot support
some of the libraries that can be used on a desktop computer,
it was necessary to use other libraries which require less
processing power. In this case, the library employed was
TensorFlow lite. The TensorFlow lite version of the YAMNet
model has some additional changes:

• The model is quantized. The model is retrained with
Relu6 non-linearities instead of Relu to limit the acti-
vation ranges.

• The inference signature is simpler. It takes a fixed-length
audio frame and returns a single vector of scores for 521
audio event classes.

3) Bluepy: This is a project to provide an API to allow
access to Bluetooth Low Energy devices from Python. At the
moment, it runs only on Linux. This library has been used to
scan the BLE beacons near our Raspberry Pi to speed up the
assignment of the corresponding zone.

IV. METHODOLOGY

The methodology followed in this research work is pre-
sented in Fig. 1, which development is described as follows:

Fig. 1. The proposed methodology.

First, a previous environment setup is required. The beacons
must be registered in the database and associated with a
known location. This is made by designating each MAC of
the beacons that will be employed to a known location of the
indoor environment. Also, the iBKS 105 beacons need to be
configured with their own application. In this application, the
BLE service that will be used can be chosen between, Ed-
dystone or iBeacon. The beacons were configured as iBeacon
with a 1000 ms advertising interval and radio Tx Power of 0
dBm.

To register the beacons to the database, for 10 seconds a
script developed in python scans for the nearest beacons. Then,
it displays a list of the MAC addresses that were discovered
with the name and the Received Signal Strength Indicator
(RSSI) of the device as shown in Fig. 2. After that, the user
can choose the desired MAC and select the region and the
section where the beacon is displayed. The database structure
will look as in Fig. 3. The audio is associated with an area
or section instead of the beacon because multiple beacons or
microphones can be associated with the same area. After the
beacons are in their determined location, the Raspberry Pi and
microphone pair can be placed near the desired beacon.

Fig. 2. Adding beacon to the database.
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Fig. 3. Database structure.

Once the Raspberry has been initialized, and the script runs,
it will scan for nearby beacons. A list of the detected beacons
that are registered in the database will be displayed, showing
their MAC address, region, section, and RSSI. The user can
choose from all the possible options for sound event detection
to update the information in the database associated with that
location. Next, the user can select the microphone to capture
the audio in real-time. Once this configuration has been made,
the script will start capturing audio. Whenever it detects a
new event happening in relation to the previous one, it will
update the database with the new event. The audio captured
with the microphone must be 16 kHz mono audio to analyze
sound events. This audio configuration is necessary for the
YAMNet model to perform a correct audio classification. This
adjustment was made when the microphone was selected.

V. RESULTS

As mentioned in the previous section, the used components
were configured to test the system and verify that it works
correctly. First, several iBKS beacons were configured with
the iBKS config tool application. Then, they were placed
in different locations and registered in the database with
the python script, so there were multiple options to set the
microphone and Raspberry Pi.

Firebase was implemented as the back-end of the ap-
plication, and the Firebase real-time database was used.
This database is structured like a JavaScript Object Notation
(JSON) file. In this database, the beacons were registered, as
shown in Fig. 3.

Once the beacons were registered in the database, the script
was run on the computer. Then one of the locations associated
with the previously set beacons and the Krom Kimu Pro
microphone was selected, after which the audio was captured.

YAMNet was re-trained in a transfer learning approach, for
5 out of the 50 categories in the ESC-50 dataset [20], to

later test the accuracy of the model. Each of these categories
consists of 40 sounds. The selected categories were the sounds
of dogs, knocking on wooden doors, coughing, sirens, and vac-
uum cleaners. A total of 200 sounds were selected and divided
into five different folds. Defining a very simple sequential
model with one hidden layer and five outputs to recognize
the sounds described before. For the new model, 60% of
the samples were employed for testing, 20% were employed
for validation, and the remaining samples were employed for
testing. The model was configured to train for 20 epochs in
the training phase. The accuracy obtained was around 87% in
the 20 rounds that were done. In addition, a confusion matrix
with 20 different sound samples was generated to visualize the
results. The results obtained for these 20 samples are shown
in Fig. 4.

To test the real-time update of the database, some sounds
were emulated, such as knocking on a door, the sound of a
siren, or dog sounds. These sounds were classified as intended,
and the database was updated after a few seconds each time
the sound changed. This update only rewrites the event of the
previously selected location; if the event being played is the
same, the database will not be updated.

VI. CONCLUSION AND FUTURE WORK

In this work, it is described a system that is easy to
implement and can classify real-time audio events and update a
database with the detected location and associated information
of such events. This system could be implemented in different
environments to help people with disabilities. This assistance
could take the form of an audible notification whenever a
potentially dangerous event occurs near the user, requiring his
or her attention.

In our ongoing work, we are planning to implement the
system in a mobile phone application that detects where the
user is located and warns them there might be a danger for
a user with a disability. Also, the application could send
push notifications so the user could be aware of the location

Fig. 4. Confusion matrix of the five classes for 20 different samples.
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and the detected event. Additionally, with the implemented
beacons, an indoor positioning system could be implemented
in the application, enabling more accurate indications about
the events that are being captured.
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Bluetooth low-energy indoor positioning systems”, Telecommunication
in Modern Satellite Cable and Broadcasting Services (TELSIKS) 2015
12th International Conference on, pp. 76-79, 2015.

[18] A. N. Raghavan, H. Ananthapadmanaban, M. S. Sivamurugan, and B.
Ravindran, ”Accurate mobile robot localization in indoor environments
using Bluetooth”, Robotics and Automation (ICRA) 2010 IEEE Inter-
national Conference on, pp. 4391-4396, 2010.

[19] P. K. Yoon, S. Zihajehzadeh, B.-S. Kang and E. J. Park, ”Adaptive
Kalman filter for indoor localization using Bluetooth low energy and
inertial measurement unit”, Engineering in Medicine and Biology Soci-
ety (EMBC) 2015 37th Annual International Conference of the IEEE,
pp. 825-828, 2015.

[20] K. J. Piczak, ‘ESC: Dataset for Environmental Sound Classification’, in
Proceedings of the 23rd Annual ACM Conference on Multimedia, 2015,
pp. 1015–1018.

5Copyright (c) IARIA, 2023.     ISBN:  ISBNFILL

ICWMC 2023 : The Nineteenth International Conference on Wireless and Mobile Communications

                            14 / 28



An Ear Canal Deformation based Head Gesture
Recognition Using In-ear Wearables

Youngone Lee
Department of Computer Science

Trinity University
San Antonio, Texas, USA
email: ylee5@trinity.edu

Sheng Tan
Department of Computer Science

Trinity University
San Antonio, Texas, USA

email: stan@trinity.edu

Abstract—Hands-free interfaces have become increasingly
popular due to the growing demands for convenient con-
trol/interaction with mobile and wearable devices. Among all of
the hands-free interfaces, head gestures interaction has shown
great potential in providing alternatives under various real-
world scenarios such as interfaces for people with disabilities,
Virtual/Augmented Reality (VR/AR), and vehicle driving. How-
ever, existing head gesture recognition systems require either
Line-Of-Sight (LOS) or the user to wear specialized hardware.
Additionally, those approaches could raise potential privacy
concerns. In this work, we propose a novel in-ear wearable
system that can achieve head gesture recognition by utilizing
off-the-shelf earbuds with a built-in microphone. Specifically, we
leverage the relationship between the deformation of the ear
canal and the head motion to distinguish different head gestures.
A preliminary study shows our system can achieve over 94%
recognition accuracy for various head gestures.

Keywords—wearable; human computer interaction; head ges-
ture; Internet-of-Things (IoT).

I. INTRODUCTION

Up until recently, Human Computer Interactions (HCIs) on
mobile devices have been dominated by contact interactions
including touching the screen or pressing physical buttons.
Because of the technological advancement of hardware along
with the booming development of ubiquitous computing, a
growing number of mobile and wearable devices (e.g., smart
glasses, Internet of things devices, virtual reality/augmented
reality devices, in-ear wearable devices) have been developed.
To better facilitate the control over those emerging devices,
more and more hands-free interfaces have been proposed
such as gaze tracking [1], voice/speech interaction [2], brain
wave control [3], and head posture recognition [4]. Among
those novel approaches, head gesture recognition has shown
great potential in providing alternatives for various real-life
applications. For example, people with certain disabilities and
drivers can leverage head gestures to interact with mobile and
wearable devices [4]. Additionally, such an approach can be
used to control head-mounted VR/AR devices.

Much research effort has been dedicated to developing
different techniques for head gesture recognition. Traditionally,
Computer Vision (cv) based approaches utilize cameras that
can capture the image of the user’s head motion to achieve
gesture recognition. But, such a solution cannot work under

Non-Line-Of-Sight (NLOS) scenarios and suffers from per-
formance degradation in poor lighting conditions. Moreover,
CV based approach could raise serious privacy concerns if the
image data of the users is not managed properly.

Another body of work leverages motion sensors or Radio
Frequency (RF) devices worn by the users to achieve head ges-
ture recognition [4]. The motion sensor-based approach mainly
relies on sensors such as accelerometers, and gyroscopes to
infer the user’s head motion speed and direction. On the
other hand, RF devices (e.g., Radio-frequency Identification
(RFID) tags, WiFi transceivers) mounted on the users can
be used to measure the relative distance to the access point
for head gesture recognition. However, those approaches all
require specialized or customized hardware, which incurs non-
negligible deployment costs. Additionally, some users might
be reluctant or feel uncomfortable wearing additional devices.

In this paper, we aim to resolve those issues by proposing
an in-ear wearable based head gesture recognition system.
This work takes advantage of the Commercial Off-The-Shelf
(COTS) earbuds to infer various head movements. It is done
by sensing the unique ear canal deformation that closely
correlates with distinctive head motions. The proposed system
does not require any specialized or additional hardware other
than COTS earbuds. Furthermore, our system is unobtrusive
to the user during the recognition process and can enhance
system security by leveraging user biometrics.

In particular, our system exploits the acoustic sensing
approach that can detect the unique ear canal deformation
caused by the head motion. The proposed system utilizes
a sonar-like technique that can be implemented using any
COTS earbud with a built-in microphone. To achieve this,
the earbud speaker continuously sends an inaudible acoustic
signal through the ear canal when the user is performing a
head gesture. The in-ear microphone will capture the signal
reflections that encompass ear canal deformation information.
Next, our system will analyze the captured signal reflections
to detect and distinguish various head gestures. We evaluate
our system with a preliminary study and achieve over 94%
accuracy in recognizing different head gestures.

The rest of the work is structured as follows. In Section II,
we briefly describe the system flow. In Section III, we present
the results of the preliminary study. Finally, in Section IV, we
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conclude and discuss future work.

II. SYSTEM DESIGN

The underlying principle of our head gesture recognition
system lies in the fact that, when a user is performing the
head gesture, the motion generated would result in dynamic
ear canal deformation with distinctive features. Our system
leverages COTS in-ear wearable devices to sense the unique
ear canal deformation associated with the head movement of
the user for gesture recognition. As shown in Figure 1, our
system consists of four major components: HGI (Head Gesture
Interface) Activation, Signal Collection, Signal Processing,
and Head Gesture Recognition. The system first requires HGI
Activation to initialize the recognition process which can be
triggered by a particular head gesture of the user’s choice (e.g.,
nodding the head or shaking the head). After the activation, the
earbud speaker continuously emits an inaudible chirp signal
(e.g., over 16kHz) to probe the ear canal. The signal reflected
from the ear canal when the user is performing a head gesture
will be captured by the inward-facing microphone, which can
be further used to extract ear canal deformation information.
For the Signal Processing component, we first apply various
denoising techniques on the collected signal to reduce the
inference contained in the captured signal reflections. Next,
the denoised signals will go through the segmentation process
to find the starting and ending times of the corresponding head
gesture. It is done by leveraging the fact that the captured
signal reflection will remain relatively consistent when there is
no or minimal head motion. Then, the system will move on to
the feature extraction component. In particular, we utilize the
time-frequency analysis to extract the acoustic characteristics
that represent the dynamic ear canal deformation. Lastly, Head
Gesture Recognition will identify the gesture through the
Support Vector Machine (SVM) based classification module
and compare it against the pre-built user profile. If the head
gesture is identified as unknown, our system will prompt the
user to either perform the head gesture again or enroll the
unknown gesture into the user profile.

HGI Activation

Inaudible Signal 
Emitting

Signal Reflection
Recording

Signal Collection

Signal Denoising

Feature Extraction

Signal Processing

Head Gesture
Recognition

User Gesture
Profile

Unknown 
Gestures

Identified 
Gestures

Gesture Signal 
Segmentation

Fig. 1. Overview of system flow.

III. FEASIBILITY STUDY

To demonstrate the feasibility of the proposed system, we
built a prototype device utilizing a COTS in-ear earbud with an

embedded microphone chip. The microphone is inward-facing
and located in the center area of the speaker. We use Google
Pixel 4a with Android 12 that connects to the prototype to
control the inaudible probe signal emitting and the reflected
signal recording. A chirp signal range from 16kHz to 23kHz
is used for the probe signal. We designed four commonly used
head gestures inspired by existing work [5]: down and up, up
and down, clockwise rotation, and counter-clockwise rotation.
Four participants were recruited - two females and two males
for the feasibility study. We collected 100 samples from each
participant by asking them to perform each head gesture 25
times in their manner. The environments involved in the study
are the typical living room and bedroom area. The results
are shown in Figure 2. We observe that the proposed system
can achieve overall recognition accuracy of around 94%. This
demonstrates that our system can effectively recognize various
head gestures across different users.
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Fig. 2. Recognition accuracy of four different head gestures (A: down and
up; B: up and down; C: clockwise rotation; D: counter-clockwise rotation).

IV. CONCLUSION AND FUTURE WORK

In this work, we propose a head gesture recognition system
utilizing COTS in-ear wearable devices which does not require
LOS or any specialized sensor to work. The preliminary study
shows that our system can recognize various head gestures
with high accuracy. We plan to include more experiments
under various scenarios/environments and use more sophis-
ticated deep learning algorithm to further improve recognition
accuracy in the future.
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Abstract—In this paper, we investigate the efficacy of using
rotational Channel State Information (CSI) on Anti-Spoofing
methods in indoor wireless networks. Physical layer information
like the CSI often acts like a fingerprint for different locations.
Most Anti-Spoofing (AS) methods leverage this uniqueness to
detect spoofed packets originating from an attacker that claims
to be a genuine user. However, due to the sparsity of wireless
channels, there are times when the CSI from different locations
may look similar and AS systems may fail to detect a spoofed
packet. We propose Rotational Channel State Information - Anti-
Spoofing (RCSI-AS), that uses multiple CSI measurements by
rotating the antenna on an Access Point (AP) at different angles
to greatly improve the detection of spoofed packets. We conducted
real world experiments and found that RCSI-AS can detect
spoofed packets over 99.6% of the time when using multiple
angular configurations at the Access Point (AP) and maintains a
low false positive ratio when comparing packets from the same
user.

Index Terms—Channel State Information, Wireless Networks,
Anti-Spoofing, Wireless Security.

I. INTRODUCTION

Wireless security has become a critical component of mod-
ern Wi-Fi systems with the rapidly increasing production
of internet capable devices. As the number of connected
devices have increased, so has the potential for different types
of network attacks from adversaries. These include channel
jamming, packet sniffing, replay attacks, packet spoofing and
more. Spoofing, in particular, is a form of attack whereby
an adversary (say, Bob) impersonates a user (Alice) device
by using their IP address to generate packets to a server.
The server may believe these packets originated from Alice
and can inadvertently let Bob access confidential information.
Detection of spoofing attacks has been a topic of interest for
researchers who have proposed anti-spoofing systems to thwart
these types of attacks.

In recent years, a number of anti-spoofing methods have
been developed that rely on the physical layer information of
a wireless packet to determine its authenticity. For example,
one of the authors of this paper developed Time-Bounded
Anti-Spoofing (TBAS) [1] , that uses physical layer char-
acteristics including the Channel State Information (CSI) to
detect spoofed packets. In a wireless system, the CSI between
a transmitter and a receiver is represented as a set of complex
numbers that is measured at the receiver. This is useful in
understanding the channel characteristics and is often used to
set rate and beamforming parameters at the sender. In practice,

the measured CSI is actually a representation of the multi-
path components of the wireless signal from the transmitter
to the receiver, due to physical phenomena like scattering,
diffraction etc. Thus, in addition to measuring the channel
coefficients, the CSI can also be thought of as a fingerprint
for a receiver-transmitter location pair. To be more specific,
changing the location of either device will result in a different
set of measurements as the wireless signal may now undergo
a different set of reflections, resulting in different paths. The
uniqueness of CSI at different locations can thus be leveraged
to identify if a packet arriving at an AP is genuine or spoofed
by comparing it with a known CSI measurement from the
actual user device.

While the general idea of using CSI measurements to differ-
entiate between users works well, recent studies [2] have also
highlighted the sparse nature of wireless channels, whereby
the CSI from different locations may exhibit similar patterns
making it hard for an Anti-Spoofing system to distinguish
between some locations. The idea behind using rotational CSI
measurements for spoof detection stems from two interesting
observations in industry trends. First, there has been an ex-
ponential increase in Internet of Things (IoT) devices in the
last decade and these devices now form a large percentage
of wireless devices that are constantly communicating with a
server. These devices are low power devices and are usually
equipped with a single antenna for wireless communications.
As such, improvements that rely on antenna diversity may
not always be applied to these devices. Second, modern APs
such as the Archer AXE200 Omni [3], now come equipped
with mechanical antennas that can be rotated automatically
with internal motors. These are capable of quickly rotating to
different angles and are used to optimize the wireless signal
to connected devices.

This poses an interesting question. Can anti-spoofing meth-
ods be improved by using the CSI measurements from different
angles on the AP antenna for devices that are limited to
a single antenna? The answer lies in determining whether
offsetting the antenna at arbitrary angles introduces sufficient
changes in the multi-path components of the signal to be
able to distinguish it from the signal at another location. We
tackle this problem using experimental analysis in real world
locations and propose RCIS-AS - an improved anti-spoofing
algorithm complementary to most existing solutions.

The rest of the paper is organized as follows. Section II

8Copyright (c) IARIA, 2023.     ISBN:  ISBNFILL

ICWMC 2023 : The Nineteenth International Conference on Wireless and Mobile Communications

                            17 / 28



discusses existing research efforts with anti-spoofing. Section
III provides a high level overview of RCSI-AS and some
theoretical background. Section IV discusses the details of
RCSI-AS. Section V evaluates the performance on real world
data. Section VI concludes the paper.

II. RELATED WORK

Anti-spoofing methods that rely on physical layer infor-
mation have been of interest to researchers in recent years.
Typically, detection methods that rely on physical layer in-
formation usually attempt to localize the spoofed packet using
characteristics like the received signal strength [4] [5] or angle
or arrival [6] [7] to distinguish between users. RCSI-AS differs
from all of these methods as it solely relies on the channel state
information for detection of spoofed packets.

There has been some related research that uses the CSI
measurements as a fingerprint to detect spoofed packets. These
include prior work done by the authors on Time Bounded
Anti-Spoofing (TBAS) [1] and Time Bounded Anti-Spoofing
on Multiple Input Multiple Output (TBAS-MIMO) systems
[8] which is an extension to TBAS with multiple antenna
configurations. The key idea behind TBAS is that the CSI
for a location does not change in a short interval. When an
AP running TBAS receives a packet from a user, it sends a
dummy packet to the user that forces the user to send back
an ACK in accordance with the 802.11 MAC protocol. If this
was a spoofed packet that was sent by an attacker, the AP may
receive two responses, one from the actual user (if the attacker
does not respond) or a collided signal if both the attacker and
the actual user decide to respond. It can then compare the CSI
from the original packet and the dummy ACK to determine
the authenticity of the request. TBAS was implemented using
Software Defined Radios that uses the CSI measurements as
well as the power and other physical layer information to
achieve low false negative ratios during evaluation. TBAS-
MIMO was an experimental study on extending TBAS to
commercial off-the-shelf wireless cards that only reports the
CSI and no other information. A scenario where the original
TBAS sometimes fails is when the CSI from both the attacker
and the user coincidentally look similar. This is possible due
to the sparsity of wireless channels. TBAS-MIMO attempts
to solve this problem by introducing more spatial diversity
and comparing the CSI from multiple antenna pairs. TBAS-
MIMO also looked at the effects of mobility on the system
and recommended guidelines for implementing TBAS. RCSI-
AS uses a completely different method from both TBAS
and TBAS-MIMO. First, RCSI-AS is targeted towards single
antenna devices that may not always be able to take full
advantage of the recommendations outlined by TBAS-MIMO.
Second, RCSI-AS attempts to introduce spatial diversity by
rotating the antenna on the AP to collect CSI measurements at
different angular configurations within a short interval. Finally,
RCSI-AS periodically probes the user device to frequently
update the CSI measurements from the user.

Other research findings that also rely on the CSI include
Support Vector Machine (SVM) [9] techniques that uses clus-

tering to distinguish CSI measurements from different users
and needs a burn in period. More recent efforts include [10]–
[13] which are actually complementary to RCSI-AS. We also
note that RCSI-AS is much simpler to implement than some
of the methods listed here since RCSI-AS only works at the
AP and no modification is needed on the user device. Finally,
spoof detection methods like [14] [15] are aimed towards 5G
networks with different physical layer characteristics than Wi-
Fi.
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Fig. 1. CSI measurements at different angles

III. OVERVIEW OF ANTI-SPOOFING IN RCSI-AS
This section provides an overview of RCSI-AS. To keep

things simple, we will consider a 1x1 configuration i.e. the
AP has a single antenna and the user device also has a single
antenna. RCSI-AS works only at the AP and periodically sends
out a burst of C probes, where C is referred to as the angular
configuration or the number of angles the antenna on the AP is
rotated by. The user device receives these probes and responds
with ACK packets that are used to measure the CSI between
the user and the AP. The value of C is determined empirically,
and we found that using C = 3 served a good balance between
accuracy of RCSI-AS and the probe overhead. As an example,
Fig. 1(a) shows the CSI measured from two user devices A
and B at different locations in a classroom. It can be seen
that, when C = 1, or when a single probe is used with the
antenna positioned at 30 degrees, the CSI measured for the two
users look very similar. They seem to be different only by a
constant factor which could be attributed to the hardware gain
applied to signal during measurement. Thus, using the CSI
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measured from a single antenna, it may not always be possible
to distinguish between two users. However, when using C = 3,
it is clear that the users are different as the CSI measured at
other angles (60 degrees and 150 degrees) look very different
from the first configuration. Thus, RCSI-AS would correctly
be able to distinguish between user locations in this example.
The details on the choice of C can found in Section V.

On the other hand, Fig. 1(b) shows the measured CSI on
3 antennas from the same user measured at the AP around
500 milliseconds apart. It is evident that the CSI looks very
similar at all 3 angles and the CSI values are only offset by a
fixed constant at the AP. This is the key idea behind RCSI-AS,
to increase the spatial diversity when antenna diversity is not
possible.

In the following sections, we expand on the techniques and
heuristics used in RCSI-AS to detect spoofed packets using
multiple angular measurements.

IV. DETAILS OF RCSI-AS

This section outlines the details of the RCSI-AS system.
We note that, while the core idea behind RCSI-AS and its
implementation is completely different from our prior work
on TBAS, some of the mathematical computations, namely
the packet alignment and curve distortion, remain similar as
these are metrics used when comparing the similarity of the
measured CSI between two packets and can be applicable to
any AS system that uses the CSI to detect spoofed packets.

A. Channel State Information

The CSI is measured at the AP and is a set of complex num-
bers representing the summation of the multiple signal propa-
gation paths from the sender antenna to the receiver antenna.
Modern Wi-Fi systems implement Orthogonal Frequency-
Division Multiplexing (OFDM). Thus, the CSI measurement
on each OFDM subcarrier can be approximated as

H =

P∑
p=1

αpe
ifδp (1)

where αp and δp denote the amplitude and delay of path p,
and P is the total number of multi-path components from the
sender to the receiver.

RCSI-AS considers the absolute value for each complex
subcarrier when looking at the measured CSI. The phase
values of the measured CSI can sometimes comprise of linear
and non-linear phase errors [16] that make it difficult to utilize
the phase values directly with RCSI-CS.

B. Packet Alignment

As seen in Fig. 1, when measuring the CSI across packets,
the hardware applies a different gain value for each packet.
Thus, before looking at the differences in CSI between 2
packets, the absolute values need to be aligned. The alignment
ratio r between two packets A and B can defined as

r =

∑N
j=1 ajbj∑N
j=1 a

2
j

(2)

0 5 10 15 20 25 30 35 40

0.6

0.8

1
Same Location

User A User B

0 5 10 15 20 25 30 35 40

Subcarrier Index

0.3

0.4

0.5

A
m

p
lit

u
d

e

Different Location

User A User B

Fig. 2. Effect of alignment on CSI from same location vs different locations

where aj and bj are the measured CSI values at subcarrier
j for A and B, respectively. The top half of Fig. 2 shows
an example of applying the alignment to two packets from
the same location that are only offset by some factor. After
alignment, both signals almost overlap each other and look
very similar in their shape and magnitude. On the other hand,
applying the alignment to packets from different locations will
still result in very different looking packets. It should also be
noted that the alignment ratio is computed for every angular
configuration.

C. Curve Distortion

The Curve Distortion ϵ between two aligned packets A and
B is defined as

ϵ =

∑N
j=1(raj − bj)

2∑N
j=1(raj)

2
(3)

where aj and bj are the aligned CSI values at subcarrier
j for A and B, respectively and r is the alignment ratio.
This is essentially a numeric representation of the relative
difference between two packets. For reference, the ϵ values
in Fig. 1(a) when comparing the CSI for different users
at 30◦, 60◦ and 150◦ are 0.003, 0.17 and 0.35 respectively,
whereas for the same user location, as seen in Fig. 1(b),
these values are 0.0005, 0.001 and 0.002 It is evident that
using multiple angular measurements has a clear advantage
as the probability of two distinct user locations exhibiting
similar channel characteristics at all of the different angular
configurations remains very low.

D. Spoof Detection Threshold

The Curve Distortion is computed for each location pair
across every angle in an angular configuration. Suppose we
use an angular configuration C of the antenna. We can then
define the Spoof Detection Value γ between 2 users X and Y
as

γ = max
{C◦

k}
[ϵ(k)] (4)

where ϵ(k) refers to the kth curve distortion in C. The
ϵ is then compared against a Spoof Detection Threshold
to determine if the packets originated from different user
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locations. We use a threshold of 0.03 in our evaluation of
RCSI-AS as we found lower distortion values usually just
originate from comparing the Gaussian noise between two
similar CSI signals.

V. EVALUATION

RCSI-AS was evaluated using real world experimental data
collected over the course of one month at different locations
in an university setting. The robustness of RCSI-AS was mea-
sured using its false positive and false negative performance.
The evaluation process is described below.

A. Experimental Setup

As the drivers for routers like the one mentioned in [3]
are proprietary, RCSI-AS was built using commercial off-the
shelf routers fitted with an external motor and a Raspberry
PI to control the rotation of the antenna. An overview of
the hardware setup and architecture is shown in Fig. 3. The
AP used in RCSI-AS is a TP-Link N750 Wireless router.
The router’s firmware was modified with the OpenWrt [17]
tool that enabled greater control of the channel, rate, and
transmission power parameters. In addition, one of the external
antennas of the router was connected to a Dorhea SG90 Micro
Servo Motor that was controlled using a Raspberry Pi 3 Model
B. To measure the CSI, we installed the NexMon CSITool
[18] [19] on a Raspberry PI Model 4 which contains a single
internal antenna. An external laptop was used to send pings to
the router that enabled us to measure the CSI. Some auxiliary
switches were used to facilitate remote operation of these
devices.

Fig. 3. System Architecture

B. Data Collection

We ran several experiments using the Nexmon CSITool at
different locations including classrooms, computing labs and
office spaces. We enabled only a single antenna for the AP
and so the measured CSI was a linear vector representing
the 64 subcarrier values on a 20MHz wireless channel. The
experiments were conducted in an environment with relatively
moderate mobility. This allowed us to simulate different types
CSI data representative of real world wireless channels. Some
example locations can be seen in Fig. 4 where the AP was
kept stationary inside a computer lab while the CSI for
different user locations was measured. For each user location,

Fig. 4. Some Experimental Locations

0 10 20 30 40 50

Subcarriers

100

200

300

400

500

600

700

800

900

1000

A
m

p
lit

u
d

e

Location 1

Location 2

Location 3

Location 4

Fig. 5. Absolute value of CSI in 4 locations

a total of 5 angular CSI measurements were recorded. These
measurements were recorded at [30◦, 60◦, 90◦, 120◦, 150◦].
We note that these angles were chosen arbitrarily. In other
words, RCSI-AS will work with any configuration of angular
measurements. Our evaluation suite consisted of measurements
from 500 different locations.

C. Data Preprocessing

The CSI measurements were first sanitized by removing
null and pilot subcarrier indexes, as defined in the 802.11ac
standard [20]. These subcarriers do not contain actual measure-
ments and are not considered by RCSI-AS. The absolute value
of some typical CSI measurements after removal is shown in
Fig. 5. In addition, a few more pre-processing operations were
performed.

• It can be seen from Fig. 5 that the subcarriers at both
ends of the measurement seem to attenuate. The exact
cause of this is unknown, although we suspect it is due to
some additional filtering in hardware. Thus, we truncate
the signal by removing 6 subcarriers from both ends of
the measured CSI.

• Sometimes the recorded CSI contains very high spikes
that do not represent actual measurements. We discard
measurements where the number of subcarriers with
spikes exceed 30% of the total number of measured sub-
carriers.

• In some cases, the CSI was only recorded for half
of the bandwidth. These packets were also filtered out
by comparing the average power between the first and
second halves of the CSI measurement and filtering these
packets out if the difference between them exceeded an
order of magnitude.

• After performing the above preprocessing steps, we ob-
served that the measured CSI may still contain some
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outlier values. Thus a final round of pre-processing is
performed using a Hampel filter to detect these outliers
from the CSI measurements using a median absolute
deviation threshold over a window size of 5. We note that
this does not always smooth out all the outliers, especially
at either end of the measured CSI, but this is a limitation
of the CSITool not RCSI-AS.

• After pre-processing the measured CSI was normalized
with its maximum amplitude set to 1.

D. False Negative Performance

This section describes the false negative performance of
RCSI-AS. The goal of this evaluation is to check how often
RCSI-AS can correctly identify that two users X and Y are
different by comparing their measured CSI. The preprocessed
CSI measurements from all 500 locations was considered for
this evaluation. A random CSI measurement was chosen from
each location. Then, the comparison described in Section IV
was performed for each unique location pair.
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Fig. 6. False Negative Performance with Single Angular Configuration

1) Base Case: Fig. 6 shows the cumulative distribution of
spoof detector values (γ) when using angular configuration
of C = 1. It can be clearly seen that in the base case, when
only one angle of the antenna is considered, roughly 8.98%
of the CSI pairs may be misclassified by RCSI-AS as the
same user using a spoof detection threshold of 0.03. A typical
example was shown earlier in Fig. 1(a) where the measured
CSI from two different locations looked similar. Upon further
inspection, Fig. 7 shows a distribution of the location indexes
along with the fraction of misclassifications by RCSI-AS when
considering only the measured CSI at one angle. It can be seen
that for most locations, there is at least one other location
where the measured CSI may coincidentally look similar.

2) Multiple Angular Configurations: The advantage of
RCSI-AS becomes evident when moving to higher angular
configurations (C > 2), which reduces the probability that
the measured CSI will exhibit similar characteristics across
all angles in C. We looked at the performance of RCSI-
AS for every combination of different angular configurations.
For example, when looking at angular configurations of size
2, the performance of all

(
5
2

)
or 10 possible combinations

was considered and it was found that the percentage of mis-
classifications drops to 1.1% as opposed to almost 9% in the

Fig. 7. Percentage of Locations that are misclassified by RCSI-AS at 90◦
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base case. Fig. 8 shows the cumulative distribution plot of
all possible angular configurations. It is clear that increasing
the angular measurements to RCSI-AS results in a much
lower mis-classification rate. When all antenna angles are used
C = 5, the mis-classification rate drops to 0.16% which makes
RCSI-AS extremely accurate, albeit at the expense of a higher
probe overhead. Based on the empirical data, we found that
using C = 3 or 3 angular measurements serves as a good
balance between the probe overhead and results in overall
accuracy of 99.69%.

E. False Positive Performance

This section discusses the misclassification rate of RCSI-AS
when considering packets from the same user. To measure its
performance, we looked at packets from the same user location
at different intervals during the data collection process. RCSI-
AS compared a total of over 4800 packet pairs from same
locations measured within a short interval of each other.
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Fig. 10. False Positive Performance with higher configurations

1) Base Case: As with the false negative evaluation, we
first establish the performance RCSI-AS when using C = 1.
Fig. 9 shows the cumulative distribution of the spoof detector
values (γ) across each individual angle when comparing the
CSI from a single angular measurement. It can be seen that
the false positive ratio is very good, and the percentage of mis-
classifications is below 5% when using a threshold of 0.03.

2) Higher Configurations: It can be seen from Fig. 10 that
increasing the number of angular configurations has a slight
degradation on the false positive performance. This is expected
since we consider the largest curve distortion value within
each combination. The false positive performance still remains
around 93% when using an angular configuration of C = 3
values. In addition, Fig. 11 shows the distribution of the error
values on all subcarriers when comparing the signals after
alignment at every angle. The distribution is mostly smooth
and the differences mainly arise from the quantization and
noise in the measured CSI.

Fig. 11. False Positive Performance when using higher configurations

VI. CONCLUSION AND FUTURE WORK

We proposed RCSI-AS, a novel anti-spoofing system based
on rotational channel state information on commodity wireless
APs. We implement a motorized system that allows rotation of
the antennas of an AP to measure the CSI at multiple angles.
RCSI-AS works by periodically sending multiple probes to a
user device at different angular configurations. This allows
RCSI-AS to detect spoofed packets even when the CSI at
different locations may exhibit similar characteristics at one
angular position of the antenna. We evaluated RCSI-AS using
real world experiments in 500 different locations and found
that RCSI-AS can detect packets from different locations
over 99.60% of the time when using 3 or more angular
configurations. At the same time, when looking at packets

from the same user location RCSI-AS will correctly identify
packets from the same user over 95% of the time. RCSI-AS
is aimed at single antenna devices which may not always be
able to take advantage of anti-spoofing methods that rely on
antenna diversity. We are currently looking into extensions to
RCSI-AS that can reduce the probe overhead even further and
also assess its performance in high mobility environments.
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Abstract—With the rapid development of needs concerning
the secured passive Radio Frequency IDentification (RFID) tag,
several works propose the implementation of authentication
protocols based on Elliptic Curve Cryptography (ECC). But,
there are no systematical approaches that allow considering both
the compatibility of security and the implementation cost as
part of the requirements and limitations of passive RFID tags.
Therefore, the problem of balancing the implementation cost
and the security requirements for passive RFID tags is still an
open question. In this paper, we present a part of a Security-by-
Design methodology that targets passive RFID tags using ECC
primitives.

Index Terms—Passive RFID, Side-Channel Attack, Design
Methodology, Security by Design, ECC, Meet-in-the-Middle.

I. INTRODUCTION

Passive RFID tags are portable devices utilizing radio
frequency to authenticate the identity of the objects. By
communicating via a wireless channel, these devices face
a variety of vulnerabilities such as wireless and hardware
attacks. The wireless threats try to illegally access the system
to steal or modify the data communicated via the wireless
channel. Hardware attacks, such as Side-Channel Attacks
(SCA) and Fault Attacks (FA), exploit the weaknesses of
design to reveal the secret key. In order to protect the secret
information contained in the passive RFID tag, the device
tends to implement a secured authentication protocol using
cryptography primitives.

Among the cryptography primitives, the asymmetric encryp-
tion algorithms, which are based on the Discrete Logarithm
Problem (DLP), are recommended to replace the symmetric
ones to avoid the key distribution issue. In the asymmetric fam-
ily, Elliptic Curve Cryptography (ECC) is more attractive due
to the advance of shortened key length. However, compared to
other cryptography primitives such as symmetric encryption
algorithm (AES [1], PRESENT [2]) or hash function, ECC
as well as asymmetric cryptography methods are much more
complicated. That leads to higher implementation costs such
as physical area, power consumption, and latency. Meanwhile,
the design of passive RFID tags is very challenging because
of the constraints of implementation. Therefore, looking for a
compatible design methodology that balances the protection
of security and identity data privacy with minimizing the

implementation cost of passive RFID tags is still an open
question for researchers.

Arithmetic operations:
Multiplication, Squaring, Division, Inversion

Point operations:
Point addition, Point doubling

Scalar Multiplication 

Authentication 
Protocol

Fig. 1. Concept of Authentication Protocol using ECC primitives.

In the literature, the secured authentication protocols that
use cryptography primitives, for passive RFID tags are imple-
mented based on the concept including four primary abstrac-
tion levels, as seen in Fig. 1. There are already several design
flows that allow taking security into account. The most popular
approach used for designing ECC primitives is the top-down
design methodology, which is applied in several works [3]–[8]
in literature. However, because they lack information on the
systematical architecture, these implementations can not prove
the compatibility of their design with the design constraints of
passive RFID tags.

In addition, there are some works [9], [10] that apply the
Bottom-Up Design Methodology. One of the disadvantages
of the bottom-up design methodology is that it is time-
consuming. When the combined system is too complicated, the
simulation and verification become much more complex. Be-
cause of this issue, this design methodology is not compatible
with designing ECC primitives. In both design methodologies
mentioned above, they misconstrue the impact of security as
an additional feature of the design. Therefore, it is difficult
to obtain an ECC-based authentication protocol balancing
implementation cost and security requirements.

In order to solve the mentioned problem, we propose to
use a Security-by-Design methodology based on the classical
Meet-in-the-Middle approach for designers. A combination
of the recommended design methodology with our proposal
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Fig. 2. Proposed Security-by-Design Methodology using Meet-in-the-Middle.

helps designers to consider both hardware security issues
and the implementation cost of authentication protocol using
ECC primitive. Consequently, the final authentication pro-
tocol based on ECC primitives balances both the security
requirements and the design constraints of passive RFID tags.
Specifically, our contributions in this paper are:

- A proposed Security-by-Design methodology based on
the classical Meet-in-the-Middle approach.

- An estimation of implementation cost and SCA vulner-
abilities assessment method for the ECC block based
on the knowledge of field operator primitives in the
literature.

The organization of this paper is as follows. Section II
presents our proposal. Section III indicates an example of the
proposed design methodology. In the last section, a conclusion
gives a summary of the work and the remaining tasks in the
future.

II. SECURITY BY DESIGN METHODOLOGY

In this section, we present our proposed Security-by-Design
Methodology using Meet-in-the-Middle, as described in Fig. 2.
This strategy combines the Meet-in-the-Middle Design and
the Bottom-Up Evaluation and Validation process. At the
beginning of the design process, designers determine the
specifications of the target system in terms of implementation
cost and security requirements by analyzing choices with the
knowledge of the sub-blocks. The final result of this design
process is finding a configuration and architecture for the ECC
primitive with a compatible authentication protocol.

In the following, the Bottom-Up Evaluation and Validation
process is carried out after implementing and assembling the
sub-blocks into the system. The aim of this process is to assess
the security and validate the design by implementing them on
hardware.

A. Meet-in-the-Middle Design Process

This process comprises three phases: Authentication, Scalar
Multiplication, and Field Operators Design phase, as described
in Fig. 2. Due to the page limitation of this paper, we only
discuss in more detail the last two phases of the Meet-in-the-
Middle Design Process.

1) Authentication Phase: In the Authentication Phase, ac-
cording to the knowledge of the ECC primitive blocks, which
are proposed in the literature, designers consider both the
security and implementation cost of various protocols. Af-
ter choosing a compatible authentication protocol, designers
would know the design constraints and security requirements
of the ECC primitive at the beginning of the second phase.
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2) Scalar Multiplication Phase: In this phase, firstly, based
on the determined specification of the ECC primitive, a process
of choosing a field, algorithm, architecture, and projective
coordinates system would be done, as depicted in Fig. 3.
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In the first sub-step, behavioral and abstraction models are
extracted from the previous work in the literature. Behavioral
models express the mathematical formulas of the field oper-
ators, for example, field multiplier, inversion, and squaring.
They are used by designers to verify the functionalities of
Scalar Multiplication. The abstraction model of field operators
indicates the configuration, implementation cost, and power
traces with corresponding data. The designers use these ab-
straction models for evaluating the security and estimating the
implementation cost in the Evaluation and Estimation step.

a) Implementation cost estimation of the ECC block:
The parameters that we can estimate are the area (Atotal),
power consumption (Ptotal), and maximum duration (Ttotal)
of the ECC design. By knowing the detailed configuration of
the system, designers could know how many field operators
are needed to carry out scalar multiplication. In the following,
we note Ni the number of required field operators with the
index of {1; 2; 3} being field multiplier, field square, and field
inverter, respectively. We also note Lkey the number of bits of
the key.

Depending on the architecture of the ECC system, designers
know about the layout of sub-blocks and the interconnection
of the target system. Therefore, we can estimate the area of
the ECC block by using Eq. 1. We note ni the number of sub-
blocks implementing field operators, Ai, as the area of each
sub-block carrying out the field operator i.

Atotal =

3∑
i=1

ni ·Ai (1)

Besides, the maximum duration and power consumption of
the ECC system are estimated via Eq.2 if the field operators
compute in parallel. We note (Pi, Ti) the power consumption
and delay of each sub-block carrying out the field operator,
respectively i.

Ptotal =

3∑
i=1

ni · Pi

Ttotal = Lkey ·max{(Ni

ni
· Ti) : i = (1, 2, 3)}

(2)

If these sub-blocks work sequentially, the power and maximum
duration of the ECC system are estimated via Eq.3.

Ptotal = max{Pi : i = (1, 2, 3)}

Ttotal = Lkey ·
3∑

i=1

Ni

ni
· Ti

(3)

b) Power traces estimation: In more detail, our proposal
shows an approach to assess approximated power traces of
scalar multiplication by the reference traces of primitive op-
erators. At the beginning of this step, we collect the power
traces of the field operators, as described in Fig.4 together
with corresponding data. These traces could be harvested from
the silicon device or estimated by using the power simulator
tools. After collecting the traces, they are converted into arrays
Pi = {pi0, p1, · · · , pik}. We note pij the simultaneous power
at the moment t = j of operator i, and k is the length of the
trace. In the next step, these arrays are used for estimating the
trace of the ECC system.

Depending on the architecture of the ECC primitives, these
arrays could be concatenated or accumulated to form the
power trace of the system. In the case, two operators, which
have power traces P1, P2, compute in parallel, the total power
trace is the accumulation of P1 and P2 as Eq.4:

Ptotal =

k∑
i=0

(P1i + P2i) (4)

On the opposite, if two operators work sequentially, the total
power trace is the concatenation of two sub-traces as Eq.5.
Consequently, the length of the total power trace is longer.

Ptotal = {P1|P2} = {p10, p11, · · · , p1k, p20, p21, · · · , p2k}
(5)

At the end of this step, the power trace of the system will
be assessed by the high-level pre-silicon SCA evaluation tools
such as CASCADE [11], or ChipWhisperer [12].

3) Field Operators Phase: In the last phase of the top-
down design process, there is a specification of field operators
such as field multiplier, square, and perhaps divider as the
result of the scalar multiplication phase. The final result of
this phase is implementing a full architecture of field operators
before interconnecting them to obtain the system of the ECC
primitive design. At the end of this phase, designers implement
the chosen field operators in the RTL (Register-Transfer Level)
model, and then, begin the bottom-up evaluation and validation
process.
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B. Bottom-up Verification and Validation Process

The inputs of the bottom-up evaluation process are the
final RTL model of the full architecture of the ECC-based
authentication protocol with the reference models of primitive
operators. In each bottom-up evaluation phase, there are two
steps: security evaluation and estimation of the cost of input.
There are 3 main evaluation phases as discussed below.

1) Field Operator Evaluation phase: The first evaluation
phase is Field Operator, as illustrated in Fig. 6. After imple-
menting the RTL model of field operators, by using the EDA
(Electronic Design Automation) synthesis tools, designers
verify their functionalities. In addition, both estimating the
implementation cost and collecting the real power traces of
field operators are also carried out on hardware platforms.
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2) Scalar Multiplication Evaluation Phase: After evaluat-
ing and validating the field operators, these sub-blocks are
assembled into the ECC system carrying out the scalar mul-
tiplication. The input of this evaluation phase is the hardware
implementation of the ECC system. At the beginning of the
Scalar Multiplication Evaluation Phase, as demonstrated in
Fig.7, the power traces of scalar multiplication are provided
to the post-silicon evaluation tool for SCA assessment with
the corresponding input data. If the evaluation is failed,
designers have to go back to re-select the algorithm of Scalar
Multiplication or countermeasures for ECC.

After the successful SCA evaluation of hardware, designers
also measure the implementation costs of the ECC primitives.
If the implemented ECC primitive is overpriced compared to
the reference model, designers go back to the beginning and
choose another architecture and algorithm for the Scalar Mul-
tiplication block. Conversely, they update the new optimized
ECC primitives on the database and embed the ECC primitive
to the chosen authentication protocol before continuing to
implement the final design of the ECC-based authentication
protocol.

III. EXAMPLE OF MEET-IN-THE-MIDDLE DESIGN
PROCESS

In this section, an example of our proposed Secure-by-
Design Methodology is presented. Specifically, the process of
selecting a design for an ECC-based authentication protocol
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implementation with design constraints and security require-
ments is described. The final design specification satisfies all
the design constraints and security requirements of the passive
RFID tag, which uses ASIC as an implementation platform.

The assumption constraints of the ECC-based authentication
protocol are listed below:

• Implementation costs:
– Maximum duration of one tag-server authentication:

Tauth = 20 ms
– Maximum available power: Pmax = 240 µW
– Implementation area: as low as possible

• Security properties:
– Secure against Simple SCA and Differential SCA.

The maximum timing of communication refers to the standard
ISO/IEC-14443, meanwhile, the maximum power consump-
tion is the peak harvesting at −3dBm incident power by
rectifier antenna, according to the proposal in [13].

A. Authentication Phase

We follow the analysis of Gabsi [14] and choose Zhao’s
protocol [15]. Gabsi showed that this protocol is secure against
the Differential SCA. In Zhao’s protocol, the tag performs five
scalar multiplications. Thus, the maximum duration for one
scalar multiplication is 4ms (= 20ms/5). Regarding the secu-
rity requirements, since the protocol is already secure against
differential SCA, the scalar multiplication implementation will
only have to be secure against Simple SCA.

B. Scalar Multiplication Phase

After determining the target specifications of scalar multi-
plication, we start the Scalar Multiplication phase, as declared
in Fig. 3.

1) Select field: Wenger et al. [20] recommended choosing
the Binary Field GF (2m). In the hardware implementation,
Wenger showed that this field requires less than Prime Field
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TABLE I
IMPLEMENTATION COST OF DIFFERENT BINARY ELLIPTIC CURVES IN

PROJECTIVE COORDINATE.

Curve Coordinate
System

Cost of Point
Multiplication Complete

Binary Generic
Curve [16] Mixed 6M + 4S ×

Binary Edward
Curve [17] Mixed 6M + 4S

Binary Edward
Curve [18] Affine I + 11M + 4S

Binary Edward
Curve [18] Projective 16M + S

Generalized
Hessian Curve

[19]
Mixed 9D + 4S

* I,M, S denote the field inverter, multiplier, and square, respectively.

GF (p) in the context of implementation cost. In addition, we
follow standard FIPS 186-4 and choose the 163-bit length of
the key for the passive RFID tag.

2) Select algorithm: During this step, we continue to select
the configuration of the curve and the algorithm of scalar
multiplication. Firstly, there are several curves that can be
implemented in the GF (2m). Table I lists different curves
in GF (2m). Based on Table I, we chose the Binary Edward
Curve in the mixed coordinate to implement the point multi-
plication. This curve has a completeness property that makes
it robust against the Simple SCA and also Differential Side-
Channel Attacks [21]. In addition, this curve requires 6M+4S
less than other choices.

TABLE II
EXAMPLE OF THE INITIALIZATION PHASE: FIELD OPERATORS.

Montgomery
multiplier

Montgomery
square

Area (kGates) 3.3 0.6
Power (µW ) 63 51
Latency (µs) 8.5 8.5

3) Choosing the reference field operators: Before evalu-
ating and estimating the implementation cost of the scalar
multiplication block, we choose the reference field operators.
As the analysis above, our design only needs field multipliers
and field squares. Therefore, we take the implementation cost
of these operators which is presented by Deschamps et al.
[22]. The synthesis results that we obtained with the ASIC
technology NangateOpencore 45 nm with the maximum clock
frequency of 20MHz are shown in Table II.

4) Select architecture: In this section, we only consider 3
different architectures with different levels of parallelism of the
multipliers and the squares. Arch. a) comprises 3 sub-blocks
of field multiplier and 2 sub-blocks of field square. Arch. b)
and c) includes 2 and 1 sub-blocks of field multiplier and field
square, respectively.

5) Implementation cost estimation: In this step, the im-
plementation costs of the three previous architectures are

computed via Equations 1-3. The results of parallel computing
in field multiplier and field square are given in Table III.

TABLE III
IMPLEMENTATION COST ESTIMATION FOR SCALAR MULTIPLICATION

USING PARALLEL COMPUTING.

Archi. Area (kGates) Power (µW ) Latency (ms)

Arch. a) 11.1 291 2.7
Arch. b) 7.8 228 4.13
Arch. c) 3.9 114 8.07

In Table III, we choose Arch.b) for implementing the scalar
multiplication as it satisfies the maximum available power and
requires an acceptable area. Although its latency is much close
to our expectation (4ms), it will be improved by optimizing
the field operators. The specification of the maximum duration
for optimizing field operators in the next phase is determined
by Eq. 6.

4

2× 163
≈ 8.18(µs) (6)

6) Power traces Estimation: Because using 163-bit of key
length, there are 163 loop iterations in one scalar multiplica-
tion. In each loop, based on the chosen architecture, 2 sub-
blocks of field multiplier and 2 sub-blocks of field square are
parallel computing. Therefore, based on Eq. 4, the total power
traces of scalar multiplication is the accumulation of power
traces of sub-blocks.

In the third step, we also estimate the power trace of each
field operator by the power estimator tool in 8.5(µs), which
is the duration of an operation. Power traces of 1st and 2nd

field multiplier sub-blocks are indicated as the orange dot line
and green dash line in Fig. 8. Red dot-dash and purple lines
in Fig. 8 illustrate the power traces of 1st and 2nd field square
sub-blocks. The total power trace is described as the blue line
in Fig. 8. This trace is assessed by the high-level pre-silicon
SCA tools.

At the end of this design phase, by performing 6 steps
of choosing, evaluating, and validating, we find the target
configuration of scalar multiplication as below:

- Field: Binary field GF (2163)
- Curve: Binary Edward Curve in Mixed Coordinate
- Architecture: Using 2 sub-blocks of field multiplier and

2 sub-blocks of field square
- Parallel computing in field multiplier and field square

Besides, we also determine the specification of the field oper-
ators. They need to optimize to achieve 8.18 (µs) of latency.
Furthermore, in this step, we also estimate the power trace
of the system for assessment by pre-silicon SCA evaluation
tools.

IV. CONCLUSION AND FUTURE WORK

In this paper, we present a part of the Secure-by-Design
methodology using the Meet-in-the-Middle approach that en-
ables the designer to obtain an ECC primitive block that
balances the security level and the implementation costs.
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Furthermore, our proposed estimation method enables an ap-
proximation of the implementation costs and also the security
level of the ECC primitive block based on the knowledge of
previous field operator primitives in the literature. In the future,
we will include the selection and evaluation of the authenti-
cation protocols in the Secure-by-Design Methodology.
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