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Foreword

The Third International Conference on Advances in Information Mining and
Management (IMMM 2013), held between November 17-22, 2013 in Lisbon, Portugal, continued a
series of academic and industrial events focusing on advances in all aspects related to information
mining, management, and use.

The amount of information and its complexity makes it difficult for our society to take
advantage of the distributed knowledge value. Knowledge, text, speech, picture, data, opinion, and
other forms of information representation, as well as the large spectrum of different potential sources
(sensors, bio, geographic, health, etc.), led to the development of special mining techniques,
mechanisms support, applications and enabling tools. However, the variety of information semantics,
the dynamic of information update and the rapid change in user needs are challenging aspects when
gathering and analyzing information.

We take here the opportunity to warmly thank all the members of the IMMM 2013 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to IMMM 2013. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the IMMM 2013 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that IMMM 2013 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of information
mining and management.

We are convinced that the participants found the event useful and communications very open.
We hope that Lisbon, Portugal, provided a pleasant environment during the conference and everyone
saved some time to enjoy the charm of the city.
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Abstract—In this paper, we describe a method for analyzing a
collection of patents in order to help prior art candidate search in
an interactive and graphical way. The method relies on the use of
two data mining methods: hierarchical agglomerative clustering
and principal component analysis, which are applied successively.
The correlation between the application patent and the other
patents is a good indicator to help decide the classes of patents
to look at.

Index Terms—Information retrieval, Patent retrieval, Prior art
retrieval, Visualization, Information mining.

I. INTRODUCTION

Patents correspond to one type of intellectual property right
that plays an important role in innovation and in the economy.
Patent retrieval is crucial considering the amount of existing
information and economic issues associated with patents.
The number of patents available make mandatory to have
effective and efficient ways of searching and browsing them.
For example, Thomson Scientific provides the Derwent World
Patents Index R© , which ”contains over 21.85 million patent
families covering more than 45.2 million patent documents,
with coverage from over 47 worldwide patent authorities” [1].
Additionally, when applying for a new patent, prior art should
be verified both by the applicant, to fill in the application,
and by the certifier to analyze the application. 1.98 million
applications were filed in worldwide in 2011 according to
the World Intellectual Property Organization (WIPO) [2].
Verifying prior art is thus crucial and has been investigated
in the relevant literature. International evaluation forums also
define tasks to evaluate prior art search.

The Conference and Labs of the Evaluation Forum Initia-
tive (CLEF), formerly known as Cross-Language Evaluation
Forum, launched the Intellectual Property track (CLEF-IP) in
2009 to investigate Information Retrieval (IR) techniques for
patent retrieval. In 2011, CLEF-IP specifically focuses on prior
art candidate search. The Text REtrieval Conference Chemical
Track 2011 (TREC-CHEM 2011) also considers prior art
candidate search [3]. Prior art search is not the only task
evaluation forums investigates, there are many information
retrieval and analysis tasks and other challenges related to
patents [4], [5]. However, in this paper, we will focus on this
task.

Prior art candidate search aims at querying and retrieving
the patents in order to discover any knowledge existing prior to

the analyzed patent application [6]. The underlying objective
that is pursued is to find patents, which can invalidate a given
patent application. Most of the approaches to this task use
standard information retrieval (IR) processes [7], [8].

Results are evaluated using standard IR measures that con-
sider the rate of relevant documents that have been retrieved
and the rate of retrieved documents that are relevant. A relevant
document in the case of prior art candidate search is a patent
that is evaluated as potentially invalidating the current patent
application. More specifically, evaluation measures such as
Mean Average Precision (MAP), recall, precision, recall at 100
(when 100 retrieved documents are considered) and precision
at 100 have been used.

In this paper, we make post evaluation analysis. More
specifically, this study aims at analyzing patents knowing the
relevance judgments. We show that considering patent title
and patent abstract is complementary. We also show that it
is possible to iteratively reduce the number of patents to be
analyzed while keeping a high level of recall. Patent analysis is
done using clustering and factorial analysis methods. The anal-
ysis results in a graphical visualization the user can interact
with. The rest of this paper is organized as follows. Section II
presents related works regarding prior art search, and browsing
and clustering document collections. Section III describes the
way patents are indexed and the resulting representations to be
analyzed. Section IV presents the methodology of analysis and
Section V the results of the patent analysis. Finally, Section VI
discusses the results and concludes this paper.

II. RELATED WORK

A. Prior art candidate search

Prior art candidate search has been studied in CLEF-IP
as finding ”patent documents that are likely to constitute
prior art to a given patent application” [9]. Figures 1 and 2
show an application patent, and a previous patent potentially
invalidating the application.
The results obtained in the evaluation campaign show that the
task is quite hard. For example, the best run in 2010 obtained
a MAP of about 0.26 [7].

Mainly, standard IR methods have been used in the literature
to solve this task. Madgy et al. [10] have used standard
information retrieval techniques (stop word removal, stemming

1Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-311-7
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<p a t e n t−document u c i d =”EP−1236420−A1” l a n g =”FR”>
<b i b l i o g r a p h i c−da ta>

<t e c h n i c a l−d a t a s t a t u s =”new”>
<i n v e n t i o n− t i t l e l a n g =”DE”>B r s t e zum A u f t r a g e n e i n e s

P r o d u k t e s a u f k e r a t i n i s c h e F a s e r n
</ i n v e n t i o n−t i t l e >
<i n v e n t i o n− t i t l e l a n g =”EN”>Brush f o r a p p l y i n g a

p r o d u c t on k e r a t i n o u s f i b r e s </ i n v e n t i o n−t i t l e >
<i n v e n t i o n− t i t l e l a n g =”FR”>Br os se pour l ’ a p p l i c a t i o n

d ’ un p r o d u i t s u r l e s f i b r e s k r a t i n i q u e s
</ i n v e n t i o n−t i t l e >

</ t e c h n i c a l−da ta>
</ b i b l i o g r a p h i c−da ta>
<a b s t r a c t l a n g =”EN”>

<p>The a p p l i c a t o r c o m p r i s e s a rod wi th a b r u s h a t one
end . The p o r t i o n o f t h e rod a d j a c e n t t o t h e b r u s h
has an a x i s (Y) and t h e b r u s h c o m p r i s e s a c o r e ( 1 1 )

from a p o r t i o n o f which b r i s t l e s e x t e n d . The c o r e
i s c u r ve d ove r a p a r t o f i t s l e n g t h and t h e a n g l e
between t h e rod a x i s and t h e c o r e a x i s i s l e s s t h a n

90o and t h e b r u s h f r e e end i s n o t a l i g n e d wi th t h e
rod a x i s .</p>

</ a b s t r a c t >
<a b s t r a c t l a n g =”FR”>

<p>La p r s e n t e i n v e n t i o n c o n c e r n e un d i s p o s i t i f pour l ’
a p p l i c a t i o n d ’ un p r o d u i t s u r l e s f i b r e s k r a t i n i q u e s
, notamment pour l ’ a p p l i c a t i o n de mascara s u r l e s
c i l s , c o m p o r t a n t une t i g e munie une e x t r m i t d ’ une
b r o s s e , l a p o r t i o n de l a t i g e a d j a c e n t e l a b r o s s e
a y a n t un axe (Y) .</p>

</ a b s t r a c t >
<a b s t r a c t l a n g =”FR” > . . . < / a b s t r a c t >
<d e s c r i p t i o n l a n g =”FR” > . . . < / d e s c r i p t i o n>
<c l a ims > . . . < / c l a ims>

</ p a t e n t−document>

Fig. 1. Patent application

using Porters stemmer) and obtained a Mean Average Preci-
sion of 0.1216, a recall at 100 of 0.3036 and precision at 100 of
about 0.228. They used the Indri system that ranks the results
using a language model and inferred networks. Becks et al.
[11] used the Okapi system and BM25 weighting. Most of the
other participants also used either the Lemur/Indri system or
the Apache/Lucene system. However, these approaches do not
allow browsing and interactive visualization.

B. Browsing and clustering document sets

One frequently cited work regarding document browsing is
Scatter/Gather [12]. The principle developed in this approach
is an interactive refinement of the target document set. From
an initial clustering of a document collection in k-clustering,
the users select the clusters they are interested in; then, the
system re-clusters this subset of documents, and so on.

Many works have investigated search result clustering either
to re-rank results initially retrieved by a search engine or to
group the results and provide users with clusters of documents
they can choose [13].

Classification in the context of patents is generally con-
cerned with classifying patents using the International Patent
Classication (IPC) codes or other classification schema. How-
ever, some interesting work has been conducted in this context
for patent mapping. Kim et al. [14] for example cluster patent
document contents using k-means. From the clustering results,
they extract a semantic network that helps having an overview
of the patent subset. Sharma [15] uses k-means clustering
algorithms in order to structure a patent sub-collection. Jun et
al. [16] uses patent clustering in order to predict technology

<p a t e n t−document u c i d =”EP−0792603−A1” l a n g =”FR”>
<b i b l i o g r a p h i c−da ta>

<t e c h n i c a l−d a t a s t a t u s =”new”>
<i n v e n t i o n− t i t l e l a n g =”DE”>B r s t e zum Anbr ingen von

Kosmet ika und i n s b e s o n d e r e Mascara </ i n v e n t i o n−
t i t l e >

<i n v e n t i o n− t i t l e l a n g =”EN”>Brush f o r a p p l y i n g
c o s m e t i c s and i n p a r t i c u l a r mascara </ i n v e n t i o n−
t i t l e >

<i n v e n t i o n− t i t l e l a n g =”FR”>Br os se p r o g r e s s i v e pour
a p p l i q u e r un p r o d u i t cosmt ique , notamment du
mascara </ i n v e n t i o n−t i t l e >

</ t e c h n i c a l−da ta>
</ b i b l i o g r a p h i c−da ta>
<a b s t r a c t l a n g =”EN”><p>The a p p l i c a t o r b r u s h c o n s i s t s o f a

c y l i n d e r o f b r i s t l e s r a d i a t i n g from a c o r e i n t h e
form of a t w i s t e d m e t a l w i r e s p i r a l , and has a t l e a s t

one concave cu rv e d r e c e s s ( 1 0 7 ) i n t h e c y l i n d r i c a l
s u r f a c e . The r e c e s s i s ova l , c i r c u l a r o r e l l i p t i c a l
i n shape , o r i t can be made from two s e c t i o n s o f a
c i r c l e which i n t e r s e c t . I t i s l o c a t e d i n a zone ( 1 0 9 )

o f t h e b r i s t l e c y l i n d e r which i s l e s s dense t h a n t h e
two ends ( 1 1 2 , 1 1 3 ) . The ends o f t h e c y l i n d e r have

a l t e r n a t i n g long and s h o r t b r i s t l e s . The a p p l i c a t o r
b r u s h can be a t t a c h e d t o t h e i n s i d e o f a cap which
s c r ew s on to t h e neck of a c o s m e t i c p r o d u c t c o n t a i n e r
.</p>

</ a b s t r a c t >
<d e s c r i p t i o n l a n g =”FR” > . . . < / d e s c r i p t i o n>
<c l a ims > . . . < / c l a ims>

</ p a t e n t−document>

Fig. 2. Prior art candidate to invalidate patent in Figure 1

trends. Djean and Mothe [17] also presents various visual
clustering methods and applications.

Our work also uses document clustering and interactive
refinement of clusters. More specifically, we cluster patents
according to their content, which is automatically extracted.
In addition, our work studies the effects of the clustering
parameters on the results.

III. PATENT REPRESENTATION FOR TEXT ANALYSIS

Since the collection is composed of more than three million
patents, we decided to first select a sub-part of these patents,
the ones that are more likely to be prior art candidates for
each topic. To select this subset of patents, we use a standard
information retrieval process. Then, we built a representation
that fits the type of analysis we intend to investigate. We
generate a patent representation that keeps both the section
part from which each term occurs and the language in which
it is used. The collection and these two steps are described in
this section.

A. Collection

The collection we used is the one used in CLEF-IP forum
2011 [18]. It consists of more than three million patent
documents from European Patent Office sources with contents
in French, German and English. Several documents can be
related to the same patent and correspond to versions (e.g.
application phase and granted patent). The documents contain
bibliographic data, a title, an abstract, a description, and
claims. The patent title is provided in three languages (English,
German and French). For some of the patents, the abstract is
also provided in the three languages, for others in one of the
languages only. The description and claims are in one language
only.
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Topics correspond to patents and thus have the same struc-
ture. In this study, we used the 1000 official topics, to which
are associated the patents relevant to the task. Relevance
judgements are produced automatically, using patent citations
from seed patents.

B. First patent selection

To make a first targeted sub-collection for each topic, we
used the Terrier system [19]. We built an index considering
the English titles and English abstracts. We used a stop-word
list and Porter’s stemmer and the default Terrier parameters.
Then, from a topic, we query the index and retrieve, at most,
the 1000 first patents. Those patents are then indexed more
precisely.

C. Patent indexing and representation

Since patents are multilingual, or to be more precise, a
language is associated to each patent’s parts, we built three
indexes, one per language for the patents from the targeted
subset (in reality we build those indexes for the entire corpus
once). In the English index, we consider the English patent
parts only; in the German index, we consider the German parts
only, and so on. This solution allowed us to use appropriate
stop-word list and stemmer.

Each indexing term was associated with the patent part it
comes from, the associated language and its frequency and
becomes a variable that represents the patent (in the statistical
sense). For example, the word ”test”, found in the abstract in
English, will be counted in the variable named A EN test and
its frequency will be kept. If it occurs in the French title too,
a second variable will be defined named T FR test.

The indexing result can be defined as a matrix in which
lines correspond to patents (individuals) observed according
to the variables (indexing terms as defined previously) which
are the columns of the matrix. The values inside the matrix
are the term frequencies in the various parts and languages.
This representation allows us to easily fuse lines or columns.
Fusing lines is mandatory to fuse the various patent versions
into a single one (in that case we use the mean of the frequency
in each version to calculate the new term frequency). Fusing
columns is useful when one wants to calculate the frequency
of a term, independently to which patent parts it occurs.

IV. ANALYSING PRIOR ART

Prior art candidate search aims at finding patents related to
the topic. It can be considered as a search problem or as a
clustering problem. In this study, we chose the latter solution.
In addition, the representation we chose is highly dimensional.
Factorial analysis is a class of methods that aims at reducing
the dimension of data whilst keeping its structure. We use
Principal Component Analysis (PCA) in this study.

A. Analysing method

1) Clustering method: We chose to consider the ascending
agglomerative hierarchical clustering (AHC) to group similar
patents. Indeed, the target number of clusters is unknown.

Unlike k-means or other methods, AHC does not require
specifying the desired number of clusters. Rather, the number
of clusters is chosen by looking at the graph on the decay of
the node heights.

The AHC requires choosing the aggregation measure and
the dissimilarity measure to use. The best aggregation measure
is the Ward measure as this method makes homogeneous
clusters. We use this method. With regard to the dissimilarity
measure, we could use the Euclidean distance (which is
the most commonly used) or other distances such as the
Minkowski distance (for which the power parameter p as to
be chosen) or the Manhattan distance, which are the most
popular. The Manhattan distance corresponds to the norm
1, this distance will select too many patents and not the
most correlated. We compared the Euclidean distance and
the Minkowski distance using p=1/2 and kept the latter (the
detailed results are not presented in this paper).

2) Dimension reduction: PCA is a very popular method in
multidimensional statistical analysis. It makes it possible to
produce graphical representations of the rows or the columns
of the considered matrix, and does so in a reduced dimension
space. The method is defined so that the dispersion obtained
in this reduced dimension space is the largest (Jolliffe, 2002
[20]; Mardia et al., 1979 [21]). The aim of PCA is to replace
a p-dimensional observation by a q linear combination of the
variables, where q (the dimension of the reduced space) is
much smaller than p. The linear combination defined by PCA
are the eigenvectors related to the first q greatest eigenvalues.

B. Methodology

We promote a way to browse the sub-collection of patents
in order to better detect prior art candidate, which is based on
clustering and PCA. The method we suggest is iterative, as
shown in Figure 3. First, we used a PCA in order to plot
the patents and look for groups and dispersion of patents.
Then, we cluster the patents in order to refine the target set
of patents: the cluster containing the topic is selected. Finally,
we consider the correlations between the query and the patents
belonging to the cluster selected at the previous stage in order
to evaluate the number of relevant patents this method selects.
This methodology is applied first to patents represented by
titles and abstracts, then to titles only and finally to abstracts
only.

V. RESULTS

The results we present in this section are based on the topic
EP-1236420-A1 from the corpus. The experiments have been
conduced on a single query topic, which is not corresponding
to the CLEF-IP task. The results we are presenting here
should be considered as preliminary results.

When considering the EP-1236420-A1 topic, there are
11 relevant patents associated to this topic identified as
follows: EP0663161, EP0728427, EP0792603, EP0808587,
EP0811336, EP0811337, EP0832580, EP0842620,
EP0895734, EP1020136, EP1177745. In order to simplify
the writing, we will refer to the these patents by using the
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Fig. 3. Process description

Fig. 4. Patent factor map (PCA) based on titles and abstracts using the two
first dimensions

names A, B, C, D, E, F, G, H, I, J, and K respectively. The
most invalidating patents are C, D, G and H.

A. English words from titles and abstracts

Figure 4 shows the representation of the patents after the
first PCA. The relevant documents and the query are repre-
sented in blue, and the query is represented by the number 731.
We can see three groups of patents: one in the top-left, one in
the top-right and the other in the center. The query is between
these three groups; from this visualization, it is difficult to
know which group it belongs to. This can be explained by the
fact that all these patents belong to the sub-collection related
to the query 731. Moreover, we cannot identify the number of
patents because the number of individuals is very large. But
we can observe a ”blue” group which means that the relevant
documents are close to the query. However, this graph is not
very relevant to our analysis.

We will now focus on the results of the clustering which

Fig. 5. Number of clusters (AHC)

Fig. 6. Patent factor map (PCA) based on titles and abstracts on a reduce
patent set

is an AHC as depicted in Section IV-A1. Figure 5 shows the
graph of heights according to the number of clusters.

At this stage, we would like to obtain a sufficient number of
patents in each cluster, in order to find the maximum of prior
art candidates. According to Figure 2, a relevant pruning is 5
as the number of clusters. When analyzing the patent clusters,
the query is in a cluster formed by 276 patents. Among these
patents, we found the relevant patents labelled A, C, D, G, H,
I, J and K, which means 8 out of 11.

We apply PCA on the topic cluster. Figure 6 shows the
representation of the 276 patents after PCA. The query and the
relevant patents are in blue; we can see one group in the center.
Patents from this cluster are much related to the query. We
looked to the correlations between the query and the patents
belonging to the query cluster. The results are presented in
the Table I. The threshold should be chosen according to
the number of prior art candidates we would like to have.
We can see, for example, that 0.25 is a good compromise to
have a sufficient number of prior art candidates (the four most
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TABLE I
RETRIEVED PATENTS ACCORDING TO QUERY-PATENT CORRELATION –

TITLES AND ABSTRACTS

Threshold Number of patents Relevant patents
0 101 A, B,G, H, I,K

0.2 42 A,G, H, I, K
0.25 39 A,G, H, I, K
0.3 31 A,G, H, I, K
0.4 19 A,G, I, K
0.5 12 I,K
0.6 7 K
0.7 3

Fig. 7. Patent factor map (PCA) based on titles only using the two first
dimensions

invalidating patents C, D, G and H are in the cluster).

B. English words from titles only

In this section, we consider the English words from the
title only and reproduce the same analysis: first PCA, then a
clustering on the patents and finally looking at the correlations
between the query and the patents belonging to that cluster.
In Figure 7, three distinct groups of patents can be observed,
as well as three isolated patents. Following the method we
promote, we apply clustering using AHC. The best pruning is
obtained when considering 4 clusters.

The topic cluster is composed of 101 patents; it contains
the relevant patents: A, B, G, H, I, K. There are 6 relevant
patents out of 11. Figure 5 represents the patents after PCA
was applied to the topic cluster. We can see a group of patents
very close to the topic, for example the patents 359, 182, 108,
253.

Finally, we looked to the correlations between the query
and the patents belonging to the query cluster. The results are
presented in the Table II.

C. English words from abstracts only

The analysis is the same as previously, except that it is
applied to patent abstracts only. The PCA on the sub-collection
is presented in Figure 8.

We can see three groups of patents, as it was the case when
considering the English words from titles and abstracts: one

TABLE II
RETRIEVED PATENTS ACCORDING TO QUERY-PATENT CORRELATION –

TITLES ONLY

Threshold Number of patents Relevant patents
0 276 A, C, D, G, H, I, J, K

0.2 144 A, C, D, G, H, I, J
0.25 79 A, C, D, G, H, J
0.3 36 A, H, J
0.4 5 J
0.5 1

Fig. 8. Patent factor map (PCA) based on abstracts only using the two first
dimensions

Fig. 9. Patent factor map (PCA) based on abstracts only on a reduce patent
set

in the top-left, one in the top-right and the other in the center.
The query is always between these three groups so from

this visualization, it is not possible to know which group it
belongs to, but we still have a ”blue” group, this means that
the relevant patents are highly correlated to the query.

When applying AHC, the best pruning is obtained when
considering 4 clusters. The topic is in a cluster formed by 348
patents and containing the relevant patents B, E, F.

We apply a PCA on this cluster, and represent the individ-
uals in Figure 9.
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TABLE III
RETRIEVED PATENTS ACCORDING TO QUERY-PATENT CORRELATION

ABSTRACTS ONLY

Threshold Number of patents Relevant patents
0 348 B, E, F

0.2 208 B, E, F
0.25 115 B, E, F
0.3 58 B, E, F
0.4 10 B, E, F
0.5 1

TABLE IV
RETRIEVED PATENTS ACCORDING TO QUERY-PATENT CORRELATION

THRESHOLD 0.25

Number of patents Relevant patents
Titles & Abstracts 39 A, G, H, I, K

Titles only 79 A, C, D, G, H, J
Abstracts only 115 B, E, F

The query is in the center of the group. Some patents around
the group are not relevant to the query. We have lost much
more relevant patents using the abstract only for clustering
than when using the titles only.

When looking at the correlations between the query and the
patents belonging to the query cluster we found the results
presented in Table III.

VI. DISCUSSION AND CONCLUSION

The results we obtained when either considering titles
and abstracts or titles or abstracts only are interesting in
various ways. If we consider one particular threshold for the
correlation between patents and the topic patent, patents that
are obtained in the topic cluster are noticeably quite different
depending on the patent part that is analyzed. Table IV presents
the results for a correlation threshold of 0.25. One can see
that the results obtained using title only and abstract only are
disjointed. Moreover, the 4 most invalidating patents (in bold
in Table IV) are retrieved and, in the case of this topic, title
only is enough to find out them.

These results have been obtained using a single query
patent. The process we use is iterative and interactive ; for
this reason it could be difficult to compare to other methods.
However, we could compare the mean average precision (or
other performance measure) we obtain using our method with
the values obtained by the CLEF-IP participants. That will be
done in future work.

In this paper, we have shown that analysis methods can be
used in an interactive way to visualize patents. This method
can be used to browse a patent collection when searching for
prior art candidate in an original way. As future work, we
will study multilingual aspects. We think that clustering and
factorial analysis could help in grouping together patents that
are preliminary written in different languages thanks to the
shared terms in the titles and abstracts.
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Abstract—User profiling has created opportunities for service
providers to make available a channel for user awareness
as well as to achieve high user satisfaction. Apart from
traditional collaborative and content-based methods, a number
of classification and clustering algorithms have been used for
user profiling. In our previous work, a weighted classification
method, namely Weighted Instance Based Learner (WIBL),
was proposed and evaluated for user profiling. In this paper,
we aim to compare the performance of a WIBL algorithm with
well known clustering algorithms for user profiling. Simulations
showed that a WIBL is capable of outperforming the clustering
algorithms.

Keywords-User Profiling; Weighted Instance Based Learner
(WIBL); Clustering Algorithms.

I. INTRODUCTION

Personalization of services, is an opportunity to help
improve the quality of service. The success of these services
relies on how well the service provider knows the user
requirements and how well this can be satisfied. The user
profile is the representation of the user and holds information
about the user such as personal profile data (demographic
profile data), interest profile data and preference profile data.
These profiles are the outcome of the user profiling. In
user profiling applications a major challenge is to build
and handle user profiles. In the literature, two fundamental
user profiling methods have been proposed for this purpose.
These are the collaborative and the content-based methods.
It is also possible to use a hybrid of these two methods
[1]-[3].

The collaborative method has been built on the assumption
that similar users, with respect to the age, sex, and social
class, behave similarly, and therefore have similar profiles
[1][4]. The content-based method, on the other hand, has
been built on the concept of content similarity and assumes
that users behave similarly under the same circumstances
[1][4]. Apart from the traditional profiling methods, well
known data mining and machine learning algorithms have
found applications within the user profiling process in per-
sonalization [5]-[7]. This paper is the first in the literature
to compare the performance of Weighted Instance Based

Learner (WIBL) [8], with selected algorithms for user pro-
filing.

The paper is organized as follows: Section II, provides
related works for this study. Section III, provides informa-
tion about the algorithms, while Section IV, presents the
simulation results. Finally, Section V, concludes this paper.

II. RELATED WORKS

Various research works have been carried out with user
profiling methods [9]-[13]. For example, the moreTourism,
mobile recommendations for tourism [9], uses a hybrid
method. The proposed recommended system takes into ac-
count the tags, provided by the users, to provide tourist
information profiled for users with similar likes depending
on the user profile (user tag cloud), location in time and
space, and the nearby context (e.g., nearby historical places
and museums). In [10], Fernandez et al. proposed a tourism
recommendation system that offers tourist packages (i.e.,
include tourist attractions and activities), that best matches
with the user’s social network profiles. Different from
[9], the proposed hybrid system provides recommendations
based on both the user’s viewing histories (in this instance,
Digital Television (DTV) viewing histories received from the
user’s set-top boxes via a 2.5/3G communication network)
and the preferences in the social network (i.e., preferences
of the user’s friends). In [11], collaborative filtering was
employed together with techniques from the Multi Criteria
Decision Analysis (MCDA) for item recommendation. In
this system, the MCDA was used to find the similar users
while collaborative filtering was used to recommend items.
In another work, a hybrid TV program recommendation
system, gueveo.tv [12], has been proposed. According to
Martinez et al. [12], the proposed system works well because
both methods complement each other in a way, that the
content-based method recommends usual programs while
collaborative method provides the discovery of new shows.

The significance of user profiles for various personaliza-
tion applications has triggered the use of classification and
clustering algorithms in user profiling [5]-[7]. In [5], Irani
et al. focused on the social spam profiles in MySpace. In
their work, they compared well known machine learning
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algorithms (AdaBoost algorithm, C4.5 Decision Tree (DT),
Support Vector Machine (SVM), Neural Networks (NNs),
and Naive Bayesian(NB)) with respect to their abilities to
distinguish spam profiles from legitimate profiles. According
to the simulations carried out on over 1.9 million MySpace
profiles, the C4.5 DT algorithm achieved the highest ac-
curacy of 99.4% in finding the spam profiles, while NB
achieved 92.6% accuracy. Simulations were performed on
the Weikato Environment for Knowledge Analysis (WEKA)
platform where classifiers’ default settings were used with 10
fold-cross validation. Paireekreng and Wong [6] investigated
the use of clustering and classification of user profile at
the client-side mobile. Here, the authors focused on content
personalization to help mobile users retrieve information and
services efficiently. In their proposed two phase framework,
clustering was used to construct a user profile, while clas-
sification was classifying user profile based on the class in-
formation from clustering. In this work, K-means, TwoStep,
Anomaly and Kohenen clustering algorithms were compared
for clustering. Moreover, Locally Weighted Learning (LWL),
RepTree, Decision Table and SVMReg classifiers were com-
pared for classification. According to simulations, authors
state that, for this framework, K-means and RepTree were
the best options for classification and clustering respectively.

In our previous work [8], we have proposed a weighted
classification method, WIBL. In this paper, however, we
aim to compare the performance of WIBL with well known
clustering algorithms on user profile.

III. ALGORITHMS

A. Weighted Instance Based Learner (WIBL)

Instance Based Learner (IBL), is a comprehensive form
of the Nearest Neighbour (NN) algorithm which normalizes
the range of its attributes, processes instances incremen-
tally and has a simple policy for tolerating missing values
[14]. In contrast to IBL, the WIBL [8] assigns weights
to the attributes and considers the weighted distance of
the instances for classification. Here, relevant attributes
are aimed to have more influence on classification than
irrelevant attributes. In WIBL the function that calculates
the distance between test instance (new user) Xi and
the training instance (existing user) Yj is dist(Xi, Yj) =√∑A

k=1 wk,l(Cm) g(xi(k), yj(k)) , where wk,l(Cm) =

P (Cm|fk(l)) [8]. Here, l is equal to the value of the xi(k).
Therefore, the selection of which weight is to be used for a
particular attribute value is based on k and xi(k). Note that
g(xi(k), yj(k)) is evaluated as it is in IBL [8].

B. Clustering Algorithms

Clustering, also called unsupervised classification, is the
process of segmenting heterogeneous data objects into a
number of homogenous clusters [15]. Each cluster is a
collection of data objects that are similar to one another

and dissimilar to the data objects in other cluster/s [16]. A
successful clustering algorithm has clusters with high intra-
class similarity and low inter-class similarity [16] (see Figure
1 [17]).

Each clustering algorithm uses a different method to
cluster the information. In the literature, the most popular
clustering methods can be categorized into three subsections.
These are Hierarchical, Partitional and Density-Based Clus-
tering (DBC).

1) Hierarchical Clustering: Hierarchical clustering, is the
process to create a hierarchical decomposition (dendogram)
of the set of data objects [16]. The well known hierarchical
clustering algorithms are Single-Linkage, Complete Linkage
and Average-Linkage.

In Single-Linkage Clustering (SLC), the resulted distance
between two clusters is equal to the shortest distance from
any member of one cluster, to any member of the other
cluster [18]. Here, the shortest distance reflects the maximum
similarity between any two data objects in two different
clusters.

The Complete-Linkage Clustering (CLC), is the opposite
form of the single-linkage clustering since, in complete-
linkage, the link between two different clusters is expected to
be the maximum distance from any data object of one cluster
to any data object of the other cluster [18]. The maximum
distance reflects the minimum similarity between two data
objects in two different clusters.

The Average-Linkage Clustering (ALC), can be con-
sidered as a combination of single and complete-linkage
algorithms. The link between two clusters is equal to the
average greatest distance of all paired data objects of these
clusters.

2) Partitional Clustering: Partitional clustering is a non-
hierarchical clustering method. This method creates disjoint
clusters in one step, by decomposing the dataset. Therefore,
there is no relationship among the clusters [19].

K-means, is the most representative algorithm of par-
titional clustering [17]. In this algorithm, the number of
clusters, Q, is defined by the user. Then, randomly selected
Q data objects become the center (cluster centroid) of the
Q clusters. The rest of the data objects are assigned to the
closest clusters. The cluster center is represented by the
mean values of the data objects within the cluster. Therefore,
every time that the cluster centroid is being updated, a new
data object becomes a member of a cluster. This process is
repeated until no change can occur. Figure 2 [4], summarizes
the convergence of the K-means clustering algorithm.

3) Density-Based Clustering: Clusters have various sizes
and shapes. Clustering based on the similarity distance
between the data objects, results in only spherical shaped ob-
jects. To find clusters with complex shapes, requires a more
comprehensive method than partitional clustering methods.
DBC methods have been developed to find the clusters with
arbitrary shapes. Such methods use connectivity and density
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Figure 1. Intra and inter cluster similarity

 

Figure 2. Convergence of K-means partitional clustering: (a) first iteration;
(b) second iteration; (c) third iteration

functions to find arbitrary shape clusters [16]. In the data
space, these methods consider clusters as dense regions of
data objects which are separated by low density regions [20].

IV. SIMULATIONS

In this paper, we are comparing the accuracy performance
of SLC, CLC, ALC, and K-means clustering algorithms with
WIBL for user profiling. The following two sections provide
detailed information about the dataset for the simulations
and the results of these simulations.

A. Dataset

For the simulations, the dataset used was provided in
[21], named ‘Adult Data Set’. This dataset was created by
Becker via extracting information from the 1994 census
dataset and denoted to UCI (University of California, Irvine)
Machine Learning Repository [21] by Kohavi and Becker for
data mining applications. In this dataset, the demographic
information of 303894 users is listed. 2000 selected users
were adopted from this dataset. Some of the demographic
information has been discarded and new information has
been added to create a complete dataset of user profiles for
the simulations.

In this study, each user is represented with three sets
of profile information; demographic, interest and preference
data. These profiles include information such as Age, Annual
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Figure 3. Performance comparison of the algorithms

Table I
PERFORMANCE COMPARISON OF THE ALGORITHMS ON USER PROFILE

DATASET WHERE N=1000 AND M=1000

Algorithms Correctly Clustered Incorrectly Clustered
K-means 707(70.7%) 293(29.3%)

DBC 751(75.1%) 249(24.9%)
SLC 413(41.3%) 587(58.7%)
CLC 552(55.2%) 448(44.8%)
ALC 414(41.4%) 586(58.6%)

WIBL 756(75.6%) 244(24.4%)

Income, Sex, Sport Interest, Music Interest, Book Interest,
Marital Status, Employment, Education and Profession. Sim-
ulations were carried out with two sets of datasets, which
were training and test datasets. Both datasets have been
selected from the complete user profile dataset and both has
1000 instances and 15 (A=15) attributes respectively. It is
also worth mentioning that the content of both datasets are
different from the ones which were used in [8].

Clustering algorithms were tested on the WEKA machine
learning platform providing a benchmarking, consisting of
a collection of popular existing learning schemes that can
be used for practical data mining and machine learning
applications [22].

B. Simulation Results

This subsection discusses the simulation results of SLC,
CLC, ALC, K-means and WIBL, conducted on the above
defined user profile dataset. The simulation parameters were
set to be A = 15, Q = 5, N =1000 and M= 1000. Other
simulation parameters (i.e., distance algorithm (Euclidean
Distance)) were set as the default by WEKA, except the
‘number of iterations’ value for K-means, being taken as 7.
Here, dissimilar training and test datasets have been used
that includes information of different users. All algorithms
were evaluated on the same training dataset and tested on
the same test dataset, to obtain the classification/clustering
accuracy results.

Table 1 and Figure 3 show the results of each simulation.
From Figure 3, we can clearly see the performance compar-
ison of the algorithms. Here, it can be seen that the lowest
incorrectly clustered instance percentage, was archived by
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WIBL and DBC. On the other hand, highest incorrectly
clustered percentage is performed by the SLC and ALC
hierarchical clustering algorithms. From the table, it can be
seen that the best result is achieved by the WIBL algorithm,
with 756 correctly clustered instances out of 1000 instances.
The DBC follows the WIBL algorithm, with 751 correctly
and 249 incorrectly clustered instances. The third best result
is achieved by the K-means algorithm, with 707 correctly
clustered instances. From Table 1, it can also be observed
that the lowest performance was achieved by the SLC algo-
rithm. The SLC clustered 413 instances correctly. With 414
correctly clustered instances, the ALC performs the second
lowest result. Here, simulations revealed that the SLC and
ALC algorithms perform similar, with user profile dataset,
by clustering more than half of the instances incorrectly.
The CLC algorithm performs better than the SLC and ALC
algorithms by clustering 552 instances correctly.

In general, simulations showed that hierarchical clustering
algorithms do not perform very well with user profiles. On
the other hand, the DBC, with arbitrary clusters, gives one
of the best results with user profiles. Moreover, using feature
weighting to emphasize the relevancy of features during user
profiling, has resulted in the WIBL achieving the highest
performance among all the used algorithms.

V. CONCLUSION AND FUTURE WORKS

This paper aimed to evaluate the performance of the
Weighted Instance Based Learner (WIBL) together with
the well known clustering algorithms on a user profile
dataset. The simulations were conducted on user profile
dataset that reflects the user’s demographic, interest and
preferences information. Two sets of user profile dataset,
training and test datasets, were used for the simulations.
Here, all algorithms were trained on the same training
dataset and tested on the same test dataset. According
to the simulation results, Single-Linkage Clustering (SLC)
has the lowest performance. The best performance, on the
other hand, is achieved by the WIBL. The WIBL algorithm
outperformed all the algorithms by classifying 75.6% of the
instances correctly. Hence, it can be conclude that, compared
to the well known clustering algorithms, with WIBL we can
achieve the highest accuracy in user profiling.

This work is the first in the literature to present the
comparison of classification accuracy of the WIBL and
well known clustering algorithms with user profiles. Future
studies could compare the performance of WIBL with well
known classifiers. It would also be interesting to test and
evaluate the performance of these algorithms with different
real word user profile dataset.
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Abstract—Textual customer feedback data, e.g., received by
surveys or incoming customer email notifications, can be a rich
source of information with many applications in Customer Rela-
tionship Management (CRM). Nevertheless, to date this valuable
source of information is often neglected in practice, as service
managers would have to read manually through potentially
large amounts of feedback text documents to extract actionable
information. As in many cases, a purely manual approach is
not feasible, we propose an automatic visualization technique to
enable the geospatial-aware visual comparison of customer feed-
back. Our approach is based on integrating geospatial significance
calculations, textual sentiment analysis, and visual clustering and
aggregation based on Self-Organzing Maps in an interactive
analysis application. Showing significant location dependencies of
key concepts and sentiments expressed by the customer feedback,
our approach helps to deal with large unstructured customer
feedback data. We apply our technique to real-world customer
feedback data in a case-study, showing the capabilities of our
method by highlighting interesting findings.

Keywords—customer relationship management, review analysis,
self-organizing maps, sentiment analysis.

I. INTRODUCTION

Many companies with business in the world wide web
collect reviews and customer feedback of their products and
services. One common way of assessing customer satisfaction
are grading schemes (e.g., one to five stars) and free text
forms allowing more detailed customer comments. But aside
from showing the average rating or the distribution of ratings,
more sophisticated and consequently also more expressive
analyses are performed very rarely. This is surprising, as the
free text provided by customers is a valuable source of hints
with respect to customer needs and satisfaction levels, but a
manual inspection is often not feasible. Modern approaches
of text processing and visualization can help at this end,
by summarizing important themes and sentiments in large
amounts of text.

An effective analysis of textual customer feedback should
involve and examine different aspects of the text content. The
most obvious one is the frequency of statements or terms.
Simple statistics and visualization methods like word clouds
may help to get a first impression of most important keywords.
But simple statistics do not help to analyze, whether the
customers liked or disliked these points. The next important
aspect is the sentiment extracted from the context of the
addressed keywords occurring in the text. E.g., customers may
complain or praise products or services, and by using sentiment
analysis, we aim at capturing this notion. From a company’s

point of view, negative statements are in many cases more
important to analyze than the positive ones, to improve cus-
tomer satisfaction. But the computation of one single sentiment
score is not very expressive as customers might review more
than one aspect, and different customers may have different
opinions. Therefore, the challenge is to arrive at a fine-
grained analysis in this complex data. The sentiment analysis
should assign sentiment scores with respect to the attributes
of the product or service, instead of computing one value.
Customers, for instance, could like a certain bought product,
at the same time complain about a too complicated ordering
process. Yet another key aspect holding valuable information
in customer feedback data is the geospatial location. Customer
feedback can be geolocated by several ways, including having
the customer address in a corporate database, or by geo-
resolving the IP address an anonymous web feedback was
provided. From that we can derive the geospatial distribution
of customer feedback, which is important for two reasons.
First, for global companies, cultural differences may influence
the customers’ conception and country specific products or
services should be offered. Second, besides cultural differences
there is another aspect which may change customer’s needs.
The geographic location determines for instance the climate
and may also impose delivery obstacles resulting from the
geographic topology. In very dry areas, for example, it may
be reasonable to leave a parcel outside the customer’s housing,
but in rainy areas the customer may complain about a soaked
product. Concerning the topology, hard to reach customers
(e.g., islands or exclaves) may complain about long delivery
times, but there may be nothing the company could do about
it.

Our main motivation for this work was the following start-
ing hypothesis, to be explored on a real-world CRM data set:
“The geographic position of reviewing customers correlates to
their satisfaction levels and needs.” We wanted to see, whether
there are differences in customer preferences caused by the
geospatial location. The result of this analysis could help to
improve the customer satisfaction by detecting differences in
customer needs. Companies can therefore differentiate better
among their customers and can easily focus and channel their
efforts.

In this paper, we perform customer feedback analysis based
on sentiment maps. Sentiment maps are the result of preceding
opinion mining steps, where the occurrence of a term is drawn
on a geographic map. The color used hereby depicts the
sentiment and the sentiment map consequently shows not only
the geospatial distribution of the term but simultaneously also
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Fig. 1. Visualization of customer feedback data using sentiment analysis and self organizing maps. Term groups with different sentiment scores are visible and
additionally the geospatial distribution of the terms is displayed. The brightness of the background represents the coherence of the geographic distribution for
each SOM node.

the sentiment distribution. Following this approach leads to one
sentiment map for each term. Further details of this approach
can be found in the beginning of the analysis results section
of this paper. A result of our technique is depicted in Figure 1.

We present in this paper our methodology analyzing
customer feedback with respect to sentiment and geospatial
customer location. Our contributions are the combined text
and geospatial analysis of customer feedback data and the
visual representation allowing a comparative analysis. Fur-
thermore, we show that there are indeed frequent feedback
terms (concepts) with a high geospatial dependency. The paper
is structured as follows. First, we will give an overview to
existing and related work in section II, and then detail our
approach in section III. Findings from an application to a
real-world data set will be discussed in section IV. We will
conclude with an outlook to future work.

II. RELATED WORK

Our work relates to a number of areas, which we briefly
review in the next paragraphs.

Self-Organizing Maps for Visual Data Analysis. Many
problems in visual data analysis require the reduction of data
to perform meaningful analysis on a reduced version of data.
Clustering reduces the data to a smaller number of groups to
more easily analyze and compare; and dimensionality reduc-
tion reduces the number of dimensions of data items to con-
sider, and to project data to 2D displays. The Self-Organizing
Map (SOM) algorithm [1] is a well-known method, which
provides both data reduction and projection in an integrated
framework. As a neural-network type method it learns a set
of prototype vectors arranged on a regular grid, typically em-
bedded in 2D. The method typically provides robust results in
both data clustering and 2D layouting. Using regular 2D grids
as neural structures for the SOM training, visualization in form
of heatmaps, component planes, and distance distributions
comprise basic methods for visual exploration of data using
SOM processing [2]. SOM-based Visual Analysis to date has
considered different application domains, including financial
data analysis based on multivariate data models [3], analysis
of web clickstream data using Markov Chain models [4],

trajectory-oriented data [5], or time-oriented data [6]. Image
Sorter [7] proposed to visually analyze collections of images
by training a SOM over color features extracted from the
images. We here follow that idea, in that we analyze geospatial
heatmaps of sentiment scores using SOM of respective color
features as well.

SOM-Based Visual Analysis of Geospatial Data. Many
application problems involve georeferenced data items, and
visual analysis approaches have been identified as very helpful
also for geospatial data analysis processes [8]. Choropleth (or
thematic) maps are a basic, popular technique to show the
distribution of a scalar value over a land-covering map [9].
Also, SOM-based approaches have been studied in context
of geospatial data analysis, and proven useful to this end.
When considering georeferenced data with SOM, basically two
approaches exist. First, in the joint data model, one single
data representation is formed by combining spatial and other
multivariate data into a single vector representation which is
input to the SOM method. Examples include [10], where a joint
vector representation for both geolocation and demographic
data was formed for census data analysis. More methods can
be found in [11]. As a second approach, linked views integrate
visual data analysis of each data aspect (geolocation, time,
multivariate measures, etc.) in separate views combined by
linking and brushing. One example system is [12], where
a linked view system proposed the joint visual analysis of
geospatial and multivariate data. Also, in [13], we proposed to
jointly analyze geospatial and temporal phenomena by a linked
view. There, SOM clusters can be computed for either data
perspective, and the correspondence of clusters to the other
perspective is shown by an auxiliary view. In our approach
we do not consider geolocation data explicit for the SOM
generation, but implicitly by the spatial-sensitive color features
extracted from sentiment heatmaps generated from text data
(cf. also Section III for details).

Feature-based Text Visualization. Finally, we relate to a
body of work in visual document analysis. In general, feature-
based document analysis abstracts a document (or collection,
or stream) by a set of features which are more easy to visualize,
as compared to the content of the documents. Numerous
document features for different applications have been studied
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Fig. 2. Process pipeline to create self-organizing sentiment maps. The self-organizing sentiment map is determined by (1) extracting corresponding feature
vectors, (2) calculating the best matching unit, (3) aggregating similar images according to the SOM, and finally (4) mapping the coherence and the additional
information like the used terms to the images.

to date. For example, features scoring the readability of docu-
ments have been proposed in [14], and features applicable to
classify authorship of documents have been surveyed in [15].
Sentiment features rate the polarity (in terms of positiveness of
negativeness of statements) in a given text. In combination with
time-series analysis, sentiment features can be used, e.g., to
detect critical customer opinions in near real time, as possibly
arising from some feedback channel [16]. In [17], we applied
sentiment analysis to customer feedback data and analyzed it
by means of geospatial heatmaps generated for the sentiments.
While in [17], we considered only small sets of such heatmaps
which we sequentially inspected, the focus of our work here is
the comparative analysis of large numbers of sentiment maps,
based on the SOM method.

III. TECHNIQUE

Our approach enables the geospatial visual comparison
of customer feedback sentiments by using a Self-Organizing
overview display. Figure 2 shows the overall process that is
divided into four steps: (1) First, we extract a color feature
vector for each sentiment map. (2) Second, we train the SOM
and assign every sentiment map exactly one node. In step (3)
we aggregate all sentiment maps that are located on the same
map node. (4) Finally, we calculate the coherence and enhance
the aggregated sentiment map with the content terms from the
represented customer review texts. We next detail these steps.

Feature Vector Extraction. The feature vector we use as
input to the SOM computation consists of localized RGB color
values. We create a grid overlay for each sentiment map and
calculate the color mean value for each cell. The mean value is
determined by the color value of each single pixel contained in
the corresponding grid cell. The representative feature vector
for any sentiment map is created using the RGB color model.
All RGB mean values are forming the feature vector:

Picture1 = (R1,1 G1,1 B1,1 R1,2 G1,2 B1,2 R1,3 G1,3 B1,3 . . .)

Ri,j represents the value of R for picture i and cell j. This
format is used as feature vector representing one sentiment
map; each picture is assigned exactly one vector. Then, the
extracted feature vectors are used to train the SOM using the
SOMPAK implementation [18] (see also Figure 2 (1)).

Sentiment Map Classification. We apply a standard SOM
training process following best practices suggested in [18].
Based on the defined SOM grid resolution, the prototype
vectors are linearly initialized. Then, two learning phases are
applied. First, a coarse learning is performed with a larger
training radius, so that every considered node has a wide
impact factor. Then, a fine-tuning training step is performed
with a smaller training radius. Once the SOM-training has
finished, the best matching prototype vector on the SOM grid
(best matching unit, or bmu) is determined for each sentiment
map by finding the node with the minimal distance (1).

bmu(SM) =
M
min
k=1


√√√√ N∑

i=1

(v(SM).i− v(nodek).i)
2

 (1)

We iterate all sentiment maps and calculate the best matching
unit for each sentiment map SM . Then, we iterate all M
trained SOM nodes and calculate the minimal Euclidean
distance between the sentiment map and the trained SOM
node. Therefore, the feature vector of the sentiment map and
the vector of the SOM node are used. The corresponding vector
is determined via the function v() with size N . The control
variable i addresses every single vector entry. Finally, the
sentiment map is assigned to the SOM node with the minimal
distance (see also Figure 2 (2)). The grid size can be chosen
individually for each application.

Similarity-based Sentiment Map Aggregation. As the
outcome of the SOM and bmu mapping, multiple sentiment
images may share the same SOM node. Therefore, we need
to provide aggregation of such sets of maps. To find a repre-
sentative image for those sentiment maps different approaches
are possible. We here chose to apply visual aggregation and
merge all similar images into one. Therefore, every sentiment
map is assigned a transparency value, so that we are able
to create one image by lying one sentiment map upon each
other. The resulting image visualizes all aggregated sentiment
areas. By adding multiple pictures on top of each other, the last
added picture on top has the highest impact according to the
process of alpha composition in terms of occlusion [19]. For
that reason, we calculate the intersection of sentiment maps
on our own based on the color, shown in Figure 2 (3).

Coherence Mapping and Map Enhancement. The last
step of the pipeline is twofold: First, we map the background
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of the aggregated sentiment map to its coherence. Second,
we enhance the aggregated sentiment map with additional
information.

Aggregating multiple sentiment maps may result in an
image showing a constant distribution. But the single pictures
might be very diverse regarding the positions where the
identified sentiment was mapped to. In order to understand
the composition of those aggregated sentiment clusters it
is important to define a quality criterion: the coherence of
the sentiment maps. Thus, we make use of the background
and define a coherence measure. The coherence measure (2)
expresses how similar two sentiment maps are according to
its feature vector. The coherence is mapped to the color range
from black (high coherence) to white (very low coherence).

coherence(SMS) =

N∑
i=1

N∑
j=i

dist(SMSi, SMSj)

N · (N + 1)

2

(2)

The coherence is calculated for N sentiment maps (SMS)
addressing the same SOM node. Summarizing, we build the
average of all pictures including a distance function. We
then sum the distance value of each sentiment map to all
other sentiment maps. The distance function dist between two
sentiment maps is defined in equation (3).

dist(p, q) =

√
M∑
k=1

(v(p).k − v(q).k)2

|{i ∈ 1..M : ¬(v(p).i = v(q).i = 0)}|
(3)

The distance function requires two sentiment maps as parame-
ters with dimension M . The Euclidean distance is normalized
by the number of vector dimensions M excluding all dimen-
sions with zero values in both dimensions. The problem of a
possible low coherence raises with the algorithm of the SOM:
To calculate the similarity in the second step the Euclidean
distance combines sentiment maps that are very sparse, as the
exact locations do not matter.

Sentiment Keyword Visualization. Every sentiment map
corresponds to one term. As a consequence, if multiple senti-
ment maps are aggregated, the resulting image corresponds to
multiple terms. Hence, we combine the aggregated sentiment
maps with a simple but effective text representation: All terms
are drawn semi-transparent with a gray border on top of the
aggregated image. Also, the amount of sentiment maps that
have been aggregated is indicated by a red number on the
top left corner. Using an intelligent text layout algorithm,
the analyst can easily identify the terms corresponding to the
image; the text uses the full width and height to be easy to
read. Figure 2 (4) illustrates the automatic labeling result.

Depending on the chosen grid size in the first step (feature
vector extraction), the final result may differ. To allow data
abstraction and overview large data sets, we typically chose
a relatively small grid size, where the amounts of nodes is
significantly smaller than the amount of considered sentiment
maps.

IV. ANALYSIS RESULTS

We applied our methods described above to sentiment maps
of a real-world data set of collected customer reviews. The

reviews were collected after online purchases via an online
survey. The data set consists out of 86.812 customer reviews
with an average of 18.4 words per review (the median is 12
words per review). In this section, we will first describe the
input images resulting from a technique called sentiment maps
more in detail. Afterwards, we will discuss interesting find-
ings with respect to the geographic distribution of frequently
reported review terms.

Sentiment Maps. Sentiment maps allow the user to inspect
the geospatial sentiment distribution of individual terms and
are introduced in [17]. After collecting all terms of all reviews
excluding stop words one visualization for each of these
terms is created. More specifically, first all occurrences of
the respective term are determined and the sentiment value
for these occurrences are retrieved. The data is then used to
generate the sentiment map as illustrated in Figure 3. The
data is first partitioned into two subsets: the occurrences with
positive sentiment in Figure 3(a) and occurrences with negative
sentiment in Figure 3(c). The two partitions are processed
separately. A Gaussian blurring function is applied in order
to spatially extend the occurrences and increase the visual
salience of the geospatial distribution patterns. The result
is a blurred representation for both sentiments showing the
respective geospatial occurrences as depicted in Figures 3(b)
and 3(d). Finally, a combined image is created by using the
RGB channels of the RGB color model. The blurred image of
the negative occurrences is put in the red channel and the green
channel is used for the positive occurrences. Consequently,
locations with both positive and negative sentiments will result
in yellow colors, while pure positive sentiments will result
in green colors. We did not differentiate between within
negative sentiments or positive sentiments respectively as this
differentiation is highly user and application dependent. But
sentiment maps could be extended by this possibility. The final
result of this technique can be seen in Figure 3(e).

a) Positive term occurrences

c) Negative term occurrences

b) Blurred positive occurrences

d) Blurred negative occurrences

e) Combined term occurrences

red 
channel

green
channel

Fig. 3. The location maps of positive (a) and negative (c) review terms are
blurred to increase the visual saliency and to give a visual aggregation (b,d).
Both blurred location maps are then combined (e) by using the RGB channels
and show the distribution of positive (green), neutral (yellow) and negative
(red) term occurrences.

Discussion of Findings. We applied the technique de-
scribed in section III to a dataset consisting of 327 sentiment
maps. These terms were found in preceding document mining
steps and contains the words being nouns, verbs, and adjec-
tives. Note that some of these terms are even compound nouns
like ”phone call“ or negated verbs like ”not to send“. The
resulting overview visualization can be seen in Figure 4.

On an abstract level there is a clear grouping and ordering
of the sentiment maps visible. Terms with only negative
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Fig. 4. Resulting overview visualization of the SOM analysis process. There are SOM nodes like the one in the lower left being highlighted with a bright
background showing a high internal diversity.

occurrences (reddish images) are located in the upper left while
positive terms (greenish sentiment maps) are located in the
lower right. The first diagonal consists of terms being either
mentioned negatively and positively equally often (upper right)
and terms with a geospatial, diverse distribution (lower left).
The SOM analysis enables the analyst to get a fast overview
over terms being mentioned always positive or negative.

The strongly highlighted, white node of Figure 4 in the
lower left contains eleven terms showing a very diverse
geospatial distribution. As this is the node being highlighted
most we will investigate this node in the following paragraphs.
Detailed analysis via drill-down techniques are possible in
our system and reveal the geospatial distribution for each
single term. The visualization of all eleven contained terms
is depicted in Figure 5.

Inspecting the sentiment maps more in detail reveals that
this node mainly contains sentiment maps with sparse and
diverse geospatial distributions.

The most obvious sentiment map contained in this SOM
node is the term ”hawaii“. It is occurring mostly positively
and collocated with the geospatial position of the Hawaiian
islands. Inspecting the customer comments in detail, we found
that customers liked the free shipping possibilities to Hawaii,

Fig. 5. Visual representation of all sentiment maps contained in the lower
left node of Figure 4.
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which seems not to be taken for granted. Service managers
can learn from this information that (Hawaiian) customers do
care about the shipping procedure and that free shipping might
be an advantage over competitors.

Also, the term ”case manager“ (third row, second column in
Figure 5) shows an interesting pattern. Although mostly men-
tioned negatively because of language issues – the customer
support was hard to understand because of foreign accents
– there are many positive occurrences in Houston, Texas
where customers liked the support regarding their printers.
Service managers should now investigate further what the
characteristics about the problems in Houston were.

Two further interesting sentiment maps are the ones of
”nightmare“ and ”porch“. Investigating the underlying reviews
shows that the preceding sentiment analysis did not work
correctly as all the reviews were purely negative. This is not a
drawback of the method per se, but exemplifies the uncertainty
of any sentiment analysis and the sensitivity of our method to
the input data. The comments regarding the term ”porch“ were
mentioning that the parcel was left unattended on the porch.
The term ”nightmare“ was used in cases where the process of
ordering and returning products did not go smoothly.

V. CONCLUSION

We presented our approach to visually compare and in-
spect large sets of textual customer feedback with respect to
sentiment expressed regarding key concepts, and geographic
distribution. For each concept, a sentiment map was rendered,
and set of all maps was visually clustered and aggregated
by the SOM approach. Interaction methods allow to navigate
the overview visualizations and drill down for detailed in-
spection and relation of feedback topics in geospatial context.
Application findings presented indicate that key concepts and
their sentiment scores being highly dependent on geographic
position. Such findings can be very helpful in analyzing service
levels across locations, products, and customers, and similar
applications in CRM.

We have several ideas to extend our work in future for
improved analysis. One possibility improving the visual rep-
resentation is the integration of semantic zoom approaches.
Semantic zoom can allow to merge neighboring SOM nodes
to reduce the level of detail. Additionally, semantic zoom
can be applied to the shown terms by using an ontology
grouping terms, showing only the common parent of a set of
related concepts. The ontology also leads to another extension
possibility we are going to integrate in future. We plan to show
the hierarchic relationships between terms directly on the SOM
representation. Last but not least, we want to consider more
detailed map visualizations concerning production facilities
and income distributions among different cities correlating
geospatial dependent properties with the text features.
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Abstract—We present a new approach related to the discovery
of correlated patterns based on the use of multicore architectures.
Our work rests on a full Knowledge Discovery in Databases
system allowing one to extract Decision Correlation Rules based
on the Chi-squared criterion from any database that includes a
target column. We use a levelwise algorithm as well as contingency
vectors, an alternate and more powerful representation of contin-
gency tables. The goal is to parallelize the extraction of relevant
rules by invoking the Parallel Patterns Library which allows
a simultaneous access to the whole available cores on modern
computers. We finally present first results and performance gains.

Keywords—Data Mining, Decision Correlation Rule, Multicore
Architecture, Parallel Pattern Library.

I. INTRODUCTION AND MOTIVATION

Innovations in multicore architectures have begun to al-
low parallelization on inexpensive desktop computers. Many
standard software products will soon be based on recent
parallel computing concepts implemented on such hardware.
Consequently, there is a growing interest in the field of par-
allel data mining algorithms, especially in Association Rules
Mining (ARM). By exploiting multicore architectures, parallel
algorithms may improve both execution time and memory
requirement issues, two main objectives of ARM.

Independently of this framework, we developed a Knowl-
edge Discovery in Databases (KDD) system based on the
discovery of Decision Correlation Rules (DCRs) with large
and specialized databases [1]. The rules are functional in
semiconductor fabs: the goal is to discover the parameters that
have the most impact on a specific parameter, the yield of
a given product. DCRs are close to Association Rules, but
present huge technical differences. After implementing DCRs
using “conventional sequential algorithms”, we adapted our
approach to multicore implementation issues.

This paper is organized as follows: In Section II, we
expose current aspects of multicore programming. Section
III is dedicated to related work: we present (i) an overview
of ARM over a multicore architecture and (ii) what DCRs
are. Section IV describes the concepts used for multicore
decision rules mining and our algorithms. In Section V, we
show first results of experiments. Last Section summarizes our
contribution and outlines some research perspectives.

II. NEW FEATURES IN MULTICORE PROGRAMMATION

In the last two decades, parallelization on personal
computers has consisted to develop multithreaded code layers.

What required complex co-ordination of threads, due to the
interweaving of shared data processing. Although threaded
applications added limited performance on single-processor
machines, the extra overhead of development has been
difficult to justify. But with Intel and AMD introducing
commercially multicore chips in 2005, non exploiting the
resources provided by multiple cores will now quickly reach
performance ceilings. At that last date, no simple software
environment able to take advantage of the different processors
have been simultaneously proposed. New opportunities
appeared in 2010, presented in the C++ language used in our
developments.

Multicore processing influenced actual computational soft-
ware development. Many modern languages do not support
multicore functionality. Therefore, different conceptual models
deal with the problem, such as using a coordination language
(programming libraries and/or higher order functions). Users
program using these abstractions, and an “intelligent” compiler
then chooses the best implementation based on the context
[2]. Cilk++, OpenMP, OpenHMPP, TBB, etc., are examples
of such models having been recently proposed for use on
multicore platforms. A comparison of some OpenX approaches
can be found in [3]. Nevertheless, the majority of these models
rests on an intelligent transformation of general code into
multithreaded code.

A novel albeit simple idea was proposed by the Open
Multiprocessing consortium in 1997, based on the fact that
looping functions are the key area where splitting parts of
a loop across all available hardware resources may increase
application performance. The OpenMP Architecture Review
Board became an API that supports shared memory multipro-
cessing programming now also in C++. It consists of a set of
compiler directives, library routines, and environment variables
that influence run-time behavior. In order to schedule a loop
across multiple threads, the OpenMP pragma directives were
introduced in 2005 to explicitly relay to the compiler more
about the transformations and optimizations that should take
place. To illustrate our purpose, we compute in parallel an
approximation of the value of π using a Riemann Zeta function
(π2/6 = 1/12 + 1/22 + 1/32 + ..., see Listing 1):
double p i 2 = 0 . 0 ;
#pragma omp f o r
f o r ( i n t i = 1 ; i < 1000000; i ++) {

# pragma omp a to mi c
p i 2 += 6 . 0 / ( i ∗ i ) ;
}

Listing 1: Computing π using basic multithreaded paralleliza-
tion
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The first directive requests that the for loop should be
executed on multiple threads, while the second is used to
prevent multiple simultaneous writes to the pi2 variable.

The example also shows the limits of parallelism. It
is widely agreed that applications that may benefit from
using more than one processor necessitate (i) operations that
require a substantial amount of processor time, measured in
seconds rather than milliseconds and (ii) one or more loops
of some kind, or operations that can be divided into discrete
but significant units of calculation that can be executed
independently of one another. So the chosen example with a
single instruction at each iteration does not fit parallelization,
but is used nevertheless to illustrate in a simple way the
new features introduced by actual multicore programming
techniques.

These were first developed by Microsoft through an own
“parallel” approach in the 2000s. Since 2010, and the relevant
versions of the .NET framework and Visual Studio, Microsoft
enhanced support for parallel programming by providing a
runtime tool and a class library among other utilities. The
library is composed of two parts: Parallel LINQ (PLINQ), a
concurrent query execution engine, and Task Parallel Library
(TPL), a task parallelism component of the .NET framework.
What is particularly advanced is that this component entirely
hides the multithreading activity on the cores: the job of
spawning and terminating threads, as well as scaling the
number of threads according to the number of available cores,
is done by the library itself. The main concept is here a Task,
which can be executed independently.

The Parallel Patterns Library (PPL) is the corresponding
available tool in the Visual C++ environment, and is defined
within the Concurrency namespace. The PPL operates on
small units of work (Tasks), each of them being defined by
what is called a λ expression (see below). The PPL defines
almost three kinds of facilities for parallel processing: (i)
algorithm templates for parallel operations, (ii) class templates
for managing shared resources, and (iii) class templates for
managing and grouping parallel tasks.

Listing 2 rewrites our example using the parallel for
algorithm, equivalent to a for loop that executes loop iteration
in parallel on multiple cores:
f l o a t p i 2 = 0 ;
p a r a l l e l f o r ( 1 , 1000000 , [& p i 2 ] ( long n )
{

/ / s h a r e <pi2> be tween t h e c o r e s
p i 2 += 6 . 0 / ( n ∗ n ) ;

}
) ;

Listing 2: Computing π using multi-core parallelization

The PPL also proposes the parallel for each algorithm
(for repeated operations on a STL container), and the par-
allel invoke algorithm (which executes a set of two or more
independent Tasks in parallel).

As mentioned when discussing the OpenMP pragma
directives, if the computation on each iteration in the
parallel for is very short and it is the case here, there will
be important overhead in allocating the task to a core on

each iteration, which may severely erode any reduction in
execution times. This will also be the case if the overall loop
integrates important shared resources management, as will be
shown in Section IV.

The second main novelty introduced by the PPL is the
use of λ expressions: A computational model invented by
Alonzo Church in the 1930s, which directly inspired both
the syntax and the semantics of most functional programming
languages [4]. The λ calculus in its most basic form has two
operations: (i) Abstractions, which correspond to anonymous
functions, and (ii) Applications, which exist to apply the
function. Anonymous functions are often called “lambdas”,
“lambda functions” or “lambda expressions”: They remove all
need for scaffolding code, allowing a predicate function to be
defined in-line in another statement.

The syntax of a λ function is reasonably straight-forward,
of the form:

[lambda-capture] (parameter-list) {->} return-type
{statement-list}

In our example (Listing 2), the element of the lambda
in the square brackets is called the capture specification: It
relays to the compiler that a lambda function is being created
and that the local variable pi2 is being captured by reference.
The final part is the function body.

Lambdas behave like function objects (as did previously
functors), except for that we cannot access the class that
is generated to implement a lambda in any way other than
using the lambda. Consequently, any function that accepts
functors as arguments will accept lambdas, but any function
only accepting function pointers will not.

These and many other features of λ functions have been
included in the C++11 language norm, allowing a more
declarative programming style, taking for example advantage
of STL algorithms in a much streamlined and cleaner form.
λ functions allow the inline definition of a function body in
the code section in which it is to be logically used. As well as
providing strong hints to the compiler about potential real time
optimizations, λ functions make discerning the intent about
what a section of code is doing much easier.

III. RELATED WORK

Due to the variety of the algorithms (and their specific
internal data structures) no general model allowing parallel
ARM computation exists. Main techniques based on A-Priori
algorithms [5] are described in Section 3.A. Other multicore
ARM approaches are based either on vertical mining [6] or on
FP-Growth [7]. Each model consists in an multicore optimized
architecture built upon specific thread managers [4]. Finally,
Section 3.B presents the main results about what Decision
Correlation Rules are and how can we compute them using
a single processor.

A. A-Priori based algorithms

Most of the parallel ARM algorithms are based on par-
allelization of A-Priori that iteratively generates and tests

19Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-311-7

IMMM 2013 : The Third International Conference on Advances in Information Mining and Management

                           29 / 122



candidate itemsets from length 1 to k until no more frequent
itemsets are found. These algorithms can be categorized into
Count Distribution, Data Distribution and Candidate Distri-
bution methods [8]. The Count Distribution method divides
the database into horizontal partitions, that are independently
scanned, in order to obtain the local counts of all candidates on
each process. At the end of each iteration, the local counts are
summed up a into the global counts so that frequent itemsets
can be found. The Data Distribution method partitions both
the database and the candidate itemsets in the main memory
of parallel machines. Since each candidate is counted by
only one process, all processes have to exchange database
partitions during each iteration in order, for each process, to
obtain the global counts of the assigned candidate itemsets.
The Candidate Distribution method also partitions candidate
itemsets but replicates, instead of partitioning and exchanging,
the database transactions. Thus, each process can proceed
independently.

B. Decision Correlation Rules

Brin et al. [9] have proposed the extraction of correlation
rules using the Chi-Squared (χ2) statistic instead of the support
and the confidence measures. The χ2 (i) is a more significant
measure in a statistical way than an association rule, (ii)
takes into account the presence but also the absence of the
items and (iii) is non-directional, highlighting thus more
complex existing links than implications. A correlation rule
is represented by an itemset.

Let r be a binary relation over a set of items R = I ∪ T .
I represents the items of the binary relation used as analysis
criteria and T is a target attribute which may not necessarily
have a value. The computation of the value for the χ2 function
for an item X ⊆ R is based on its contingency table. In
order to simplify the notation, we introduce, in a first step,
the lattice of the literalsets associated with X ⊆ R. This set
of cardinality |X| contains all the literalsets that can be built
up given X .

Definition 1 (Literalset Lattice): Let X ⊆ R be a pattern,
we denote by P(X) the literalset lattice associated with X .
This set is defined as follows: P(X) = {Y Z such that X =
Y ∪ Z and Y ∩ Z = ∅} = {Y Z such that Y ⊆ X and Z =
X\Y }.

Definition 2 (Contingency Table): For a given pattern X ,
its contingency table, noted CT (X), is a 2|X| matrix. Each
cell yields the support of a literalset Y Z ∈ P(X): the number
of transactions including Y and containing no 1-item of Z.

In order to compute the value of the χ2 function for a
pattern X , we apply the following formula:

χ2(X) =
∑

Y Z∈P(X)

(Supp(Y Z)− E(Y Z))2

E(Y Z)
(1)

Brin et al. [9] have shown that there is a single degree of
freedom between the items. A table giving the centile values in
function of the χ2 value for X can be used in order to obtain
the correlation rate for X .

Definition 3 (Correlation Rule): Let MinCor (≥ 0) be a
given threshold and X ⊆ R a pattern. If χ2(X) ≥ MinCor,
then X is a valid correlation rule. If X contains an item of T ,
then the obtained rule is called a Decision Correlation Rule
(DCR).

Moreover, in addition to the previous constraint, the
Cochran criteria [10] are used to evaluate whether a
correlation rule is semantically valid: all literalsets of a
contingency table must have an expectation value different to
zero and 80% of them must have a support larger than 5%.
This last criterium has been generalized as follows: MinPerc
of the literalsets of a contingency table must have a support
larger than MinSup, where MinPerc and MinSup are
given thresholds.

Definition 4 (Equivalence Class): We denote by [Y Z] the
equivalence class associated with the literal Y Z: it contains
the set of transaction identifiers including Y and containing
no value of Z (i.e., [Y Z] = {i ∈ Tid(r) such that Y ⊆
Tid(i) and Z ∩ Tid(i) = ∅}).

Definition 5 (Contingency Vector): Let X ⊆ R be a pat-
tern. The contingency vector of X , denoted CV (X), groups
the set of the literalset equivalence classes belonging to P(X)
ordered according to the lectic order.

Since the union of the equivalence classes [Y Z] of the
literalset lattice associated with X is a partition of the Tids,
we ensure that a single transaction identifier belongs only
to one single equivalence class. Consequently, for a given
pattern X , its contingency vector is an exact representation
of its contingency table. To derive the contingency table from
a contingency vector, it is sufficient to compute the cardinality
of each of its equivalence classes. The following proposition
shows how to compute the CV of the X ∪A pattern given the
CV of X and the set of Tids containing pattern A.

Proposition 1: Let X ⊆ R be a pattern and A ∈ R\X a
1-item. The contingency vector of the X ∪ A pattern can be
computed given the CVs of X and A as follows:

CV (X ∪A) = (CV (X) ∩ [A]) ∪ (CV (X) ∩ [A]) (2)

In order to mine DCRs, we have proposed [1] the LHS-
CHI2 algorithm (see Algorithm 1) based both (i) on a double
recursion in order to browse the search space according to the
lectic order and (ii) on CVs.

The CREATE_CV function is an implementation of formula
2, while the CtPerc predicate checks the relaxed Cochran
criteria.

IV. PARALLEL EXTRACTION OF CORRELATED PATTERNS

The development of multicore applications raises two
difficulties in terms of (i) application design and (ii) shared
resource management. The second aspect is rather “normal”
when coping with parallelism. And will constitute the aim
of this section, illustrated through specific mechanisms
provided by the PPL. But application design must not be
underestimated because, amongst other points, of its impact
on resource management. Parallelizing existing algorithms is
an important consideration as well [2]. The use of recursive
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Algorithm 1: LHS-CHI2 Algorithm.
input : X and Y two patterns
output: { Z ⊆ X such that χ2(Z) ≥MinCorr}

1 if Y = ∅ and ∃t ∈ T : t ∈ X and |X| ≥ 2 and
χ2(X) ≥MinCorr then

2 Output X, χ2(X)
3 end
4 A := max(Y ) ;
5 Y := Y \{A} ;
6 LHS-CHI2 (X,Y) ;
7 Z := X ∪ {A} ;
8 CV(Z) := CREATE CV (CV(X),Tid(A)) ;
9 if CtPerc (CV (Z),MinPerc,MinSup) and
|Z| ≤MaxCard then

10 LHS-CHI2 (Z,Y) ;
11 end

algorithms in a multicore environment is here a sufficient
challenge. This because recursion cannot be measured in
terms of number of loops to perform: We first tried to
replace the recursive calls by calls to appropriate threads,
which quickly appeared “impossible’. Another approach was
based on the well known fact that each recursive algorithm
can be rewritten in a iterative way. However, the while
loop used to run over the used stack may not be evaluated
in terms of a for loop due to the absence of explicit boundaries.

In order to solve the problem, we recalled that we first
compared our LHS-CHI2 algorithm to a LEVELWISE one,
based on the same monotone and anti-monotone constraints
but which did not include Contingency Vectors management.
The main reason of the obtained performance gains is that
pruning the search space using the lectic order is much more
“elegant” than using the LEVELWISE order but has no impact
nor on the results nor on the performances. On the other hand,
generating the candidates at a given level is a bounded task,
limited by the number of existing 1-items. So we decided to
(i) use the LEVELWISE order to prune in a parallel way the
search space and (ii) to keep the CVs in order to manage the
constraints.

The corresponding result is presented hereafter through
different functions. The overall algorithm (see Listing 3),
called PLW Chi2, where PLW stands for Parallel LEVELWISE,
demonstrates first parallel features of our method in order to
generate (and then to test) the candidates.

In order to simplify the notations, the following Listings
use uc, ui, ul, us to substitute to, respectively, unsigned char,
unsigned int, unsigned long and unsigned short standard
declarations.
void PLW Chi2 ( us X[ ] , us sX , us s I )
/ / X [ ] : s e t o f computed 1− i t e m s
/ / sX : number o f v a l i d 1− i t e m s w i t h i n X [ ]
/ / s I : t o t a l number o f 1− i t e m s i n X [ ]
{

/ / number o f c a n d i d a t e s a t l e v e l c l and ( c l +1)
u l c i t , n i t ;
c i t = sX ;
f o r ( uc c l = 2 ; c l <= MaxLv && c i t > 0 ; c l ++)
{

n i t = 0L ;

T Res aRes ;
combinable<ul> l n i t ;
p a r a l l e l f o r (0 u , ( u i ) c i t , [ c l , X, sX , &aRes , &l n i t ] ( i n t i )
{

d o w o r k l e v e l ( c l , X, sX , i , s I , &aRes ) ;
l n i t . l o c a l ( ) += aRes . n i t ; / / . . .
} ) ;
n i t = l n i t . combine ( p lus<ul > ( ) ) ;
/ / . . .
c i t = n i t ;
u p d a t e s h a r e d r e s o u r c e s ( ) ;

}
}

Listing 3: The simplified PLW CHI2 method

Parallelization takes place at each cl level of the LEVEL-
WISE search algorithm. The number of launched Tasks at level
cl directly depends of the number of existing candidates at
level (cl - 1), e.g., cit. Each Task corresponds to a call to
the dowork level () function, which performs the work it is
intended to do (see below), and collects some statistics during
the call through the aRes object. Let us mention here that
database access is performed through global objects.

In this paragraph, we only focus on the signification of a
particular statistic, the lnit member of the aRes object: It sums
the number of discovered candidates to be examined at the
next level. Because each Task computes its own candidates for
the next level, the method has to pay attention to the possible
interference which could take place during the overall parallel
computation on such a “shared” variable, which can be seen
as an aggregation pattern. A two-phase approach is therefore
used: First, partial results are locally computed on a per-Task
basis. Then, once all of the per-Task partial results are at
disposal, the results are sequentially merged into one final
accumulated value. The PPL provides the combinable class
data structure that creates per-Task local results in parallel,
and merge them as a final sequential step. In the above
code, the final accumulated object is the lnit object, which
decomposes into local to each Task lnit.local() sub-objects.
After the parallel for loop achieves, the final sum is produced
by invoking the combine() method on the global object.

Listing 4 partially shows the implementaton of the
dowork level () function:
void d o w o r k l e v e l ( uc nc , us pX [ ] , us X, u l ne l ,

us sIX , T Res& pRes )
{

us vmin , tCand [ MaxLv + 1 ] ; / / a c a n d i d a t e
u l j , k ;
uc ∗theCV ; / / a CV
/ / o t h e r d e c l a r a t i o n s and i n i t i a l i z a t i o n s
/ / g e t c u r r e n t i t e m s e t
vmin = g e t p a t t e r n ( nc , tCand , pX , cX , ne l , sIX ) ;
/ / j i s t h e i n d e x o f t h e f i r s t 1− i t e m t o add
j = 0 ;
whi le ( j < cX && pX [ j ] <= vmin ) j ++;
f o r ( k = j ; k < cX ; k ++)
{

/ / add a 1− i t e m t o c u r r e n t i t e m s e t t o produce a c a n d i d a t e
tCand [ 0 ] = pX [ k ] ;
/ / compute i t s CV i f t h e c o n s t r a i n t s are v a l i d
theCV = compute CV ( tCand , nc , . . . ) ;
/ / memorize t h e c a n d i d a t e and add i t t o r e s u l t s
/ / i f a p p l i e s
s tore CV ( tCand , nc , theCV , pRes , . . . ) ;
/ / up da t e s t a t i s t i c s
pRes . n i t ++; / / . . .
}
}

Listing 4: Code of main method called by PLW CHI2
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We shall not enter into the implementation details of this
function. First because the code is most C likely and is easy
to understand. And second because it does not include any
specific parallel or shared memory features. So, we shall
only explain its overall functionalities. The for loop is used
to produce all the candidates at the current stage (the tCand
variable). This is done by “adding” the possible existing
1-items to the base itemset managed by the function, and
identified by the nel “number” (we shall discuss this aspect
later). Once having generated such a candidate, we verify
first if the different constraints underlying to our method are
verified or not by the candidate. If it is the case, we compute
its Contingency Vector using the compute CV () function. We
second (try to) memorize the candidate in order to reuse it at
the next level, and we add the candidate to the results if it
contains one item of the target attribute.

Finally, the store CV () function (see Listing 5) describes,
in a very simplified way, a specific section of code dedicated
to the storage of results:

bool s tore CV ( us X[ ] , us cardX , . . . )
{

/ / add X t o t h e r e s u l t f i l e i f X c o n t a i n s t h e t a r g e t
i f ( . . . )
{

c r i t i c a l s e c t i o n cs ;
c s . l o c k ( ) ;
i f ( . . . )

w r i t e l l h s p t o f i l e (X, cardX , . . . ) ;
e l s e

w r i t e p a t t e r n t o f i l e (X, cardX , . . . ) ;
c s . u n lo ck ( ) ;
}

/ / . . .
}

Listing 5: Sharing ressources with the PPL using a critical
section

Let us focus on the functionality involved in the first if
statement: k-itemsets verifying the whole defined constraints
and including an item belonging to the target column must be
included into the results. This is done through their insertion
into data files (one is associated to each value of k). During
the parallellization process, each Task may write to one of
these files each time it discovers a new valid itemset. What
raises another shared resource problem, addressed by the
PPL by the use of critical sections (a well-known concept in
multithreading developments), as shown in the above code.
When encountering such an instruction at run-time, the OS
will not authorize any other Task to execute before the “lock”
has been released.

To finish this Section, we explain the way we manage the
memorization of candidates and associated information such
as CVs. The main shared data structure in our developments
is a tree storing the k-itemsets of “interest” (see Listing 6).
The corresponding node structure, given in the C language, is:

t y p e d e f s t r u c t p a t t e r n n o d e
{

unsigned s h o r t ∗ P a t t e r n ; / / t h e p a t t e r n
unsigned char ∗pCV ; / / p o i n t e r t o t h e CV
T NM ∗ b r o t h e r ; / / p o i n t e r t o n e x t node a t same l e v e l
T NM ∗son ; / / p o i n t e r t o n e x t node a t lower l e v e l
. . .

} T NM;

Listing 6: Main index structure used by the PLW CHI2
method

Each time a Task discovers a candidate verifying the whole
constraints, the candidate is inserted into the tree. The insertion
by itself uses the critical section concept we just introduced.
Because the stored itemsets (patterns) are lexicographically
organized within the tree, each of them can be referred to
by a node number (what explains the nel “number” intro-
duced above). Finally, after evaluating the candidates, the
exploring process will retain them or not. In the latter case,
the tree structure may be garbaged, which is done by the
update shared resources () function called at the end of our
global PLW Chi2 method.

V. EXPERIMENTAL ANALYSIS

As briefly mentioned in the Introduction Section, this work
has been initially applied on raw data measurement files
provided by two industrial manufacturing partners in the area
of Microelectronics: STMicroelectronics (STM) and ATMEL
(ATM). The results of the realized experimental series are
presented on 2 plans to be followed. They are associated
with an analysis of 2 files among those supplied by both
manufacturers. The first one (STM) contains 1241 columns
and 296 lines. The second (ATM) consists of 749 columns and
213 lines. We chose a target attribute among a few possible
columns. In both cases, the presented diagrams show the
execution times of two methods when MinSup varies while
MinPerc (0.34 for the STM file and 0.24 for the ATM one)
and MinCor (1.6 resp. 2.8) are fixed (see section III-B for
more details).

Figures 1(a) and 1(b), extracted from [1], show the
execution times of a standard LEVELWISE algorithm and
the LHS-CHI2 algorithm on a non core computer (a HP
Workstation with a 1.8 GHz processor and 4 Gb RAM,
working under a Windows XP 32 bits OS). The difference
between the two methods is that the LEVELWISE method
uses no contingency vectors but standard computation of
contingency tables. As the graphs point it out, the response
times of the LHS-CHI2 method are between 30% and 70%
better than LEVELWISE.

Figures 2(a) and 2(b) show the same execution times
using the LHS-CHI2 algorithm and the presented PLW-CHI2
algorithm on a 4 core computer (a DELL Workstation with
a 2.8 GHz processor and 12 Gb RAM working under the
Windows 7 64 bits OS).

As it is easy to understand, the LHS-CHI2 method works
here about two times faster on the multicore architecture, this
is not because of the number of cores (which are not used)
but because of the computer basic enhanced capabilities. When
regarding to the performances of the PLW-CHI2 method, there
is a gain factor of about 3.5, which is to compare to the
number of available cores, which is 4. In other words, the
parallelization of the LHS-CHI2 algorithm raises performance
gains practically equals to the number of cores, the (little) loss
being due to the shared memory management issues. Let us
underline here that we do not integrate in these amounts that
one core remains dedicated to system management ...
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Fig. 1: Execution times with a single processor.
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Fig. 2: Execution times with 4 cores.

VI. CONCLUSION AND FUTURE WORK

In this paper, we present a new approach to discover
correlated patterns, based on the usage of multicore architec-
tures. Our approach is based on two concepts: Contingency
Vectors, an alternate representation of contingency tables, and
the Parallel Patterns Library. One advantage of Contingency
Vectors is that they allow the Chi-squared computation of a k-
itemset directly from one of its subsets. However, the usage of
this library has a disadvantage: The parallelization of recursive
algorithms is hard (we do not control neither the number
of cores, nor the depth of the tree), even if we derecursify
the algorithm. That is why we have chosen to implement a
LEVELWISE algorithm which implements these two concepts.
Experiments are convincing because our PLW Chi2 algorithm
gains a time factor of about 3.5 (when using 4 cores) in
comparison with the recursive version. For future works, we
intend to develop a new version of the recursive algorithm
using Contingency Vectors and to build our own thread/core
manager.
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Abstract—The botnet phenomenon is one of the major threats
in nowadays cyberspace. The ability of malware writers to code
profitable applications with a softened learning curve is forcing
public and private organisms to take measures against these
infections. In this paper, we propose a method to identify traffic
belonging to the Command & Control channels from a botnet.
Our method takes into account the attributes of the packets
captured from a connection to build vectorial representations
of the connection by appending them into sequences of packets.
Thus, we provide an empirical study of how these representations
can be used to detect such a communicative behaviour by
considering the issue as a supervised classification problem and
comparing the results obtained by more than 20 machine learning
algorithms.
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I. THE BOTNET THREAT

The origin of the term botnet is commonly set in the
fusion of the concepts of robot networks. In this way, botnets,
as collections of infected machines remotely controlled by
cybercriminals, are to naturally evolve into more complex
entities that will have to be taken into account by private and
public organizations. We can define this phenomenon as the
new generation of malware that brings to light the profitable
business of obscure economies in the deep web.

They have become a relevant issue to the different organi-
zations internationally dedicated to computer security. Europol
and NATO/OTAN are just two revealing examples. The former
started to train their professionals to face the threats that these
threads bring with them to privacy, anonymity and company’s
and public administration’s security. The latter was forced in
2008 to create an observatory so as to watch for the rights of
the allies in the cyberespace after the systematic attack suffered
by Estonian cyberfacilities in 2007 [1].

What is certain is the fact that controlling the vast number
of computers kidnapped by some of the biggest botnets and
their potential computing power have not passed over neither
for computer’s professionals dedicated to code distributed so-
lutions [2] nor for malware writers specific targets: monetizing
massive infections [3]. In this way, botnets, as collections of
infected machines remotely controlled by cybercriminals, are
to evolve in complexity to constitute a threat even bigger in
the near future.

To achieve this goal, the communications between bots
have suffered major changes since its origins. Malware design-
ers have found a hot topic on being able to cope with scalability

and fault-tolerance. Thus, it is precisely a mechanism capable
of maintaining a continuous communication with zombies
what would determine the topology of the network, its capacity
to avoid detection and disruption and the complexiy of the
protocols defined to face this issues [4].

That is how the old-fashioned IRC (Internet Relay Chat)
clients were brought in, often created on-the-fly by malware
writers so as to open the doors to more complex solutions
to boost anonymity and usability. This very last issue is one
of the main catalysts of the concept Hacking as a Service
—also known by some authors as Crime as a Service — as
a malicious evolution from its benign and profitable branch,
Software as a Service philosophy. Malware writers, conscious
of the profitability of coding malicious applications for third
parties, are adapting their tools so as to soften as much as
possible the learning curve of the final user to widen their
target market. That was the case of Mariposa botnet (Butterfly
botnet in Spanish), dismantled in 2010 in the framework
of of an operation conducted by the Spanish Guardia Civil
and coordinated with different European organisms and Panda
Software. In them, three people with little technical forma-
tion were arrested accused of being the botmasters behind a
network of almost four million computers.

Against this background, we have advanced the state of the
art with the following contributions:

• We show a method to model traffic connections by
using the attributes inherent to the subsequent packets
from such connections.

• We provide empirical validation of our method with
a study that explores the capability of such rep-
resentation model to identify Command & Control
communications performed by some HTTP botnets.

• We show how the proposed method achieves high
detection rates and how these could be used to identify
infections. At the same time, we also discuss the
shortcomings of the proposed approach and suggest
future lines of work that might be explored in the near
future.

The remainder of this paper is structured as follows.
Section II describes the representation model used in this
article. Section III states the methodology applied to evaluate
the method as well as the results obtained in the experiments
performed. Section IV analyses the implications of the afore-
mentioned results as well as outlines some future lines of work.
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Finally, Section V collects the conclusions to be extracted from
this article.

II. TRAFFIC MODELLING

Although other approaches have tried to fight botnets
by applying transformations to the data fields from a given
connection [5], in this paper we are going to perform a more
accurate atomization of the characteristics of a connection by
grouping representations as sequences of consecutive packets
from a connection and analysing their detection capabilities
depending on the length of these sequences.

In previous work [6], we have demonstrated that the
analysis of the characteristics of packets on their own could
be used as indicators of the kindness of a communication.
While we considered the observation of a single packet as
the obtention of a snapshot of the state of the connection
at a time t0, we also suggested that the monitoring of the
evolution of these characteristics of a connection over time
would be pretty more accurate. As a result, we have developed
a method to represent such an evolution by employing the
attributes of the packets observed over time to create a time-
dependant representation model. To achieve this objective, we
are going to build representations that take into account the
concatenation of the individual characteristics of each packet
in a chronologically ordered connection. However, to avoid
biases we would perform some previous transformations to the
traffic sniffed by hiding information relative to IP addresses,
MAC addresses or ports as their inclusion would lead to a
problem which is trivially solved once an infected address is
identified. In Algorithm 1, we show the pseudo-code relative
to the construction of sequences of up to n packets that lead
to the obtention of the combined representations.

Given a dataset of connections C compounded by c con-
nections from which we have observed a series of packets,
the representation generation process of up to n = 12 will go
through each and every of the c connections creating represen-
tations by appending the attributes of n consecutive packets.
Additionally we have added as part of the representation some
complementary temporal variables of different measures of
central tendency and dispersion. The idea is to use them
to represent the temporal intervals that passed between the
reception of one packet and the following used in the same
representation.

We benefit from having the calculation of such gap as a
trivial task, taking into account that any sniffing tool provides
the timestamp of when a packet was observed. However,
considering this value in absolute terms may lead us to an
error. If we only considered the time by itself we could end
up introducing a bias in the dataset that can use this parameter
in a way that we do not like: identifying connections by the
distance (understood as travelling time) to/from the server.
This is not an interesting point because we may be developing
a system capable of detecting distances instead of using the
rest of characteristics inherent to the packets. We want our
approach to be more general, avoiding the analysis of the
content of the studied connections. The way in which we
have addressed this issue is the following: we have considered
relative times instead of absolute times. There are two special
cases to this rule. For a sequence length of n = 1 the spatio-
temporal characteristics are not taken into account, whilst for

Input : A bidimensional array A that contains a list of
the attributes of the available packets for a
connection c in the dataset C

muestras← [];
foreach c ∈ C do

nPaq ← len(c);
// The process will be performed as

many times as the length of the
representations was desired. In
this case, up to n = 12

foreach i ∈ range(2, n) do
// In a connection c we could

obtain nPaq − i+ 1 sequences of
length i

foreach j ∈ c do
rep← [];
tiempos← [];
// We select the i packets that

will compound the
representation

foreach k ∈ i do
rep.append(j + k);
tiempos.append(j + k);

end
end
// We work out the internal times

ti
attM ← calculoT i(tiempos);
rep.append(attM);
// We add the type of the sample

as the last attribute of it
rep.append(attT ipo);
// We add the whole sample to our

list of full representations
of the dataset

muestras.append(rep);
end

end
Output: A bidimensional array containing a list of the

attributes of the available sequences for each
connection

Algorithm 1: Obtention of the characteristics of a single
packet.

a sequence length of n = 2, the values obtained will always
be {1} as a result of the application of the general formula in
Equation 1:
t1 = T2−T1

T2−T1
= 1.

To perform these calculations, we have normalized this
spatio-temporal measure: for representations using sequences
of n packets, we have considered the time passed between the
first and the second packet as a unit, while the rest of spatio-
temporal measures observed would be weighted accordingly.
Given a sequence of n packets observed in the moments
{T1, T2, · · · , Tn}, we would obtain the n − 1 spatio-temporal
coefficients {t1, t2, · · · , tn−1} by applying the following:

ti =
Ti+1 − Ti
T2 − T1

(1)
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obtaining a vector of coefficients as the following:

t = {1, T3 − T2
T2 − T1

,
T4 − T3
T2 − T1

, · · · , Tn − Tn−1

T2 − T1
} (2)

To evaluate the evolution of these parameters, we take into
account two different points of view: a central measure and
a dispersion one. Central measures are tools used to resume
the information of a dataset in a single scalar that tries to
represent the central point of a dataset. Taking into account
that this information corresponds to relative data, the most
appropriate central measure is not the arithmetic mean, but
the geometric mean. In spite of being commonly used as the
most known central measure, the former is not always a strong
statist, as it can be broadly influenced by the appearance of
atypical values. At the same time, the most appropriate central
measure to be used with relative values is the geometric mean
[7]. Mathematically, the geometric mean x̄ of a collection of n
elements {a1, a2, · · · an} ∈ R can be expressed as in equation
3:

x̄ = n

√√√√ n∏
i=1

xi = n
√
x1 ∗ x2 ∗ · · · ∗ xn (3)

This tool is used to determine the variability of the dataset.
This kind of measures determines to what extent the different
values in a dataset are distant from the central point of
the distribution [8], being higher for very disperse values
and smaller for those that vary less. In this paper, we are
using the standard deviation. For a collection of n elements
{a1, a2, · · · an} ∈ R, the standard deviation σ can be expressed
as equation 4:

σ =

√√√√ 1

n− 1

n∑
i=1

(xi − x̄)2 (4)

By including these values to our representations, we claim
we are avoiding biases that would lead to the sole identification
of the distance of the servers expressed in time-to-destiny.

III. EXPERIMENTAL VALIDATION

To evaluate what can be considered a good reference for
botnet traffic detection, we have conducted a series of experi-
ments that apply machine learning algorithms. In the following
subsections we are describing the methodology applied, the
different algorithms selected and the comparison metrics used
to evaluate their performance, as well as the results achieved
for each and every representation.

A. General Methodology

The proposal developed in this article considers the iden-
tification of HTTP communications from a botnet as a su-
pervised classification problem. This election is not arbitrary.
The authors will adapt a philosophy similarly applied to the
identification of IRC botnets in the past [9], [10]. The latter
performed a supervised approach to detect IRC-controlled bot-
nets identifying the problem as a supervised classification task.
In this type of problems, we study phenomenons represented
by a d-dimensional vector X in Rd that can be classified in K
different ways according to a vector Y of labels or classes. The

application of classification algorithms in supervised learning
approaches make use of a previously labelled dataset [11]
which, in our case, will correspond to the legitimate or botnet
labelled traffic samples.

With such objective, we have defined a training dataset
Dn as Dn = {(Xi, Yi)}ni=1 where Xi represents the events
corresponding to phenomenon X while Yi is the label that
classifies it in the category that the classifier assumes as
correct. For instance, for the case of sequence lengths of
n = i(∀1 <= i <= 12) packets, we can identify a sequence
Xi defined by a series of attributes that represent it, being
Yi the category assigned to that sequence in accordance to the
estimations of each classifier. As the authors know the concrete
characteristics (IP, MAC, etc.) of the connections associated
to malicious traffic, we were able to easily label the class of
each and every packet as bot or legitimate to build the training
datasets used in Section III.

Below, we go through the different supervised learning
algorithms used to face the problem of detecting Command &
Control traffic as a supervised classification problem. We have
opted to compare the performance of the different classification
algorithms given the notable differences in similar experiments
depending on the approach used such as the detection of errors
in software quality models [12] or the automatic classification
of commentaries in social websites [13]. The tool used to
perform these experiments is the Waikato Environment for
Knowledge Analysis (WEKA)1. This software plataform writ-
ten in Java was conceived to experiment with machine learning
and data mining while remaining widely expandable with a
variety of official and community-developed plugins.

In the case of this paper, the algorithms employed for this
experiments are the ones that follow:

• Support Vector Machines. We have used the Se-
quential Minimal Optimisation (SMO) algorithm [14]
employing for the experiments different kernels: a
polynomial kernel [15], a normalized polynomial ker-
nel [15], a Pearson VII kernel [16] and a Radial Basis
Function (RBF) kernel [15].

• Decision Trees. We have selected Random Forest [17]
and the implementation of the C4.5 [18] performed by
the WEKA developers [19], J48.

• Bayesian Networks. With Bayesian Networks, we
have used different algorithms of structural learning:
K2 [20], Hill Climbing and Tree Augmented Naı̈ve
(TAN) [21], as well as testing the effectiveness of the
Naı̈ve Bayes algorithm [22].

• Bagging. We have used the implementation of the
Bagging Method with the fast learning algorithm
REPTree, a decision tree method used in the past, for
example, to successfully evaluate the performance of
individuals in online gaming platforms [23].

• Perceptrons. We have used different types of percep-
trons that try to face the traditional problems of this
technique to label classes which are not lineally sep-
arable: the time consuming Multi Layer Perceptrons
(MLP) [24] and the Voted Perceptron [25].

1http://www.cs.waikato.ac.nz/ml/weka/

26Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-311-7

IMMM 2013 : The Third International Conference on Advances in Information Mining and Management

                           36 / 122



• K-Nearest Neighbour (KNN). We have conducted
experiments in the range from k = 1 to k = 10
neighbours. The goal is to check if the hypothesis
already raised by the authors in the past regarding the
inefficiency of the inclusion of more neighbours [26]
could also be applied to the n-packet sequences.

The method employed to compare these algorithms is making
use of a cross-validated series of experiments and balanced
training datasets as detailed below.

1) Cross Validation: One of the ways of validating the
behaviour of the classifiers consists of using cross validation
techniques. These techniques divide the data collected into k
training datasets compounded by the [100 − (k − 1) · 100k ]%
of the samples. Thus, after the training, the model would be
validated with the rest of the ( 100

k )% samples to evaluate its
efficiency. The system error E can be defined as follows:

E =
1

k
·

k∑
i=1

Ei (5)

being Ei the error of each and every iteration. The k value
used in WEKA for this research is k = 10, so that each dataset
used is divided into ten training and testing datasets: the former
would be compounded by the 90% of the representations whilst
the latter, the ones used to analyse the capabilities of the model,
by the remaining 10%.

2) Resampling and balance of the training data: As pre-
viously suggested, the number of packets of each session may
vary noticeably depending on the data analysed, a point which
has its importance if we take into account that it is much
easier for us to generate legitimate traffic than to monitor
botnet connections. However, the usage of unbalanced data
may introduce skews in the classification producing over-fitting
in certain cases [27]. Because of that, we have decided to use
resampling techniques that readjust the number of packets of
each instance as a previous step to the appliance of the different
classification algorithms. In this case, the algorithm will opt to
reduce the dataset to a number of samples per class equal to
the number of the class with less samples in the initial dataset:
that is to say, in the case of using sessions where the number of
legitimate samples was greater than the number of malicious
samples (b >= m), the algorithm will proceed to select only
m benign samples to train the models. WEKA implements this
technique with the Spread Subsample algorithm.

B. Comparison Metrics

The evaluation of each and every method is going to
be performed according to different parameters commonly
used in the evaluation of the performance of the classification
methods [28]. As a first step, we have to take into account
the significance of the confusion matrix shown in Table I.
Thus, we can define True Positives TP as the number of
botnet packets correctly identified, False Positives FP as the
number of legitimate packets incorrectly classified as relative
to a botnet, True Negatives TN as the number of legitimate
packets correctly identified as legitimate and False Negatives
FN as those packet generated by botnets that the system was
unable to correctly identify. In this way, by the combination
of the aforementioned data, we have defined the following

TABLE I. GENERIC CONFUSION MATRIX.

True
positive

p′

p

False
negative

n total

P′

False
positive

n′

total P

True
negative

N′

N

actual
value

prediction outcome

comparison metrics so as to evaluate the performance of each
classifier:

• Accuracy (Acc.). The Acc. —see equation 6— is
worked out by dividing the total number of correct
labels by the total number of instances that compose
the full dataset.

Acc. =
TP + TN

TP + TN + FP + FN
(6)

• Possitive Predictive Value (PPV ). The PPV —also
known as precision— is a value that presents the
possibility of finding a positive result representing the
tested condition, id est, a sample labelled as a positive
which effectively is a TP . It is mathematically defined
in equation 7 as follows:

PPV =
TP

TP + FP
(7)

• Area Under ROC Curve (AURC o AUC). The
geometric meaning of the ROC curve derives from
the establishment of a relationship amongst the false
negatives and the false positives [12]. This value is
obtained representing, for each possible election of
cut values, the TPR in the y-axis and the FPR
for the x-asis. Originally used by the American army
in researches after the Pearl Harbor attack in 1941
so as to detect radar signatures of Japanese aircraft
[29], this measure has been used sin the last part of
the XX Century as a comparison metric to evaluate
the performance of classification algorithms [30]. It
is broadly used to generate statistics that represent
the performance of a classifier in a binary system as
a tool to select those probably optimal models from
the suboptimal ones. Although this measure does not
provide information about the good behaviour of a
model, the AURC helps to determine the validity
of the data distribution given a series of predictory
conditions [31].

C. Results

The benign dataset used in this experiment corresponds
to traffic obtained from different sessions run by the students
of the Máster Universitario de Seguridad de la Información
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—in English, Master of Information Security— held by the
University of Deusto. Thus, the authors could proceed to the
monitoring of the connections during the following browsing
hours by using a sniffing tool to monitor the traffic. As an
additional remark, and because of the legal implications that
would imply the fact of storing such kind of traffic data, it was
necessary to obtain the students agreement to participate in the
experiment being held. This restriction has some implications
experimentally speaking: it may introduce a sort of skew in
the data analysed regarding the final content of the commu-
nications as a user having being advised of being monitored
for an experiment is substantially less inclined to visit, for
instance, banking sites or webpages with pornographic content.
However, the authors consider this naturally introduced error
as acceptable since the students were told to perform standard
browsing sessions following the patterns stated by a recent
study which tried to provide data on the average usage of the
Internet [32].

Meanwhile, malware traffic samples were obtained after
infecting different machines with samples of Flu, Prablinha
and Warbot. All of them are controlled from a web-based
Command & Control panel from which the botmaster can
execute the different attacks. For the purpouse of this re-
search, all along the infected sessions we performed different
attacks requesting the infected node to execute different tasks:
performing DDoS attacks, downloading and executing a file,
transferring files, storing the keystrokes from the user, etc.
The number of Command & Control packets (the only ones
analysed in this paper) stored ranged from 1,000 to 5,000 in
each session.

With this information, we built 12 datasets for each piece of
malware (a total of 36 different datasets) generating represen-
tation samples of n = {1, 2, 3, · · · , 12} packets. Each dataset
was trained with each and every of the 23 previously defined
classification algorithms to complete the 828 experiments
conducted whose results are explained below. Note that the
results of each individual family have been grouped into a
single graph by calculating the arithmetic mean of the values
separately obtained.

In Figure 1, we can see the evolution of the percentage
of correct classifications performed by every algorithm for
each proposed representation. Generally, we can see an im-
portant improvement of the classifications performed for those
representations taking into account longer sequences. This
improvement, however, is not linear. For all the algorithms,
even for those with worse behaviour such as SMO RBF, Naı̈ve
Bayes and Voted Perceptron, we can observe a very important
jump from sequences of single packets to those using n = 2
and n = 3 packets, after what the performance of the classifier
starts to stabilise its improvements. As occurred in similar
research performed in the past, the authors have noticed that
taking into account more neighbours in the KNN classifier
does not improve the classification. On the contrary, we have
observed that the more neighbours are considered, the worse
the results obtained. We can affirm that the best results have
been obtained by Bayes Net K2 classifier for a sequence length
of n = 12 (being the best example of a bett), while we
can consider the second best algorithm Random Forest for
sequence lengths of n = 6 and n = 7. Random Forest shows
signs of stagnation for sequences longer than n = 8. As a

negative remark, we have to pinpoint the little efficiency of
some classifiers in comparison to the rest of the algorithms
tested. Voted Perceptron and Naı̈ve Bayes achieved the worst
results for all lengths.

The use of the PPV puts in context the results shown in
Figure 1. The PPV graphs (see Figure 2) show the relation
between the true positives and the false positives encountered.
This measure is important taking into account that a high
detection rate would be useless if the False Positive Ratio is
also high. If this was the case and a system was implemented in
a real environment, users could feel frustrated and the detection
efforts would have been in vain.

In this research, we have found out that 12 out of the 23
classifiers have obtained values over 0.95 at least once. In this
case, the best overall results were obtained by SMO using the
Pearson VII kernel, achieving almost the maximum score for
lengths of n = 10 and n = 11. We have to highlight here
the Bayesian classifiers (excepting Naı̈ve Bayes), Bagging and
Random Forest, although this last one shows again symptoms
of lightly losing efficiency for the longest lengths of packets.
This indicator confirms what we have exposed before about
the consideration of more neighbours on KNN, while Multi
Layer Perceptron does not obtain significant results taking
into account the extra time needed to perform the experiments
for such classifier. Once again, the worst classifiers are Naı̈ve
Bayes, SMO with RBF kernel (though they could cut the gap
towards the rest of the classifiers, specially for the longest
sequences) and Voted Perceptron.

Finally, in Figure 3 we show the evolution of the values
under the Roc Curve ARC for the detection of Command &
Control traffic depending on the number of packets included in
the representation. These values represent the kindness of the
dataset used while we increase the number of packets included
per sequence.

The results are especially positive in the case of Bayes
Net (with K2 and TAN search methods), Random Forests
and Bagging. At the same time, most KNN versions of the
algorithm obtain very high values. With regard to this group
of algorithms, we find interesting to pinpoint an inversion of
the trends observed in the aforementioned indicators showing
that KNN with k = 1 is the worst classifier amongst them. The
worst overall results are obtained again by Voted Perceptron,
Naı̈ve Bayes and SMO RBF, which are unable to cope with
the problem in an efficient way.

IV. DISCUSSION AND FUTURE WORK

One of the main problems supervised learning brings into
the field of traffic classification is the immense amount of data
that has to be processed. At the same time, researchers will
have to deal with some important legal difficulties associated
to the extraction of traffic samples which could serve to avoid
any kind of biases in the training datasets. We are applying
different algorithms assuming the additional efforts required in
the usage of supervised approaches [33] as a first step towards
the application of other philosophies. In this line, the legal —
and logical— need of having the consent of the users that will
donate their user sessions, forces us to assume certain risks
associated to the inexistence of browsing habits that in real
environments would be considered as legitimate ones —such
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(a) (b)

Fig. 1. Evolution of the Acc. while using different sequence lengths as the representations used by the classification algorithms to detect C&C traffic.

(a) (b)

Fig. 2. Evolution of the PPV while using different sequence lengths as the representations used by the classification algorithms to detect C&C traffic.

(a) (b)

Fig. 3. Evolution of the ARC while using different sequence lengths as the representations used by the classification algorithms to detect C&C traffic.
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as the visit to websites with adult content—. However, the
appearance in testing environments is little or none because
of the fact that the user knows that he is surfing through a
network that is being monitored.

The virtue of the method defined in this paper resides
in the fact of classifying traffic independently of the content
that flows through the network, using as detection metrics the
values relative to the length of the headers, the connection
frequency or the periodicity of the polls between the infected
machine and the machine from where the botmaster issues the
orders.

One of the most important issues is the fact that the
malicious charge of a packet (or even of a short sequence
of packets) is relatively low. Accordingly, the appearance of
True Negatives is less harmful than in other fields such as
malware detection, where being unable to detect a malicious
instance could have dramatic consequences. As the number of
packets generated by a single connection is, normally, pretty
big, we can think of a detection method which could employ
the historical records of the representations connected to a
single point. By doing this, we would be able to assign a value
that, at any time, could let the system know the reliability of the
current connection taking into account how the packets with
certain source or destiny have been classified. The fact of being
able to tolerate certain True Negatives would provide resilience
to a system which would be able to inform the user the
establishment of suspicious connections even without having
a traditional malware detection solution on its computer.

V. CONCLUSIONS

Botnets are going to remain as one of the most important
cyberthreats in the near future. In this regard, we have proposed
in this article a methodology to validate a new representation
model that could be used to identify the Command & Control
communications performed by a botnet. We have proved that
the attributes obtained from the observation of the packets in
a connection could be used to fit the initial objectives. We
have defined a series of transformations to perform to the
observed packets to build vectorial representations sensible
to both, atomic attributes of the packets and spatio-temporal
variables. To face this issue, we have considered the problem
as a binary classification problem in which the algorithms em-
ployed would have to be able to differentiate benign samples
from malicious ones.

The comparison metrics employed have guided us to com-
pare the performance of the different representations employed
and the different algorithms. We can state that the inclusion
of more packets in our representations improve the results
obtained by a given algorithm for shorter representations. At
the same time, we have proved that some algorithms, such as
Bayes Net and Random Forest obtained very high detection
ratios. Anyway, the characteristics of the packet classification
problem has some advantages that could be exploited in the
favour of the security analyst: the payload of a single packet
is pretty less relevant to the payload of a malicious binary,
so a greater False Negative ratios would be tolerated with
little or no harm for the final user, letting the system take less
borderline decisions by waiting for more pieces information.

The increasing amount of data to be analysed in current
corporate networks will undoubtedly force us to face con-
gestion problems. Thus, future work should lead us to the
management of fewer amounts of data, making the inclusion
of an unsupervised approach which would need less labelled
instances and the consideration of more botnet families should
be studied to give more robustness to a methodology whose
implementation could complement the traditional honeypot
solutions and content-based detection techniques.
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Abstract— Isilon of EMC Corporation, which is the major 
company of the storage production, announces the 
correspondence to Hadoop Distributed File System (HDFS). 
Hadoop is parallel distributed processing base for large-scale 
data constructed in HDFS and MapReduce. In addition, it can 
treat huge files using plural computers link in Hadoop. 
However, the tendency of detailed performance and various 
parameters is not known. Therefore, in this paper, we perform 
the comparison in the case with normal HDFS and Isilon for 
HDFS using a benchmark about writing performance and 
reading performance.  

Keywords-Hadoop; HDFS; Scale-out NAS; Isilon.  

I.  INTRODUCTION 
Scale-out NAS (Network Attached Storage) has extensib-

ility and the management characteristics that conventional 
scale-up NAS does not have. And it can expand capacity and 
the performance seamlessly. Therefore, we are able to be 
gradually expanded from small constitution as needed. 
Scale-out NAS manages the cluster as single file system, and 
it is not necessary to be conscious of the real physical 
position of data [1]. Isilon of EMC Company announces that 
it native supports Hadoop Distributed File System (HDFS) in 
latest OS (OneFS) [2]. 

Hadoop is parallel distributed processing base for the 
large-scale data constructed in HDFS and MapReduce. In 
addition, it can treat huge files by letting plural computers 
link in Hadoop. HDFS is constructed in Namenode and 
cluster of Datanode. Datanode manages the data in HDFS 
divided into the fixed length called the block [3] [4]. 

Namenode manages the file attribute information called 
metadata and the information of the file system. Namenode 
is a single obstacle point in HDFS. In one of the faults of 

HDFS, The file system becomes offline when Namenode 
falls. Isilon solves this problem of single obstacle points in 
HDFS. 

In addition, HDFS (Hadoop) maintains a replica function 
for HDD trouble of Datanode, and the user can decide the 
number of the replicas depending on the use situation. If 
there is much number of the replicas, redundancy improves, 
but the processing capacity decreases because the access to 
an HDD increases. Generally, the number of the replicas of 
Hadoop is around three. In the case of Isilon for HDFS, it 
can handle the number of the replicas with one because 
Isilon secures redundancy. Therefore, we can make use of 
HDFS performance to the maximum. 

This way, Isilon solves a part of the problems in HDFS 
and maintains high processing capacity. However, the 
tendency of detailed performance and various parameters is 
not known. Therefore, in this paper, we perform the 
comparison in the case with normal HDFS and Isilon for 
HDFS using a benchmark about writing performance and 
reading performance. 

II. RELATED WORKS 
There are some related work of this study as follows; 

Evaluation of Hadoop system consisting of Virtual Machines 
on Multi-core CPUs by Ishii [5], Studies on Evaluating 
Performance Efficiency of Distributed File Systems by 
Sakurai [6], Characterization of Remote Data Access for 
Hadoop Distributed File System over a long-latency 
environment by Momose [7], and Consideration on Ad hoc 
query processing with Adaptive Index in Map Reduce 
Environment by Okudera [8]. 
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III. PARALLEL DISTRIBUTED PROCESSING 

A. Hadoop 
The Large-scale data are created in various situations by 

a technological change. The big data such as the GPS of the 
mobile devices, cameras and action histories of the users 
with the sensor continue increasing every day. The useful 
information is provided by analyzing it. Therefore, Hadoop 
attracts attention as the parallel distributed processing base 
which can process large-scale data easily. 

Hadoop is constructed in HDFS and MapReduce and 
hBase [9,10]. The MapReduce processing performs 
important distributed processing. The data are managed by a 
combination of Key and Value. By the MapRecude 
processing, three next processing are carried out: Map 
processing to divide large-scale data into small data, and to 
extract necessary information, Shuffle processing to bundle 
up a combination having same Key, and Reduce processing 
to gather them up, and to output a result.  

HDFS is file system to distribute large-scale data, and to 
manage using plural disks. HDFS improves throughput by 
being parallel from plural disks and reading data and handles 
large-scale data efficiently. In addition, it can prevent the 
loss of data because a value of Replication is set by default to 
3, even if it breaks down. 
 

 
Figure 1.  Experiment environment. 

B. Isilon 
Isilon is scale-out NAS developed by Isilon system. The 

difference with Isilon and conventional scale-out NAS is the 
point where NAS controller is not separated. 

Isilon system includes CPU, memory and a network 
device. Furthermore, the system includes software, such as 
the file system. These devices are called a node and can be 
expanded from 3 to 144 nodes and the addition of the node is 
easy. Isilon repositions data automatically and optimizes it if 
a node is added. 

The conventional NAS came to be able to cover it until 
large-capacity data because the capacity of the disk increased 
although there is a fault in the scalability in conventional 
NAS. However, time to load data increases when quantity of 
data to treat increases because capacity has a limit in the 
simple substance. Scale-out NAS is designed to solve such a 

problem and to be able to be expanded to cope with data 
increasing every day. 

IV. PERFORMANCE EVALUATION USING THE BENCHMARK 
In this paper, we built a Hadoop environment using Isilon 

for HDFS, and we performed the comparison in the case 
with normal HDFS and Isilon for HDFS using a benchmark 
about writing performance and reading performance. 

A. Experiment conditions 
The hardware which we used for this experiment is six 

calculation nodes, Isilon and normal PC (made by Hewlett 
Packard). Figure 1 shows our experiment environment. We 
call this normal PC HP server afterward. HP server has the 
performance that is equal to Isilon. Each calculation node is 
comprised of CPU (Intel core i5 2500K 3.3GHz), Memory 
(8GB) and HDD (1TB SATA (7,200rpm)*1). Isilon is 
comprised of CPU (Nehalem Quad Core), Memory (6GB) 
and HDD (500GB SATA (7,200rpm)*12). The HP server is 
comprised of CPU (Xeon E5607 2.26GHz), Memory (6GB) 
and HDD (1TB SATA (7,200rpm)*8). About the OS, 
calculation node and the HP server are CentOS6.2, and Isilon 
is OneFS [11]. 

One JobTracker and five TaskTracker perform the 
MapReduce processing. Isilon performs both NameNode and 
DataNode about the HDFS processing. In comparison, we 
carried out a similar experiment using HP server.  

The number of the Map tasks of each node of Hadoop is 
two by default and the number of Reduce tasks is one by 
default. In tour study, we set the number of Map tasks to two 
and the number of Reduce tasks to two. The number of the 
replicas of normal HDFS is one by default. The number of 
the nodes and replicas of Isilon is three because Isilon 
usually holds three replicas [12]. 

B. Experiment description 
We use three benchmarks (Teragen [13], Grep [9], and 

Terasort [13]), which are attached to Hadoop. There are one 
of the Hadoop’s widely used benchmarks. Hadoop’s 
distribution contains the input generator, finding keywords 
and sorting implementations. We performed the comparison 
about writing and reading performance. In the experiment, 
we changed parameters of the block size and compared the 
tendency of the transaction speed. We performed the 
measurement three times and show the average results. The 
processing to be carried out in each benchmark is as follow. 

a) Teragen: Teragen is the program that only a 
designated number generates character string of 100 bytes 
per one record. It is used to measure writing performance. 

b) Grep: Grep is a program to count the number of 
times of appointed character string to develop in input data. 
It is used to measure reading performance. 

c) Terasort: Terasort is a program to output after 
sorting input data. It is used to measure writing performance 
and reading performance. 
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In Grep and Terasort, it is necessary to prepare for data 
to calculate. Therefore, we generate the random character 
string data using Teragen. The size of data to treat by this 
experiment is 20GB, 40GB and 60GB. The parameter of 
block size in Teragen and Grep is 32MB, 64MB, 256MB, 
512MB and 1GB. And the parameter of block size in 
Terasort is 32MB, 64MB and 256MB.  

It is possible to set block size from 4KB to 1GB in Isilon. 
A value of the defaults of the block size is 64MB. We set a 
value of 32MB, 64MB, 256MB, 512MB and 1GB in our 
experiments. 

C. Results 
Figures 2-4 show the results of the experiment by normal 

HDFS. Figures 5-7 show the results of the experiment by 
Isilon for HDFS. The vertical axis shows the processing time, 
and the cross axle shows data size. 

As a result, we understand that the processing time 
became short, so that block size is big by the Teragen of 
normal HDFS. In the case of data size 60GB, there is the 
difference of approximately 50 seconds for 32MB, 64MB 
and 256MB, 512MB, 1GB. As the results of Teragen in 
Isilon, the difference of the processing time by the difference 
in block size is not seen. However, there is difference in 100 
seconds when we compared the processing time of Isilon 
with the processing time of normal HDFS in the case of data 
size 20GB.  

As the results of Grep, we understand that there is little 
processing time if block size is big in normal HDFS as 
Teragen. In addition, as the results of Teragen, it followed 
that the differences between 32MB and 64MB spread as data 
size grew big. The Grep of Isilon resembled processing of 
normal HDFS in a tendency. The processing time becomes 
short if a value of the block size is big although 256MB is 
slightly earlier than 1GB. 

Finally, as the Terasort results, we understand that the 
processing time tended to be fast if block size is big by the 
processing by normal HDFS. In addition, the difference 
gradually spread as data size becomes big. In contrast with 
this, the results of 32MB and 64MB are the earliest block 
size by the Terasort of Isilon and a big difference matched 
the result of 256MB. 

As the above experimental results, we show different 
trends in normal HDFS and Isilon. In normal HDFS, 
processing time is the best if the block sizes is 1GB in read 
and write processing. And processing time tends to become 
slow as block size becomes small. On the other hand, 
processing time is good using Isilon if block size is big in 
Teragen and Grep as normal HDFS. In contrast to normal 
HDFS, processing time tends to become fast as block size 
becomes small. 

In our results, the read/write performance of Isilon is 
equal to or greater than normal HDFS. In addition, the 
number of replicas of HDFS is one and Isilon is three in the 
experiment. Therefore, we consider that the difference in 
performance between the HDFS and Isilon is become greater 
because the replica number is 2 or 3 using HDFS usually. 

V. CONCLUSION 
In this paper, we built a Hadoop environment using Isilon 

for HDFS. And we also performed the comparison in the 
case with normal HDFS and Isilon for HDFS using a 
benchmark about writing performance and reading 
performance. We are going to investigate a tendency when 
we changed the number of nodes to use and the number of 
disks. 
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Figure 2.  Teragen(HDFS). 

 
Figure 3.  Grep(HDFS). 

 
Figure 4.  Terasort(HDFS). 

 
Figure 5.  Teragen(Isilon). 

 
Figure 6.  Grep(Isilon). 

 
Figure 7.  Terasort(Isilon). 
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Abstract—Recommender systems produce content for users,
by suggesting items that users might like. Predicting the ratings
is a key task in a recommender system. This is especially true
in a system that works with groups, because ratings might be
predicted for each user or for the groups. The approach chosen
to predict the ratings changes the architecture of the system and
what information is used to build the predictions. This paper
studies approaches to predict the ratings in a group recommen-
dation scenario that automatically detects groups. Experimental
results confirm that the approach to predict the ratings strongly
influences the performances of a system and show that building
predictions for each user, with respect to building predictions
for a group, leads to great improvements in the quality of the
recommendations.

Keywords—Group Recommendation; Clustering; Ratings Pre-
diction.

I. INTRODUCTION

A recommender system suggests items that might be inter-
esting for a user. In order to identify “the useful items for the
user, a recommender system must predict that an item is worth
recommending” [1]. As highlighted in [1], [2], the prediction
task is the core recommendation computation.

Group recommendation is designed for contexts in which
more than a person is involved in the recommendation pro-
cess [3]. A scenario in which group recommendation is useful
is when the recommendations that can be built are limited.

A company decides to print recommendation flyers
that present suggested products. Even if the data
to produce a flyer with individual recommendations
for each customer is available, printing a different
flyer for everyone would be technically too hard to
accomplish and costs would be too high. A possible
solution would be to set a number of different flyers
to print, such that the printing process could be
affordable in terms of costs and the recipients of the
same flyer would be interested by its content.

With respect to classic group recommendation, these systems
add the complexity of defining groups, in order to respect
the constraint on the number of recommendations that can be
produced. In literature, no system can automatically adapt to
such constraints imposed by the system.

According to Jameson and Smyth [3], a group recom-
mender system can use three approaches to predict the ratings:
(i) construct group models and predict the ratings for each
group using the model, (ii) predict the ratings for each user
and merge only the individual recommendations into a group
preference, or (iii) aggregate all the predictions built for each
user into a group preference. It can be noticed that the
ratings prediction task takes a central role also in a group
recommender system, since ratings can be predicted for each
user or for a group. According to the approach chosen to
predict the ratings, the architecture of the system changes and
the prediction task takes a different input (i.e., a group model
or the individual preferences of each user) and produces a
different output (i.e., predictions for a group, predictions for
each user or recommendations for each user). This means that
the flow of the computation radically changes, in order to allow
the system to build the predictions.

This paper explores the ratings prediction task in the
previously mentioned scenario, in order to identify the best
approach to predict the ratings for a group that has been
automatically detected. Three recommender systems have been
developed, to produce the predictions according to the pre-
viously mentioned approaches. The scientific contributions
coming from this paper are the following: (i) the prediction
task is explored for the first time in a scenario in which groups
are automatically detected; (ii) the three approaches to build
the predictions in a group recommender systems are directly
compared for the first time in literature and (iii) the trade-off
between the number of detected groups and the accuracy of
each system is explored, in order to evaluate how the number
of groups affects the performances of a system.

The paper is structured as follows: Section II describes the
ratings prediction approaches in group recommender systems;
Section III presents the three group recommender systems
that automatically detect groups, developed to use the three
approaches to build the predictions; Section IV illustrates the
experiments on the systems; Section V contains conclusions.

II. RATINGS PREDICTION APPROACHES IN GROUP
RECOMMENDATION

According to [3], group preferences can be predicted
using three approaches: (i) generation of a group model that
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combines individual preferences, used to build predictions for
the group, (ii) merging of recommendations built for each user,
or (iii) aggregation of the predictions built for each user.

This section describes each approach in detail.

A. Construction of Group Preference Models

This approach builds a group model using the preferences
of the users and predicts a rating for the items not rated by
the group using the model. The two performed tasks are:

1) Construct a model Mg for a group g, that represents
the preferences of the whole group.

2) For each item i not rated by the group, use Mg to
predict a rating pgi.

The architecture of a system that uses this approach is shown
in Fig. 1 (the prediction task is highlighted in the figure). In
order to build the predictions, the system has to produce a
model with the preferences of the group (TASK 1). The task
receives as input the ratings for the items evaluated by each
user (INPUT 1) and the composition of each group (INPUT
2). Each group model is used to predict the ratings for the
group (TASK 2).

Fig. 1. System that builds predictions using group models

This approach is used by Let’s Browse [4], In-Vehicle
Multimedia Recommender [5], TV4M [6], INTRIGUE [7], and
Travel Decision Forum [8].

B. Merging of Individual Recommendations

The approach presents to a group a set of items, that is the
merging of the items with the highest predicted rating for each
member of the group. The approach works as follows.

1) For each member of the group u:
• For each item i not rated, predict a rating pui.
• Select the set Ci of items with the highest

predicted ratings pui.
2) Model the group preferences by producing

⋃
i Ci, the

union of the sets of items with the highest predicted
ratings.

The architecture of a system that uses this approach is
shown in Fig. 2. The system uses the ratings for the items
evaluated by each user (INPUT 1) to predict the ratings for
each user (TASK 1). The output produced by the task (the top-
n predictions, used as recommendations for a user), are given
as input to the task that merges the recommendations (TASK
2), along with the composition of the groups (INPUT 2).

This approach is not widely used in literature. The main
relevant work that embraces this approach is PolyLens [9].

Fig. 2. System that merges the recommendations

C. Aggregation of Individual Predictions

This approach predicts individual preferences for the items
not rated by each user, aggregates individual preferences and
derives a group preference. The approach works as follows.

• For each item i:
1) For each member u of the group g that did

not rate i, predict a rating pui.
2) Calculate an aggregate rating rgi from the

ratings of the members of the group, either
expressed (rui) or predicted (pui).

The architecture of a system that uses this approach is shown in
Fig. 3. The ratings for the item evaluated by each user (INPUT
1) are used to predict the ratings for the missing items for each
user (TASK 1). The output produced by the task (i.e., all the
calculated predictions), is given as input along with the ratings
given by the users for the items (INPUT 1) and the composition
of each group (INPUT 2) to the task that models the group
preferences (TASK 2).

Fig. 3. System that aggregates predictions

This approach is used by PolyLens [9] and in [10], [11].

III. PREDICTING RATINGS FOR AUTOMATICALLY
DETECTED GROUPS

As mentioned in the Introduction, no group recommen-
dation approach is able to detect groups in order to adapt
to constraints on the number of recommendations produced.
This section presents three group recommender systems able
to automatically detect groups. Each system will implement
one of the three approaches to predict the ratings previously
described. The tasks that do not predict ratings will be im-
plemented in the same way in all the systems, in order to
evaluate how each approach to predict the ratings affects the
performances of a group recommender system.
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A. System Based on Group Models Construction

ModelBased is a group recommender system that detects
groups of similar users, models each group using the prefer-
ences of its members and predicts group preferences using the
model, according to the approach presented in Section II-A.
The tasks performed by the system are the following.

1) Detection of the groups. Using the preferences of
each user, groups of users with similar preferences are
detected with the k-means clustering algorithm [12].

2) Group modeling. Once groups have been detected,
a group model is built for each group g, using
the Additive Utilitarian modeling strategy. For each
group, a rating is calculated for a subset of items.

3) Prediction of the Ratings Using a Group Model.
Group ratings are predicted for the items not modeled
by the previous task, using the model that contains
its preferences with an Item-based approach [13].

Detection of the groups. The set of users has first to be
partitioned into a number of groups equal to the number of
recommendations. Since in our application scenario groups do
not exist, unsupervised classification (clustering) is necessary.
Users are clustered considering the ratings expressed for the
evaluated items. It was recently highlighted in [14] that the
k-means clustering algorithm [12] is by far the most used
clustering algorithm in recommender systems.

This task detects groups by clustering users with the
k-means clustering algorithm. The output of the task is a
partitioning of the users in groups (clusters), such that users
with similar ratings for the same items are in the same group
and can receive the same recommendations.

Group modeling. To create a model that represents the
preferences of a group, the Additive Utilitarian group modeling
strategy [15] is adopted. The strategy sums individual ratings
for each item and produces a list of the group ratings (the
higher the sum is, the earlier the item appears in the list).
The ranked group list of items is exactly the same that would
be produced when averaging the individual ratings, so this
strategy is also called ‘Average strategy’.

The choice to use this strategy to create the model and
produce ratings using an average was made for two main
reasons: (i) since the considered scenario deals with a limited
number of recommendations, the system works with large
groups. Therefore, an average, that is a single value that is
meant to typify a set of different values, is best way to put
together the ratings in this context; (ii) for groups created
with the k-means clustering algorithm, creating a group model
with an average of the individual values for each item is like
re-creating the centroid of the cluster, i.e., a super-user that
connects every user of the group.

After a group has been modeled, a rating rgi is a part of
the model only if a consistent part of the group has rated
item i. In fact, if an item is rated by a small part of the
group, the aggregate rating cannot be considered representative
of the preferences of the group as a whole. So, a parameter
named coratings, is set. The parameter expresses the minimum
percentage of group members who have to rate an item, in
order to include the rating in the model.

Prediction of the Ratings Using a Group Model. In the
group models previously created, for a subset of items there is
no preference. In order to predict these ratings, an Item-Based
Nearest Neighbor Collaborative Filtering algorithm presented
in [13], that builds the predictions using the model, is adopted.
The choice of using an Item-Based approach is because the
algorithm deals with group models. Since groups might be
very large, a group model might put together a lot preferences
and it would not be significant to make a prediction with a
User-based approach that would look for “similar groups”. In
fact, considering an example with 6000 users and 10 groups,
if groups were homogeneous, there would be around 600 users
per group. If a User-Based approach was used, when looking
for neighbors the algorithm would look for a two similar
models, that each contain a synthesis of the preferences of 600
users. This type of similarity would not be accurate enough to
make predictions.

The algorithm predicts a rating pgi for each item i that
was not evaluated by a group g, considering the rating rgj of
each similar item j rated by the group. Equation (1) gives the
formula used to predict the ratings:

pgi =

∑
j∈ratedItems(g)

itemSim(i, j) · rgj∑
j∈ratedItems(g)

itemSim(i, j)
(1)

According to Schafer et al., [13], some authors do not consider
all the items in the model (i.e., ratedItems(g)), but just
the top n correlations. In order to reduce the computational
complexity of the algorithm and select the most meaningful
correlations, this is the approach used for this task. In or-
der to compute similarity itemSim(i, j) between two items,
adjusted-cosine similarity is used. The metric is believed to
be the most accurate when calculating similarities between
items [13]. It is computed considering all users who rated
both item i and item j. Equation (2) gives the formula for
the similarity (Uij is the set of users that rated both item i and
j and value ru represents the mean of the ratings expressed
by user u).

itemSim(i, j) =

∑
u⊂Uij

(rui − ru)(ruj − ru)√∑
u⊂Uij

(rui − ru)2
√∑

i⊂Uij
(ruj − ru)2

(2)

B. System that Merges Individual Recommendations

MergeRecommendations is a group recommender system
that detects groups of similar users, predicts individual prefer-
ences and selects the items with the highest predicted ratings
for each user, using the approach presented in Section II-B.
Here we describe the tasks performed by the system and how
they have been implemented.

1) Detection of the groups. Considering the individual
preferences, groups of similar users are detected with
the k-means clustering algorithm.

2) Predictions for Individual Users. Individual predic-
tions are calculated for each user with a User-Based
Collaborative Filtering Approach presented in [13].

3) Generation of the Group Predictions (Group mod-
eling). Group predictions are built by modeling the
top-n items with the highest predicted ratings for each
user, by averaging the ratings of the items selected for
each user.
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Detection of the Groups. The first task uses the approach
previously presented, i.e., the k-means algorithm.

Prediction of the Missing Ratings. Ratings for the mem-
bers of a group are predicted with a classic User-Based Nearest
Neighbor Collaborative Filtering algorithm, presented in [13].
The algorithm predicts a rating pui for each item i that was
not evaluated by a user u, considering the rating rni of each
similar user n for the item i. A user n similar to u is called a
neighbor of u. Equation (3) gives the formula used to predict
the ratings:

pui = ru+

∑
n⊂neighbors(u) userSim(u, n) · (rni − rn)∑

n⊂neighbors(u) userSim(u, n)
(3)

Values ru and rn represent, respectively, the mean of the
ratings expressed by user u and user n. Similarity userSim()
between two users is calculated using the Pearson’s correlation,
a coefficient that compares the ratings of all the items rated
by both the target user and the neighbor. Pearson’ correlation
between a user u and a neighbor n is given in Equation (4)
(Iun is the set of items rated by both u and n).

userSim(u, n) =

∑
i⊂Iun

(rui − ru)(rni − rn)√∑
i⊂Iun

(rui − ru)2
√∑

i⊂Iun
(rni − rn)2

(4)

The metric ranges between 1.0 (complete similarity) and
-1.0 (complete dissimilarity). Negative values do not increase
the prediction accuracy [16], so they are discarded by the task.

Generation of the Group Predictions (Group modeling).
For each user, the items for which a rating is predicted are
ranked in descending order based on the ratings, then the top-
n items are selected. Group ratings are predicted by merging
the top-n items of each users with a union of the ratings. If an
item appears in the list of more members of the same group,
the average of the predicted ratings for that item is calculated
(Additive Utilitarian strategy), in order to derive the preference
of that group for the item.

C. System Based on the Aggregation of Individual Predictions

PredictionAggregation is a group recommender system that
detects groups of similar users, predicts individual preferences
and aggregates the preferences expressed for each item into
a group preference, according to the approach presented in
Section II-C. Here we describe the tasks performed by the
system.

1) Detection of the groups. Using individual preferences,
groups are detected through the k-means algorithm.

2) Predictions for Individual Users. Predictions are built
with the previously described User-Based approach.

3) Aggregation of the Predictions (Group modeling).
Once groups have been detected, a group model is
built by aggregating all the predictions of a group.

All the tasks use the same algorithms previously presented,
i.e., the k-means clustering algorithm, the User-Based Collabo-
rative Filtering algorithm and the Additive Utilitarian modeling
strategy. The difference with the MergeRecommendation sys-
tem is on the modeling task, that considers all the predictions
and not just the top-n predicted items.

IV. EXPERIMENTAL FRAMEWORK

This section presents the framework built for the experi-
ments.

A. Experimental Setup

To conduct the experiments, we adopted MovieLens-1M,
a dataset widely used in literature.

The clusterings with k-means were created using a testbed
program called KMlocal [17], that contained a variant of the
k-means algorithm, called EZ Hybrid. The k-means algorithm
minimizes the average distortion, i.e., the mean squared dis-
tance from each point to its nearest center. With the dataset
used, EZ Hybrid is the algorithm that returned the lowest
distortion and is the one used to cluster the users.

An analysis has been performed, by comparing the RMSE
values obtained by each system considering different numbers
of groups to detect. The choice of measuring the performances
for different numbers of groups has been made to show how
the quality of the systems change as the constraint changes. In
each experiment, four different clusterings in 20, 50, 200 and
500 groups were created. Moreover, we compared the results
obtained with the four clusterings with the results obtained
considering a single group with all the users (i.e., predictions
are calculated considering the preferences of all the users), and
the results obtained by the system that calculates predictions
for each user.

RMSE was chosen as a metric to compare the algorithms
because, as the organizers of the Netflix prize highlight [19],
it is widely used, allows to evaluate a system through a single
number and emphasizes the presence of large errors.

In order to evaluate if two RMSE values returned by two
experiments are significantly different, independent-samples
two-tailed Student’s t-tests have been conducted. In order to
make the tests, a 5-fold cross-validation was preformed.

The details of the experiments are described below.

1) Parameters setting. For each system, a parametric
analysis has been conducted, in order to find the
setting that allows to achieve the best performances.

2) Selection of the best system. The performances of the
systems have been compared, in order to identify the
one that allows to predict the most accurate ratings.

B. Dataset and Data Preprocessing

The dataset used, i.e., MovieLens-1M, is composed of 1
million ratings, expressed by 6040 users for 3900 movies. This
framework uses only the file ratings.dat, that contains
the ratings given by users. The file contains four features:
UserID, that contains user IDs in a range between 1 and 6040,
MovieID, that contains movie IDs in a range between 0 and
3952, Rating, that contains values in a scale between 1 and 5
and Timestamp, that contains a timestamp of when a user rated
an item. The file was preprocessed for the experimentation, by
mapping the feature UserID in a new set of IDs between 0
and 6039, to facilitate the computation using data structures. In
order to conduct the cross-validation, the dataset was split into
five subsets with a random sampling technique (each subset
contains 20% of the ratings).
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C. Metrics

The quality of the predicted ratings was measured through
the Root Mean Squared Error (RMSE). The metric compares
each rating rui, expressed by a user u for an item i in the test
set, with the rating pgi, predicted for the item i for the group
g in which user u is. The formula is shown below:

RMSE =

√∑n
i=0(rui − pgi)2

n

where n is the number of ratings available in the test set.
In order to compare if two RMSE values returned by two ex-
periments are significantly different, independent-samples two-
tailed Student’s t-tests have been conducted. These tests allow
to reject the null hypothesis that two values are statistically
the same. So, a two-tailed test will test if an RMSE value
is significantly greater or significantly smaller than another
RMSE value. Since each experiment was conducted five times,
the means Mi and Mj of the RMSE values obtained by two
systems i and j are used to compare the systems and calculate
a value t:

t =
Mi −Mj

sMi−Mj

where

sMi−Mj =

√
s21
n1

+
s22
n2

s2 indicates the variance of the two samples, n1 and n2

indicate the number of values considered to build M1 and
M2 (in our case both are equal to 5, since experiments were
repeated five times). In order to determine the t− value that
indicates the result of the test, the degrees of freedom for the
test have to be determined:

d.f. =
(s21/n1 + s22/n2)

2

(s21/n1)2/(n1 − 1) + (s22/n2)2/(n2 − 1)

Given t and d.f., the t − value (i.e., the results of the test),
can be obtained in a standard table of significance as

t(d.f.) = t− value

The t − value derives the probability p that there is no
difference between the two means. Along with the result of
a t-test, the standard deviation SD of the mean is presented.

D. Experiments

For each system, experiments to set the parameters and find
the best configuration are conducted. Then, the performances
of the different systems are compared.

1) Setting the Parameters of ModelBased: Here we de-
scribe the experiments conducted to set the two parameters
of the system (i.e., coratings and n).

coratings parameter setting. The coratings parameter
allows to consider in the model only the items rated by a
certain part of the group. An experiment to evaluate a suitable
value for the parameter is conducted. In this experiment,
parameter n is set to 10. Fig. 4 and the underlying table, show
that the initial value of coratings, i.e., 10%, is the one that
allows to achieve better results. This means that the higher is
the value of coratings, the more ratings are eliminated for the
model. So, it is harder to predict the ratings.

Fig. 4. RMSE for the different values of coratings

TABLE I. RMSE FOR THE DIFFERENT VALUES OF coratings

1 group 20 groups 50 groups 200 groups 500 groups 6040 groups

coratings=10% 1.0706 1.0402 1.0335 1.0265 1.0262 0.9120

coratings=15% 1.1086 1.0696 1.0611 1.0471 1.0428 0.9120

coratings=20% 1.1608 1.0948 1.0804 1.0672 1.0597 0.9120

coratings=25% 1.1612 1.1178 1.1011 1.0849 1.0775 0.9120

coratings=30% 1.1617 1.1417 1.1233 1.1039 1.0930 0.9120

Independent-samples t-tests have been conducted, to com-
pare the results for different values of coratings in each
clustering. All the tests returned that there is a significant
difference in the values obtained with different values of the
coratings parameter. The results obtained to compare the re-
sults obtained considering 10% and 15% of the group are now
presented. Considering 1 group, there is a significant difference
in the RMSE values for coratings = 10% (M = 1.070556,
SD = 0.00) and coratings = 15% (M = 1.108634,
SD = 0.00); t(7.85) = 20.26, p = 0.0. For 20 groups,
the difference is also significant when comparing the RMSE
values for coratings = 10% (M = 1.04019, SD = 0.00)
and coratings = 15% (M = 1.069618, SD = 0.00);
t(9.96) = 9.24, p = 0.0. The test conducted for 50 groups
returned a significant difference between coratings = 10%
(M = 1.033476, SD = 0.00) and coratings = 15%
(M = 1.06113, SD = 0.00); t(7.11) = 15.24, p = 0.0.
With 200 groups, the obtained results are coratings = 10%
(M = 1.026542, SD = 0.00) and coratings = 15%
(M = 1.047102, SD = 0.00); t(7.88) = 14.60, p = 0.0.
For 500 groups, there is a significant difference in the RMSE
values for coratings = 10% (M = 1.026246, SD = 0.00)
and coratings = 15% (M = 1.042848, SD = 0.00);
t(7.68) = 13.80, p = 0.0. The results suggest that lowering the
coratings value allows to substantially improve the results.
Specifically, these results suggest that the less ratings are
removed from the model, the better the algorithm predicts the
ratings for a group.

Setting parameter n. To predict a rating for the group, the
items most similar to the one currently predicted are selected.
In order to choose the number of neighbors, a parameter n
has to be set. Parameter coratings is set to 10%. Fig. 5 and
the underlying table, show the performances of the system for
different values of n, i.e., considering a different number of
similar items. In the results reported in the figure it is hard to
see the value that allows to obtain the best results, so Fig. 6
(that focuses on the part between 20 and 500 groups) shows
an improvement up to n = 20, then results worsen again.
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Fig. 5. RMSE for the different values of n

TABLE II. RMSE FOR THE DIFFERENT VALUES OF n

1 group 20 groups 50 groups 200 groups 500 groups 6040 groups

n=1 1.1171 1.0752 1.0648 1.0610 1.0694 0.9120

n=10 1.0706 1.0402 1.0335 1.0265 1.0262 0.9120

n=20 1.0705 1.0398 1.0327 1.0257 1.0249 0.9120

n=50 1.0722 1.0410 1.0334 1.0267 1.0256 0.9120

n=100 1.0732 1.0412 1.0341 1.0274 1.0265 0.9120

n=6040 1.0731 1.0413 1.0342 1.0275 1.0266 0.9120

RMSE values are very close; so, it is important to conduct
independent-samples t-tests to evaluate the difference between
the results. In particular, the tests conducted to compare 20
and 30 groups are reported. For 1 group, there is a difference
in the RMSE values for n = 20 (M = 1.070534, SD = 0.00)
and n = 30 (M = 1.07217, SD = 0.00); t(9.92) = 0.87, p =
0.41. Considering 20 groups, there is a difference in the results
obtained with n = 20 (M = 1.039798, SD = 0.00) and
n = 30 (M = 1.040968, SD = 0.00); t(7.17) = 0.40, p =
0.70. The test conducted for 50 groups returned a difference
between n = 20 (M = 1.03344, SD = 0.00) and n = 30
(M = 1.033898, SD = 0.00); t(7.36) = 0.49, p = 0.63. With
200 groups, there is a difference between the RMSE values
obtained with n = 20 (M = 1.026698, SD = 0.00) and n =
30 (M = 1.026764, SD = 0.00); t(7.31) = 0.74, p = 0.48.
For 500 groups, the test returned a difference between n = 20
(M = 1.02493, SD = 0.00) and n = 30 (M = 1.025626,
SD = 0.00); t(7.94) = 0.67, p = 0.52. The results of the
t-tests show that there is not enough confidence to reject the
null hipotesys that the values obtained for n = 20 and n = 30
are different. However, the results obtained with n = 20 are
always better in terms of RMSE and the t-tests returned that
the probability that there is a difference for n = 20 ranges
between 30% and 59%. So the value of n used is 20.

Fig. 6. Detail to study parameter n

2) Setting the Parameters of MergeRecommendations:
Here, the experiments conducted to set the two parameters
used by the system (i.e., neighbors and n) are presented.

Selection of the number of neighbors. In order to predict
a rating for a user, the users most similar to the one considered
are selected. In order to do so, the right number of neighbors
has to be selected when computing a prediction. This is
done with a parameter called neighbors, tested in this set
of experiments. Since we have to evaluate the number of
neighbors for an algorithm that predicts individual ratings, this
evaluation is done out of the group recommendation context.
Fig. 7 and the underlying table, show the RMSE values for
increasing values of neighbors. As highlighted in [18], this is
the common way to choose the value. Moreover, our results
reflect the trend described by the authors, i.e., for low values
of the parameter, great improvements can be noticed. As
expected, RMSE takes the form of a convex function (Fig. 8
shows a particular of Fig. 7), that indicates that after a certain
value improvement stops. In these experiments, that value is
100.

Fig. 7. RMSE for increasing number of neighbors

TABLE III. RMSE FOR INCREASING NUMBER OF neighbors

6040 groups

neighbors=1 1.3046

neighbors=10 0.9611

neighbors=50 0.9167

neighbors=100 0.9118

neighbors=200 0.9120

neighbors=300 0.9128

neighbors=6040 0.9160

Fig. 8. RMSE takes the form of a convex function.

Independent-samples t-tests, conducted to evaluate the dif-
ference between the results obtained between 100 and the
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other numbers of neighbors, are now presented. There is a
significant difference in the RMSE values for 1 neighbor
(M = 1.304622, SD = 0.00) and 100 neighbors (M =
0.911785, SD = 0.00); t(7.59) = 450.02, p = 0.00. There
is a also a significant difference in the RMSE values for 10
neighbors (M = 0.961122, SD = 0.00) and 100 neighbors
(M = 0.911785, SD = 0.00); t(7.41) = 54.44, p = 0.00.
A significant difference is also present in the RMSE values
for 50 neighbors (M = 0.916725, SD = 0.00) and 100
neighbors (M = 0.911785, SD = 0.00); t(7.97) = 6.02,
p = 0.00. The RMSE values present a difference for 100
neighbors (M = 0.911785, SD = 0.00) and 200 neighbors
(M = 0.911968, SD = 0.00); t(7.99) = 0.24, p = 0.82.
There is a also a difference in the RMSE values for 100
neighbors (M = 0.911785, SD = 0.00) and 300 neighbors
(M = 0.912803, SD = 0.00); t(7.97) = 1.06, p = 0.33.
There is a significant difference in the RMSE values for 100
neighbors (M = 0.911785, SD = 0.00) and 6040 neighbors
(M = 0.916022, SD = 0.03); t(7.99) = 1.27, p = 0.24.
For values of neighbors higher than 100, the probability that
there is a difference between the values obtained for 100
and 200 neighbors and 100 and 300 neighbors is between
18% and 67%. In particular, there seems to be no difference
between choosing 100 and 200 neighbors. Since it is faster to
compute predictions considering 100 neighbors instead of 200,
neighbors = 100 is the value chosen for the algorithm.

Choice of the top-n items. This set of experiments
evaluates how big the list of recommendations made for each
user (i.e., the top-n) has to be, by testing parameter n. Fig. 9
and the underlying table, show that the choice of the top-5
ratings brings to the best results.

Fig. 9. RMSE values for increasing values of top n ratings

TABLE IV. RMSE FOR THE DIFFERENT VALUES OF THE TOP n
RATINGS

1 group 20 groups 50 groups 200 groups 500 groups 6040 groups

Top 5 1.2667 1.2207 1.2075 1.1653 1.1461 0.9120

Top 10 1.2947 1.2437 1.2235 1.1762 1.1592 0.9120

Top 15 1.3092 1.2473 1.2262 1.1788 1.1562 0.9120

Independent-samples t-tests have been conducted, in order
to evaluate if there is a significant difference between the
values obtained for the different values of n and different
numbers of groups. Such a difference exists and the results of
the tests that compare n = 5 and n = 10 (i.e., the values that
obtained the most similar results) are now presented. Consid-
ering 1 group, there is a significant difference between n = 5
(M = 1.266718, SD = 0.00) and n = 10 (M = 1.294696,

SD = 0.00); t(7.74) = 3.39, p = 0.01. For 20 groups, there
is a difference between n = 5 (M = 1.220748, SD = 0.00)
and n = 10 (M = 1.243682, SD = 0.00); t(7.99) = 1.46,
p = 0.18. When 50 groups are considered, there is a difference
between n = 5 (M = 1.207548, SD = 0.00) and n = 10
(M = 1.223508, SD = 0.00); t(7.98) = 0.65, p = 0.53.
For 200 groups, there is also a difference between n = 5
(M = 1.16532, SD = 0.00) and n = 10 (M = 1.176224,
SD = 0.00); t(7.99) = 0.54, p = 0.60. With 500 groups, there
is a difference between n = 5 (M = 1.146128, SD = 0.00)
and n = 10 (M = 1.159176, SD = 0.00); t(7.45) = 0.65,
p = 0.54. Results show that when the number of groups
increases, the significance of the difference between the values
decreases. Since for n = 5 the results are always lower and
the highest probability that the values are not different is 40%,
the value was chosen for the system.

3) Setting the Parameters of PredictionsAggregation: Since
the algorithm used by PredictionsAggregation to predict
individual ratings is the same used by MergeRecommen-
dations and it was already tested, no experiments to set the
parameters have to be conducted. The system was run with
the previously tested value of the neighbors parameter, i.e.,
neighbors = 100 and results are shown in Fig. 10 and the
underlying table.

Fig. 10. RMSE values of PredictionsAggregation

TABLE V. RMSE VALUES OF PredictionsAggregation

1 group 20 groups 50 groups 200 groups 500 groups 6040 groups

RMSE 0.9895 0.9872 0.9857 0.9837 0.9832 0.9120

4) Selection of the best system: Fig. 11 and the underlying
table, report the results obtained by each system with its
best configuration. An aspect not previously deepened in the
previous experiments, is that for all the systems, as the number
of groups grows, the quality of the results improves. So as the
number of groups increases, the RMSE values get lower. This
means that the systems can have better performances when
more recommendations can be produced.
The results obtained by three approaches show how the pre-
diction tasks affects the quality of group recommendation.
MergeRecommendations, the system that merges individual
recommendations achieves the worst results. This is the sign
that with automatically detected groups, if the preferences
of a user are expressed just with a small subset of items
(in this case five), a group recommendation algorithm is
not able to properly satisfy users. The approach based on
a group model (i.e., ModelBased) lays in the middle of
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the figure. So, building predictions using a group model that
uses an average to calculate predictions does not allow to
capture the individual preferences and predict significant group
ratings. At the bottom of the figure, with the best results,
there is the system that merges individual preferences (i.e.,
PredictionsAggregation). This means that predicting the
ratings for each user and considering all the predictions in
the group models leads to great improvements in the qual-
ity of the results. Independent-samples t-tests confirm that
there is a significant difference between the RMSE values of
PredictionsAggregation and the ones obtained by the other
systems. Results of the tests are not presented to facilitate the
reading of the paper.

Fig. 11. RMSE obtained by the each system

TABLE VI. RMSE OBTAINED BY THE EACH SYSTEM

1 group 20 groups 50 groups 200 groups 500 groups 6040 groups

MB 1.0705 1.0398 1.0327 1.0257 1.0249 0.9120

MR 1.2667 1.2207 1.2075 1.1653 1.1461 0.9120

PA 0.9895 0.9872 0.9857 0.9837 0.9832 0.9120

V. CONCLUSIONS AND FUTURE WORK

This paper explored the ratings prediction task in group
recommendation scenario in which groups are automatically
detected. The experiments conducted allowed to achieve im-
portant contributions, now recapped.

• Exploring the ratings prediction task in this scenario
allowed to understand that the use of all the pre-
dictions built for each user allows to achieve better
results, with respect to the approaches that build
predictions for a group or use the individual recom-
mendations.

• Results improve as the number of groups grows.
Analyzing the performances for different numbers of
groups allowed to explore the trade-off between the
number of recommendations built and the accuracy of
the system.

Future work will focus on improving the cohesion of the
groups. This will be done by adding more information to the
input of the clustering algorithm, in order to detect groups with
more homogeneous preferences and to produce more accurate
group recommendations.
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Abstract—Recent studies have highlighted the correlation
between users’ satisfaction and diversity within recommenders,
especially the fact that diversity increases users’ confidence when
choosing an item. Understanding the reasons of this positive
impact on recommenders is now becoming crucial. Based on
this assumption, we designed a user study that focuses on the
utility of this new dimension, as well as its perceived qualities.
This study has been conducted on 250 users and it compared
5 recommendation approaches, based on collaborative filtering,
content-based filtering and popularity, along with various degrees
of diversity. Results show that, when recommendations are made
explicit, diversity may reduce users’ acceptance rate. However,
it helps increasing users’ satisfaction. Moreover, this study high-
lights the need to build users’ preference models that are diverse
enough, so as to generate good recommendations.

Keywords—Recommender systems, diversity, user modeling,
user study.

I. INTRODUCTION

Recommender systems aim at helping users during their
information search, by suggesting items that fit their needs
and preferences. Recommender systems, that have emerged
two decades ago, have been much studied by academic re-
searchers, and are now an indispensable part of most of web
services. However, a paradox is remaining in recommender
systems: most of recommender systems aim at maximizing
the precision of the recommendations, but do not consider
human factors, which have an important role in decision
processes. For example, in 2009 the Netflix Prize [1] has
been won by BellKor’s Pragmatic Chaos team, after a three-
year long competition. The mean quadratic error (RMSE)
has been improved by two hundredth [2], [3]. However, the
corresponding algorithm has never been used, as it has become
obsolete due to the emergence of new interaction modes and
new user behaviors [4].

During the same period, works focusing on users’ accep-
tance and adoption of recommender systems have shown that
a difference of 10% of the RMSE cannot be perceived by
users [5], [6]. However, these studies highlight the influence
of human factors on users’ satisfaction. These factors can
be users’ confidence in the recommender, the explanations
provided by the recommender or the need in diversity of
recommendations. The work conducted in this paper focuses
on this last factor: the diversity of the recommendations. The
experiments conducted in 2010 by Castagnos et al. [5] aimed
at identifying the steps of a user’s decision process, when
facing a recommender system. In that study, diversity, which
has not been anticipated, has appeared as an important factor
in decision processes, but the experiments conducted did not
allow to quantify the importance of this factor.

The contributions of our work are the following: we
conduct a new user study, that aims at better understanding
the role and the impact of diversity in recommender systems;
several recommender systems algorithms (Collaborative Filter-
ing (CF), Content-Based Filtering (CBF) and Popularity-based
filtering (POP)) are implemented, as well as two new hybrid
algorithms (combining CF and CBF), that allow to tune the
degree of diversity of the recommendations. Analyzing these
last two algorithms relies on a five-level inter-group model (one
group for each algorithm) and a two-level intra-user model
(implicitly and explicitly provided recommendations) in the
movie domain. The training dataset is made up of a complete
description of more than 500 movies and more than 3000 users.
The experiment has been conducted during a one-week period,
where data about 250 users has been collected. These users
have been randomly split in groups of 50 users.

This study confirms the positive influence of the diversity
on users’ satisfaction. It also surprisingly highlights the im-
portance of building preference models with enough diversity
between items, especially for the cold-start phase, by encourag-
ing users to rate different items. In addition, this study shows
that despite having a positive impact on users’ satisfaction,
diversity has to be used carefully, as too much diversity may
result in users who do not understand the coherence of the
recommendations provided.

This paper is organized as follows: Section II is an
overview of the state of the art of diversity in recommender
systems, from conception and evaluation points of view. Sec-
tion III is dedicated to the presentation of our study and
Section IV presents and discusses the results. The last section
concludes this paper.

II. RELATED WORK

Diversity is an emerging research topic in recommender
systems. Diversity is well known for playing an important role
in the improving the interaction between users and information
retrieval systems [7], [8]. However, the question about knowing
why and how to improve the diversity remains open. Two
main approaches are adopted in the literature. The first one
analyzes the impact of diversity on users’ behavior. The second
one integrates diversity in machine learning algorithms from
recommender systems. Both following subsections present
these approaches.

A. Role and impact of diversity

Diversity in recommender systems has been defined by
Smyth and McClave [9] as the opposite dimension to simi-
larity. We choose to refine this definition by defining diversity
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as the measure that quantifies the dissimilarity within a set of
items. Thus, the task of introducing diversity in a recommender
system consists in finding the best set of items that are
highly similar to users’ known preferences by taking care to
not freeze recommendations (if novelty is never introduced
in recommendations) as well as taking care to recommend
sets of items not too similar. The first case is referred to as
intrinsic diversity, which avoids redundancy between the items
to be recommended [10]. The second case is referred to as
extrinsic diversity, which aims at alleviating the uncertainty
due to data ambiguity or sparsity in user preference models,
by recommending a large set of items [11]. In both cases,
mechanisms used to introduce diversity rest on the same
metrics (see section II-B). Note that a new classification of
diversity has been recently proposed by Adomavicius and
Kwon [12]. It distinguishes individual diversity and aggregated
diversity, depending on if we are interested in generating
recommendations to individuals, or to groups of users. Here,
we focus on individual diversity.

The seminal work focusing on the role of diversity in
recommender systems has been conducted on conversational
recommender systems [7]. It has been the first to show that
diversity improves the efficiency of recommendations. Works
presented by Zhang and Hurley [13], or Lathia [14], even talk
of user frustration when no diversity is provided. McGinty
and Smyth [7] have also put forward the issues related to
this dimension. For example, diversity does not have to be
integrated in each recommendation step.

To thoroughly understand this last point, we focus on the
two steps of an item selection process in information access
systems [15]. In the first step, the user uses the system’s
interface to identify the pertinent criteria for his/her current
search. The identification of these criteria is made, most of
the time, by trial and errors, the recommendation cycles. The
second phase aims at comparing all the possible solutions re-
lated to these criteria. Users unconsciously use a trial and error
approach, by choosing an item, having a look to the related
recommendations, then making a backward step. Once a first
starting point is found, he/she continues his/her exploration of
the set of items by using the recommendations (as well as
the recommendations related to the recommendations chosen,
etc.).

Given this behavioral model, we can admit that, as pre-
sented by McGinty and Smyth [7], diversity does not positively
impact each recommendation cycle, especially in those where
the user aims at increasing his confidence in the system. This
conclusion is confirmed by Castagnos [5], which measured the
evolution of diversity need through time.

Many discussions about the role of diversity have emerged
these last years. McNee et al. [16] studied the limitations
of precision measures used in recommender systems: less
accurate recommendations may be more pertinent from the
users point of view. They also focused on the difference
between the diversity proposed to regular users and to new
users. Several works also highlight that diversity is intrinsi-
cally present in collaborative filtering-based recommendations,
through serendipity [17], [18]. In parallel, some works focused
on the best way to present the recommendation, so as diversity
is perceived by users [19], [20].

B. Integrating diversity in recommender systems

The design of a recommender systems can divided into
thee parts: (1) implicit or explicit collection of user traces,
left by users when interacting with the system (preferences,
tastes, usage, context); (2) building user models, based on
these traces; (3) exploiting these models and machine learning
algorithms to determine the adequate set of recommendations
to be proposed to the active user.

Recommender systems are generally split into two fam-
ilies [21]: collaborative and content filtering. Until recently,
the approaches dedicated to the improvement of the diversity
were developed in the frame of content filtering [22], [23],
[24]. These mechanisms can be used directly on the metric,
or/and on the clustering/ranking algorithm used to generate
recommendations. These approaches aim at increasing the
diversity at the level of the attributes of the items.

In [9], diversity is represented by several metrics, that rely
on the similarity between items: the more the items are similar,
the lower is the diversity between them. Similarity between two
items is defined as the weighted sum of the similarities on the
attributes (see (1)).

Similarity(i1,i2) =
∑

j=1..n wj ∗ simattribute=j(i1,i2)∑
j=1..n wj

(1)

Starting from this similarity metric, Smyth and Mc-
Clave [9] has introduced two new diversity measures. The
first one, called Diversity, computes the average dissimilarity
within a class C, made up of m items. The second one is
a relative diversity (RelDiversity), that computes the added
value in terms of diversity of an item on a class of items C
(see (2)).

RelDiversity(i,C) =

 0 if C = {},∑
j=1..m(1−Similarity(i,cj))

m
otherwise.

(2)

These metrics have then been used in content-based fil-
tering to reorder the recommendation list, according to a
diversity criterion. Two main approaches have been proposed:
clustering-based [25] and selection-based approaches [22]. In
clustering-based approaches, the aim is to build an optimal
class of items, compared to a diversity criterion (that corre-
sponds to the maximal diversity). The selection-based methods
integrate the diversity in the recommender systems, without
decreasing precision. Bradley and Smyth have been the first
to propose a greedy-based selection algorithm, to find the
most similar items to a user query, which are also diverse
by pairs [22]. This algorithm selects the K most similar
items to a target item t (see (1)). The recommendation list
is filled iteratively, by choosing at each step the best quality
item (see (3)), until getting the top − N recommendations
(K < N ).

Quality(i, t, C) = Similarity(i, t) ∗ RelDiversity(i, C) (3)
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The top−N reordering algorithms, as in [22], are known
for their tradeoff between speed and accuracy (including
precision and diversity). Radlinski et al. propose 3 methods
that rely on query reformulation, in order to increase diversity
in the top−N list [11]. Zhang and Hurley suggest to maximize
the diversity while not decreasing the similarity; they view this
task as a binary optimization problem [13].

In addition to these content-based algorithms, works have
focused on a way to integrate diversity in collaborative filter-
ing. Ziegler and McNee have proposed a generic formalism
based on an intra-list similarity (ILS) and a top−N selection,
which can be used in several algorithms, such as collaborative
filtering [26]. Said et al. [27] have studied a new way to
integrate diversity in collaborative filtering, by adapting the
clustering algorithms. These 3 last works are purely based on
collaborative filtering, thus use similarity measures based on
votes, not on attributes.

C. Discussion

The main goal of this paper is to understand thoroughly
the impact and the utility of diversity during the interaction
between users and recommender systems. The state of the
art presented in section II-A has illustrated how complex
this dimension is, without having a complete view of all
its dimensions. Indeed, the studies conducted to this date
have measured the impact of diversity on satisfaction a pos-
teriori, by using questionnaires [6]. Even if many studies
have measured the impact of diversity on users’ satisfaction
with content-based filtering [7], [13], [14] on one side or
collaborative filtering [28], [29] on the other side, no user
study has been conducted to understand the role of diversity
by comparing these two families of algorithms. [17] has
addressed the diversity dimension thanks to the serendipity of
such algorithms, but the degree of diversity is not controlled,
and not always guaranteed. In this paper, we thus propose to
conduct a user study, that focuses on diversity an that allows
to: compare different families of algorithms (collaborative
filtering, content-based filtering, popularity-based filtering);
study users’ behavior: from the collection of traces to the
choice of items to be recommended, and check if diversity only
plays a role during the recommendation phase as suggested by
the literature, or if it also impacts the process of user modeling;
study users’ perception of diversity and differences in users’
behavior, when recommendations are implicitly or explicitly
presented.

Section II-B has shown that no hybrid algorithms (collab-
orative and content-based) that allow an equilibrium between
accuracy and diversity of recommendations exist. To cope with
this lack, we took inspiration from [22] and [26] to design two
new algorithms, that combine collaborative and content-based
filtering, to get the desired level of diversity. We propose to
compare five algorithms.

III. EXPERIMENT SETUP

A. Support

We conducted our experiment in the domain of cinema
for several reasons. First, it is quite easy to collect a large
dataset related to movies, so as to observe users’ behaviors
in a realistic context. Second, movies have a great number of

attributes and are rated very often by users, unlike some other
types of items. At last, cinema is a popular domain users are
familiar with. This maximizes the chances that users know
enough items in the proposed lists.

For the needs of our experiment, we built a website [30]
and paid attention to users’ cognitive load by spreading the
experiment on several pages.

We started by collecting as much data as we could about
the content of more than 500 movies, which includes titles,
summaries, pictures, trailers, average ratings of press and
spectators (and the corresponding number of ratings), movie
genres, actors and actresses, directors, writers, release dates,
languages, runtimes, and the fact that they belong to a saga or
not. This information allow users to recognize movies, and is
used by our recommender system as a training set to implement
content-based filtering algorithms.

Collaborative filtering requires individual ratings from a
large number of users. For this reason, we collected ratings
from 3,158 users for the training data. In order to do so, we
first gathered all the ratings of Allociné’s real users [31] for
the 509 selected movies. Then, we cleaned the database so as
each user provides at least 20 movie ratings, and each movies
is rated by at least 20 users. These thresholds represent the
minimum number of ratings estimated by [32] to reach a good
recommendation precision and quality level with collaborative
filtering algorithms. We had to build this training set by our
own, instead of relying on MovieLens or NetFlix corpuses, so
as to guarantee that it is always possible to compute similarities
between movies whatever are the attributes used. The size of
our corpus is quite comparable to MovieLens. Moreover, and
contrary to MovieLens, we have provided a good distribution
of movies in term of popularity. We selected movies by paying
attention to the fact that they must have more than 200 ratings
on IMDb [33], and we manually checked with a sample
group of 20 users that all the selected movies are known by
most of them. Likewise, we randomly selected movies among
those matching our criteria, while ensuring a good distribution
on the rating scale from 1 to 5 (and in particular a good
representativeness among the top-250 and the bottom-100 of
IMDb movies). The average rating from the 3,158 users of
the training set is 3.66, with a standard deviation of 1.37. To
summarize, the whole set of information on movies and ratings
represents our training dataset. The latter has been created
thank to APIs of IMDb and Allociné. Characteristics of this
dataset are made explicit in Tab I.

TABLE I: FEATURES FROM THE TRAINING DATA

Type Movies Actors Directors Writers Genres Countries Sagas Ratings
Number 509 903 310 351 23 17 98 173,120

B. Algorithms

We used 3 algorithms from the state-of-the-art, called POP,
CBF and CF. We also propose 2 new hybrid algorithms called
CFRD and CFFD. The choice and the implementation of these
algorithms have been motivated by a need of personalization
in real time. We consequently had to choose algorithms that
are known to be fast and precise, and adapted them to our
architecture.
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All the pieces of information provided by the volunteers
of our user study constitute the test set. Recommendations are
computed from the active user’s profile and the training set.
None of the data from the test set is included in the training
set (i.e., our 250 users are different from those in the training
set). In this way, recommendations are computed in the same
conditions for all the 250 volunteers of this study.

POP is our baseline and recommends items randomly
chosen among most popular items.

CBF. This algorithm recommends items in function of
their similarities with items liked by the active user. In this
case, we voluntarily focus on preference similarity, rather
than recommendation diversity, to verify if users perceive a
difference in comparison with other algorithms.

So as to compute the similarity between two movies
(see (1)), we optimize weighting coefficients and similar-
ity measures per attribute on our training set. The weight-
ing coefficients on the different attributes are: wdate =
0.5 ;wdirector = 1 ;wactor = 1 ;wgenre = 1.5 ;wlanguage =
0.25 ;wpopularity = 0.5 ;wsaga = 1 ;wscenarist = 0.25. Thus,
as an example, the fact that two movies have the same director
has two times more impact in the similarity computation than
the fact that the released dates are closed from each other.

Similarity measures per attribute are defined as:
simactor(i1, i2) = ∩actors

∪actors
; simgenre(i1, i2) =

∩genres

∪genres
.

The similarity for the release date is equal to 1 if the gap
between the release dates is less than 5 years, 0 otherwise. The
similarity for the popularity is equal to 1 if the two movies
belong to the same popularity class (when the difference
between the average ratings of these two movies is below a
fixed threshold, and when the numbers of ratings for each
of these movies are quite comparable). At last, similarities
for the director, language, saga and writer are equal to 1
if the two movies have the same value for this attribute, 0
otherwise.

CF. We used an item-based collaborative filtering algo-
rithm, as proposed in [34]. This algorithm transforms the user-
item rating matrix in an item-item similarity matrix. Then, it
applies a formula to predict the rating of an item i that has not
been rated by the active user yet. This rating is the mean of the
ratings already provided by the active user, weighted by the
similarities between the item i and each of the items contained
in the preference model of the active user. Our implementation
relies on the Pearson correlation coefficient. At each iteration,
we select the 10 items that got the highest predicted notes.

At last, we conceived two new algorithms called CFRD
and CFFD, variants of the CF algorithm with a content-based
hybridation. Our objective was to make the diversity level vary
within the recommendation set. These two alternatives allow
us to study the possible differences of users’ perception when
confronted with different diversity levels.

CFRD. (Collaborative Filtering with Relative Diversity).
This algorithm first applies CF algorithm to compute the top-
50. The first element of top-50 is included in the recommen-
dation set. Then, items are added one by one, by selecting
at each iteration the item from the top-50 that maximizes
the relative diversity, in comparison with items already in the

recommendation set (eq. (2)). We continue until we reach the
expected number of recommendations.

Let us notice that this algorithm is quite similar to the
algorithm proposed by [26], which is re-used in several user
studies [28], [29]. In these papers, they build the top-10 recom-
mendations by re-ranking the top-50 items of a CF algorithm
according to a diversity metric. However, in our case, we used
a different CF algorithm and a more complete diversity metric.
In [29], authors explain that their diversification algorithm only
reduces the similarity between movies in terms of genre and
recognize that this may not fit the definition of similarity as
the users of the system judge it.

But, more importantly, [26] use a diversification factor to
find a compromise between the ranking of the CF algorithm
and the diversity-based ranking. In other words, the higher
movies are in the CF ranking, the more they have chances to
appear in the top-10 list of the diversification algorithm. In our
case, we consider that all of the movies in the top-50 of the CF
algorithm are relevant, and have the same level of importance
(except for the first one). Thus, we only re-rank the top-10
according to our diversity metric. In this way, we can more
easily measure the impact of our diversity-driven approach,
since diversity has more weight in the re-ranking phase.

CFFD. (Collaborative Filtering with Fixed Diversity). It
is quite similar to CFRD, except that only a fixed percentage
(x%) of recommendations has to come from the CF algorithm.
In other words, instead of initializing the recommendation set
with the first element of the top-50 (CFRD), we select the
n first items of the top-50 (with n = the expected number of
recommendations * x%). In our implementation, this threshold
has been fixed to 60%.

C. Procedure

Our experiment is expected to last from 15 to 20 minutes
per participant. After a short homepage that introduces the
context of our study, each volunteer is invited to complete the
4-step procedure described below.

Step 1. A first questionnaire allows us to collect de-
mographic data (first name, last name, email, gender, age,
nationality, profession), and users’ habits related to cinema
(frequencies of visits in theaters, movie genres that they like,
with whom they go to theaters and how they choose a movie,
and if they read websites, magazines or books related to
movies). Those habits reveal the users’ expertise level in the
domain of cinema. These questions are only uses for statistics
on participants, and eventually to discard users whose answers
might be irrelevant. At the end of step 1, each user is registered
and the system assigns him/her one of the 5 recommendation
algorithms. As a consequence, the participants are automati-
cally spread into 5 groups. Each group has the same number
of users.

Step 2. The system asks each user to rate a set of 100 films
from 1 (I hate) to 5 (I like), under the pretext of filling his/her
preference model. These 100 movies are displayed 10 by 10
(on 10 different pages), to avoid fatigue and cognitive overload.
By default, movies are displayed in a synthetic way with
minimal information such as the title, movie cover, director,
genres, main actors and release date. However, participants
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can get more details from the interface. What users do not
know is that only the 3 first pages of ratings (30 movies) are
common to every participant to initialize profiles. In pages
4 to 10, the list of movies to be rated is provided by the
recommendation algorithm that has been assigned to the active
user. In this way, movies are likely to interest users, but they
are not aware of the fact that these lists are built in accordance
with their preferences. To avoid any bias, movies are displayed
in a random order on each page. Of course, given the size of
our training set (509 movies) there is a risk that the quality of
recommendations decreases due to the lack of interesting but
not rated items. However, this risk is low since they only rate
20% of the database. Moreover, this phenomenon impacts all
the algorithms in the same way.

Step 3. The system proposes a one-week TV program (one
movie for each day of the week). The TV program is made
of five TV channels, one for each recommendation algorithms
(POP, CBF, CF, CFRD, CFFD). In this phase, we explicitly
told users that these channels were made of recommendations
from different algorithms. The goal was to measure if there
are differences of confidence level toward these algorithms, if
users can distinguish the recommended lists, and if the lack of
diversity can pose a problem over a week. Users have to order
channels from 1 to 5 according to their preferences.

Step 4. A post-questionnaire allows users to make explicit
and quantify the performance of algorithms during step 3.
In particular, we asked users to evaluate the recommendation
relevance, the diversity levels during steps 2 and 3, and their
confidence level within their ranking of step 3. We used a
Likert scale with 7 modalities.

D. Hypotheses

Before conducting this experiment, we enumerated the
following hypotheses:
H1. Users perceive diversity. Results from the post-
questionnaire should reflect this tendancy, in particular for
groups assigned to CFRD and CFFD.
H2. Diversity improves users’ satisfaction. Ratings collected
in Step 2 should be higher for groups assigned to CFRD and
CFFD, than for the other groups.
H3. Content-based algorithms increase the level of confidence
of users, on the contrary of those based on diversity. Recom-
mendations from the CBF algorithm should meet with more
success in Step 3.

E. Participants

We collected data over one week by contacting 250 vol-
unteers through social networks. As a reminder, these 250
users were completely different from the 3,158 users of the
training set. Moreover, none of them were part of a course on
recommender systems, so as to avoid any bias.

We split them into 5 groups of 50 persons (G1 to G5).
These 250 volunteers were 114 women and 136 men; 205
of them were French, the 45 others being from different
countries over the world (Canada, Syria, Belgium, Roumania,
Ivory Coast, Tunisia, Great Britain, Mexico, China, Lebanon,
Algeria and Switzerland). There were 152 students, 62 senior
executives, 25 employees, 5 retired persons, 4 self-employed
people, 1 worker and 1 artisan. 4 of them were minors, 146

were between 18 and 24 years old, 65 were between 25 and
39 years old, 31 were between 40 and 59 years old, and 4
persons were more than 60 years old. Everybody, except one
person, claimed going to theaters at least occasionally. They all
were interested about movies. In order to motivate participants
to diligently rate movies, they were told that there would be
a lottery, that would reward 20 participants with a DVD in
accordance with their preferences expressed within the frame
of this study.

IV. RESULTS

A. Measure of performance of algorithms

Before analyzing users’ data, we measured the diversity
level provided by each of the 5 algorithms in Step 2 (see
Figure 1). As we used the average Intra-List Similarity measure
from page 4 to page 10, the lower the similarity is, the
more diverse the algorithm is. Let us remind that the 3 first
pages were manually selected to initialize users’ profiles. Thus,
recommendations started at page 4. As expected, algorithms
based on collaborative filtering (CF, CFRD, CFFD) provide
much more diversity that CBF. Our diversity-based algorithms
(CFRD and CFFD) are more diverse than the classical CF
algorithm.

It is also not surprising that the POP algorithm provides
a high level of diversity, since movies are randomly selected
among the most popular. However, the POP algorithm does
not provide any personalization since it does not rely on the
active user’ preferences. Thus, there is an important risk that
users have a low confidence in these recommendations and/or
do not find them relevant. The POP algorithm is only used as
a baseline in our experiment.

At last, let us notice that the ILS measure decreases over
time for the CBF algorithm, while it remains quite stable for
the other algorithms. This is due to the small size of our
movie corpus. Indeed, the CBF algorithm first recommends
the movies that are the most similar as regards attributes with
those that have been liked by the active user. Once it has
recommended all the highly similar movies (movies that are
at the same time from the same saga, with the same director,
the same actors, the same popularity, and so on), it necessarily
increases diversity by proposing movies that only have a few
attributes in common.

B. Validation of hypotheses

To validate our hypotheses, we analyzed results from the
post-questionnaire (step 4). First, we converted answers into
numerical values (from “Strongly disagree = 1” to “Strongly
agree = 7”). Second, we computed answers’ means for each
of the group from G1 to G5 (see Table II).

Validation of H1. Groups G3 to G5, whose members
used algorithms based on collaborative filtering in Step 2 (CF,
CFRD, CFFD), found recommendations from the 5 algorithms
more diverse in Step 3 than the other groups (see column
“Diversity” in Tab II). We used a Student t-test to confirm
the statistical significance of this result (p=0.05 between G2
and G3, p=0.07 between G2 and G4). Moreover, only 36 users
from group G2 (CBF) found that the list of movies to be rated
in Step 2 were diverse, against 45 to 47 users among a total of
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Fig. 1: Intra-List Similarities for each page in Step 2.

TABLE II: RESULTS FROM THE POST-QUESTIONNAIRE,
AND MEANS OF RATINGS IN STEP 2

Group number (algo. Step 3 (all algorithms together) Mean
step 2) Diversity Relevance confidence in ratings

G1 (POP) 4.64 3.94 4.98 3.49
G2 (CBF) 4.44 3.26 5.34 3.55
G3 (CF) 5 4.04 5.32 3.79
G4 (CFRD) 4.96 4.1 5.38 3.61
G5 (CFFD) 4.88 4.45 5.30 3.60

50 users for the other groups. Users are consequently capable
of perceiving diversity within the recommendation set, even in
the cases recommendations are made implicit (Step 2), which
validates our hypothesis H1.

Validation of H2. The average ratings of collaborative
filtering (CF) and diversity-based filtering (CFRD, CFFD)
in Step 2 (column on the right in Tab II) are higher than
those of CBF. This seems to confirm that diversity-driven
algorithms (CF, CFRD, CFFD) improve users’ satisfaction
in comparison with other algorithms when recommendations
are made in an implicit way. Nevertheless, the difference of
satisfaction between these 3 variants of collaborative filtering
(CF, CFRD, CFFD) remains marginal, and more particularly
between CFRD and CFFD. Thus, we hypothesize that the
degree of diversity does not have any impact on users’ sat-
isfaction, while a minimal threshold is reached. The latter will
have to be clarified through another study where the degree
of diversity will vary more finely, and on a greater number of
recommendations.

Validation of H3. If diversity seems to improve satisfaction
during the phase of implicit recommendation (Step 2), results
are much more contrasted in Step 3 where users have been
warned that the list of movies are recommended according to
their explicit preferences. As shown in Tab III, we computed
the number of times that each algorithm has been ranked first
in Step 3, that is to say perceived by the user as the best TV

channel. All groups together, we notice that CBF algorithm
got the highest number of votes. This confirms hypothesis H3
according to which content-based filtering arises a higher level
of user confidence (see the last line of Tab III). The comments
provided by volunteers at the end of the study provides a piece
of explanation: thanks to similarities of attributes, it is much
easier for users to understand the link between preferences
made explicit and recommendations from CBF, in comparison
with other algorithms. As a consequence, each user can easily
imagine an implicit explanation for a given recommendation
(for example, the active user has highly rated the movie “The
Matrix”, which probably explains why the system recommends
him/her the movie “The Matrix Reloaded”).

TABLE III: NUMBER OF VOTES FOR EACH TV PRO-
GRAM IN STEP 3

Group Number Algorithm chosen at Step 3
POP CBF CF CFRD CFFD

G1 (POP) 14 22 7 3 4
G2 (CBF) 9 29 7 5 0
G3 (CF) 7 17 16 6 4
G4 (CFRD) 9 15 6 12 7
G5 (CFFD) 14 10 8 5 12
confidence (all 4.98 5.34 5.32 5.34 5.32
users together)

On the other hand, according to the column entitled “Rel-
evance” in Tab II, groups G4 and G5 – assigned to our
diversity-driven algorithms in Step 2 (CFRD and CFFD) –
found recommendations in Step 3 more relevant (all algorithms
together) with more than one point of difference in comparison
with group G2 assigned to content-based filtering. This result
is statistically significant with a 99% level of confidence (p =
0.004 between G2 and G4, and p = 4.27e − 05 between G2
and G5). Providing a more diverse set of items during Step 2
(CFRD) has also improved the overall degree of confidence
of users within recommendations, even if the CBF algorithm
got the highest number of votes in Step 3. As a consequence,
whatever the recommendation algorithm used, the system has
to make sure that the active user’s preference model contains
items diverse enough to provide better recommendations. This
conclusion constitutes an unexpected influence of diversity,
which will lead us to further investigate items that have to
be rated during the cold-start phase.

V. CONCLUSION AND PERSPECTIVES

This work constitutes an explorative study of the role and
impact of diversity within recommender systems. It highlighted
the necessity to build preference models containing items vari-
ous enough to ensure a good level of relevance and confidence
of recommendations. Moreover, we proved that diversity is
perceived by users and improve users’ satisfaction. Neverthe-
less, diversity in the recommendation set can require additional
explanations to users who may not see the link between their
preferences made explicit and the items recommended by the
system. In summary, diversity is a complex dimension, which
is good for users, if it is used at the right time and in the
appropriate manner. Following these conclusions, a perspective
will consist in studying means to guarantee an adequate level
of diversity during the cold-start phase.
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Abstract—This paper presents an approach to compare two
types of data, subjective data (Polarity of Pan American Games
2011 event by country) and objective data (the number of medals
won by each participating country), based on the Pearson corre-
lation. When dealing with events described by people, knowledge
acquisition is difficult because their structure is heterogeneous
and subjective. A first step towards knowing the polarity of
the information provided by people consists in automatically
classifying the posts into clusters according to their polarity.
The authors carried out a set of experiments using a corpus
that consists of 5600 posts extracted from 168 Internet resources
related to a specific event: the 2011 Pan American games. The
approach is based on four components: a crawler, a filter, a
synthesizer and a polarity analyzer. The PanAmerican approach
automatically classifies the polarity of the event into clusters with
the following results: 588 positive, 336 neutral, and 76 negative.
Our work found out that the polarity of the content produced was
strongly influenced by the results of the event with a correlation of
.74. Thus, it is possible to conclude that the polarity of content is
strongly affected by the results of the event. Finally, the accuracy
of the PanAmerican approach is: .87, .90, and .80 according to
the precision of the three classes of polarity evaluated.

Keywords—Polarity; Subjective; Objective Corpus Analysis.

I. INTRODUCTION

Content producers are currently emerging from the social
web where the majority of the population is young people
with very specific needs in terms of communication. The
Web has facilitated social networking phenomena through both
structured and unstructured data. The analysis of this content
may have considerable influence on important decisions that
affect society.

The amount of Internet resources that exist in the Web
dealing with a specific event, such as newspapers, chat rooms,
social networking, Internet commerce, product reviews and
blogs, have heterogeneous content that proliferates in an un-
controlled fashion.

However, there are difficulties in measuring the polarity
of the content generated by a person. Some of them are: a)
identifying noise polarity and fake reviews and b) dealing with
slang and inaccurate use of language.

In addition, one of the most important and complex tasks
for the entrepreneurs, officials and the organizers of an event
is to know as precisely as possible how citizens perceive it. In
this sense, the diversity of opinions and assessments related to

events that involve different countries vary greatly. A possible
solution is to obtain metrics for measuring the polarity of the
content expressed by producers in their writings.

The motivation of this research is to develop a first ap-
proach on how to assess the appreciation of an event through
the opinions of citizens grouped by their origin country for an
event of Pan-American scale.

This study focuses on answering the following research
question: Is the polarity of content producers strongly influ-
enced by the results of the event?

The hypothesis that the authors propose is:

H1 The polarity of content producers is strongly in-
fluenced by the results of the event.

This study aims to provide benefit in the form of classify
the social point of view of polarity of the 2011 Pan American
Games.

This project could be of benefit for both governments and
citizens.

Compared with previous work, the major contributions of
this paper are the following:

• Focusing on unstructured opinions in order to contrast
subjective polarity and objective data related to the
same event.

This work draws on at least 5,600 opinions of citizens of
the Pan American countries, helping to understand the impact
of the event among the citizens of the 42 nations participating
in 36 sports. Some of the advantages of our analysis are that
it facilitates knowing the polarity of the citizens through fresh
opinions articulated in Internet resources.

This paper is structured as follows. Section II briefly
discusses the related work. Section III gives an overview of
the design, describing the proposed PanAmerican approach.
Sections IV and V discuss the analysis and experiments.
Finally, Section VI contains the conclusions of our research
work.

II. RELATED WORK

The related work takes into account two topics: 2.1)
polarity, and 2.2) systems related to olympics.
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A. Polarity

According to Cambria [1], Opinion Mining ”mainly con-
cerns polarity detection”, whereas sentiment analysis, as de-
fined by Pang [2], is ”the specific application of classifying
reviews as to their polarity (either positive or negative)”. Opin-
ion mining and sentiment analysis are used in this research as
synonyms in order to deal with the literature related to both
topics.

In recent years, opinion mining has been studied by
many researchers. The authors have focused on three aspects:
a) question answering, b) recommendation systems, and c)
sentiment-relevant lexicons.

• Question answering: Earlier work showed that dis-
ambiguating instances of subjectivity clues is useful
for sentence-level attitude-type classification. Soma-
sundaran et al. [3] developed automatic classifiers to
recognize when a sentence is expressing one of the
two main types of attitude. Stoyanov [4] developed
a corpus of opinion questions and answers; his re-
search compared and contrasted the properties of facts
and opinions in question answering. Vlad et al. [5]
defined qualitative dimensions for evaluating answers
and showed how ignored terms in the process of
entity definition can help users to discover underlying
information.

• Recommendation systems: Efforts in this area were
carried out by Nitin et al. [6] who proposed a col-
laborative exploration system helping users to explore
movie reviews from various viewpoints. Reputation is
a topic of collective interest; Morinaga [7] demon-
strated that it is possible to help users to discover im-
portant knowledge regarding the reputations of prod-
ucts of interest through the following tasks: charac-
teristic word extraction, co-occurring word extraction,
sentence extraction, and correspondence analysis. Un-
gar et al. [8] used clustering methods for collaborative
filtering.

• Sentiment-relevant lexicons: Previous research has
focused on the creation of lexicons in English such as
that of: Higashinaka [9] who used a set of dialogues
to build her own lexicon. Lexicons are also available
as linguistic resources on the Internet, some examples
being: SentiWordnet [10], NTU Sentiment Dictionary
[11]. Pak [12] build automatically sentiment relevant
lexicon from Internet Resources, and the Opinion-
Finder system for subjectivity analysis [13], among
others.

B. Systems

The research of Gruzd et al. [14] measures if happiness
is contagious online in 2010 winter olympics and they de-
termined that were more positive messages than negative in
twitters. It also influenced the level of retweet from posi-
tive versus negative messages. SentiStrength [15] splits the
tweets into positive and negative conversations and filters them
through a programme, which systematically converts them into
a lightshow. It was used for measure the Olympic London Eye.

As opposed to these works, we aim to model multiple
users’ location posts and learn polarity from numerous opin-
ions by different individuals on the Pan American Games 2011.

III. THE PANAMERICAN APPROACH PROPOSED

The PanAmerican approach aims at performing the classi-
fication of polarity in a set of Internet resources focused on an
event. The approach is based on four components: a crawler
(A), a filter (B), a synthesizer (C), and a polarity analyzer (D).
The main function of the crawler component is to search and
find data from internet resources related to the event of interest.
After locating the data, the filter component processes the data
in order to remove noise. The filter component only debugs
internet resources that are associated with the event. At this
point, the corpus consists of numerous posts containing large
amounts of data from many countries and in many languages.
The synthesizer component represents the amount of data into
clusters with similar expressions using unsupervised learning.
Finally, the Polarity analyzer component classifies each cluster
into positive, neutral or negative. Each of the components in
the PanAmerican approach is described in greater detail below:

A. Crawler

The crawler is a component that obtains internet resources
related to one event and stores them in a repository for later
use.

The main challenges faced by this component are the size
of the internet resources that continue to grow in a highly
dynamic way and the fact that some of them appear and
disappear in a very brief period of time. The depth is the link
levels that a seed can have; if a seed has another link embedded
in the body of the web this will conduct a search on this link,
and so on up to the number of levels configured on the system.
It is important to note that an unlimited number of levels can
take months of processing in multiple threads. The solution is
to seek and obtain Internet resources based on a depth of four
links [16].

In addition, the crawler component stores items in a knowl-
edge base as follows: the URL, the contents of the internet
resource in natural language, a bag of words and the position
in the sentence of each one of these.

An important challenge is the quality of the internet
resources because over 40 percent of the data collected is
not semantically related to the event under study. One of
the reasons is that many people manipulate their content
specifically with keywords, titles, and descriptions in order for
their Internet resource to rank high in search results during the
event and for that reason the filter component is essential.

1) Data: The quality of the corpus is measured by the
degree of compliance of the posts that meet the purpose for
which the corpus is compiled. Thus it was necessary to take
special care in the selection of posts attempting to maintain
homogeneity. Therefore, it was necessary to establish the
following criteria that govern the selection and inclusion of
posts.

Quantity: It was decided to include 5600 posts of different
dimensions.
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Quality of text: Given that the selection was automatic,
special care was taken in that the texts were written in
the correct language, without spelling mistakes, in clear
writing.
Published in Pan American Games 2011: Due to the
nature of the project, we only included published posts.
Type of opinion: the opinion must have been carried out
with the results of the event.
Text form: The texts must be written in the form of
general impressions.
Style: The texts must be comprehensive, describing the
opinion from beginning to end, discarding free or incom-
plete texts introduced in unfinished or abandoned posts.
Additional information: Each sample must be marked
with a series of additional data, which gives extra in-
formation and allows for identification. These marks are
the: web page from which it has been extracted, country
or area where the opinion has been realized, language,
and date of the opinion.

B. Filter

The filter is a component that processes Internet resources
to remove unwanted data related to an event. The filter uses an
anti-noise function to minimize 37.5 percent of the noise in the
corpus content. The filter works by analyzing the most frequent
words in the post titles and descriptions that are related to the
name of the event and then classifies each post as noise or not
noise. Finally, the filter builds a knowledge base populated
with titles, descriptions and posts related to the event. The
output from the filter component is still a large volume of data
because there are one hundred sixty-eight Internet resources
that are producing dozens of posts daily in several languages.
As a result, the knowledge base grows tremendously and is
full of instances that were saved sequentially; thus, the next
step is a preprocessing of all the resulting data, grouping
and classifying them according to common themes using the
synthesizer component.

C. Synthesizer

The main function of the synthesizer component is to take
all the posts that the filter has classified as not noise and
without previous knowledge about them identify groups of
similar expressions using a Bayes classifier [17].

Therefore, the next step is to group all the posts that express
similar content to represent the data in a lower dimension
space. One reason to use unsupervised learning [18] is that
people observe the same event in several ways; however, their
perceptions of one event have clear differences based on their
nationality. We used a Bayes classifier, which has shown good
results in previous work. The results are stored in two plain
text files: one with a set of clusters, and the other one with
the six most representative patterns for each cluster of posts.
The synthesizer component creates a new population of posts
represented in a lower dimension space by clustering.

D. Polarity Analyzer

The polarity analyzer component is in charge of the polarity
analysis of clusters based on a Multilingual Lexical Ontology

(MLO) (see section 1) and classifies each cluster into positive,
negative or neutral. It uses K-means cluster.

For each cluster, we obtained the six most representative
patterns: the component performs a semantic analysis of pat-
terns based on the MLO ontology.

Therefore, subjectivity is calculated with an additional
operation as follows: positive (more than zero), negative (less
than zero), and neutral (equal to zero).

Finally, each cluster is classified into positive, negative or
neutral.

1) Multilingual Lexical Ontology (MLO): The two main
characteristics of the MLO ontology are that it is language-
independent and provides multilingual population in any lan-
guage. However, their instances are in the four languages,
these being Spanish, English, Portuguese and French because
they are the languages most used by people in the 2011 Pan
American Games.

Definition: the MLO Ontology is a conceptual description
based on a lexicon of the subjective words in Natural Language
as shown in (1). The MLO Ontology consists of four disjoint
sets C, R, A, and τ where C means concept identifiers (2),
R means relation identifiers (3 and 4), A means attribute
identifiers (5), and τ means data types (6).

MLO := (C,≤ c,R, γR,≤R, A, γA, τ) (1)

The set C of concepts is:

C :
.
=



Adjectives,NegativeAdjectives,
PositiveAdjectives, Adverbs,NegativeAdverbs
, PositiveAdverbs, Articles, Authors,
DomainResources,Nouns,NegativeNouns,
PositiveNouns, Paragraphs, Posts,
Predicates, Prepositions, Sentences,
Subjects, T itles, InternetResources,
V erbs,NegativeV erbs, PositiveV erbs

(2)

The set R of relations is:

R :
.
=

 author of, post of, paragraph of, sentence of,
adverb in, articles inprepositions in, nouns in,
adjectives in, verbs in, subject of, predicate of

(3)

where the relation hierarchy defines that DomainResources
has the relation author of that belongs to Authors. InternetRe-
sources has the relation post of that belongs to Posts, following
the same logic the rest of the relations are defined, as shown
in equation (4).

γR(author of) = (Authors,DomainResources)
γR(post of) = (Posts, InternetResources)
γR(paragraph of) = (Paragraphs, Posts)
γR(sentence of) = (Sentences, Paragraphs)
γR(adverbs in) = (Adverbs, Sentences)
γR(articles in) = (Articles, Sentences)
γR(prepositions in) = (Prepositions, Sentences)
γR(nouns in) = (Nouns, Sentences)
γR(adjectives in) = (Adjectives, Sentences)
γR(verbs in) = (V erbs, Sentences)
γR(subject in) = (Subjects, Sentences)
γR(predicate in) = (Predicates, Sentences)

(4)

The set A of attribute identifiers is:

A :
.
=


blog, author, title, post, paragraph, sentence,
subject, predicate, article, noun, nounP, nounN,
verb, verbN, verbP, adjective, adjectiveP,
adjectiveN, preposition, adverb, adverbP,
adverbN

(5)
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The set τ of datatypes contains only one element a string, as
shown in (6).

τ := (string) (6)

The first axiom defines the concept NegativeAdverbs as
equivalent to saying that there is a negativeAdverb, which
stands in a adverb in relation with the corresponding sentence,
following the same logic the rest of the axioms are defined as
shown in (7).
∀x(NegativeAdverbs(x)←→ ∃y ∧ adverb in(x, y) ∧ Sentences(y))
∀x(PositiveAdverbs(x)←→ ∃y ∧ adverb in(x, y) ∧ Sentences(y))
∀x(NegativeV erbs(x)←→ ∃y ∧ verbs in(x, y) ∧ Sentences(y))
∀x(PositiveV erbs(x)←→ ∃y ∧ verbs in(x, y) ∧ Sentences(y))
∀x(NegativeNouns(x)←→ ∃y ∧ nouns in(x, y) ∧ Sentences(y))
∀x(PositiveNouns(x)←→ ∃y ∧ nouns in(x, y) ∧ Sentences(y))
∀x(NegativeAdjectives(x)←→ ∃y ∧ adjectives in(x, y) ∧ Sentences(y))
∀x(PositiveAdjectives(x)←→ ∃y ∧ adjectives in(x, y) ∧ Sentences(y))

(7)

To summarize, the PanAmerican approach proposed is
shown in Fig. 1, where the input is the Official Web of Pan
American Games 2011 and the output is the polarity value of
each country involved.

1: procedure CRAWLER(SubsetWeb)
2: for i← 1, SizeSubsetWeb do
3: InternetResources(i)← DownloadURL((Get(URL(i)));
4: end for
5: end procedure
6: procedure FILTER(InternetResources,Term)
7: for i← 1, NumberofInternetResources do
8: if SyntacticF ilter(InternetResource(i)) then
9: if NoiseFilter(InternetResource(i)) then

10: noise(InternetResource(i)) ←
InternetResource((i));

11: else
12: if SemanticF ilter(InternetResource(i)) then
13: Titles(InternetResource(i)) ←

Split(Titles(InternetResource(i)));
14: Descriptions(InternetResource(i)) ←

Split(Descriptions(InternetResource(i)));
15: Posts(InternetResource(i)) ←

Split(Posts(InternetResource(i)));
16: end if
17: end if
18: end if
19: end for
20: end procedure
21: procedure SYNTESIZER(Posts)
22: for i← 1, NumberofPosts do
23: ClusterMultilingual(i)← ClusterMultilingual(Posts(i));
24: Patterns(i)← Patterns(Posts(i));
25: end for
26: end procedure
27: procedure POLARITY(Web)
28: InternetResources← Crawler(Web);
29: Posts← Filter(InternetResources, ”PanAmericangames2011”);
30: Clusters← Syntesizer(Posts);
31: for k ← 1, NumberofClusters do
32: PolarityV alue(k)← PolarityV alue(Cluster(k),MLO);
33: Sum(k)← OpinionV alue(k);
34: end for
35: end procedure

Fig. 1: The PanAmerican approach

IV. EXPERIMENTAL DETAILS AND PERFORMANCE
RESULTS

The following section includes a detailed description of
how the experiment was conducted. The first part describes
the objectives of the experiment and the second part focuses
on the results obtained after the experiment was conducted.

The experimental setup had four objectives: 1) to obtain a
subset of Internet resources related to the 2011 Pan American
Games, 2) to delete noise in the Internet resources obtained,
3) to classify sets of posts that are close in meaning and group
them into clusters, and 4) to assess the polarity of each cluster.

The analysis was carried out in two ways: 1) the crawler
component was run in order to obtain Internet resources over
a period of three months, and 2) the type of PanAmerican was
carried out for 168 Internet resources.

The first task was to obtain posts in Internet resources
using the crawler component. However, the output is a set of
Internet resources that grows rapidly with data irrelevant to the
analysis. For that reason it was necessary to adjust the crawler
component to the event. The focus was placed on Internet
resources related syntactically to the term ”Pan American
games 2011” in order to reject those Internet resources, which
were not related to this event. We deal with two problems: a)
the seed [19] had 300 related Internet resources so the crawler
component was restricted to a search of four levels deep and
b) identifying the source country based on the meaning of its
posts is a major task. Thus, we assumed that, depending on
the Internet resources, the top level domain of the post was
used for the country of the author.

The second task was to filter out Internet resources not
related semantically to the event and as a result classified
as noise by the filter component. For example, some of the
following Internet resources had a Pan American 2011 term
but not all contained data related to the event; there are noise
traders who use the same term but with a different meaning:

{http://www.emailbrain.com/134087/rss,
http://feeds2.feedburner.com/noc-aho\,
http://www.argentina.ar/rss/rss_prensa_es.xml,
http://www.dushi-curacao.info/1-dushi-curacao.html,
http://www.bahamasolympiccommittee.org/_rss/news,
http://www.amandala.com.bz/inc/rss.php?id=11806,
http://bmxbolivia.org/?feed=rss2,
http://www.olympic.ca/fr/,
http://co.elpais.feedsportal.com/c/33807/f/607321/index.rss,
http://juegospanamericanos.ain.cu/feed/,
http://www.colimdo.org/rss.aspx,
http://ministryofhealth.gov.ky/feed/rss.xml,
http://www.elcaribe.com.do/rss,
http://www.avn.info.ve/rss/6 , etc. }

As a result, we obtained a corpus of 3500 posts extracted from
one hundred sixty-eight different Internet resources, sampled
from a comprehensive range of 2011 Pan American Games
Internet resources with 147 MB of text.

The third task was to find group similarities so as to repre-
sent in a lower dimension space the PanAmerican analysis. The
PanAmerican approach synthesizes the corpus into clusters
with similar data. As an example, we show three posts that
are grouped to their similar themes:

Commonwealth Youth Games Team Selected,
Team Bahamas Deports Mexico with 3 Medals,
BOC Ammounces Guadalajara 2011 Pan Am Games Team

The PanAmerican approach processes each one of the
clusters and extracts the six most relevant patterns for the task
of PanAmerican; these patterns are also assessed through a
parser that performs semantic matching between each pattern
and the MLO ontology in order to carried out the tagging of
polarity.
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The MLO ontology measures are shown in Table I where
the numbers of local instances are the same for all the four
languages involved. For example, PositiveVerbs in Spanish
amount to one hundred instances and this number is the
same for each of the other languages: English, Portuguese and
French.

TABLE I: MULTILINGUAL LEXICAL ONTOLOGY (MLO)
MEASURES

Measures
Type

Local Inferred

NumberofTriples 11616 1

NegativeAdjectives 1092 0

PositiveAdjectives 1468 0

NegativeAdverbs 52 0

PositiveAdverbs 100 0

Internetresources 286 0

NegativeNouns 880 0

PositiveNouns 800 0

Titles 1000 0

DomainInternetResources 1 0

NegativeV erbs 472 0

PositiveV erbs 400 0

owl : Class 22 0

owl : DatatypeProperty 22 0

owl : NamedIndividual 5400 0

owl : ObjectProperty 13 0

owl : Ontology 1 0

Each cluster is classified using a well-known formula of
the sum of the value of the patterns polarity that is shown in
(8).

f(n) =

{
n > 0 if n is Positive (P)
n < 0 if n is Negative (N)
n = 0 if n is Neutral (Z)

(8)

A partial result is shown in Table II where Cluster 2 (C2)
contains posts, which are linked to people in wheelchairs,
despite the fact that the first post is not explicitly linked to
that term. However, Tito Bautista was a participant with a
wheelchair, so it is correctly specified. The C2 PanAmerican
result is positive (P) polarity.

The C6 language is French and most of the posts are nega-
tive; therefore, the PanAmerican analyzer component value is
negative (N) polarity.

In C5, the first two posts are in Portuguese and the third
post is in Spanish; all of these are linked to the Brasil term.
The first two posts are neutral polarity and the third is negative
polarity and as a result the cluster is negative polarity.

TABLE II: A PARTIAL VIEW OF CLUSTERS COMPONENT
OUTPUT

Clusters Cluster of Posts
C1 (P) México llega a la Villa

Miranda de México, una favorita de Guadalajara
Respalda el Presidente Calderón propuesta de EGM
para buscar los Juegos Olı́mpicos para Jalisco

C2 (P) Perseverancia y coraje, palabras que definen a Tito Bautista
Seleccionados mexicanos liderearon el Circuito
Nacional de Tenis en Silla de Ruedas
El Tenis en Silla de Ruedas entrará en acción

C3 (Z) Registration [closed] Sport Management Course
Start of CAC Games 2010
Pan American Games 2011

C4 (P) Team Bahamas Departs Mexico with 3 Medals
DIF Jalisco y COPAG hacen mancuerna
Commonwealth Youth Games Team Selected

C5 (N) Lettre de démission du Ministre de la Justice
Affaire Bélizaire : Rapport de la Commission
Spéciale dú2019Enqueate (Partie 1)
Brasil equipo a vencer en Voleibol Sentados

C6 (N) Mission afghane: départ devancé de lúAustralie?
NY: Un homme aurait voulu faire sauter des sites
Tripoli veut juger Seif al-Islam en Libye

A. Performance Results

In the first place, the crawler component identified four
Internet resources for each participating country in the 2011
Pan American Games and therefore obtained 168 Internet
resources containing 5600 posts as shown in Fig. 2

Fig. 2: Identification of the 5600 posts structure based on num-
ber of words, tokens, unigrams, bigrams, trigrams, fougrams,
and fivegrams.

At this point, the filter component was applied in order to
delete posts, which contained noise (2100) and posts seman-
tically related to the event (3500) were identified. Next, 1000
clusters were obtained using the synthesizer component. Fi-
nally, 588 positive clusters, 336 neutral clusters and 76 negative
clusters were tagged using the polarity analyzer component.

To measure the accuracy of the cluster classification task
we used well-known formulae in the area of information
retrieval as shown in equations 9 through 12, where precision
and recall were evaluated for each polarity (P, Z, N).

Precision was calculated by dividing the True Positives
(TP) between the sum of True Positives and False Positives
(FP) as shown in (11). Recall is the division between True
Positives and the sum of True Positives and False Positives as
shown in (9).
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Recall ≡ TPRate = TP/(TP + FN)) (9)

FPRate = FP/(FP + TN)) (10)

Precision = TP/(TP + FP )) (11)

F −Measure = 2TP/(2TP + FP + FN)) (12)

The results for precision for each polarity -Positive, Nega-
tive and Neutral (P, N, Z) respectively- are shown in Table III.
The highest accuracy is in the negative polarity with a value
of .9.

TABLE III: DETAILED ACCURANCY OF POLARITY COMPO-
NENT

TP Rate FP Rate Precision Recall F-Measure Polarity
0.997 0.204 0.875 0.997 0.932 P
0.118 0.001 0.9 0.118 0.209 N
0.762 0.096 0.8 0.762 0.78 Z

The clusters that were correctly classified amount to 85.1%
and the faulty were 14.9% . The sample comprised 1000
clusters derived from 3500 posts that were filtered from 168
Internet resources from 42 countries and 4 languages. The
absolute and relative errors are also shown in Table IV.

TABLE IV: STRATIFIED CROSS-VALIDATION OF COMPO-
NENT SYNTHESIZER

Correctly Classified Clusters 85.1 %
Incorrectly Classified Clusters 14.9 %

Kappa statistic 0.7007
Mean absolute error 0.1881

Root mean squared error 0.2929
Relative absolute error 52.6328 %

Root relative squared error 69.3158 %
Total Number of Clusters 1000

The PanAmerican results and the medals won for each
country are shown graphically in Fig. 3a and, as it can be
seen, the positive clusters dominate. Fig. 3b shows the polarity
results for each country.

Fig. 3: Medals won in Pan American 2011 Games and Polarity
Results of PanAmerican Approach for each country.

where the Id for each country is in Table V.

TABLE V: ID FOR EACH COUNTRY

Name Id Name Id

Antigua and Barbuda (ANT) Guyana (GUY)
Netherlands Antilles (AHO) Haiti (HAI)
Argentina (ARG) Honduras (HON)
Aruba (ARU) Cayman Islands (CAY)
Bahamas (BAH) Virgin Islands (GB) (IVB)
Barbados (BAR) Virgin Islands(US) (ISV)
Belize (BER) Jamaica (JAM)
Bermudas (ANT) Mexico (MEX)
Bolivia (BOL) Nicaragua (NCA)
Brazil (BRA) Panama (PAN)
Canada (CAN) Paraguay (PAR)
Chile (CHI) Peru (PER)
Colombia (COL) Puerto Rico (PUR)
CostaRica (CRC) Dominican Republic (DOM)
Cuba (CUB) Saint Kitts Nevis (SKN)
Dominica (DMA) Saint Vincent and the Grenadines (VIN)
Ecuador (ECU) Saint Lucia (LCA)
El Salvador (ESA) Suriname (SUR)
United States of America (USA) Trinidad and Tobago (TRI)
Grenada (GRN) Uruguay (URU)
Guatemala (GUA) Venezuela (VEN)

In addition, the research hypothesis claimed that the as-
sessments of content producers would be influenced strongly
by the results of an event regardless of their nationality. From
our results it can be seen that the appraisal in some countries
was positive because of the high number of medals won, as
in the case of the United States, which took 236 medals. This
is in contrast with Honduras, which did not win in any field,
and thus, the overall assessment was strongly influenced and
negatively evaluated, such as is shown in Fig. 3b. Fig. 4 shows
that the correlation coefficient is equal to 0.74, indicating a
strong relationship between the medals won and the global
polarity by each country.
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Fig. 4: Shows that the correlation coefficient is equal to 0.74,
indicating a strong relationship between the medals won in
Pan American 2011 Games and the global polarity of the
PanAmerican Approach by each country.

Fig. 5 shows the polarity of six Internet resources -
Resource 1 (R1), ..., , Resource 6 (R6)- for the last thirty-three
countries. For example in Fig. 5(19) the polarity of Jamaica
(JAM) is positive for the first three resources, negative for the
following two, and postive for the last one.

V. CONCLUSION AND FUTURE WORK

This paper has presented an approach to analyse a subset
of Internet resources focused on a specific event, the PanAmer-
ican Games, and based on four components: a crawler, a filter,
a synthesizer and a polarity analyzer.

The PanAmerican approach has the following advantages:
it allows analysis of a set of real subjective expressions
used by people and their polarity classification as positive,
neutral, or negative. This approach reduces ambiguity and 37.5
percent of noise in the subjective elements and classifies only
those, which are not identified as noise component. Also, the
PanAmerican approach found out that the polarity of content
producers would be influenced strongly by the results of an
event with a correlation of .74. Thus, it is possible to conclude
that the polarity of content producers is strongly influenced by
the results of the event.

In this case, the experiments reported are of a limited
scale and serve mostly to demonstrate that the PanAmerican
approach is feasible. In addition, there is the potential to scale
up to use with a sizeable dataset.

Furthermore, if we included all the posts of Internet re-
sources then the PanAmerican analysis would get an accuracy
less than .5. However, we developed a approach based on an
polarity classification with the precision of between .8 and
.9, where the precision for positive and neutral polarity are
acceptable and the recall is also good. In contrast with the
negative polarity where precision is higher but the recall is
very low.

To conclude, one of the benefits of the results of our
research is the MLO presented because it is suitable for
integration with other systems.

Finally, further research should be carried out to explore
geographical differences in jargon and language. For example,
we aim to identify certain evaluative words that are used only
in some local geographical areas.
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de l’École Doctorale d’Informatique de l’Université Paris-Sud, June
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Abstract—Social Bookmarking Systems (and Social Media
Systems in general) are experiencing a quick growth in the
number of active users. This expansion led to the well-known
“social interaction overload” problem, that means that each user
has too many potential people to interact with. In order to address
this problem, user recommender systems are widely proposed in
the social media literature to recommend friends or people to
follow. Currently, there are no approaches able to produce friend
recommendations in the Social Bookmarking Systems domain.
In this paper we propose a friend recommendation algorithm
for a Social Bookmarking System, based on low computational
effort heuristics that allow real time applications. Experimental
results show that, when users tag in the same way and are also
interested in the same content, they can be recommended as
friends. The proposed algorithm produces better results, with
respect to policies that use only tags and do not consider content.

Keywords—Social Bookmarking; Friend Recommendation;
Tagging System.

I. INTRODUCTION

With the explosion of the Web 2.0, we observed a rapid
growth of Social Bookmarking Systems and, in general, of
all the forms of Social Media Systems. Social Bookmarking
Systems allow users to use keywords (tags) to describe web
pages that are of interest for them, helping to organize and
share the resources with other users in the network [14]. The
most widely-known example of Social Bookmarking Systems
is Delicious.

In this domain, where users are connected and interact
with each other, the growth of the population and the large
amount of content led to scarcity of attention and to the well-
known “social interaction overload” problem [7], [8]. These
two problems are strongly related, since each user has too
many potential users and items to interact with and this does
not allow to focus on users or items that might be interesting
for her/him. As a solution, the recommender systems research
area recently put a lot of attention in the Social Media Systems
domain, by developing a new class of systems named social
recommender systems [6]. One of the most important areas
social recommender systems focus on is user recommendation.
User recommendation in the social domain aims at suggesting
friends (i.e., recommendations are built for pairs of users that
are likely to be interested in each other’s content) or people to
follow (i.e., recommendations are built for a user, to suggest
users that might be interesting for her/him) [7].

These systems can be classified into three categories:

1) Systems based on the exploration of social graphs,
that analyze the set of people related to the con-
sidered user, in order to produce recommendations.
These systems recommend either the closest users in
the graph, like friends of friends and followees of
followees (the most famous example of this type of
systems is Facebook [17]), or perform a random walk
on the graph, in order to recommend the users that
have the highest probability to be crossed (the main
reference for this type of systems is Twitter [2]).

2) Systems based on the analysis of the interactions of
the users with the content of the system (tags, likes,
shares, posts on news, bookmarks, pictures, etc.). In
order to exploit the interests, these systems usually
apply complex algorithms. For example, some ap-
proaches build a user profile using TF-IDF (Term Fre-
quency - Inverse Document Frequency) vectors [20]
that, in order to be built, need to analyze each content
the user interacts with [11]. Recommendations are
produced by identifying users with similar profiles.

3) Hybrid systems, that consider both the social graph
and the interactions of the users with the content (an
example is represented by [9]). The use of different
sources of data to produce the recommendations
increases the complexity of these systems.

As highlighted in the previous classification, social rec-
ommender systems that recommend users are often based on
approaches that filter content, make classifications and explore
graphs. These systems certainly achieve a high accuracy but
most of them are so complex that it would be hard to apply
them to a real world scenario that, as previously said, grows
quickly and involves huge amounts of data. The application of
a complex algorithm to a real world scenario would involve
difficulties in capturing the evolution of the users interests
when building the recommendations.

Since user recommendation in a social domain aims at
suggesting friends or people to follow, it is important to
notice that the recommendation of a friend involves mutual
interests and that the list of recommended friends might be
different from the list of recommended people to follow. In
fact, given two users ui and uj , uj might be interesting
for ui, but not vice versa. This means that uj would be
recommended to ui as a user to follow, but not as a friend.

59Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-311-7

IMMM 2013 : The Third International Conference on Advances in Information Mining and Management

                           69 / 122



So, the design of these two types of systems is different, since
they involve different notions of users similarity. To the best of
our knowledge, there are no approaches in literature that build
friend recommendations in a Social Bookmarking System.

This paper presents a friend recommendation algorithm in
a social bookmarking system that, by mining the content of
the target user, recommends users that have similar interests.
The algorithm has the capability to make a selective use of the
available information and does not consider the social graph,
in order to use as less information as possible. For this reason,
it lends itself well to real time evaluations. The algorithm has
been compared with two other reference algorithms, in order
to evaluate the performances in terms of accuracy and to infer
which aspects are more beneficial to produce recommendations
in this domain; another aspect that we explored is the trade-
off between the accuracy of the algorithm and the number of
users involved in the recommendation process.

Our work brings relevant scientific contributions to the
social recommender systems research area, now described in
detail:

• This is the first algorithm able to recommend friends
in a Social Bookmarking System.

• This algorithm is able to exploit the interests of a user
in a selective way and produce recommendations using
a simple approach, that can be applied in real time.

• The proposed algorithm has been tested, in order to
evaluate how the considered information should be
exploited (i.e., what information should be used and
which weight should the considered interests have in
the recommendation algorithm).

The proposed algorithm, both for its simplicity and because
it is the first developed in this application domain, puts the
basis on a research area previously not explored in the rapidly
growing domain of social bookmarking systems.

The rest of the paper is organized as follows: Section II
presents a formalization of a social bookmarking system;
Section III describes the details of the recommender algorithm
presented in this paper; Section IV illustrates the conducted
experiments; Section V presents related work and Section VI
contains comments, conclusions and future work.

II. SOCIAL BOOKMARKING SYSTEMS

Starting from the definition of a Social Tagging System
given by Zhou et al. [16], we can state that a Social Bookmark-
ing System consists of a set of users U , a set of bookmarks
B, a set of tags T and a set of links between users L. Let
S = {U,B, T, L} be a Social Bookmarking System where:

• U = {ui}ni=1 is a set of n users;

• B = {bi}wi=1 is a set of w bookmarks;

• T = {ti}ki=1 is a set of k tags;

• L = {li}mi=1 is a set of m links between pairs of users;
these links may be bi-directional (i.e., a friendship) or
uni-directional (i.e., one user follows the other).

Starting from the definition given above, we can define:

• UB ⊆ B ×U = {bi|bi ∈ B is a bookmark tagged by
user u ∈ U} is the set of bookmarks used by u;

• UT ⊆ T × U = {ti|ti is a tag used by user u ∈ U ,
ti ∈ T} is the set of tags used by u;

• BT ⊆ T×U×B = {ti|ti is a tag used by user u ∈ U
to annotate the bookmark b ∈ B, ti ∈ T};

The algorithm presented in this paper aims at finding
previously unknown bi-directional links lk ∈ L(ui, uj), in
order to recommend a friendship between user ui and uj .

III. RECOMMENDING FRIENDS IN A SOCIAL
BOOKMARKING SYSTEM

A. Motivation

The motivation of our algorithm is twofold. As mentioned
in the Introduction, to the best of our knowledge there are
no studies that propose an approach to recommend friends
in the Social Bookmarking Systems domain. Secondly, a
relevant aspect of a recommender system that operates in the
social domain is the need to capture the user interests using
lightweight algorithms; in fact too complex approaches may
require too much time to infer the users interests. Therefore,
when recommendations are produced, the estimated interests
of a user may not consider the current ones that, in the
meanwhile, may have been updated. So, motivated by the
thesis proposed in [16] that the tagging activity of the users
reflects their interests and by the intuition that users with
similar interests use similar tags and the same bookmarks,
we developed an algorithm that, given a Social Bookmarking
System S, makes a selective use of the available information
about interests to produce accurate friend recommendations. To
be more precise, our algorithm computes user similarities with
low computational cost metrics based on the set of bookmarks
B and on the set of tags T .

B. Algorithm

Our algorithm is based on two similarity metrics, computed
considering the tags and the bookmarks used by a user. Given
a target user ut ∈ U , the algorithm recommends the users with
high tag-based and bookmark-based similarities. The algorithm
works in three steps:

1) Tag-based similarity computation. The first similarity
calculated among a target user ut and the other
users, is based on the tags used by each user. Given
the number of times each tag was used by a user,
Pearson’s correlation is used to derive the similarity.

2) Bookmark-based similarity computation. The second
type of similarity is the percentage of common book-
marks among ut and the other users.

3) Recommendations selection. This step recommends to
ut the users with both a tag-based and a bookmark-
based similarity higher than a threshold value.

In the following, we will give a detailed description of each
step.
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1) Tag-based Similarity Computation: Considering the pre-
viously given definition of S = {U,B, T, L}, we represent
each user u with a vector −→vu = {vu1, vu2, ..., vuk}, where each
element vui is the relative frequency of each tag ti ∈ T used
by u ∈ U and is computed as follows:

vui =
fui

#UT (u)
(1)

Value fui represents the frequency of a tag ti ∈ T for user
u. Given that each user is represented by a vector based on
tag frequencies and that [16] states that users’ interests are
reflected in their tagging activities, our algorithm computes
the first user similarity with the Pearson’s correlation coeffi-
cient [19], to infer users with similar interests. We chose to use
this metric because, as proved by Breese et al. [15], it is the
most effective technique for the similarity assessment among
users.

Let {u,m} be a pair of users represented respectively by
vectors −→vu and −→vm. Our algorithm computes the tag-based user
similarity tb as defined in (2):

tb(u,m) =

∑
i⊂Tum

(vui − vu)(vmi − vm)√∑
i⊂Tum

(vui − vu)2
√∑

i⊂Tum
(vmi − vm)2

(2)

where Tum represents the set of tags used by both users u
and m and values vu and vm represent, respectively, the mean
of the frequencies of user u and user m. The metric compares
the frequencies of all the tags used by the considered users.
The similarity values range from 1.0, that indicates complete
similarity, to −1.0, that indicates complete dissimilarity. Her-
locker et al. [13] demonstrated that negative similarities are
not significant to evaluate the correlation among users, so in
our algorithm we consider only positive values.

2) Bookmark-based similarity computation: To increment
the system knowledge on user interests, our algorithm com-
bines the tag-based similarity presented above with another
metric based on bookmarks. The metric calculates the per-
centage of common bookmarks between two users u and m.

Let us consider UB(u), i.e., the set of bookmarks used
by a user u ∈ U . We define D(u,m) = UB(u) ∩ UB(m) =
{bi|bi ∈ UB(u)∧bi ∈ UB(m)} as the sets of bookmarks used
by both user u and user m. Given a pair of users {u,m}, we
compute the bookmark-based user similarity bb, by considering
the common bookmarks among the users, as follows:

bb(u,m) =
#D(u,m)

#UB(u)
(3)

where #D(u,m) and #UB(u) represent, respectively, the
cardinality of the sets D(u,m) and UB(u). We can notice
that, since the bb metric is calculated as a percentage, the
similarity is based on the number of bookmarks used by
the user that we are comparing (i.e., #UB(u)). This means
that, differently from previously computed metric, similarity
bb(u,m) can be (and often it is) different from bb(m,u). Our
algorithm considers both values.

3) Recommendations selection: Once the tag-based and the
bookmark-based user similarities are computed for each pair
of users, our algorithm chooses a set of users to recommend
to the target user by selecting:

• the ones that have a tag-based user similarity higher
than a threshold value α (i.e., tb > α);

• the ones that have a bookmark-based user similarity (at
least one of the two computed) higher than a threshold
value β (i.e., bb > β).

So, given a target user ut, the candidate set CS(ut) of users
to recommend is selected as follows:

CS(ut) = {ui ∈ U |tb(ut, ui) > α&&(bb(ut, ui) > β) ‖ (bb(ui, ut) > β)}
(4)

IV. EXPERIMENTAL FRAMEWORK

This section presents the framework used to perform the
experiments. The dataset used and the data preprocessing are
first described. Then, the metrics used for the evaluation are
presented. The last part of the section presents the experimental
setup and the obtained results.

A. Dataset and pre-processing

Experiments were conducted on a Delicious dataset dis-
tributed for the HetRec 2011 workshop [12]. It contains 1867
users, 69226 URLs, 7668 bi-directional user relations, 53388
tags, 437593 tag assignments (i.e., tuples [user, tag, URL]),
104799 bookmarks (i.e., distinct pairs [user, URL]).

We pre-processed the dataset, in order to remove all the
users that were considered as “inactive”, i.e., the ones that
used less than 5 tags and less then 5 URLs.

B. Metrics

Given a set of recommendations R = {∪CS(ut),∀ut ∈
U} and a set of correct recommendations C ⊆ R (i.e., the
pairs of recommended users that also appear in the dataset
as a bi-directional user relations), recommendation accuracy
is defined as the ratio of correct recommendations among all
recommendations and it is computed as showed in (5).

accuracy =
#C

#R
(5)

The other aspect considered in the evaluation is the user
coverage, that represents the percentage of users involved in
the recommendations, i.e., for how many users the algorithm
is able to produce recommendations, given a specific threshold
value. The metric can be computed as follows:

userCoverage =
#R

#U
(6)
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C. Experiments

Strategy. We performed two different experiments. The
first aims to make an evaluation of the recommendations,
by exploring the accuracy of the algorithm with different
thresholds, while the other aims to make an evaluation of the
user coverage, by exploring the trade-off between accuracy
and user coverage.

In order to evaluate the recommendations we implemented
a state-of-the-art policy [16], that we used as reference al-
gorithm. Zhou et al. [16] developed a tag-based user recom-
mendation framework and demonstrated that tags are the most
effective source of information to produce recommendations.
We compare the performances of our algorithm with respect to
that of the reference one, that uses only tags i.e., with bb = 0),
in terms of accuracy. Supported by the thesis that the use
of only one source of data leads to better performances, we
designed a second reference algorithm that considers only the
bookmark-based similarity (i.e., with tb = 0).

In order to explore the trade-off between the accuracy
analyzed in the previous experiments and the user coverage,
we evaluate how the number of involved users (i.e., the user
coverage) changes with respect to the tag-based user similarity
tb and the bookamrk-based user similarity bb.

During the analysis of the accuracy, we evaluated all the
values of parameters α and β between 0 and 1, using a 0.1
interval. When analyzing the user coverage, we also considered
the values of β between 0 and 0.1, with a 0.01 interval, in
order to evaluate in more the detail the user coverage studied
considering bb (results will help motivating our choice to
extend this analysis).

The experimental setup and the results are now described.

Evaluation of the recommendations. Given a target user
ut, the algorithm built a candidate set, CS(ut), of users
to recommend. For each recommended user ui ∈ CS(ut),
we analyze the bi-directional user relations in the dataset
to check if there is a link between the target user ut and
the recommended user ui (i.e., if the users are friends). Let
R = {∪CS(ut), ut ∈ U} be the set of all recommendations.
We consider as correct recommendations the set C ⊆ R of
all the recommendations for which there is a correspondence
in the relations of the dataset. This experiment analyzes the
amount of correct recommendations in terms of accuracy.
Given different values of α and β, the accuracy of the algo-
rithm is calculated, in order to analyze how the performances
of the algorithm vary as the similarities between users grow.
The obtained results are illustrated in Fig. 1 and Fig. 2.

Fig. 1 shows how the accuracy values change with respect
to the bookmark-based user similarity bb. The figure contains
a line for each possible value α of the tag-based user similarity
tb. We can observe that the accuracy values grow proportion-
ally to the bb values. This means that the more similar are the
users (both in terms of tag-based similarity and of bookmark-
based similarity), the better the algorithm performs. However,
for bb values higher than 0.5 no user respects the constraints,
so we cannot make any recommendation; this is the reason
why there are no accuracy values for bookmark-based user
similarities higher than 0.5 (bb > 0.5). Fig. 2 shows the same
results from the tag-based user similarity point of view. The

Fig. 1. Accuracy of the algorithm with respect to bookmark-based user
similarity bb, for each value of the tb user similarity

Fig. 2. Accuracy of the algorithm with respect to tag-based user similarity
tb, for each value of the bb user similarity

figure illustrates the accuracy values with respect to the tag-
based user similarity tb; here each line presents the results for
a given value β of the bookmark-based user similarity bb. As
results show, also from this perspective, the accuracy values
grow proportionally to the tb values. The red lines in Fig. 1
and Fig. 2 show the results of the reference algorithms, where
tb = 0 and bb = 0. In both cases, the two metrics combined
improve the quality of the recommendations with respect to
the cases where only one is used.

Evaluation of the user coverage. In this experiment, we
study how the user coverage of the algorithm (i.e., the percent-
age of users involved in the recommendations) changes with
respect to the tag-based user similarity tb and the bookmark-
based user similarity bb. As Fig. 1 shows, when the behavior
of the user coverage with respect to the bookmark-based
user similarity bb is analyzed, each value of bb is combined
with several values of tag-based user similarity tb. In this
experiment we are interested only in the tb value that leads
to the maximum values of user coverage. In the same way, we
evaluate the user coverage with respect to the tag-based user
similarity tb values, considering only the bookmark-based user
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Fig. 3. User coverage of the algorithm with respect to tag-based user
similarity tb

similarity bb that leads to the maximum user coverage values.
Experiments are repeated with different values of α and β.

The results are presented in Fig. 3 and Fig. 4.

Fig. 3 shows the user coverage values with respect to
the values of the tag-based user similarity tb; as previously
mentioned, in this figure we do not have a line for each value of
bookmark-based user similarity bb but we represent just a line
that corresponds to bb = 0.01, which is the case that leads to
the maximum values of user coverage. The same consideration
can be made for Fig. 4, that represents the trend of the user
coverage with respect to the bookmark-based user similarity
bb; also in this case, we do not represent a line for each possible
value of the tag-based user similarity tb, but just the values
that correspond to tb = 0.1 (i.e., the value that allows to reach
the maximum user coverage). As expected, high values of the
thresholds α and β (that indicate a high similarity among users)
correspond to low user coverage values. Effectively, in both
Fig. 3 and Fig. 4 we can observe that we have user coverage
values lower than 50% (that on a scale which ranges from 0 to
100 can be considered low values) for values of tb higher than
0.3 and for values of bb higher than 0.03. In Fig. 4 we can
also observe that for values of the bookmark-based similarity
bb higher than 0.5 the user coverage is 0 and that a consistent
variation of the user coverage is between 0 and 0.1 (this is
why we chose to extend our analysis by considering also those
values).

V. RELATED WORK

In the last years, Social Bookmarking Systems have been
studied from different points of view. This section presents
related work on user recommendation in this research area.

In [2], Gupta et al. present Twitter’s user recommendation
service based on shared interests, common connections, and
other related factors. The proposed system builds a graph
in which the vertices represent users and the directed edges
represent the “follow” relationship; this graph is processed
with an open source in-memory graph processing engine called
Cassovary. Finally, recommendations are built by means of
a user recommendation algorithm for directed graphs, based

Fig. 4. User coverage of the algorithm with respect to bookmark-based user
similarity bb

on SALSA (Stochastic Approach for Link-Structure Analysis).
Our algorithm differs because we make friend recommenda-
tions and, furthermore, our algorithm uses just a restricted set
of available information, without considering the social graph.

In [11], Chen et al. describe a people recommender system
in an enterprise social network domain. They compare four
algorithms, two based on social relationship information and
two based on content similarity and demonstrate that the
algorithms that use social information are stronger to find
known contacts, while algorithms based on content similarities
are better to discover new friends. We cannot compare with
this approach, since it is applied to a delimited enterprise social
network domain.

Guy et al. [10] describe a people recommender system for
the IBM Fringe social network. The system uses enterprise
information like org chart relationships, paper and patent co-
authorship and project co-membership, which are specific of
this social network, so it is hard to compare to them.

Hannon et al. [9] describe a followee recommender system
for Twitter based on tweets and relationships of their Twitter
social graphs. By using this information, they build user
profiles and demonstrate how these profiles can be used to
produce recommendations. In our work, we do not use any
social connection information and furthermore we recommend
friendship relationship and not users to follow.

In [3], a recommender system based on collocation (i.e.,
the position of the user) is presented. It uses short-range
technologies of mobile phones, to infer the collocation and
other correlated information that are the base for the recom-
mendations. In our domain we do not have such a type of
information, so we cannot compare with this algorithm.

Zhou et al. [16] propose a framework for users’ interest
modeling and interest-based user recommendation (meant as
people to follow and not as a friend), tested on the Yahoo! Deli-
cious dataset. Recommendations are produced by analyzing the
network and fans properties. Differently from this framework,
our algorithm produces friend recommendations.

In [1], a study about what cues in a user’s profile, behavior,
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and network might be most effective in recommending people,
is presented. As previously highlighted, we are interested in
producing recommendations only based on users’ content.

Liben-Nowell and Kleinberg [5] studied the user rec-
ommendation problem as a link prediction problem. They
develop several approaches, based on metrics that analyze the
proximity of nodes in a social network, to infer the probability
of new connections among users. Experiments show that the
network topology is a good tool to predict future interactions.
We aim at using more basic information and not graphs or
network topologies.

In [18], Arru et al. propose a user recommender system for
Twitter, based on signal processing techniques. The considered
approach defines a pattern-based similarity function among
users and makes use of a time dimension in the representation
of the users profile. Our algorithm is different because we aim
at suggesting friends while on Twitter there is no notion of
“friend” but it works with “people to follow”.

VI. CONCLUSIONS

This paper presented a friend recommendation algorithm
in the Social Bookmarking System domain as a means to
link users with similar interests. The goal was to infer users’
interests from content, making a selective use of the available
information and without using complex algorithms, hard to
apply to a real world scenario. As results show, our algorithm
produces accurate recommendations by using the tags and
the bookmarks used by users. We also explored the trade-
off between recommendation accuracy and user coverage and
observed that high values of similarity lead to low values
of coverage. A comparison with a state-of-the-art policy, that
considers only the tags, shows that the combined use of tags
and bookmarks leads to improvements with respect to this one.

Future work will focus on evaluating the accuracy of the
recommendations by using different metrics, like Precision
and Recall, that allow both to measure the amount of correct
recommendations and to evaluate the proposed algorithm from
new perspectives.
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Abstract—When users want to search people, search engines 

face two basic challenges.  One challenge is due to the fact that 

there are many people (entities) with the same name, i.e. a 

homonym problem.  The other is an entity linking issue, where 

several words are linked to the same person. The homonyms 

create the search results with a long list of hits with mingled 

information of the different person with the same name.  The 

end users need to sift through the documents that fit their 

needs. To improve the ambiguous search arising from 

homonyms, we previously implemented an Ontology-

Supported Web Search System (OSWS) that utilizes an 

ontology to disambiguate the search term and that provides 

search results in different possible categories that a search 

term may belong to.  For a prototype of the OSWS system, we 

developed an ontology by mining person names and retrieving 

data from resources such as DBpedia. However, DBpedia is 

incomplete and often outdated. In this paper, we extend our 

approach to using social networks for building a People 

Ontology (PO). Specifically, personal profile attributes and 

their values of famous people are extracted from public social 

networks pages, cleaned and mapped to the ontology, resulting 

in a significant increase of the domain coverage achieved by 

the People Ontology to support the Ontology-Supported Web 

Search System. 

Keywords-social networks; ontology; mining from social 

networks; semantic Web search 

I.  INTRODUCTION 

Users’ information needs in the digital era can be 
fulfilled by keyword-based search engines. However, the 
major search engines do not disambiguate homonymous 
search terms, especially the person names that may refer to 
several different people. The search results thus contain 
information of different people of the same name. To address 
the homonymous names, we developed a domain-specific 
ontology, namely People Ontology, where people with the 
same name are categorized into different classes based on 
their properties. This category information and other 
properties can be used for disambiguation. The utility of the 
People Ontology is shown in the Ontology-Supported Web 
Search (OSWS) System [1] [2] we have developed. The 
search system uses the People Ontology to disambiguate the 
people search by providing users with separate search results 
of each homonymous person separated with different 
categories. 

Our approach to develop a domain-specific People 
Ontology for the Ontology-Supported Web Search system 
(OSWS) involves (1) retrieving person names by Google 

search suggestions and (2) extracting category and attribute 
information from DBpedia [3]. Google search completion 
feature suggests a set of potential names which is used to 
generate a candidate list of person concepts for the People 
Ontology [4]. We classified these names suggested by 
Google search into three different famous people categories, 
namely, A-List, B-List and C-List.  We used the working 
definition of the famous people as the person whose full 
name is suggested with a minimal substring of the name.   
Thus, the smaller the substring of the name is, the more 
famous entity it may refer to. The A-List contains more 
famous people than B-List since the full name is suggested 
with fewer substrings (e.g. first name only) than the B-List 
candidates where the search suggestion requires more than 
the first name string.   Similarly, C-List contains names with 
the least famous people, according to our working definition.  
This working definition is based on the assumption that the 
famous (or infamous) people are more likely to be used as 
the search keywords, that influences the Google search 
suggestion. 

In order to establish the unique entity for the person in 
these candidate lists, we used DBpedia for any additional 
attributes and person categories for the People Ontology. The 
resulting ontology in [4] contains 3,241 people instances and 
over 60,000 relationships emanating from them.  

DBpedia is a huge public resource that can be used for 
developing ontology.  However, it was found that many 
concepts in the candidate lists, especially not so famous 
people, did not exist in DBpedia. Furthermore, DBpedia is a 
slow-changing data resource. To overcome these 
shortcomings to improve PO, additional sources of 
information were needed. In this paper, we use social 
networks such as Facebook or Twitter profiles, to gather 
additional, “fast-changing” information that can further 
disambiguate the homonymous people concepts.  

In this paper, we present how we used a social network 
as a secondary resource to extract knowledge in the domain 
of famous people. Choosing Facebook [5] as a sample social 
network is motivated by the fact that it has become the 
largest social networking site in recent years [6]. Millions of 
users have integrated Facebook into their daily practices [6].  

One can create public pages in Facebook. Public pages 
are for organizations and celebrities to broadcast information 
about them in an official, public manner [7]. More and more 
famous people are joining Facebook to publicize their 
profiles and news. 
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The rest of the paper is organized as follows. Section II 
briefly explains the Ontology-Supported Web Search System 
to illustrate the application of People Ontology. In Section 
III, we describe the process of mining information from a 
social network and report the resulting enrichment of the 
People Ontology (PO). Section IV presents the related work. 
Section V concludes the paper and proposes future 
directions. 

II. ONTOLOGY-SUPPORTED WEB SEARCH SYSTEM 

In previous research, an Ontology-Supported Web 
Search (OSWS) System for famous people has been 

developed to improve the Web search process for 
homonymous terms. The system visually categorizes 
homonyms and provides search suggestions to the users [1] 
[2]. The OSWS System uses an ontology to derive the 
disambiguated search terms and suggested search 
completions based on the knowledge in the ontology (Fig. 1). 
The ontology was built by using search suggestions retrieved 
from Google, together with information extracted from 
DBpedia. 

 

Figure 1.  Interface of the Ontology Supported Web Search System. 

The candidate list of famous people was mined from 
Google’s suggested completions [4]. We then passed the 
concepts in the list to DBpedia and extracted the related 
knowledge. Various methods have been applied to clean the 
extracted DBpedia information [4]. Despite its massive 
multi-domain coverage, many concepts in the candidate list 
were not found in DBpedia. Furthermore, new DBpedia 
releases appear only every couple of months [3], but some 
people become famous overnight. Therefore, we used social 
networks as the secondary, fast-changing resource to create a 
new famous People Ontology.  

Using Facebook as an example of the “social network to 
ontology approach,” concepts were checked against 
Facebook’s Graph Search and the ones belonging to the 
“people categories” were selected as targets. A threshold was 
used to identify who qualifies as “famous” person. We then 
extracted relevant information regarding the famous persons. 
After data cleaning, the mined knowledge was integrated 
into the People Ontology. 

III. SOCIAL NETWORK MINING FOR DEVELOPING THE 

PEOPLE ONTOLOGY 

A. Social Networks  

Turning to social networks as sources of information 
about famous people is a natural choice, as social networks 
utilize people as the primary topic of representation. Thus, 
we can view a social network as 

 a set of concept nodes where each node represents a 
person or an organization; 

 a set of semantic relationships between those nodes, 
expressing how different nodes relate to each other; 

 one or more categorization relationships assigning 
person or organization concepts to different classes; 

 a set of attributes of each concept node that 
characterizes and distinguishes different 
person/organization concepts from each other. 

The described structure of a social network is remarkably 
similar to the structure of an ontology, as (some flavors of) 
ontologies are also based on concepts that are interconnected 
by IS-A relationships and semantic relationships and have 
additional attributes describing the concepts.  

Examples of attributes in Facebook include “id,” “name,” 
“picture,” “website,” “birthday,” “description,” “likes,” etc. 
“Likes” is an especially useful attribute, which represents the 
number of people that like a specific page.  

Facebook users are linked to exactly one “category.” The 
category information is mandatory to fill when the user 
creates a Facebook public page. There are 24 possible 
categories that a Facebook person page may belong to, 
including “actor/director,” “artist,” “athlete,” “politician,” 
“writer” etc. Mining of social network pages is possible 
because users can access category and attribute information 
by program.  

B. Identifying People in a Social Network 

One can search people in social networks by using their 
APIs or sending Web queries. Facebook provides such 
searches through http requests. The url below returns the first 
10 Facebook pages with “Barack Obama” in the name:  
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https://graph.facebook.com/search?q=barack%20obama
&type=page&limit=10. 

 

 
 
Figure 2.  Top five Facebook ressults of query “Barack Obama.” 

As Fig. 2 shows, several public pages have been created 
for Barack Obama. One can choose to consider all of them as 
valuable sources of information, or one can decide to use 
only the “authorized” page. 

In previous research [4], we discussed how to create a 
small list of a few thousand very famous people, a larger list 
of famous people and a much larger list of somewhat famous 
people. We called these lists the A-List, B-List and C-List. 
The name lists were retrieved from the Google’s suggested 
completions. The A-List contains the most famous people, as 
they are the suggestions returned by giving a first name [4]. 
The B-List was retained by entering a first name with a 
letter. The C-List includes the least famous people by giving 
a first name with two letters to the search engine.     

We began with a sublist of 2,564 names in the A-List that 
do not exist in DBpedia. We name it the “reduced-A-List.” 
The first 10 Facebook results were collected. The one page 
with the largest “likes” was chosen as the selected page, as a 
page with more attention tends to be more authoritative.  

We checked the category information of the selected 
pages and identified 954 of them as people. However, some 
had very few fans. We found it necessary to define a 
threshold to determine which people are important enough to 
be considered famous, or which page(s) of a celebrity is (are) 
popular enough so that this person should be stored in the 
PO. Statistics show that median Facebook page has 218 fans 
[8]. In this study, 218 was used as the minimum number of 
“likes” for a Facebook page to be selected for analyzing and 
storing its namesake in the PO. Note that the number of 
Facebook fans is not the only measure in evaluating a 
person’s popularity. The names were first selected through 
Google’s search completions. Facebook then was used to 
validate if the names refer to people.  

626 people were found in the “reduced-A-List” with over 
218 “likes”. The pseudocode below shows the procedure of 
identifying famous people from Facebook given a name list.    

PEOPLE_IDENTIFICATION(list){ 

  FOR each name in list{ 

    Search name in Facebook Graph Search 

    Save the top 10 pages returned 

    max_likes = -infinity 

    FOR each returned page{ 

      IF (page.likes > max_likes){ 

        page_with_max_likes = page 

        max_likes = page.likes 

      }// End of IF 

}// End of inner FOR 

IF (page_with_max_likes.category!=PERSON OR 

max_likes < THRESHOLD) 

 Remove page_with_max_likes 

  }// End of outer FOR 

} 

C. Mining Knowledge from a Social Network 

Most social network sites require users to establish their 
profiles when creating their accounts. Such a user profile 
may contain valuable information regarding the person. This 
section presents the process of extracting useful profile 
attributes from social networks. We save the mined attributes 
in a database and map them to the People Ontology. 

In total, 33 different kinds of Facebook attributes were 
returned among the selected people. However, some 
attributes are Facebook-centric and have no use in suggesting 
search completions in the OSWS system. Thus, considering 
the usefulness of the attributes and after manually checking 
the quality and trustworthiness of the returned values of the 
attributes, a number of person attributes were chosen to be 
transferred into the PO. They include “name,” “category,” 
“likes,” “birthday,” “location,” “hometown,” “affiliation” of 
athlete, and “genre” and “record_label” of musician.  

In a few cases, “location” stores irrelevant or even 
“wrong” information. Some examples include location data 
like “in the kitchen,” “in the world” and “home.” There are 
two ways to solve this problem. One is to query the returned 
location in a search engine and check if the first page of hits 
contains any url from mapping services. This method works 
fine for the “reduced-A-List,” but would cause delays when 
dealing with the much larger B-List [4]. In this study, yet 
another solution was applied. We used the “A-List” as the 
training data to extract stop words appeared in attribute 
“location.” Location data in the “B-List” was then 
automatically filtered with the stop word list. 

“Category” is the most important attribute in 
disambiguating homonymous names. Most Facebook 
categories can be mapped directly to the PO. However, a few 
of them need further processing in order to provide better 
precision. They include “athlete,” “actor/director” and 
“public figure.”  

An athlete could be a sportsman of different kind. A 
search suggestion of “Michael Jordan basketball player” is 
more informative than suggestion “Michael Jordan athlete.” 
By analyzing the additional Facebook attributes, such as 
“bio,” “description” and “personal_info,” and checking for 
matches with the 22 subdomains of athlete in the ontology, it 
was possible to specify 51 people playing specific sports 
among the 112 athletes found.  
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Figure 3.  Partial view of the expanded “Person” hierarchy in Protégé. 

Facebook combines actors and directors in one category: 
“actor/director.” To provide better specification, we parsed 
other descriptive attributes to determine if the person belongs 
to the “actor” or the “director” category.  

“Public figure” is one of the biggest categories found in 
the “reduced-A-List.” However, they do not provide much 
valuable information in disambiguating homonymous names. 
In order to assign those people with more concrete 
categories, we checked their Facebook attributes with a list 
generated with all Facebook person categories, classes in the 
PO and their synonyms in WordNet [9]. We used a Synonym 
API [10] to collect synonyms. The API is based on REST 
calls, which return well-formatted XML results, providing 
synonyms based on the WordNet database. 

For the category-specific attributes, “affiliation” of 
athlete carries information about the team the athlete is 
playing for. A list of stop words was built to remove noise 
from the data. “Record_label” and “genre” were processed 
with the same filtering method. “Record_label” provides 
information about the company that manages the musician. 
“Genre” describes the type of music the musician plays. Fig. 
3 shows a partial view of the final Person hierarchy in 
Protégé format. 

D. Mapping Social Network Profiles to the People 

Ontology 

The previous section described how the relevant social 
network attributes were selected and cleaned. In this section, 
we explain how we mapped and integrated the social 
network profiles to the PO. 

Many Facebook categories exist in the People Ontology, 
such as “artist,” “athlete,” “journalist,” etc. Therefore, these 
categories can be directly mapped to the PO. For categories 

that do not exist in the People Ontology, we expanded the 
ontology by adding the new classifications in the hierarchy. 

The other Facebook attributes were also mapped to the 
People Ontology, as seen in Table 1. The first column shows 
the Facebook attribute and the second column represents the 
corresponding attribute in the PO. The third column in the 
table shows the type of property (data type or object) used in 
the ontology. Attributes “name,” “likes” and “birthday” were 
stored as data properties. The remaining attributes were 
mapped to the PO as objects, thus, it was necessary make 
sure that no repetition of objects occurs in the ontology. An 
object property was only added if it did not already exist in 
the People Ontology. 

TABLE I.  FACEBOOK ATTRIBUTES TO FAMOUS PEOPLE ONTOLOGY 

MAPPING 

Facebook Attribute Ontology Mapping Property Type 

name name datatype 

birthday dateofBirth datatype 

likes facebookLikes datatype 

location currentPlace object 

current_location currentPlace object 

hometown placeofBirth object 

affiliation playsForTeam object 

genre musicalGenre object 

record_label recordLabel object 

The processing of the previous OSWS Ontology used the 
number of relationships and attributes to determine the 
popularity of a famous person [4]. The Facebook number of 
“likes” provides the same measurement, but at a different 
scale, meaning the numbers cannot be combined. Therefore, 
a separate data type property “facebookLikes” was created in 
the PO.  

 
 

Figure 4.  Algorithm flow of mining and processing the A-List data . 
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Figure 5.  Distribution of the newly added B-List famous people among categories in the Famous People Ontology. 

 
In total, 622 additional people who did not exist in the 

system were added to the PO by mining Facebook. Among 
the 626 names we analyzed in the A-List, 4 are musical band 
names instead of individuals. Since our ontology is about 
famous persons, we removed information representing 
groups of people from the results. 

The new entities include 279 artists, 112 athletes, 113 
celebrities and many other famous people from the 
remaining categories. For example, Sam Adams the singer is 
newly added to the ontology. His homonyms include Sam 
Adam the politician. Fig. 4 shows the algorithm flow of 
mining and processing the A-List data.  

 Using the A-List as the training set, we applied the same 
method of data extraction and data cleaning onto the B-List. 
Processing the B-List data was a complete automatic 
procedure. Among the 155,403 names in the B-List, only 
35,626 were found in DBpedia. To expand the PO, the rest 
119,777 names were stored in the “reduced-B-List” and 
queried against Facebook. In total, 40,360 people from the 
“reduced-B-List” were found in Facebook. Among them, we 
were able to identify 23,421 famous people with more than 
218 likes on their Facebook pages.  

Artist is the largest category among all with 14,694 
people, including musical artists, actors, dancers, writers, etc. 
Fig. 5 shows the distribution of the famous people in the B-
List among different categories. Each colored area is marked 
with the name of the category and the number of people that 
were found in this category. 

This part of work was developed using the Facebook 
Graph API in Java. Unfortunately, Facebook allows only a 

limited number of Graph API calls per minute. Thus, a timer 
was set in the programs to send out one API call every two 
seconds. This slowed down our work considerably. 

E. Other Social Networks 

Twitter has become one of fastest growing online social 
networking services [11]. It has gained worldwide popularity 
with over 500 million users, including many public figures. 

Twitter stores the following attributes for users: 
“user_id,” “screen_name,” “name,” “profile_image_url,” 
“location,” “url,” “description,” “created_at,” 
“followers_count,” “friends_count,” “statuses_count,” 
“time_zone,” and “last_update.” In addition, Twitter stores 
information about every single tweet that is not statically 
associated with the user, e.g., “geo_lat” and “geo_long.” 

Twitter users are invited to follow people from certain 
categories. For example, when logging in, Twitter suggests 
people from “music,” “sports,” and “entertainment.” 
Currently the following categories are supported: Music, 
sports, entertainment, twitter, funny, fashion, family, 
technology, food&drink, news, art&design, books, business, 
science, health, travel, government, staff picks, charity, 
nascar, pga, mtv movie awards, mlb, faith and religion, 
NBA, television, CMT awards, billboard music awards, US 
election 2012, NHL. 

Twitter data can be mined by using the “phirehose” 
library [12] or with one of the built-in Twitter APIs [13]. 
Twitter’s API provides the GET users search, which searches 
for users similar to Find People button on Twitter’s official 
site [14]. The GET search returns a json object with all 
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associated properties of the person, which includes useful 
information, such as name, location, id, etc.  

It is common to have more than one Twitter user returned 
from a search request. The first returned result, in most 
cases, is the official Twitter account of the famous person. 
Another valuable attribute returned by the GET search is the 
account’s “verified” value. The property identifies if the 
returned Twitter profile is a verified account. Verification 
has been used to establish authenticity of identities on 
Twitter, including highly sought users in music, acting, 
fashion, government, politics, religion, journalism, media, 
advertising, business, etc. [15]. 

Twitter’s GET search also returns several attributes 
associated with the user’s account, including “name,” 
“location,” “description,” “followers_count,” etc. Compared 
to Facebook, Twitter has fewer profile attributes that can 
contribute to our People Ontology. Mapping can be built 
using string matching techniques. 

Twitter limits its GET search to 60 calls per hour [14], 
which will be a major obstacle in this study. 

IV. RELATED WORK 

Previous research has been reported on extracting data 
from social networks. Thelwall et al. have mined MySpace 
comments to detect the emotions [16]. Chu et al. have mined 
Facebook live feeds regarding social networking forensics 
[17]. Xu et al. investigated retrieving user opinions in social 
network services [18]. SONAR is an API for gathering and 
sharing social network information [19]. POLYPHONET 
was built as a social network extraction system [20].  

Shibaki et al. have constructed a person ontology from 

Wikipedia by extracting person categories and the IS-A 

relationships among them [21]. However, the ontology does 

not contain other relationships or attributes other than the 

parent-child relations.  

Mika [22] presents an approach to construct an ontology 

(folksonomy), based on the sub-community of an actor who 

interact with other actors, the semantic annotations (tags) 

the community use to describe documents, using tripartite 

graph. The concepts and ontology emerge from the 

associative relations within each sub-community and its 

interacting actors. He argues that the incorporation of the 

social context into the ontology models captures the idea 

that ontologies are inseparable from the context of the 

community in which they are created and used. It also 

highlights the emerging nature of ontologies, as opposed to 

the slow growing knowledge base such as WordNet. It is an 

algorithmic approach to construct folksonomy. Similar 

approach is proposed by Himanshu et al. [24] to construct 

ontology from social network using semantic tags used in a 

sub-community. However, the folksonomy constructions is 

a general approach to identify the concepts and 

disambiguation of concepts using social network, but not 

necessarily focus on a person ontology.     

Finin et al. [23] have proposed the use of FOAF 

ontology (i.e., FOAF documents) to identify person, link 

and fuse distributed personal information using RDF, and 

develop a social network based on foaf:knows relations. It 

suggests the potential use cases of the person ontology 

represented in FOAF, but it does not address how to 

construct the ontology from the Web site.   

In Information Retrieval community, the entity 

disambiguation is approached based on textual occurrences 

of names and its context. Bhattacharya and Getoor [25] use 

mutual relations between authors for entity resolution.  In 

the context of citations we may conclude that "R. Srikant" 

and "Ramakrishnan Srikant" are the same author, since both 

are coauthors of another author. They consider the mutual 

relations between authors, paper titles, paper categories, and 

conference venues. Hassel et al. [26] uses the attribute 

information such as affiliation, topics of interests, etc. 

contained in an ontology derived from the DBLP [27], while 

Pilz [28] exploits the category information from Wikipedia 

for disambiguation. However, the focus is not to build an 

ontology of entities but utilizing them to disambiguate the 

names in a text.  

We expand our previous approaches on exploiting social 

networks and DBpedia to construct and enrich a people 

ontology with more relationships [1] [2] [29]. To our 

knowledge, little research has been done in constructing 

ontologies from the social networking sites. 

V. CONCLUSIONS AND FUTURE WORK 

This paper presented the process of mining a social 
network as a secondary resource to enrich the People 
Ontology, since the primary source of DBpedia had missing 
information of candidate people we extracted from Google 
Search suggestion. Using the social network mining 
approach we presented, we were able to classify 954 names 
in the A-List whose information was lacking in DBpedia.. A 
series of data extraction and data cleaning steps were 
performed to mine the Facebook public pages of the selected 
people. The standardized data was then mapped to the PO.   

  Using the same automated method, we were able to 
mine and map more than 23,000 people in the B-List that 
were located in Facebook to the People Ontology. Our 
approach shows a potential to develop ontology that can be 
scalable. The People Ontology can be utilized in semantic 
disambiguation of entities, and the linking of separate 
references. Our prototype semantic search system shows one 
utility of the People Ontology.    

Currently Facebook is used for static information 
gathering. We plan to develop a mechanism in the future to 
automatically detect updates in the pages. In addition, we 
plan to investigate the friendship relations between people in 
the social network to further enrich the ontology. 

In the future, we plan to extend the People Ontology by 
mining knowledge from other social networks, such as 
Twitter, LinkedIn and MySpace.  
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Abstract—A full-text search is typically not appropriate for
concept mining. For that reason, we use taxonomies to describe
the concepts we are looking for. A typical input for our search
consists of two or more taxonomies, describing the concept we
are looking for. In this paper, we present a similarity measure
between the input taxonomies and the searched documents. The
algorithm is based on the idea of word n-tuples, where each
word in a result tuple comes from another taxonomy. Because
of the vast number of available documents, our similarity
function must be fast to allow a quick ranking of the retrieved
documents. We also provide an optimized implementation for
our algorithm, which allows a fast ranking of the searched
documents.

Keywords–ranking algorithm; taxonomy based search; simil-
larity function; performance measure

I. INTRODUCTION

In previous work [1], [2] we developed a searching
strategy for (composite) concepts in document sets. The
strategy was based on the idea of formulating concepts as
taxonomies. So for example to look for documents contain-
ing information about “energy”, we can use the taxonomy in
Figure 1. The search process is then performed by looking
for every word or phrase (and also defined synonyms - not
shown in the Figure) in the taxonomy tree in the documents.
The result for such a search is then a quantified taxonomy
tree for each document, containing the number of occur-
rences of the words, phrases and synonyms. Additionally,
the counts are cumulated toward the root of the tree. Figure 2
shows such a quantified result tree. Below each word in the
taxonomy you find the number of occurrences inside the
document. For all non-leaf nodes (renewable fuel, coal, oil,
fossil fuel, and energy) you find additionally the accumulated
number of occurrences for this sub tree, i.e., for the sub
tree renewable fuel: 3 (solar energy) + 4 (wind power) +
2(geothermal)+5(renewablefuel) = 14. A more intuitive
representation form could represent the weight of a node by
different font sizes or colors or by different line widths of the
edges in the taxonomy. The ranking of different documents
can than be performed by simply taking the weight at the
root of a taxonomy tree and an additional normalization step
(i.e., division by the number of words in a text).

energy

fossil fuel

coal

brown coal stone coal

oil

gasoline diesel

nuclear fuelrenewable fuel

solar energy wind power geothermal

Figure 1. Energy taxonomy

energy

fossil fuel

coal

brown coal stone coal

oil

gasoline diesel

nuclear fuelrenewable fuel

solar energy wind power geothermal
(3) (4) (2)

(5, sum=14)
(0)

(2) (6)

(4, sum=12)

(3) (3)

(2, sum=8)

(1, sum=21)

(7, sum=42)

Figure 2. Quantified result taxonomy

Typically, we do not only search for one concept (like
energy), but for a combination of concepts forming a more
sophisticated concept like, i.e., “used materials in the auto-
motive industry”. So instead of only looking for the concept
of material, one is required to consider the application of
different materials in automotive manufacturing. Relevant
terms and phrases in the context of vehicle manufacturing
(right side) and material (left side) are shown in Figure 3,
representing a isa and a is-part-of taxonomy.

Looking for a single concept in a document is technically
speaking a query which looks for the different words from
the given taxonomy with an adjacent construction of the
quantified result taxonomy, based on the words found in the
document. In contrary, when we look for multiple concepts
in a document, we have to search the documents for tuples,
from which one word is from taxonomy A and the other
word is from taxonomy B (in the case of two taxonomies).
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Figure 3. Relationship between taxonomies

In the case of three, four or more concepts to search, we
have to find the corresponding n-tuples. This is illustrated
in Figure 3. Here, the two taxonomies car and material are
shown and the tuples which can be found in a concrete
document are shown by connected ellipses (in red). The
value along a connection link indicates how often a tuple
combination was found in a document (i.e., the tuple metal,
chassis appears two times in the document). As in the case
of a single taxonomy these values are propagated toward
the roots of the two trees (in blue). Mind, that in contrast to
the case with one taxonomy, not the number of occurrences
of the words/short phrases is counted, but only those words
of the taxonomies which occur in a tuple. But this is only
a simplified case, because it does not consider the distance
of the words from the different taxonomies inside a found
tuple. Consider the situation in Figure 4. In both situations
the same number of tuples were found. In the first case (a),
the average distance between words in the result tuple is
much higher than in case (b). If the words from the different
taxonomies appear near to each other, the probability is
high, that the desired concept is described (i.e., an aluminum
chassis). As a consequence, we have not only to consider the
number of tuples found, but also the distance of the words
in the found tuples for the ranking function.

(a) (b)

Figure 4. Interrelationships between concepts

While the implementation of a ranking function for the
“one taxonomy” case is straightforward using an OR search
in a conventional full text search engine like Lucene [3] or
Sphinx [4] as basis and implementing the tree aggregation
part on top, this is not possible for the multi-taxonomy
case. The remainder of the paper is structured as follows: In

Section II we review related work, which has already been
done in this field. Afterwards, in Section III the concept of
our fast ranking-algorithm is explained. Section IV shows
the runtime behaviour of our algorithm, compared to the
naive approach. We finish our paper in Section V with a
scientific outlook for furher research.

II. RELATED WORK

In the work of Cummins and O’Riordan [5], different
proximity measures between pairwise terms were defined.
Some of these measures are based on the distance between
the occurences of the terms. Other measures take into
account the term frequencies (tf) [6] of the related terms.
In our work, we also use a proximity measure based on
the distance of the involved terms, but in contrast to the
previously mentioned work, we have to consider multiple
taxonomies instead of multiple terms. Tao and Zhai [7] also
mention the distance of the search terms in a document as
an important factor for proximity measure. The authors add
different metrics as complementary scoring components to
different existing retrieval models to slightly adjust the final
ranking. The results show that adding metrics, based on the
distance of the terms, improve the overall retrieval accuracy,
compared to the more coarse span-based measures. Again,
this research focuses on single terms instead of taxonomies
as in our work.

III. ALGORITHM

The main goal of our approach is to identify tuples
of words and or phrases, which originate from different
taxonomies and rank these based on the distance of each
involved word/phrase. The following Figure 5 illustrates our
concept. In the example, two taxonomies as well as an ex-
emplary text serve as input to the ranking algorithm. Words
from the taxonomies which appear within the exemplary
text are highlighted in the respective colors (blue for T1,
red for T2). Below the exemplary text, an array-like data
structure is shown, which keeps track of the position of the
word in the text as well as the origin of the taxonomy. Our
ranking algorithm will iterate over this list of hits to identify
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DX = Build your own car! You can choose a 

For the seats, also different materials are available.
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mudguard in steel, wood or different plastic types.

9        10   11      12    13    14        15        16

Figure 5. Ranking example using tuples from two taxonomies

tuples. A tuple is complete if words from all participating
taxonomies are found. The first tuple is (car/steel) at position
four and eleven. The distance value of a tuple plays a major
role in the ranking formula. It is defined as the difference
between the highest and lowest position value of the words
of the tuple. In our case the distance value of the tuple
(car/steel) is seven. This distance value embraces the fact
that we are looking for cases in which words from all
taxonomies appear very close to each other, as this indicates
that the text is actually about a composite concept (see
Figure 4). After all tuples have been identified as well as
their distance is available, the ranking formula is calculated,
which is shown in the following equation:

rank(T1, T2, Dx) = ( 17 + 1
2 + 1

8 + 1
7 + 1

3 ) ∗
1
24 = 0.052

The resulting ranking value is the sum of the inverse of
each distance value divided by the length of the text. The
inverse of the distance value is chosen to reduce the impact
of higher distance values. Lower distance values indicate a
high probability of the occurrence of a composite concept,

which means the ranking should increase.

IV. RUNTIME BEHAVIOR

A naive approach to determine the ranking value is
to iterate over the hit list while trying to find a closed
tuple for each element. This makes it necessary to find
complementary words from all other taxonomies for every
element of the hit list, which requires three nested loops.
This can become very costly depending on the size of the
hit list as well as the amount of specified taxonomies as they
determine when a closed tuple is achieved.

One potential optimization is to avoid the nested loops
in some cases. This can be achieved by maintaining a
dictionary of subsequent words from other taxonomies while
calculating the ranking value across the entire hit list. This
dictionary is used as a lookup table to complete tuples
without searching for subsequent words for each element
of the list. This dictionary is filled initially whenever the
search for a closed tuple starts. The dictionary hereby serves
as a memory of previous iterations in order to reduce the
workload of subsequent stages of the processing.

Another idea is to stop the calculation once it is first
encountered that no more tuple can be closed. Depending
on the frequency distribution of words from each taxonomy,
this can also reduce the required processing compared to
the naive approach. However, this is very dependent on the
dataset and might not be triggered at all in some cases, e. g.,
when a word from an infrequent taxonomy appears at the
end of the hit list. We also tried to introduce a threshold
value to limit the search space, in which tuples can be found.
However, this technique actually decreased the performance
of our algorithm, as words from infrequent taxonomies
were not physically located within the area between the
current index and the threshold value. This led to a lot of
missing values in our lookup dictionary, which meant that
the algorithm started to behave similar to the naive approach.
We therefore decided to remove the search threshold and
only keep the optimization approaches described before.

In the following, we will introduce performance metrics
to illustrate the runtime behavior of our algorithm depending
on the size of the hit list in Figure 6 as well as the amount
of taxonomies under consideration in Figure 7. To run the
benchmarks, we used a machine with a single 2,66 GHz
Quad-Core Intel Xeon and 24 GB of main memory. The
implementation is done in Java based on the 1.7.0u25 Oracle
JDK in "-server" mode. We separate the benchmark in a
warm-up and run phase of each 10.000 runs to reduce
the impact of startup and JIT compilation effects. The
Figures 6, 7 display the average runtime in msec. The first
benchmark, is about the size of the hit list. A hit list is a
data structure very similar to the example given in Figure 5.
It is an ascending list of hits, which store the position of the
word and the taxonomy it belongs to.
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Figure 6. Runtime behavior depending on hit-list size

In the first benchmark, we used three taxonomies and
manually generated a synthetic hit list. The frequency of
words from the three different taxonomies is distributed by
70%, 25% and 5%. This is based on our observation from
previous work [1], [2] in which we learned that hits are
not distributed evenly among taxonomies, but rather follow
Zipf’s law. Based on this test setup, we generated hit lists of
increasing sizes and calculated the ranking value using the
naive and optimized algorithms. It can be concluded, that as
the hit list grows in size, our optimizations have a bigger
effect.

The following benchmark compares the algorithms based
on various amounts of taxonomies, which are required to
find a closed tuple. The frequencies are distributed in a
similar fashion as the previous benchmark, which means
that one taxonomy dominates the hit list, while others are
rare in order to make the synthetic hit lists comply with
our experiences from previous work. While the amount of
taxonomies vary, each hit list has a size of 10.000 items.
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Figure 7. Runtime behavior depending on considered taxonomies

In the case of a small amount of taxonomies, the cost of
maintaining the dictionary outweighs its benefits. However,
once more taxonomies are considered, the optimizations
become more effective. Although the gains do not meet
our expectations, overall it is clear that our optimizations

improve the required processing time in both test scenarios.

V. CONCLUSION AND OUTLOOK

We presented an algorithm for the ranking of documents
based on taxonomy based queries. The algorithm calculates
a similarity measure between the used taxonomies and a
document which than can be used to rank the searched
documents according to the used taxonomies. This measure
is based on the occurrences of tuples containing words
or phrases from all the different taxonomies and also the
distance of the words found in the text.

Actually, we consider all the words with the same rele-
vance. A more elaborate similarity function can give every
word a different weight, so for example based on the term
frequency and the inverse document frequency (weight:
wterm,doc = tfterm,doc ∗ idfterm) [6].

In our current implementation, the weight of every tuple
is defined by the inverse of the distance of the words found
in a tuple. Some (but not all) search results suggest that
this measure probably favors tuples with words occurring
consecutive inside a document too much. Optionally a
measure which decreases the weight only logarithmically
based on the distance could be more appropriate (i.e.,
1/log(posmax−posmin)). But, to clarify this point, we need
more input from our domain experts, when evaluating our
ranked results. Another point for the future is to integrate
our taxonomic based search inside the Lucene code base.
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Abstract—We propose a novel method for extracting commu-
nities, i.e., dense subgraphs, embedded into a bipartite graph.
Our method is based on a technique for graph decomposition.
Decomposing a large graph into cohesive subgraphs plays an
important role in identifying community structures in social net-
work analysis. Among a lot of definitions of cohesive subgraphs,
the k-truss formed by triangles is one of the simplest cohesive
subgraphs with a good trade-off between computational efficiency
and clique approximation. This decomposition is, however, not
applicable to bipartite graphs because bipartite graphs contain
no triangles. In this paper, aquasi-truss decomposition algorithm
for bipartite graphs is proposed based on the truss decomposition
algorithm for general graphs. The proposed method can be used
for analyzing the international business, such as the relationship
between clients and sales volume in a certain period, and also
analyze the social networking, such as users-topics relations in
the twitter community.

Keywords—bipartite graph, triangle, truss decomposition, dense
subgraph, community discovery.

I. Introduction

Communities are interpreted as dense subgraphs in a given
graphG. The problem of identifying communities has attracted
much attention recently due to the increased interest in study-
ing various graphs with complicated structures. It helps to
analyze graph structures, and mining useful information from
graphs. Various techniques of data mining have been proposed
for approaching graph analysis problems from different as-
pects. Therefore, we focus on this framework of community
discovery, and apply it to an attractive domain of data, such
as social networks.

In this research, we consider the problem of extracting
communities in a bipartite graph using the notion oftruss,
which is a dense structure in a graph. Originally, thetruss is
defined as a dense subgraph composed of triangles, i.e., cliques
with three nodes, in a graph [1], and thetruss decomposition
algorithm for extracting hierarchical dense subgraphs based on
truss structures is proposed [2].

On the other hand, a bipartite graph is a common structure
for modeling relations between two classes of objects, and is
found in many real-world data sets such as user-item relations
in an online shop. The truss decomposition is not applicable to
bipartite graphs since any bipartite graphs include no triangles.
To expand the notion oftruss to the class of bipartite graphs,

we introduce a new notion calledquasi-truss. We also develop
an efficient algorithm for bipartite graph decomposition, and
examine the scalability of it with real-world bipartite data.

Organization: Section II introduces some related works
about community extraction and bipartite graph analysis. Sec-
tion III introduces basic notions used in this paper. In Sec-
tion IV, we propose thequasi-truss decomposition algorithm.
The experiments verify the efficiency of this algorithm for
graph analysis in Section V. Finally, Section VI concludes the
paper.

II. RelatedWork

An interesting substructure in a graph is calledcommunity,
which is a subgraph densely connected by edges among nodes.
According to the definition by Flake et al. [4], a community
is a set of nodes in which each member has at least as many
edges connecting to members as it does to non-members. This
definition is unambiguous, and for any set of nodes, we can
determine whether it is a community or not.

In [5], [6], a community of a graphG = (V,E) is defined
as a subgraph containing at least oneclique, i.e., a subset
V′ ⊆V such that the subgraph inG induced byV′ is a complete
graph. Generally, the clique is extracted as a set of the nodes
with high degrees. For this reason, the nodes with relatively
lower degrees are liable to be ignored, and are not so much
effective for uniformly sparse graphs. Moreover, the problem
of finding maximal cliques is computationally hard. Thus,
in the last decade, several efficient algorithms to findquasi-
cliques, instead of exact cliques, have been proposed.

The quasi-clique is a relaxation notion of clique, for
example, on the density [7] or the degree [8], [9]. However,
the problem of finding thesequasi-cliques remains NP-hard.
Moreover, it may be difficult to capture the entire structure of
communities in a graph since these subgraphs may substan-
tially overlap, or be completely be separated.

To address these difficulties, a definition of dense subgraph
called k-core has been proposed. It is defined as a maximal
connected subgraph among all of its nodes with higher degree
than k in G. Besides, the truss decomposition algorithm has
been proposed: given a graphG, thek-truss ofG is the largest
subgraph ofG in which any edge is contained in at least (k
- 2) triangles within the subgraph [10]. The problem of truss
decomposition is to find allk-trusses wherek≥ 3.
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While the problem of finding the densest subgraph is NP-
hard, there is an efficient polynomial algorithm for thek-truss
detection. From the point of view of the clique approximation,
the k-truss is better thank-core [11], [12], which is a well-
known subgraph for community discovery. For the problem
of finding all k-trusses in a graph, i.e., truss decomposition
problem, an efficient in-memory algorithm [1] and two I/O-
efficient algorithms [2] have been presented to handle massive
networks, and the efficiency of truss decomposition has been
proved.

Many interesting relations are represented by bipartite
graphs such as user-item relations in an online shop. Recently,
we have proposed an algorithm for enumerating triangles in a
bipartite graph [3]. In this paper, we improve it, and propose
a newquasi-truss decomposition algorithm. Our algorithm is
based on the following fundamental algorithms for bipartite
graphs.

One is for testing bipartiteness to examine whether a graph
is a bipartite or not [13]. The main idea of testing bipartiteness
algorithm is to assign every node with a certain color in order
to distinguish the color of its parent in a preorder traverse.
This provides a two-colored spanning tree which consists of
the edges connecting nodes to their parents. However, some
nodes may be not colored properly. In the case of depth-first
search, one of the two endpoints of every non-tree edge is
another endpoint’s ancestor. These pairs of nodes have different
colors when non-tree edges are found. An odd-cycle can be
formed by the path from ancestor to descendant within the
incorrect colored edges together. With such an evidence, the
graph is not bipartite. Every edge should be colored properly
if the algorithm is terminated without detecting any odd-cycle
of this type. It returns a bipartite graph with color.

Another one is the matching algorithm on bipartite graph.
Matching in a graphG = (V,E) is a subset ofE such that no
two edges share a common node. A node is matched if it is
an endpoint of one of the edges in the matching. Matching
problem is easier to solve by using bipartite graph than non-
bipartite graph in many cases, such as the popular Hopcroft-
Karp algorithm [14] for maximum cardinality matching which
working correctly only with bipartite graphs.

III. Basic Notion

A triangle is one of the fundamental structures of graph
that represents the smallest non-trivial clique. Indeed, the
triangle plays an important role in graph analysis, especially
in the computation of clustering coefficient, the triangular
connectivity and transitivity ratio in massive networks. Three
nodes in a triangle are fully connected by three edges formed
by nodes{v1,v2,v3} that either directed edge or undirected
edge, denoted as follows:

T123= {(v1,v2), (v2,v3), (v1,v3)}

The notion of truss is defined by such triangles embedded in
a graph. For the thresholdk, the k-truss is a type of cohesive
subgraphs that represents the largest subgraph ofG such that
every edge is contained in at least (k−2) triangles within the
subgraph. This value is called the support of an edgee= (u,v) ∈
EG, denoted bysup(e). The support of an edgee in G is the
number of triangles inG that containe. Thus, thek-truss ofG

wherek≥ 2, denoted asTk so that∀e∈ETk, sup(e,Tk)≥ (k−2).
The task of truss decomposition inG is to find all trusses in
G where 2≤ k ≤ kmax. The kmax denotes the maximum truss
number of any edge inG. The truss number of an edgee
in G is defined asmax{k : e ∈ ETk}, denoted byϕ(e). From
the definition of truss number, another definitionk-class that
denoted byΦk, defined as{e : e∈ EG,ϕ(e) = k}. Relatively, the
k-truss can be obtained from the set of edgesETk = ∪i≥kΦi .

Fig. 1. Illustration of the 2-, 3-, and 4-truss decomposition

Fig. 1 illustrates thek-truss decomposition of a given graph
G. The edges are contained in different number of triangles in
G. The 2-classΦ2 is the set of edgese with sup(e) = 0. The 3-
classΦ3 is the set of edges withsup(e) = 1, i.e., fore= (x,y),
there exist at least one nodez such that (x,z), (y,z) ∈ EG. The
4-class is analogous.

From the k-classes,k-trusses ofG can be obtained as
follows. The 2-trussT2 is simply G itself. The 3-trussT3 is
the subgraph formed by the edge setΦ3∪Φ4∪Φ5, etc. It can
be verified that each edge ofTk is contained in at leastk−2
triangles for 2≤ k≤ 5. Thek-trusses represent the hierarchical
structures ofG at different level of granularity.

On the other hand, there are many relations represented
by bipartite graphs, which are equivalent to transaction data.
However, as shown in Fig. 2, bipartite graph contains no
triangle due to the definition: the node set is divided into two
disjoint subsetsV1,V2 such that no edge (u,v) (u ∈ V1,v ∈ V2)
is defined. Thus, we propose an extended version of the truss
decomposition for bipartite graphs in the following section.
Now, we prepare some important notions in our algorithm.

Given a bipartite graphG = (V1 ∪ V2,E), the algorithm
transformsG to G′ = (V1∪V2,E∪E′) such thatE′ = {(u,v) |
u,v ∈ V1,u, v, and x ∈ V2 is adjacent tou,v}.

We call e′ ∈ E′ the special edge. For two distinct adjacent
edgese1,e2 ∈ E in G, there exists a triangle with a special edge
e′ ∈E′ in G′. With more triangles sharing a unique special edge
e′ in G′, a dense subgraph inG is expected to be identified.
We introduce a novel notion of dense subgraph in bipartite
graphs, thequasi-truss. Thequasi-truss ofG′ is defined as the
largest subgraph inG′ containing exactly one special edgee′.
Consequently, we obtain the substructure ofG by removing
all e′ ∈ E′ from thequasi-truss.

In the following section, we design an algorithm to extract
such components from a large network data.
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node set V1

node set V2
Fig. 2. The structure of a bipartite graph

IV. Quasi-Truss Decomposition

A. Quasi-truss

Conceptually, the definition ofquasi-truss is similar with
k-truss. In a given bipartite graphG, clearly, G contains no
triangle. Then we define special edgese′ ∈ E′ among nodes
included in V1 or V2 exclusively. Initially, every node in
both two node sets of the bipartite graphG will be visited.
Determine whether any two adjacent nodes in the same node
set sharing one common neighbor node in another node set or
not. Then, the connectivity occurs between these two nodes,
and connected by a special edge, denoted ase′ if these two
nodes have one common neighbor node in another node set
of G. More formally, a special edgee′ = (x,y) is defined
for x,y ∈ V1 if there existsz ∈ V2 such that (x,z), (y,z) ∈ E.
After generating all special edgese′, the structure of original
bipartite graph is transformed toG′ = (V1∪V2,E∪E′).

In this definition, an edgee′ = (vi ,vk) is generated inG
so thatvi ,vk ∈ V1 have a common neighbor nodev j ∈ V2. The
edgee′ is denoted ase′ik wherei,k∈V1 ande′ik < E. The special
edgee′ is essential to form a triangle in bipartite graphG. The
number of common neighbor nodes of edgee′ is simply equal
to the number of triangles which contain the edgee′. The
common neighbor nodes ofe′ belong to the node set which
does not contain two endpoints ofe′. All of the trianglesT
belong to the bipartite graphG.

According to the definition, theQ-truss is the trusses of
reconstructedG′ where Q > 0. Here, theQ indicates the
hierarchy ofquasi-truss in order to distinguish fromk-truss.
Thus, the maximumquasi-truss of G can be defined as the
special edgee′ contained in maximal number of triangles in
G.

When Q = 1, thequasi-truss is simplyG itself since one
edgee′ is contained in one triangle exactly. We suppose thate′ik
has only one neighbor nodevi in another node set. Then, three
nodes form a triangleTi jk = {(vi ,v j), (v j ,vk), (vi ,vk)} which is a
1-truss subgraph fore′ik contained in one triangle exactly. This
differs from the definition ofk-truss decomposition algorithm.

Fig. 3 illustrates the generation of edgee′ in a given bipar-
tite graphG. There are two types of edges: the original existed
edgese ∈ E which is in solid line, and the generated edge
e′ ∈ E′ which are illustrated by the dotted line. For instance,
two nodesv2 and v3 that are in the same node set have a
common neighbor nodei, then,v2 andv3 will be connected by

Fig. 3. Generate edges in a bipartite graph

one generated edgee′ so that a triangleT23i = {(2,3), (3, i), (2, i)}
is formed. At the same time, the edgee′23 also contained in
another triangle inG, the triangleT23h= {(1,2), (2,h), (1,h)} for
nodevh also their common neighbor node. Thus, the four nodes
v2, v3, vh and vi can be considered as 2-trusses for both two
generated edgese′23 ande′hi are contained in two triangles. In
another situation, the nodesv1 andv2 have only one common
neighbor nodeh that the generated edgee′12 is contained in
only one triangle. The subgraph that contains three nodesv1,
v2 andvh can be considered as 1-truss. The nodes in the same
node set such as the nodesv4 andv5 do not connected by any
edgee′ as they do not have any common neighbor node in
another node set.

B. Decomposition algorithm

Quasi-truss decomposition algorithm is summarized in
algorithm 1.

We employ the hash table to store and sort the special
edgee′ in this improvedquasi-truss decomposition algorithm.
Initialize the hash table ofE′, denoted ashash[E′], and the
triangle set, denoted asT. The graph traverse begins from
node v. A special edgee′jk is generated to connect any two
nodesv j andvk directly connect tov. Then,T = {v,v j ,vk} can
be formed inG after this process. Ane′ is contained in at
least one triangle whereQ = 1. All of e′ ∈ E′ is stored in
the hash[E′], and sorted hierarchically. A common neighbor
node of ane′ represents a vertex of a triangle. For any two
nodes in the same node set connected by ane′, the number of
their common neighbor nodes is equivalent to the number of
triangles contains thee′. Thehash[E′] only stores each unique
edgee′ instead of storing all triangles in an array [3]. The
memory usage can be significantly reduced. Moreover, pointer
is adopted to point to the common neighbor nodes of each
e′. To extract the maximumquasi-truss represents the largest
community, it was essential that counted the total number of
common neighbor nodes of eache′ in hash[E′], and output the
e′ with maximal number of common neighbor nodes. Next, the
e′ in hash[E′] is removed iteratively based on the number of its
common neighbor nodes. For example, ane′ will be removed
from hash[E′] if the e′ has less than five common neighbor
nodes, or in other words, ane′ is contained in less than five
triangles whereQ = 5. Finally, enumerate all triangles which
satisfy the parameter. These enumerated triangles represent the
dense subgraphs ofG in different hierarchy.
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Algorithm 1 Quasi-Truss Decomposition Algorithm
• q B queue for graph traverse
• Q B input threshold of hierarchy of trusses
• E′ B the edge set contains all special edgee′

• hash[E′] B the hash table ofE′

• T B a set of triangles inG
• num(v) B number of nodes belong to ane′

Require: G = (V1∪V2, E), Q = 1,2,3,4....m
Ensure: T within Q hierarchy

1: init hash[E′] = ϕ, T = ϕ;
2: for all v ∈ (V1∪V2) do
3: v.mark= 0
4: q.enqueue(v0);
5: while not q.empty()do
6: v = q.dequeue()
7: v.mark= 1;
8: if v ∈ e(v,v j)∩e(v,vk) then
9: e′ = (v j , vk) generated;

10: hash[E′] = hash[E′]∪hash[e′jk]
11: end if
12: T = T ∪{v,v j ,vk}
13: end while
14: for Q = 1 to m do
15: for all e′ ∈ hash[E′] do
16: if num(v) ∈ e′<Q then
17: removee′ from hash[E′]
18: end if
19: end for
20: end for
21: end for
22: outputT containse′ within Q hierarchy

V. Experiment and Evaluation

We observed the performance of the proposed method via
a succession of experiments in this section. The experimental
results evaluated the effectiveness of thequasi-truss algorithm.
All of the experiments were done on a machine with the
Inter i7 2.3GHz CPU, 8GB RAM, and the version 4.1.2 of
C compiler in Mac OS 10.8.3.

A. Data characteristics

Five real-world graph datasets with different sizes were
used in these experiments. Table I indicates the features of
the datasets.|V1| and |V2| indicated the number of nodes of
each node-set in these given bipartite graphs.|E| showed the
number of edges in each dataset.

TABLE I. Features of datasets

File name |V1| |V2| |E| size(kb)
cmuDiff 3,000 5,932 263,325 32.1
cmuSame 3,000 7,666 185,680 46.6
cmuSim 3,000 10,083 288,989 260
HetRec 9,372 6,257 26,232 259

MovieLens 3,706 6,040 1,000,209 40.1

The three datasetscmuDiff, cmuSameand cmuSimwere
chosen from 20 newsgroups datasets, which were also refered
in [16]. They were collections of newsgroup documents. Each

of them corresponded to a certain topic, and recorded the rela-
tionship between keywords and news documents. BothHetRec
andMovieLenswere two datasets released from the framework
of Information Heterogeneity and Fusion in Recommender
Systems. TheHetRecrecorded the relationship between online
users and artists/musics fromLast.fm online music systemin
2011. TheMovieLensdataset contained anonymous ratings by
MovieLens users toward a certain number of movies in 2000.

Matrix blocking proposed in [16] was a community detec-
tion technique based on the connectivity occurence among all
nodes inG. Oppositely, the proposed algorithm in this paper
was designed to decompose a bipartite graph, and identify
the subgraphs within different hierarchy. Therefore, in these
experiments, we mainly observed three aspects for evaluating
the proposed algorithm. First, we stated the total number
of triangles which included all special edgese′. Second,
we observed the time cost for enumerating all triangles in
each bipartite graph. Finally, the largest community structure
represented by the maximumquasi-truss was extracted from
each bipartite graph.

B. Experimental results

Table II shows the experimental results by using the five
datasets. The #T indicates the total number of triangles formed
in each given bipartite graph. The next column shows the
time cost for triangles’ forming. The results ofQmax clearly
indicates the maximalquasi-truss in each bipartite graph. The
maximalquasi-truss represents the largest communities in each
given bipartite graph.

TABLE II. Statistics of experimental results

File name #T size(kb) time(in sec.) Qmax
cmuDiff 61,638 874 0.374 238
cmuSame 174,363 2,458 0.78 390
cmuSim 1,838,827 27,471 7.207 112
HetRac 945,043 15,020 6.739 351

MovieLens 63,271 891 0.453 223

The running time increased linearly with the increasing
number of triangles. Meanwhile, the number of edgese′ ∈ E′

also increased. But it was worth to notice that the number of
edgese′ ∈ E′ did not equal to the total number of triangles for
an edgee′ was contained in more than one triangles.

In the third column of Table II, we observed the maximal
quasi-truss for each given dataset. According to the definition
of quasi-truss, the subgraph withQmax represented the largest
community in which a unique edgee’ was contained in
maximal number of triangles. Thus, the subgraph withQmax
was the densest subgraph, since it represented the core of a
given graph. In this experiment, “Qmax”-truss were extracted
from the givenG by adopting a technique which was similar
to the Top-Down approach of truss decompositionconcluded
in [2]. Thought observing the experiment results, the maximum
quasi-truss of G also increased with the total number of
triangles. Meanwhile, the value of “Qmax” was difficult to
estimate. However, the result of datasetcmuSimwas an ex-
ception although this dataset contained the maximal number of
triangles compared with results of other datasets. The value of
Qmax of cmuSimdataset was the smallest. This result illustrated
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that the connectivity among all nodes in bothV1 andV2 of G
had a significant impact on the density of subgraphs.

Another reasonable evaluation strategy was to observe the
density of subgraphs. Bipartite graph had a special structure
differs from ordinary graphic structures. Therefore, it was
necessary to observe the extracted dense subgraphs separately.
Table III concluded the features of each maximumquasi-truss.

TABLE III. F eatures of maximum quasi-truss

File name node edge size(kb) #T
cmuDiff 240 477 2.95 238
cmuSame 392 781 5.27 390
cmuSim 114 225 1.54 112
HetRac 353 703 3.88 351

MovieLens 225 447 2.58 223

The node and edge indicated the number of nodes and
the number of edges in each dense subgraph respectively.
The size was the total amount of subgraphs defined as
(|V1| ∪ |V2|, |e| ∪ |e′|). The #T indicated the number of triangles
anchored in each dense subgraphs. In the case of bipartite
graph, a subgraph had the density one if and only if it was
a biclique according to the concluded definition in [16]. The
definition of density for bipartite graph in [16] cannot be
adopted directly to estimate the density ofquasi-trusses in a
bipartite graph for it was based on triangular structure. Thus,
we simply addressed the amount ratio that compaired the size
of dense subgraphs with their matrix graphs containing all
triangles. Moreover, we also compaired the number of triangles
of the dense subgraps with their matrix graphs containing all
triangles in order to observe the ratio of number of triangles.
Then, analyzed the relationship between the amount ratio and
the ratio of the number of triangles based on the statistic results
shown as Fig. 4.

Fig. 4. Relationhsip between size and the number of triangles

Each point in the red graph illustrated the percentage of the
amount of the largest subgraphs in each bipartite graph. Each
point in the blue graph illustrated the percentage of the number
of triangles of the largest subgraphs in each bipartite graph.
From Fig. 4, the amount of the dense subgraphs increased
linearly with the number of triangles anchored in the dense
subgraphs. These statistical results also proved the previous
experimental results in Table II.

VI. Conclusion

We implemented the algorithm forquasi-truss, which was
a novel notion of dense subgraph in a bipartite graph intro-
duced in [3]. This notion was an expanded version ofk-truss
decomposition [2]. An effective algorithm was also introduced
for quasi-truss decomposition in a bipartite graph. We verified
the scalability of our algorithm by experiments on real-world
datasets. The results showed a significant effectiveness on
decomposing a bipartite graph based on triangle structure.

We plan to research the theoritical proof for the density
evaluation of bipartite graph by adopting thequasi-truss de-
composition algorithm, and time complexity for dense sub-
graph extraction as the future perspective. Furthermore, as one
of triangle’s properties, the research of clustering coefficient
of a bipartite graph is available to analyze the connectivity
situation.
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Abstract—This article presents a review of the Latent Seman-
tic Analysis (LSA) method used to extract knowledge from large
sets of text documents, describing its origins, main applications,
basic operation and dimensionality optimization. To evaluate its
performance and usefulness in identifying semantic relatedness
a series of experiments were conducted with various collections
of texts, varying number of files that were part of each corpus
and using different indexes. It was shown that LSA can serve
as a mechanism for grouping and classifying documents that are
related to the themes, in particular in obedience, to the search
expressions according to their semantic relevance. It was also
evident, however, that the computational performance of LSA
will deteriorate as more files are added to generate indexes, since
index and search response times increased significantly.

Keywords— Latent Semantic Analysis; Semantic Relatedness;
Semantic Relevance; Text Processing.

I. INTRODUCTION

This article is an analysis of Latent Semantic Analysis
(LSA) [1], one of the most frequently used methods in search
engines, text comparators, and recommender systems, since it
allows the extraction of meaning and non-obvious relationships
of terms in large sets of text documents. The idea is to describe
the utility of LSA when applied to collections of texts from
the medical field, to find documents that are the most relevant
or similar in terms of content (semantic relatedness) according
to the search terms. LSA represents an alternative to the need
for human experts to analyse and digest information and is
very important to apply it to the area of Health Sciences, one
of the areas in which a large amount of scientific content is
generated every day.

The structure of this document is as follows: the next
section is a review of the concepts of LSA and the relationship
between the application of matrix decomposition techniques
of linear algebra such as the Singular Values Decomposition
(SVD). Section III describes the experimentation phase, outlin-
ing the collection of medical documents, the implementation
of the method in a LSA prototype to perform several tests
and the integration of test scenarios to carry out the semantic
relatedness test. Section IV describes the major results ob-
tained, from the time of indexing and responding to queries,
to the relevance in similarities of the meaning in documents.
Finally, conclusions and comments about the results obtained
are included in Section V.

II. LATENT SEMANTIC ANALYSIS

LSA is a computational model of human knowledge repre-
sentation that approximates the ability to make judgments of

semantic relationship, which is based on a very simple premise,
namely, that the similarity in the meaning of two words can be
induced by how they are used in texts [1]. By means of this
principle, words and text are created in a specific domains.
LSA examines the frequency in a set of texts and then uses
semantic relatedness in order to build the matrix decomposi-
tion. In a nutshell, LSA is a knowledge representation model,
which is based on the patterns of word usage in a range of
documents. This set of documents is commonly called a corpus
and the mapping between documents and terms is called Latent
Semantic Space [2].

The following subsections address issues related to LSA
that include: its origin, the basic operation of LSA and its
relationship with SVD, the importance of optimizing the
dimensionality of the matrices, and finally, the main areas of
application of LSA.

A. Origin and first applications

LSA was released under patent #4,839,853 of the U.S.
Patent Office issued on June 13, 1989 to Bell Labs researchers
Deerwester, Dumais, Furnas, Harshman, Landauer, Lochbaum
and Streeter, and was originally used as a mechanism to
support tasks of Information Retrieval [3] [4]. It was mentioned
as Latent Semantic Indexing (LSI) in order to use techniques
of dimension reduction for improving the indexing process
of textual content [5]. Subsequently, Landauer and Dumais,
who were interested in human learning and how people learn
new vocabulary from the texts that they read [6], proposed
the LSA as a new theory regarding acquisition, induction and
knowledge representation to reflect the similarity of words and
passages of text, making use of the analysis of a large corpus of
natural text. They observed that, by inducing global knowledge
indirectly from a co-occurrence data locally on a large body
of characteristic texts, the LSA can acquire knowledge of the
entire English vocabulary in a manner comparable to the way a
child learns. After reading texts, children can learn new words
every day and after several readings can apparently understand
the meaning of many other words that they did not know
before. This feature of human language learning has been a
topic of debate and research interest. In ancient times, it was
known as Platon’s problem, i.e., how people can know much
more than they have been exposed to. Platon suggested that
people had all this knowledge within themselves and only
needed small patterns or guides to be able to produce it.
LSA means analogous hidden meanings can be extracted when
information processing of a collection of texts is performed.
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B. Basic operation

The LSA method consists of a series of basic steps for
extracting meaning from a collection of documents. First, it
generates a term-document matrix, where each row represents
the words in the whole collection of texts and the columns
represent the documents. In this first step those words whose
occurrence in the collection of documents is too frequent or
too infrequent should be eliminated, as should words that do
not add any value, so-called stop-words. Second, an algorithm
to calculate the weights for each of the cell-matrix document
terms is applied, this for emphasis of the words according to a
certain domain. Finally, the SVD process is applied. As a result
of this process, three partial orthogonal matrices are produced:
the term-matrix (commonly called matrix U or Left Singular
Values), the document-matrix (commonly called matrix V, or
Right Singular Values) and the diagonal matrix S, whose main
diagonal contains singular values and other positions zeros [7].
Fig. 1 shows the original matrix A (term-document matrix) and
the resulting SVD matrices.

Fig. 1: SVD process applied to matrix A that produces three orthogonal
partial matrices as a result (source: Kireyev & Landauer, 2011) [8].

C. Optimal dimension reduction

Reducing the number of dimensions by applying minimal
SVD decomposition significantly reduces the noise and the
amount of data, memory and processing time required to
obtain results with LSA. This process is called optimization
dimensionality [9] and involves finding the K-th dimension
(the columns that represent collections of documents) for the
best K-dimensional approximation of the original matrix. Thus,
the document collection is represented by a K-dimensional
vector space derived by SVD. In many cases, the value of
K is much smaller than the number of terms that are present
in the matrix of term-document, but for application related
simulation language learning, it was found that the optimum
value of K is in a range of 300 +/- 50 [6], [9], [10] and
validated with a formal study applied similarity in meaning
tests for text samples from the Groliers Academic American
Encyclopaedia described by Landauer and Dumais [6]. Fig. 2
shows the original graph of this study where it can be seen
that there are sufficient values close to 300 in the number of
dimensions to be considered, since it is this range which gives
the best similarity in meaning.

D. Areas of application

LSA can greatly improve the extraction and representation
of knowledge in the domain of human learning to represent
objects and contexts present but can also be applied in sit-
uations with a large volume of data, such as Data Mining.
Wolfe and Goldman [1] found LSA useful in a processing
and text analysis, such as quality assessment and summary

Fig. 2: The effect of K-dimensions retained in LSA-SVD simulations of
meaning similarities. K-dimensions is in log scale (taken from Landauer &

Dumais, 1997).

trials, finding differences or similarities between texts verifying
internal coherence, and in identifying the original source of
students’ work, among many others. All these applications
have had very good results, and the reliability of LSA has
been so good that it is comparable to human experts.

The following section describes in detail the experiments
that have been conducted to evaluate the operation, perfor-
mance and utility of the LSA method in identifying semantic
concordance using like a corpus a collection of texts containing
abstracts of articles in health sciences field. The medical field
is one of the fields of research that is growing more rapidly and
all new medical information is being published everyday [11].
Hence, the importance in working to generate mechanisms that
allow this scientific community to have better access to this
large amount of resources.

III. EXPERIMENTS

This stage of experimentation, where the semantic relat-
edness tests were carried out, was divided into three main
phases: (1) Getting the text collection, in order to obtain
a raw material that represents items in the health sciences
field, (2) implementation of the LSA method, a tool coded
in C# language, and (3) the definition of test scenarios that
included a series of searches in several corpora with different
characteristics in terms of the number of files and the value of
K, to optimize the LSA process.

A. Text collection

The first step before testing LSA was to generate multiple
text files to serve as the corpus or data source. This information
can be obtained with the OAI-PMH Service from PubMed
Central (PMC-OAI) [12] that provides access to the metadata
for all items in its collection. The Open Archives Initiative
Protocol Of Metadata Harvesting (OAI-PMH) [13] is a stan-
dard protocol for the collection of metadata records designed to
be shared openly and freely, and it is promoted by the Open
Archive Initiative and it is based on the exchange of XML
messages on a transport service such as HTTP.

Once an excellent source of information in the medical
field has been identified and there is a reliable way to obtain
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it, a .Net TCP client application is used to make requests to
the OAI-PMH server in PubMed Central in order to download
the metadata records. Given the characteristics of PMC-OAI
service, the resulting records were delivered in Dublin Core
simplified format and provided more than 300,000 metadata
records through the OAI-PMH harvester client. For each record
retrieved, the OAI-PMH harvester client generated a text file
in a local directory, and each file contained the following
information fields: title, authors, abstract, date of publication,
journal, publisher and the ID assigned by the PMC-OAI
service.

These files were metadata items that were filtered and iden-
tified as research articles and were discharged in chronological
order by publishing date, the most recent first, i.e., April 2013
up to July 2008. Although the PMC portal states that it had
2.7 million articles, it stopped downloading them because for
experimentation conducted in this article was considered as the
limit 1000 files due to the considerable time that indexing is
required for this amount. This behavior is described in more
detail in the results section.

B. Implementation of LSA method

Various options for implementing SVD were reviewed,
such as Bluebit - Online Matrix Calculator that allows online
calculations of small matrices and other tools much more
complete as the ”R”; which contains a specialized package
for LSA. But, familiarity with .NET platform and the ability to
adapt and customize the code, as well as to select a local folder
with n number of files as a data source, were the main reasons
for the implementation in C# by Anup Shinde [14] should
be selected. This used the open-source libraries DotNetMatrix
[15] for all tasks concerning the matrix algebra including SVD
decomposition.

The main features of the prototype in C# are: set config-
uration options, maintenance of indexes and use of queries to
verify the consistency of a search expression in the corpus. In
the settings section, the user can define a local folder where it
takes the collection of documents to the index, and set the
value of K to be used for dimensionality reduction of the
resulting matrices of SVD. For queries, the results are provided
in two ways: first, as an individual list of documents ranked
according to their percentage of semantic relatedness with the
search expression, and the second, as a view grouped into
ranges of percentage of relevance to know the quantity of
documents that fall into each category. Additionally, options
were enabled to store the full and reduced SVD matrices, as
well as functionality of exporting to CSV format. In Fig. 3, a
screenshot of the GUI of this prototype is shown.

The workflow of this implementation can be analysed by
dividing it into two main groups: first, the LSI index generation
for test collection of documents, and second, the search process
in the document collection. This last part includes how to
present the results in the GUI, so that they can be interpreted
in a simpler way.

C. Definition of test scenarios

Before the experiment started, several indexes were gener-
ated with different numbers of files so that semantic match-
ing tests could be performed under different test scenarios.

Fig. 3: The GUI of implementation of LSA method in C#

Different indexing times were counted, considering first small
numbers of files, starting with 10, 100, 150, 200,250, 300,
400, 500, 600, 700, 800, 900 and 1000 files. For each of these
quantities two indexes were generated, one considering the
value of K as 10% of the files and one with K= 50%. Files
that were considered in each set were selected indexed over
300,000 files retrieved with OAI-PMH harvester and ordered
in ascending order according to their name in the local folder.
The largest index always includes in its entirety all of the
previous index files.

Several special cases were presented, when K= 50% rep-
resented more than 300 files (amount that exceeds the recom-
mended optimal value). These cases generated new indexes
with K constant values such as 250 and 300, when applied
to the corpus translated into 700, 800, 900 and 1000 files. In
this way the maximum dimensionality considered was 250 and
300.

To provide consistency in terms of the evaluation and
comparison of the results that were obtained, a list of queries
was generated and applied in the same way to each of the test
events with the several LSI indexes. The list of queries, formed
by sequences of non-sorted terms, is as follows:

Query 1: reaction febril
Query 2: reaction febril virus infection
Query 3: tissue epidermis skin carcinogen
Query 4: cancer tumor carcinoma
Query 5: cancer tumor carcinogenesis

IV. RESULTS

The results are described in terms of three main groups,
and are referring to: (a) the indexing times, (b) the average
response times for queries, and (c) the semantic relatedness
tests.

A. Indexing time

Fig. 4 shows that there is no significant difference in time
indexing for indexes with fewer than 600 files, but more than
600 means an increase in time indexing when considering a K
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Fig. 4: Statistics for LSI time with K-values in different indexes

with a value of 50% of the number of files. A very important
fact is that for 1000 files, considering K= 50% (500 columns
for reduced SVD), indexing time increased very considerably;
in fact, when there were 900 files, 6345 seconds (105 minutes)
increased to 68977 seconds (1150 minutes; or 19 hours or
almost a full day indexing); this means that from one index to
another it grew in more than 10 times the necessary time to
be able to index all the documents. By contrast, with K= 10%
indexed time observed normal growth.

Additional indexes with 600, 700, 800, 900 and 1000 files
were performed, considering the value of K as constant values,
250 and 300, values considered optimum [6], [9], [10]; this was
done to reduce the dimensionality of the resulting matrices on
SVD.

Fig. 5 includes indexing times; when using K= 300, as
seen, for indexes many files with a greater double the recom-
mended value of K and has a slight increase in the case of
1000 files also begin to increase but not as disproportionately
as in the case where K= 50%. In the latter index, for 1000 files
it took 7392 seconds for K= 10% (K= 100), 22605 seconds for
K= 300 and the aforementioned 68977 seconds for K= 50%
(K= 500).

Fig. 5: Comparison of reduced indexing time with K= 300

Considering the times obtained in the previous 900 indexed
files, the rate of increase over the previous indexes increased
approximately 2x for K= 100, 4x for K= 300 and 10x for K=

500. When it became clear that, when the number of files to
be indexed is close to or greater than 1000, the indexing time
increases significantly, the decision was taken to set this value
as the file limit for these LSA semantic relevance tests, so that
all queries that are described in the next section treat 1000 as
the maximum number of files for the larger index.

B. Average response times for queries

After the indexing process, the verification queries came
where each repeated one defined and executed only 12 different
indexes (Fig. 6), in which the number of files and the respective
value of K varied.

Fig. 6: Average response time for queries with different indexes varied.

Fig. 6 shows a graph with the respective average response
times and the remarkable time it takes to answer a query in the
case where K= 500 to 1000 files; it takes 577 seconds (nearly
10 minutes) to deliver the results on screen.

C. Semantic relevance tests

For each of the queries, response times were recorded and
the GUI of the prototype in C# displayed the most relevant
files according to the semantic coherence of its content.
Furthermore, a clustering result was generated when files were
included in six ranges relevant percentage according to the
query made. The ranges were 80 to 100%, 60 to 79%, 40 to
59%, 20 to 39%, 0 to 19% and less than 0%. To find out how
many files corresponded to each of the ranges of relevance, the
percentage obtained was recorded at each event; this in order
to have a quantitative way to measure the semantic relatedness
of each query.

For a better analysis of the results the data are presented in
tables. In these tables, the columns represent each of the events
in which searching indexes have been used with different
values of K; in the first columns, the values of K are expressed
in % of files of the corpus, while in the last columns there are
a certain number of files (100, 500, 250 and 300 files). On
the other hand, the first rows represent the amount of files
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that falls in each range of percentages of relevance, and the
last two rows show the percentages of two of the files more
relevant for each query. When an ”*” appears in the cell it
means that the examined file does not appear in the Top Ten.
When the cell value is displayed in bold and shaded it means
that it occupied the first place.

Table I shows then concentration of these results in relation
to search expression ”febrile reaction”. It show that very few
files, accumulated events, fell within the range of 40 to 59%
of significance (92 files), while 26 files were in the range 60 to
79%, and only five in the range of 80 to 100%. View the last
semi-right column. These figures indicate that it has a small
number of files whose content is related to febrile reactions.
One file in particular identified as ”02002007”, in more than
half of the search events, reached first position in the ranking
of relevant files. This is shown in the last row of Table I.

TABLE I: CONCENTRATED DATA RESULTING FROM QUERY 1

Query2 ”reaction febril virus infection” was very similar to
query1, two more words being added for a more precise search
in medical articles for febrile reactions, but in this case caused
by viral infection. Table II shows the concentrated results.

The results of Table II evidence how a very reduced group
of files was in the first three ranks (last semi-column to the
right) which shows the specialization of their contents in
accordance with the search expression. For this query2, the
file ”02002007” did not achieve the top position in any of the
tests, and instead the file ”01997182” reaches the first places
only in the first events. A different file was the most similar
in terms of content, it was the file ”02040786” which in the
last four events (last columns that represent corpus with 1000
files) was located in the first position of relevance with 66%,
33%, 45% and 43%, respectively.

The effect of specialization has been evidenced in the
query3 ”tissue epidermis skin carcinogen” when more precise
terms were added to the search expression. Table III shows
that the file ”02001792” always was ranked in the first place,
also in the last columns with the corpus of 1000 files, shown
stability in results, because the average relevance was 61% +/-
3% (with K=100, 250 and 300); and except in the case where
K=1000 the relevance fell to 47%. Here is evidence that a
greater amount of items in the index does not help to improve
its effectiveness, but on the contrary this distorts the result.

Table V shows data very similar to the previous query
results (Table IV). The difference between query4 and query5
was only the third word (”carcinoma” and ”carcinogenesis”)

TABLE II: CONCENTRATED DATA RESULTING FROM QUERY 2

TABLE III: CONCENTRATED DATA RESULTING FROM QUERY 3

which a human expert would interpret them as equivalent.
In this case, the results show that both queries yield nearly
identical results to the four first events according to the corpus
considering more files, (events that are further to the right, the
results are more specialized and even grow in a few percentage
points of semantic relatedness in case the file ”01997145”
which rises from 41% to 50% with K=250, and 39% to 46%
with K=300, in both cases with the index with 1000 files.)

TABLE IV: CONCENTRATED DATA RESULTING FROM QUERY 4

Another interesting situation that can be noted from Table
V is that file ”02002459” practically does not appear in the
first place of relevance; this is because the third word used in
query5, ”carcinogenesis”, was a term even more technical in
health sciences domain and therefore in its place was the file
”2013034” that in the last two events was second in importance
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TABLE V: CONCENTRATED DATA RESULTING FROM QUERY 5

and only by a few tenths of a percentage point missed first
place.

A relevant fact that is presented in all scenarios and event
searches is the demonstration of the optimal value of K, taking
into consideration the corpus of 1000 files. Comparing the
results of semantic relevance in different queries, we found
that the similarity values of the file contents in first place were
always more consistent with values of K= 250 or K= 300,
while the value of K= 100 where most ranged up to differences
of more than 10 percentage points with respect to the others.
In the case of K=500 relevant results are generally within the
average range, but we must not forget that for this value of K
the indexing time is up to six times greater and the response
time of other three times slower.

V. CONCLUSIONS

In the light of the results, several points should be made
in relation to the operation and computational performance of
the LSA method. It has been very interesting to have proven
that the proper value of K is 250 and 300 as optimal solution.

Although LSA obtains semantic relatedness based on sta-
tistical techniques of frequency of terms, it has been possible
to demonstrate that when search expressions include more
terms, they are identified with greater precision and a more
precise classification of documents dealing with the same
topic, whereas documents that are not related are clearly
separated from the rest of the group (Table I and Table II).
Also, it was possible to verify that if it had a sufficient number
of files that belong to the application domain, in this case the
health science area, LSA can establish semantic relatedness to
identify those words or terms that are equivalent for the same
context (Table IV and Table V).

Finally, one of the major issues of the LSA method has
been described as related to computational performance, the
times of the indexing process and the corresponding time
of execution of queries. While most files were added to
the corpus, the indexing time was increasing considerably.
Particularly, when the indexing of 1000 files with K = 500
took several hours to complete, and the search response times
went from seconds to minutes (Fig. 5); in these cases the use
of LSA is no longer convenient. Fortunately, the computer
technology continues to evolve and it is probably that with
greater computing power and applied techniques of clustering
it will be possible to solve this type of problems.
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Abstract—In data management, there is a situation where 
equivalent objects are managed in different management 
spaces. This often brings about a lack of data consistency, 
which can often decrease the efficiency of management work. 
We call it the data overlapping problem. We consider the 
attaching function by an equivalent relation in the 
Incrementally Modular Abstraction Hierarchy to be quite 
effective to solve the problem. In this paper, we propose a 
metadata centralized space, a data centralized space, and their 
interconversion maps using Formula Expression. We then 
apply them to parts ledger management, where part data 
oftentimes becomes unexpectedly overlapped in metadata 
schema-centered management. These help users to arrange 
dynamic worlds from a data-centric viewpoint and prevent 
data overlap. In other words, if you utilize these functions in 
data management, you can reconstruct data spaces from 
different viewpoints. 

Keywords-metadata schema; topological space; formula 
expression; attaching function. 

I.  INTRODUCTION 

In recent data management, situations where data and 
their dependencies change dynamically and constantly have 
been increasing in business environments. When data are 
managed after designing metadata schemas, data overlap 
occurs, which brings about a lack of data inconsistency. For 
example, when customer ledgers are designed and managed 
in different departments within a company, data on the same 
customer may not be recognized as the same in the system. 
As a result, the more the number of customer ledgers 
increases, the more complexity of the system increases. 

To avoid this, certain functions are needed: 1. As with 
data, metadata schemas should also work flexibly; and 2. A 
data model should support the mechanism which guarantees 
an equivalence relation. But, in data management using 
conventional data models [2][3][5], unlike data, metadata 
schemas are not generally dealt with. Instead, they have to 
be defined in advance in the system design, and an 
equivalent relation is not modeled. A more powerful 
mathematical and fundamental background and a finite 
automaton to implement it are needed to model dynamic 
worlds accurately. Then, we propose the Incrementally 
Modular Abstraction Hierarchy (IMAH) [1] as the most 
appropriate model. The IMAH consists of the following 
seven mathematical space levels: 

1. A homotopy level 

2. A set level 
3. A topology level, and a graph theoretical level as a 
special case 
4. An adjunction space level 
5. A cellular structured space level 
6. A representation model level 
7. A projection level 

In modeling cyberworlds in cyberspaces, we define general 
properties of cyberworlds at the higher level and add more 
specific properties step by step, while moving down IMAH. 
The properties defined at the homotopy level are invariants 
of continuous changes of functions. The properties that do 
not change by continuous modifications in time and space 
are expressed at this level. At the set theoretical level, the 
elements of a cyberspace are defined, and a collection of 
elements constitutes a set with logical calculations. When 
we define a function in a cyberspace, we need domains that 
guarantee continuity such that the neighbors are mapped to a 
nearby place. Therefore, a topology is introduced into a 
cyberspace through the concept of neighborhood. 
Cyberworlds are dynamic. Sometimes cyberspaces are 
attached together, an exclusive union of two cyberspaces 
where attached areas of two cyberspaces are equivalent. It 
may happen that an attached space is obtained. These 
attached spaces can be regarded as a set of equivalent spaces 
called a quotient space that is another invariant. At the 
cellular structured level, an inductive dimension is 
introduced into each cyberspace. At the presentation level, 
each space is represented in a form which may be imagined 
before designing cyberworlds. At the view level, the 
cyberworlds are projected onto view screens. 

In IMAH, elements as data are defined at the set level 
while information corresponding to a metadata schema is 
defined at the topological space level for the first time. 

Next, we propose Formula Expression [9][11] as a finite 
automaton, which is explained in Section II. Since it 
expresses symmetry and recursiveness of information with 
minimum restrictions, it can be considered that general 
versatility in modeling is higher than with any other data 
model. In this paper, we focus on a generalization of 
metadata schema operation to prevent data overlap. In 
Section III, we first design a metadata centralized space, a 
data centralized space with Formula Expression, and their 
interconversion maps using the quotient map and the 
attaching map [9]. Next, we implement them in Section IV. 
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We demonstrate them in a simple example of parts ledger 
management to show their effectiveness in Section V. We 
reference related work in Section VI, and we conclude in 
Section VII. 

II. THE DEFINITION OF FORMULA EXPRESSION 

Formula Expression is a finite automaton defined as 
follows: 

Formula Expression in the alphabet is the result of finite 
times application of the following (1)-(7). 

(1) a (∈Σ) is Formula Expression 
(2) unit element ε is Formula Expression 
(3) zero element φ is Formula Expression 
(4) when r and s are Formula Expression, addition of 

r+s is also Formula Expression 
(5) when r and s are Formula Expression, multiplication 

of r×s is also Formula Expression 
(6) when r is Formula Expression, (r) is also Formula 

Expression 
(7) when r is Formula Expression, {r}  is also Formula 

Expression 
Combination is stronger in (5) than in (4). If there is no 
confusion, ×, (), {} can be abbreviated. + means disjoint 
union and is expressed as Σ specifically and × is also 
expressed as Π.  

III.  THE DESIGN OF TOPOLOGICAL SPACES AND 

INTERCONVERSION MAPS 

A. The space design 

We design a formula for two topological spaces with a 
metadata schema by Formula Expression as follows: 

1. metadata centralized spaces: 
Σ metadata id×(Σ data id) 

where each metadata id is uniquely identified. 
2. data centralized spaces: 

Σ (Σ metadata id)×data id 
where each data id is uniquely identified. 

B. The design of interconversion maps 

Next, we design the two interconversion maps f and g 
between the above spaces using the quotient map and the 
attaching map [6]. 

f: Σ metadata schema id×(Σ data id) 
→ Σ (Σ metadata schema id)×data id  
g: Σ (Σ metadata schema id)×data id 
→ Σ metadata schema id×(Σ data id) 
f is onto mapping from a disjoint union of metadata 

centralized spaces to disjoint union of data centralized spaces 
attaching equivalent data identifiers, and g is also onto 
mapping from a disjoint union of data centralized spaces to 
disjoint union of metadata centralized spaces attaching 
equivalent metadata identifiers. These designs make the 
general operation of a metadata schema with data possible. 
The simple example of map f is shown below. 

f (metadata 1×(data 1+data 2+data 3)+metadata 
2×(data 1+data 3+data 4)+metadata 3×(data 1+data 
2+data 4)) 
=(metadata 1+metadata 3)×data 1+(metadata 1)×data 
2+(metadata 1+metadata 3)×data 3+(metadata 
2+metadata 3)×data 4 

IV. IMPLEMENTATION 

This system is a JAVA application using JDK6. Below is 
the coding for the interconversion map f. Pseudo-code is 
used for simplicity. The focus is the recursive process (line 
7) that is done if a coming numerical calculation is of the 
type ().  
 Function f (the argument p) 

1 term = null; factor = p; 
2 while (factor is not null){  
3  term = getTerm(factor); 
4 while (term is not null & term includes p){ 
5  factor = getFactor(term) 
6  if(factor is of the type ()){ 
7   factor = Function f (the contents);  
  } 
8  newFactor = newFactor×factor; 
  } 
9 newTerm = newTerm + term; 
10 newFormula = newFormula + newTerm; 

} 
11 return newFormula; 

V. A CASE STUDY: PARTS LEDGER MANAGEMENT 

A. Outline 

In this section, we take up an example of parts ledger 
management, which is done in most manufacturing 
companies. 

Parts ledgers management with consistency is generally 
considered to be difficult due to its complexity. The major 
reasons are: 1. Parts ledgers are managed in different places 
with different metadata schemas within a company; 2. Parts 
ledgers often change dynamically during mergers in 
companies or departmental integration within a company; 
and 3. Parts codes, which identify each part, are oftentimes 
different for the same part, because the codes are named 
differently by suppliers and there are also many 
inconsistencies in the way data is entered, since parts 
information is managed in different departments. For these 
reasons, important information for management, such as 
information about changes in the total price of a product due 
to changes in the unit price of a part cannot be outputted 
promptly by the management system. To avoid this, we 
arrange parts ledger data using the above design with 
Formula Expression. 

In this case study, we assume that company A and 
company B have merged, and that their parts ledgers data 
need to be managed in an integrated way. To do so, we first 
create a formula for metadata centralized spaces of parts 
ledgers, and then convert it to a formula for data centralized 
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spaces by the interconversion map f. Example data are 
shown in Figure 1, which is simplified as much as possible 
without losing generality. 

Figure 1. An example of metadata centralized spaces in parts ledger 
management 

B.  Input according to the space design 

We first create a formula for parts ledgers in company A 
and B according to the metadata centralized space (III.A) as 
follows: 

Formua1: 
company A×(branch 1×parts ledger 1×(a11+a12+a
13+a14)+branch 2×parts ledger 2×(a31+a22+a23+
a14)+branch 3×parts ledger 3×(a31+a12+a13+a3
4))+company B×(department 1×parts ledger 4×(b11
+b12+b13+b14)+department 2×parts ledger 5×(b2
1+b22+b23+b24))+company B×(branch 1×parts le
dger4×(b11+b12+b13+b14)+branch 2×parts ledger
 5×(b21+b22+b23+b24)) 

Here, identifiers of company A and B, branch 1~3, 
department 1~2 and parts ledger 1~5 express metadata id, 
and a11~a34 and b11~b24 express parts id. 

C. Data conversion by the interconversion maps 

Next, you convert Formula 1 to data centralized spaces 
thorough map f and also you attach the image recognizing  
equivalent relations of  a11 ~ b11, a12 ~ b12, a14 ~ b14 and 
a23 ~ b23 as seen in Figure 1. The result is the formula 
below:  

Formula 2: 
{company A×branch 1×parts ledger 1+company 
B×department 1×parts ledger 4}×{a11+b11} 

+{(company A×branch 1×parts ledger 1+company A
×branch 3×parts ledger 3)+company B×department 
1×parts ledger 4}×{a12+b12} 
+(company A×branch 1×parts ledger 1+company 
A×branch 3×parts ledger 3)×a13 
+{(company A×branch 1×parts ledger 1+company 
A×branch 2×parts ledger 2)+company 
B×department 1×parts ledger 4}×{a14+b14} 
+(company A×branch 2×parts ledger 2)×a22 
+{company A×branch 2×parts ledger 2+company 
B×department 2×parts ledger 5}×{a23+b23} 
+(company A×branch 2×parts ledger 2+company 
A×branch 3×parts ledger 3)×a31 
+(company A×branch 3×parts ledger 3)×a34 
+(company B×department 1×parts ledger 4)×b13 
+(company B×department 2×parts ledger 5)×b21 
+(company B×department 2×parts ledger 5)×b22 
+(company B×department 2×parts ledger 5)×b24 

In the outputted formula, you can know that there is no 
overlap of parts data, consequently, which ledgers a 
specified part belongs to accurately. See Figure 2. 
 

 
Figure 2. An example of data centralized spaces after the interconversion 

map in parts ledger management 

D. Considerations 

As we see in this example, using the above design with 
Formula Expression, we can say that (1) in data input, you 
only have to create a formula of spaces, instead of a 
metadata schema design or data input programs in advance, 
(2) in data output, you can see metadata schemas from a 
specified part’s data, instead of developing output programs 
of metadata schemas, and (3) you only have to attach 
equivalent factors, instead of the design of unified notation. 
This means that the parts- centered spaces, which include no 
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overlap of parts data, are constructed from the parts ledgers 
spaces, which include some overlap. In other words, the 
parts ledger data are arranged from a parts-centric view. The 
novelty of this function in the system is that data spaces can 
be reconstructed generally from other points which differ 
from the initial metadata schema design. Consequently, data 
overlap can be prevented using the function. 

VI. RELATED WORK 

One of the distinctive features of our research is the 
attaching function by equivalent relations, which can 
eliminate data overlap and return it back to the previous 
state [9]. Such a function, based on the adjunction space 
level which extends the topological space level, has never 
before been seen in other research [1]. Another feature is the 
application of the concept of topological process, which 
deals with a subset as an element, and that the cellular space 
extends the topological space, as seen in Section 2. 
Relational OWL as a method of data and schema 
representation is useful when representing the schema and 
data of a database [2][5], but it is limited to representation 
of an object that has attributes. Our method can represent 
both objects: one that has attributes as a cellular space and 
one that does not have them as a set or a topological space. 
Many works applying other models to XML schema have 
been done. The motives of most of them are similar to ours. 
The approach in [8] aims at minimizing document 
revalidation in an XML schema evolution, based in part on 
the graph theory. The X-Entity model [9] is an extension of 
the Entity Relationship (ER) model and converts XML 
schema to a schema of the ER model. In the approach of [6], 
the conceptual and logical levels are represented using a 
standard UML class and the XML represents the physical 
level. XUML [10] is a conceptual model for XML schema, 
based on the UML2 standard. This application research 
concerning XML schema is needed because there are 
differences in the expression capability of the data model 
between XML and other models. On the other hand, objects 
and their relations in XML schema and the above models 
can be expressed consistently by CDS, which is based on 
the cellular model. That is because the tree structure, on 
which the XML model is based, and the graph structure 
[3][4][7], on which the UML and ER models are based, are 
special cases of a topological structure mathematically. 
Entity in the models can be expressed as the formula for a 
cellular space in CDS. Moreover, the relation between 
subsets cannot in general be expressed by XML. 

VII.  CONCLUSIONS 

In this paper, we designed the metadata schema 
centralized spaces, the data centralized spaces, and their 
interconversion maps. And we successfully applied them to 

parts ledger management, preventing data overlap. We 
conclude that the attaching function using Formula 
Expression is effective to model dynamic changing 
information worlds. 
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Abstract—Classic support based approaches efficiently ad-
dress frequent sequence mining. However, support based mining
has been shown to suffer from a bias towards short sequences.
In this paper, we propose a method to resolve this bias when
mining the most frequent sequences. In order to resolve the
length bias we definenorm-frequency, based on the statistical z-
score of support, and use it to replace support based frequency.
Our approach mines the subsequences that are frequent relative
to other subsequences of the same length. Unfortunately, naive
use of norm-frequency hinders mining scalability. Using norm-
frequency breaks the anti-monotonic property of support, an
important part in being able to prune large sets of candidate
sequences. We describe a bound that enables pruning to provide
scalability. Experimental results on textual and computer user
input data establish that we manage to overcome the short
sequence bias successfully, and to illustrate the production of
meaningful sequences with our mining algorithm.

Keywords—Frequent Sequence Mining; Data Mining; Z-score;

I. I NTRODUCTION

The frequent sequence mining problem was first introduced
by Agrawal and Srikant [1] and by Mannila et al. [2]. There
are many possible applications for frequent sequential patterns,
such as DNA sequence mining [3], text mining [4] anomaly
detection [5] classification [6], and Web mining [7].

Frequent sequential pattern generation is traditionally based
on selecting those patterns that appear in a large enough
fraction of input-sequences from the database. This measure is
known assupport. In support based mining a threshold termed
minsupis set. All sequences with asupporthigher thanminsup
are considered frequent.

Support based mining is known to suffer from a bias
towards short patterns [8]: Short patterns are inherently more
frequent than long patterns. This bias creates a problem,
since short patterns are not necessarily the most interesting
patterns. Often, short patterns are simply random occurrences
of frequent items. The common solution of lowering the
minsup results in obtaining longer patterns, but generates a
large number of useless short sequences as well [9]. Using
confidence measures lowers the number of output sequences
but still results in short sequences.

Thus, removing the short sequence bias is a key issue in
finding meaningful patterns. One possible way to find valuable
patterns is to add weights to important items in the data. Yun
[10] provides an algorithm for frequent sequence mining using
weights. The drawback of this technique is that for many data
sets there is no knowledge of what weights to apply. Seno and

Karypis [11] propose eliminating the length bias by extracting
all patterns with a support that decreases as a function of
the pattern length. This solution is based on the assumption
that a short pattern must have a very high support to be
interesting, and a long pattern may be interesting even with
a lower support. Although this is a fair assumption in many
scenarios, it is challenging to find a measure that can be used
for frequent pattern mining without making an assumption on
the relationship between frequency and length. Searching for
closed or maximal patterns [12]–[14] is another way to ap-
proach this bias. However, mining closed or maximal patterns
may not be the best approach to solve the short sequence bias.
Using closed and maximal sequences ignores shorter partial
sequences that may be of interest. Other approaches include
comparing the frequency of a sequence to its subsequences
[15], and testing for self sufficient sequences [16]. We propose
an algorithm that mines sequences of all lengths without a
bias towards long or short sequences. Horman and Kaminka
[8] proposed using a normalized support measure for solving
the bias. However, their solution is not scalable. Furthermore
they cannot handle subsequences that are not continuous or
have multiple attributes. We allow holes in the sequence,
for example: if the original sequence is ABCD, Horman and
Kaminka can find the subsequences AB, ABC, ABCD, BC etc,
but cannot mine ACD or ABD, whereas our proposed method
can.

In this paper, we present an algorithm forREsolving
lEngth bias inFrequent sequence mining (REEF). REEF is
an algorithm for mining frequent sequences that normalizes
the support of each candidate sequence with a length adjusted
z-score. The use of the z-score in REEF eliminates statistical
biases towards finding shorter patterns, and contributes to
finding meaningful patterns as we will illustrate. However,it
challenges the scalability of the approach: z-score normaliza-
tion lacks the anti-monotonic property used in support based
measures, and thus supposedly forces explicit enumeration
of every sequence in the database. This renders useless any
support based pruning of candidate sequences, the basis for
scalable sequence mining algorithms, such as SPADE [17].

In order to provide a means for pruning candidate se-
quences, we introduce a bound on the z-score of future
sequence expansions. The z-score bound enables pruning in the
mining process to provide scalability while ensuring closure.
Details on how the bound is calculated will be described later
in the paper. We use this bound with an enhanced SPADE-
like algorithm to efficiently search for sequences with high
z-score values, without enumerating all sequences. A previous
preliminary study [18] indicates that this bound assists the

91Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-311-7

IMMM 2013 : The Third International Conference on Advances in Information Mining and Management

                         101 / 122



speedup substantially. We use three text corpora and computer
user input to demonstrate how REEF overcomes the bias
towards short sequences. We also show that the percentage
of real words among the sequences mined by REEF is higher
than those mined with SPADE.

The structure of the paper is as follows: Section II pro-
vides background and notation and introduces Norm-Frequent
Sequence Mining Problem. In Section III the algorithm used
for the Norm-Frequent Sequence Mining is described in detail.
Experimental evaluation is provided in Section IV, and finally
Section V concludes our paper.

II. N ORM-FREQUENT SEQUENCEM INING

Norm-FrequentSequence Mining solves the short sequence
bias present in traditionalFrequent Sequence Mining. We
begin by introducing the notation and the traditionalFrequent
Sequence Mining problem in Section II-A. We then define
theNorm-FrequentSequence Mining problem in Section II-B.
We explain why the scalability is hindered by the naive imple-
mentation of normalized support and how this is resolved in
Section II-C. Section II-C addresses scalability by introducing
a bound that enables pruning in the candidate generation
process. Finally in Section III we bring all parts together to
compose the REEF algorithm.

A. Notation and Frequent Sequence Mining

We use the following notation in discussing Norm Frequent
Sequence Mining.

event Let I = {I1, I2, ..., Im} be the set of allitems. An
event (also called anitemset) is a non-empty unordered set
of items denoted ase = {i1, ..., in} where ij ∈ I is an
item. Without loss of generality we assume they are sorted
lexicographically. For example,e = {ABC} is an event with
itemsA B andC.

sequence A sequenceis an ordered list ofevents, with a
temporal ordering. The sequences = e1 → e2 → ... → eq is
composed ofq events. If eventei occurs before eventej, we
denote it asei < ej . ei andej do not have to be consecutive
events and no twoeventscan occur at the same time. For
example, in the sequence s={ABC} → {AE} we may say that
{ABC} < {AE} since{ABC} occurs before{AE}.

sequence size and length The size of a sequence is the
number of events in a sequence,size({ABC} → {ABD}) = 2.
The lengthof a sequence is the number of items in a sequence
including repeating items. A sequence with lengthl is called
an l-sequence. length({ABC} → {ABD}) = 6.

subsequence and contain A sequence si is a
subsequenceof the sequencesj , denoted si � sj , if
∀ek, el ∈ si, ∃em, en ∈ sj such that ek ⊆ em and el ⊆ en

and if ek < el then em < en. We say thatsj containssi if
si � sj . E.g.,{AB} → {DF} � {ABC} → {BF} → {DEF}.

database The databaseD used for sequence mining is
composed of a collection of sequences.

support The supportof a sequences in databaseD is the
proportion of sequences inD that contain s. This is denoted
supp(s,D).

This notation allows the description of multivariate se-
quence problems. The data is sequential in that it is composed
of ordered events. The ordering is kept within the subsequences
as well. The multivariate property is achieved by events being
composed of several items. The notation enables discussionof
mining sequences with gaps both in events and in items, as
long as the ordering is conserved. The mined sequences are
sometimes called patterns.

In traditional support based mining, a user specified min-
imum support calledminsup is used to define frequency. A
frequent sequence is defined as a sequence with a support
higher thanminsup, formally defined as follows:

Definition 1 (Frequent):Given a databaseD, a sequences
and a minimum supportminsup. s is frequentif supp(s,D) ≥
minsup.

The problem of frequent sequence mining is described as
searching for all thefrequentsequences in a given database.
The formal definition is:

Definition 2 (Frequent Sequence Mining):Given a
databaseD, and a minimum supportminsup, find all the
frequentsequences.

In many support based algorithms such as SPADE [17],
the mining is performed by generating candidate se-
quences and evaluating whether they are frequent. In or-
der to obtain a scalable algorithm a pruning is used
in the generation process. The pruning is based on the
anti-monotonic property of support. This property en-
sures that support does not grow when expanding a se-
quence, e.g.,supp({AB} → {C}) ≥ supp({AB} → {CD}).
This promises that candidate sequences that arenot frequent
will never generatefrequent sequences, and therefore can
be pruned.Frequentsequence mining seems to be a solved
problem with a scalable algorithm. However, it suffers from
a bias towards mining short subsequences. We provide an
algorithm that enables mining subsequences of all lengths.

B. Norm-Frequent Sequence Mining using Z-Score

In this section, we define the problem ofNorm-Frequent
Sequence Mining. We use the statistical z-score for normal-
ization. The z-score for a sequence of lengthl is defined as
follows:

Definition 3 (Z-score):Given a databaseD and a sequence
s. Let l = len(s) be the length of the sequences. Let µl and
σl be the average support and standard deviation of support
for sequences of lengthl in D. Thez-scoreof s denotedζ(s)
is given byζ(s) = supp(s)−µl

σl

.

We use the z-score because it normalizes the support
measure relative to the sequence length. Traditional mining,
where support is used to define frequency, mines sequences
that appear often relative toall other sequences. This results
in short sequences since short sequences always appear more
often than long ones. Using the z-score normalization of
support for mining finds sequences that are frequent relative
to othersequences of the same length. This provides an even
chance for sequences of all lengths to be found frequent.

Based on the definition of z-score for a sequence we define
a sequence as beingNorm-Frequentif the z-score of the
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seq 1: {AB} → {A}
seq 2: {AB} → {B}
seq 3: {BC} → {A}
seq 4: {AB} → {A}
seq 5: {BC} → {B}
seq 6: {AC} → {B}
seq 7: {AB} → {A}
seq 8: {AC} → {C}
seq 9: {BC} → {C}
seq 10: {AC} → {A}

Figure 1: Example database

sequence is among the top z-score values for sequences in
the database. The formal definition follows:

Definition 4 (Norm-Frequent):Given a databaseD, a se-
quences of lengthl and an integerk. LetZ be the set of thek
highest z-score values for sequences in D,s is norm-frequent
if ζ(s) ∈ Z. In other words, we perform top-K mining of the
most norm-frequent sequences.

We introduce the problem ofNorm-FrequentSequence
Mining. This new problem is defined as searching for all
the norm-frequentsequences in a given database. The formal
definition follows and will be addressed in this paper.

Definition 5 (Norm-Frequent Sequence Mining):Given a
databaseD and integerk, find all thenorm-frequentsequences.

In Figure. 1, we provide a small example. The sequences
{AB}, {A} → {A} and{B} → {A}, of length2, all have a
support of 0.4 and are the most frequent patterns using support
to define frequency. Notice that there are several sequences
with this support, and no single sequence stands out. Consider
the sequence{AB} → {A} of length 3. This sequence only
has a support of 0.3. However, all other sequences of length
3 have a support no higher than 0.1. Although there are
several sequences of length2 with a higher support than
{AB} → {A}, this sequence is clearly interesting when com-
pared to other sequences of the same length. This example
provides motivation for why support may not be a sufficient
measure to use. The norm-frequency measure we defined is
aimed at finding this type of sequence.

Unfortunately, the z-score normalization test hinders
the anti-monotonic property: wecannot determine that
ζ({AB} → {C}) ≥ ζ({AB} → {CD}).
Therefore, pruning becomes difficult; we cannot be sure that
the z-score of a candidate sequence with lengthl will not
improve in extensions of lengthl+1 or in generall+n for some
positiven. Therefore, we cannot prune based on z-score and
ensure finding allnorm-frequentsequences. This is a problem
since without pruning our search space becomes unscalable.

Another problem with performingNorm-Frequent Se-
quence Mining is that the values forµl andσl must be obtained
for sequences of all lengths prior to the mining process.
This imposes multiple passes over the database and hinders
scalability.

These important scalability issues are addressed and solved
in Section II-C resulting in a scalable frequent sequence mining
algorithm that overcomes the short sequence bias.

C. Scaling Up

As we explained in Section II-B, pruning methods such
as those described in SPADE [17] cannot be used withnorm-
frequentmining. We propose an innovative solution that solves
the scalability problem caused by the inability to prune.

Our solution is to calculate a bound on the z-score of
sequences that can be expanded from a given sequence.
This bound on the z-score of future expansions of candidate
sequences is used for pruning. We define the bound and then
explain how it is used. Z-score was defined in definition 3.
The bound on z-score is defined in definition 6.

Definition 6 (Z-score-Bound):Given a databaseD and a
sequences. Letµl′ andσl′ be the average support and standard
deviation of support for sequences of lengthl′ in D. The z-
score-boundof s, for length l′ denotedζB(s, l′) is given by
ζB(s, l′) = supp(s)−µ

l′

σ
l′

.

We know that support is anti-monotonic, therefore as the
sequence length grows support can only get smaller. Given a
candidate sequences of lengthl with a support ofsupp(s) we
know that for all sequencess′ generated froms with length
l′ > l the maximal support issupp(s). We can calculate the
bound on z-score,ζB(s, l′), for all possible extensions of a
candidate sequence. Notice that for all sequencess′ that are
extensions ofs, ζ(s′) ≤ ζB(s, l′). The ability to calculate this
bound on possible candidate extensions is the basis for the
pruning.

In order to minefrequentor norm-frequentsequences, can-
didate sequences are generated and evaluated. In traditional fre-
quentsequence mining there is only one evaluation performed
on each sequence. If the sequence is found to befrequentit
is both saved in the list offrequentsequences and expanded
to generate future candidates, if it is notfrequent it can be
pruned (not saved and not used for generating candidates).
Fornorm-frequentmining we perform two evaluations for each
sequence. The first is to decide whether the proposed sequence
is norm-frequent. The second is to determine if it should be
expanded to generate more candidate sequences for evaluation.
There are two tasks since z-score is not anti-monotonic and a
sequence that is notnorm-frequentmay be used to generate
norm-frequentsequences. This second task is where the bound
is used for pruning. The bound on future expansions of the
sequences is calculated for all possible lengths. If the bound
on the z-score for all possible lengths is lower than the top nz-
scores then no possible expansion can ever benorm-frequent
and the sequence can be safely pruned from the generation
process. If for one or more lengths the bound is high enough
to be norm-frequentwe must generate candidates from the
sequence and evaluate them in order to determine if they are
norm-frequentor not. This process guarantees that allnorm-
frequentsequences will be generated.

Using the bound enables pruning of sequences that are
guaranteed not to generatenorm-frequentcandidates. The
pruning enabled by using the bound resolves the first scalabil-
ity issue of sequence pruning in the generation process. The
second scalability problem of calculatingµl andσl is resolved
by calculating the values forµl andσl on a small sample of
the data in a preprocessing stage described below.
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III. REEF ALGORITHM

In this section, we combine all the components we have
described in the previous sections and describe the implemen-
tation of REEF. The REEF algorithm is composed of several
phases. The input to REEF is a database of sequences and
an integer’k’ determining how many Z-scores will be used
to find norm-frequentsequences. The output of REEF is a
set of norm-frequentsequences. Initially a sampling phase
is performed to obtain input for the later phases. Next we
perform the candidate generation phase. First norm-frequent
1-sequences and 2-sequences are generated. Once 2-sequences
have been generated, an iterative process of generating can-
didate sequences is performed. The generated sequences are
evaluated, and if found to benorm-frequentare placed in the
output list of norm-frequentsequences. These sequences are
also examined in the pruning process of REEF in order to
determine if they should be expanded or not.

Sampling Phase -The sampling phase is performed as
a preprocessing of the data in order to gather statistics of
the average and standard deviation of support for sequences
of all possible lengths. This stage uses SPADE [17] with a
minsupof 0 to enumerate all possible sequences in the sampled
data and calculate their support. For each length the support
average and standard deviation are calculated. These values
are distorted and corrected values are calculated using the
technique described in [18]. These corrected values provide
the average supportµl and standard deviation of supportσl

that are used in z-score calculation and the bound calculation.

Candidate Generation Phase -The candidate generation
phase is based on SPADE along with important modifications.
As in SPADE we first find all 1-sequence and 2-sequence can-
didates. The next stage of the candidate generation phase in-
volves enumerating candidates and evaluating their frequency.

We make two modifications to SPADE. The first is moving
from setting aminsupto setting the′k′ value. ′k′ determines
the number of z-score values that norm-frequent sequences
may have. Note that there may be several sequences with the
same z-score value. The reason for this modification is that
z-score values are meaningful for comparison within the same
database but vary between databases. Therefore, setting the
′k′ value is of more significance than setting a min-z-score
threshold.

The second and major change we make is swapping
frequencyevaluation withnorm-frequencyevaluation. In other
words, for each sequences replace the test of issupp(s,D) >
minsup with the test of isζ(s) ∈ Z where Z is the set
of the ′k′ highest z-score values for sequences inD. This
replacement of the frequency test with the norm-frequency test
is the essence of REEF and our main contribution.

The improved version of sequence enumeration including
the pruning is presented in Figure. 2 and replaces the enumer-
ation made in SPADE. The joining ofl-sequences to generate
l+1-sequences (Ai

∨
Aj found in line 6) is performed as in

SPADE [17].

Pruning Phase using Bound -Obviously REEF cannot
enumerate all possible sequences for norm-frequency evalua-
tion. Furthermore as we discussed in Section II-B the z-score
measure is not anti-monotonic and cannot be used for pruning

1: for all x is a prefix in Sdo
2: Tx = ∅
3: FR = {k empty sequences}
4: for all itemsAi ∈ S do
5: for all itemsAj ∈ S, with j ≥ i do
6: R = Ai

∨
Aj (join Ai with Aj)

7: for all r ∈ R do
8: if ζ(r) > ζ(a seqs in FR) then
9: FR = FR

⋃
r\s //replaces with r

10: for all l′ = l+1 to input sequence length
do

11: if ζB(r, l′) > ζ(a seqs in FR) then
12: if Ai appears beforeAj then
13: Ti = Ti

⋃
r

14: else
15: Tj = Tj

⋃
r

16: enumerate-Frequent-Seq-Z-score(Ti)
17: Ti = ∅

Figure 2: Enumerate-Frequent-Seq-Z-score(S).
WhereS is the set of input sequences we are mining for

frequent subsequences, A set ofnorm-frequentsubsequences
is returned,FR is a list of sequences with the top′k′ z-scores

.

while ensuring that norm-frequent candidates are not lost.In
Section II-C we introduced the bound on z-score that is used
for pruning.

The pruning in REEF calculatesζB(s, l′) for all possible
lengths l′ > l of sequences than could be generated from
s. The key to this process that there is no need to actually
generate the extensionss′ that can be generated froms. It is
enough to know thesupp(s), µl andσl for all l′ > l. If for
any lengthl′ > l we find thatζB(s, l′) ∈ Z (in the list of ’k’
z-scores) we keep this sequence for candidate generation, if
not then we prune it. Using the bound for pruning reduces the
search space while ensuring closure or in other words ensuring
all frequent sequences are found. The pruning is performed
as part of the enumeration described in algorithm Figure. 2.
This pruning is the key to providing ascalablenorm-frequent
algorithm.

IV. EVALUATION

In this section, we present an evaluation of REEF on a
corpora of literature of various types. Section IV-A will show
that norm-frequentmining overcomes the short sequence bias
present infrequent mining algorithms. In Section IV-B we
will provide evidence that the sequences mined with REEF
are more meaningful than sequences mined with SPADE.

TEXT is a corpus of literature of various types. We treat
the words as sequences with letters as single item events.
We removed all formatting and punctuation from text (apart
from space characters) resulting in a long sequence of letters.
Mining this sequential data for frequent sequences produces
sequences of letters that may or may not be real words. The
reason we chose to mine text in this fashion is to show
how interesting the frequent sequences are in comparison to
norm-frequent sequences by testing how many real words are
discovered. In other words, we use real words from the text as
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ground truth against which to evaluate the algorithms. We use
three sets of textual data, one is from Lewis Carroll’s ”Alice’s
Adventures in Wonderland” [19], another is Shakespeare’s ”A
Midsummer Night’s Dream” [20] and the third is a Linux
installation guide [21]. Evaluation is performed on segments
of the corpus. Each test is performed on five segments.

User PatternDetection (UPD), is a data set composed of
real world data used for evaluation. UPD logs keyboard and
mouse activity of users on a computer as sequences, for a
detailed description see [18]. Sequences mined from the UPD
data can be used to model specific users and applied to security
systems as in [22], [23] and [18]. The experiments are run on
11 user sessions.

The input is composed of long sequences. In order to
use REEF these sequences are cut into smaller sequences
using a sliding window thus creating manageable sequences
for mining. The size of the sliding window is termedinput
sequence lengthin our results. We use a setting ofminsup=1%
and ’k’=50 throughout all experiments and a sample rate of
10% for the preprocessing sampling component. Further details
on implementation, running times etc. can be found in [24].

A. Resolving Length Bias in Frequent Sequence Mining

In this section, we establish how REEF successfully over-
comes the short sequence bias that is present in the frequent
sequence mining techniques. We performedfrequentsequence
mining with SPADE andnorm-frequentsequence mining with
REEF. We compared the lengths of the mined sequences for
both algorithms. The results are displayed in Figure. 3. Results
are shown for all three TEXT data sets and for the UPD set.
The x-axis shows the lengths of the mined sequences. The
y-axis displays the percentage of sequences found with the
corresponding length. For each possible length we counted the
percentage of mined sequences with this length.

The text results on all three text corpora show how SPADE
mines mainly short sequences, while REEF manages to mine
a broader range of sequence lengths as displayed in Figure.
3(a),(b),(c). REEF results are much closer to known relation
between word length to frequency [25] than the SPADE output.
In the next section we count how many of these sequences are
real words to illustrate superiority of REEF.

For the UPD data REEF again overcomes the short se-
quence bias and provides output sequences of all lengths in a
more normal distribution than with SPADE. This can be seen
in in Figure. 3(d). We must point out that in contrast to the
TEXT corpora, there is no known ground truth as to what the
length of frequent sequences should be in this domain, and
what their distributions are. Thus, there is no way to confirm
whether we have found the correct distribution of the frequent
sequences. However, we do show that we are not restricted to
mining short sequences alone.

B. Mining Meaningful Sequences with REEF

The text domain was chosen specifically in order to illus-
trate the quality of the output sequences. We wanted a domain
where the meaning of interesting sequences was clear. TEXT
is obviously a good domain for this purpose since words are
clearly more interesting than arbitrary sequences of letters.
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Figure 3: Removal of length bias.

We hope to find more real words when mining text than
nonsense words. Our evaluation is performed on three sets
of text as described above. Results appear in Figure. 4. We
compare results onfrequentsequence mining using SPADE
with norm-frequentsequence mining using REEF. The x-axis
shows different input sequence lengths (window sizes). For
each input sequence length we calculated the percentage of
real words that were found in the mined sequences. This
is displayed on the y-axis. For example the top 15 mined
sequences in Shakespeare using REEF:{e he,or,e and,her,n
th,though,he,s and,her,thee,this,thou,you,love,will}and using
SPADE: {rth,mh,lr,sf,tin,op,w,fa,ct,ome,ra,yi,em,tes,t l} Using
REEF yields many more meaningful words than using SPADE.

For all text sets REEF clearly outdoes SPADE by far. REEF
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Figure 4: Percentage of real words found among sequences.

manages to find substantially more words than SPADE for all
input lengths. The short input-sequence sizes of 2 does not
produce high percentages of real words for REEF or SPADE.
Using longer input sequence lengths exhibits the strength of
REEF in comparison to SPADE. For input lengths of 4,6 and 8
REEF manages to find a much higher percentage of words than
SPADE. Clearly for text REEF performs much better mining
than SPADE and the sequences mined are more meaningful.

V. CONCLUSION AND FUTURE WORK

We developed an algorithm for frequent sequence mining
named REEF that overcomes the short sequence bias present
in many mining algorithms. We did this by definingnorm-
frequencyand using it to replace support based frequency used
in algorithms such as SPADE. In order to ensure scalability
of REEF we introduced a bound for pruning in the mining
process.

Our experimental results show without doubt that the
bias is indeed eliminated. REEF succeeds in finding frequent
sequences of various lengths and is not limited to finding short
sequences. We illustrated that REEF produces a more variant
distribution of output pattern lengths. We also clearly showed
on textual data how REEF mines more real words than SPADE.
This seems to indicate that when mining sequences are not
textual, we can expect to mine meaningful sequences as well.
In the future we hope to improve the bound used for mining.
Thus providing an algorithm that is more efficient while still
producing the high quality sequences we found in REEF.
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Abstract—The analysis of digital media and particularly texts
acquired in the context of police securing/seizure is currently
a very time-consuming, error-prone and largely manual process.
Nevertheless, such analysis are often crucial for finding evidential
information in criminal proceedings in general as well as fulfilling
any judicial investigation mandate. Therefore, an integrated com-
putational solution for supporting the analysis and subsequent
evaluation process is currently developed by the authors. In
this work, we present an approach for categorizing texts with
adjustable precision combining rule-based decision formula and
machine learning techniques. Furthermore, we introduce a text
processing pipeline for deep analysis of forensic texts as well as
an approach for the identification of criminological roles.

Keywords—forensic; ontology; German; text processing

I. INTRODUCTION

The analysis of texts that are subject of legal considerations
with the goal of obtaining criminalistic evidence is a branch
of general linguistics [1]. Such texts are retrieved by persons
involved in the criminal proceedings from a variety of sources,
e.g., secured or confiscated storage devices, computers and
social networks. Forensic texts, as considered in this work,
relate to textual data that may contain evidential information.
In contrast to the texts usually considered in scientific work
focussing text processing tasks this kind of texts are neither
clearly defined nor thematically unified. Additionally, such
texts may vary in quality with respect to their grammar,
wording and spelling which strongly depends on the author’s
language skills and the target audience. Rather, textual data
of different type and origin need to be meaningfully linked
to answer a specific criminological question reasonably and
above all accurately. Furthermore, forensic linguistics cover
beside other research topics, utterance and word meaning or
authorship analysis and proof [2].

The results of these analyses are used to solve other more
complex problems in the criminal investigations, like

• recognition and separation of texts with a case-related
criminalistic relevance

• recognition of relations in these texts in order to reveal
whole relationship networks and planned activities

• identification and/or tracking of fragmented texts

• identification or tracking of hidden semantics

In the considered context, the term hidden semantics is
synonymous with one kind of linguistic steganography. In this
work only the first two points are in the focus. However,

this kind of deep analysis takes a long time, especially if
the amount and heterogeneity of data, the fast changeover
of communication forms and communication technologies is
taken into account. In order to solve this problem, computer
linguistic methods and technologies can be applied. These are
originated in the crossover of linguistics and computer sciences
[3]. The complexity of the evaluation makes it difficult to
develop one single tool covering all fields of application. In
order to address this problem, a domain framework is currently
under development (see [4] for further discussions).

As a consequence of the analysis of the secured data from
a historical case of business crime and the exploration of the
special needs of criminologists discussed in Section II we
present in this work a pipeline for categorizing texts with
adjustable precision using an approach which is combined of
rule-based decision formula and machine learning techniques.
Especially that leaves the opportunity to the criminologist to
decide whether the specificity (precision) is more important
or the sensitivity (recall), although a high sensitivity may be
of greater practical importance. Thus, a high sensitivity is
principally necessary to find all incriminating or even excul-
patory documents but the results need to be filtered manually
since they may be interspersed with irrelevant documents,
whereas a high specificity is sometimes more appropriate
to get a quick overview about the corpus. Furthermore, we
outline a text processing pipeline for deep analysis of forensic
texts based on these insights and a rule-based approach for
identifying special roles of named entities. Currently, the text
categorization module is evaluated in practice whereas the
deep analysis pipeline including the role identification is under
implementation.

In the next Section the peculiarities of the considered kind
of texts is shown at a glance. Subsequently, a pipeline for
analysing forensic texts deeply as well as a first approach for
detecting forensic roles is outlined before a practicable method
for categorizing such texts is introduced and discussed.

II. ASSESSMENT OF REQUIREMENTS

This work focusses textual data secured by police officers
as part of the evidence process. Hence, for the purposes of this
work historical data in a case of business crime is provided
by the prosecutorial. A first manual assessment of these data
enables to determine, whether:

• the data material is of considerable heterogeneity
related to its structure and domain
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• important information may be situated in non-text
based data (e.g photocopies of invoices)

• there are totally irrelevant texts that may hide rele-
vant information through their abundance (e.g forms,
templates)

• information may have been deliberately obscured in
order to protect them from discovery

• some texts can be characterized by strong syntactic
weaknesses

• some texts may be fragmented by eras-
ing/reconstruction

These specific characteristics distinguish the examined corpus
from other corpora commonly used and evaluated in research.

Further, a survey made by the authors, which was con-
ducted by affiliated criminologists has revealed that finding
and separating relevant documents seized in the database is the
most time consuming and difficult part during the evaluation.

III. APPROACHES IN FORENSIC TEXT ANALYSIS

In this section, several strategies for handling forensic texts
respecting the insights from the needs assessment (section II)
are introduced. Since the most aspects of this work are cur-
rently under implementation no final results will be presented
yet. Thus, these aspects are outlined subsequently.

A. Pipeline for Deep Analysis

The deep analysis of forensic texts has to respect their
characteristics described in the previous section. It includes
particularly tasks in Information/Event Extraction to instan-
tiate a criminological ontology as the central element in the
solution developed under this work. In particular, the work
of Wimalasuriya and Dou [5], Embley [6] and Maedche [7],
shows that the use of ontologies is suitable for assisting the
extraction of semantic units as well as their visualization and
structures such processes very well. We have divided the whole
process in three sub-processes:

1) creation of both the criminological ontology and the
analysis corpus

2) basic textual processing and detection of secondary
contexts

3) instantiation of the ontology and iteratively refine-
ment

In order to define the extraction tasks as well as to introduce
case-based knowledge the first of all is the creation of the
criminological ontology in its specialized form as Topic Map
we have developed in an earlier work [4]. This step may
be supported by using existing ontologies created in similar
previous cases. Subsequently, the analysis corpus needs to be
created, especially for separating the textual data from other
files and extracting the raw texts from the documents including
optical character recognition in cases of digital images like
photocopies. This data is stored in a database together with
extracted meta-data and added to an index for quick access.
In the second step some state-of-the-art textual processing
steps like Part-of-Speech-tagging, language recognition and
some special operations for structured texts may be performed.

Especially, we detect event-narrative documents. This task
has been introduced by Huang and Riloff [8] for exploring
secondary contexts. They define these as sentences that are
not explicitly part of the main event description. Nevertheless,
these secondary contexts could yield information related to the
event of interest that could provide important evidence or lead
to the booty, further victims or accomplices. The final step
within the main process is constituted by the actual extraction
process. Here, the actual event sentences that are suitable to
instantiate at least one part of the ontology are recognized
and, if needed, extracted together with the information from
secondary contexts. Then, we try to refine the instantiated
model iteratively by identifying forensic roles as described in
III-B. Figure 1 illustrates the whole process schematically.

Fig. 1. The tool-pipeline for deep analysis. We have divided the whole process
in three sub-processes: 1) creating analysis corpus 2) textual preprocessing 3)
information extraction

B. Identification of Forensic Roles

The recognition of named entities is a well-researched part
of Text Mining and a regular task in every Information/Event
Extraction solution as well as in our pipeline mentioned in
III-A. The general task is to identify all instances i ∈ I of
each concept c ∈ C taking into account their hypernymy and
hyponymy relationships. This task can be solved practically by
using Gazeteer-based solutions via supervised learning meth-
ods [9], [10] up to the usage of semi-/unsupervised learning
approaches [11]. However, no existing solution we applied has
been proven itself to be able to assign forensic roles. The
assignment of such a role is often dependent on more than one
document as well as the contribution of case-based knowledge
by the criminologist. Therefore, our framework is based on
an ontology acting as an extraction and visualization template
that is able to provide such knowledge. The ontology model
we used is based on the Topic Map standard. In our previous
work [4] we stated that each topic can contain a set of facets.
These facets are used beside others to model rules that an
inference machine can use to reason the appropriate role of
an entity within a post-process. In this way the level of detail
within the computational recognition of entities is able to be
increased. Figure 2 shows a detail of a fictional forensic Topic
Map that may have been created by a criminologist. Here, a
accomplice is described as a person that satisfies one or two
of the following rules:
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• the person has common interest in the deed exactly
when he has instantiated an association possess with
the topic booty

• the person has shared worked exactly when their
related instance in the Topic Map has an instantiated
association drive to an instance of the topic getaway-
car

The number of rules that have to be satisfied depends on
rule weights which act as indicators for rule importance. The
concrete instance defines the same facets with binary values
depending on the matching behaviour of each rule.

person

accom-
plice

possessmeet

drive

Joe accom-
plice

Facets(Rules)
common interest in the deed 0,4
shared work 0,6

Joe

person

possessmeet

drive

Facets(Rules)
common interest in the deed 0,4

shared work 0,6

Facets (binär)
common interest in the deed 0
shared work 1

Fig. 2. Gradually refining of named entities. The entity Joe as instance
(yellow circle) of the abstract topic (red circle) person can gradually assigned
to their concrete manifestation accomplice which is a subtopic by iterative
comparison of its facets lodged as rules.

C. Categorization of Forensic Texts

As discussed in Section II, filtering and categorization is the
most important task in evaluation of forensic texts and a regular
Information Retrieval task. Categorization as a specialization
of classification aims to place a document in one small set of
categories using machine learning techniques. More formal,
given a set of documents D = {d1, ..., dm} and further a set
of categories C = {c1, ..., cn} the task can be described as
an surjective mapping f : C → D. Ikonomakis et al. [12]
have given an overview about supervised machine learning
methods for solving this problem. However, they observed that
the performance is significantly depending on a corpus of high
quality and sufficient size. Riloff and Lehnert [13] introduced
an approach for high-precision text classification. The aug-
mented relevancy signature algorithm they introduced reached
up to 100% precision with over 60% recall on the MUC-4
corpus. Nevertheless, in the focussed domain these results are
not always sufficient especially since they do not relate to the
properties of forensic texts. It has to be emphasized, that each
false-negative (a not identified, case-relevant document) could
provide crucial evidences. This highlights the necessity for a
method which yields 100% recall with justifiable precision.
Beebe and Clark [14] has introduced an approach to handle the
information overload resulting from the recall-precision trade-
off problem. They considered a similar problem and suggest
to cluster the results thematically. However, designing and

training a suitable classifier is a challenging problem. Since
the knowledge of the criminologist (general and case-based)
is available related to a concrete judicial investigation order,
rules can improve the performance in some cases. This leads
to a combined approach. Since the categories has modelled as
a taxonomy tree we can extend this model so that we are able
to assign a set of rules (e.g., regular expressions applied on the
documents body) to each category. These rules are combined
by disjunction within the categories itself and by conjunction
between different categories in cases of one continuous chain
of parent-child relationships (figure 3). Each of these rules has
to define the target that it should applied on (e.g., file name
or content), a rule type that helps to select the corresponding
rule solver and the rule itself. In this way, we are able to
select a certain number of seeds that ensure high precision
which is required to start an appropriate bootstrapping machine
learning algorithm to classify the remaining documents (figure
4). Notice, the performance can be influenced by rephrasing the
corresponding rules, since the performance of a bootstrapping
algorithm significantly depends on the seed elements chosen,
more precise their representativeness. Thus, strictly formulated
rules may result in high precision but low recall, whereas
applying more weak rules will increase the recall. First

Fig. 3. Acquisition of seed documents: The raw text under consideration
is checked against a set of category rules recursively. Starting at a top-level
category, at least one category rule/classifier has to match until the match of
each subcategory, drawn from recursion, has failed. In this way only the label
of the most specific category starting at each existing top-level category is
assigned.

measures of performance using probability-based classifiers,
like Naive Bayes, as well as similarity-based classifiers, like
k-NN or TF-IDF shows that the performance reaches up to
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Rule 1
Rule 2

Cat: Invoices

Seed
Aggregation

Train Classifier

Match Classifier

Fig. 4. Bootstrapping Algorithm for classifying forensic texts. From the texts
Tnew a set of seed documents for each category is acquired using the rules
annotated in the taxonomy. This set Tcat is used to train one initial weak
binary classifier per category. Subsequently, this classifier is used to classify
the remaining texts Tremain and store the new labelled documents Tmore

to Tcat. Finally, the classifier is going to be improved iteratively using Tcat

until no document is left or no further improvement is possible.

100% precision and recall applied on the corpus provided
by the prosecutorial as mentioned in Section II depending on
the employed algorithm and the concrete category. This result
could be a consequence of classifier over-fitting caused by the
underlying homogeneous corpus. We have observed that in
the in the corpus we used the documents are characterized
by great similarity. Therefore, a more appropriate corpus is
created currently.
One of the biggest advantages of this combined approach
lays in the adjustable precision depending on an intelligent
combination of rules and machine learning algorithms.

IV. CONCLUSION

In this work, we have outlined some kernel processes
for information extraction in the environment of the criminal
proceedings. These processes are suitable to deal with very
heterogeneous data concerning their domain as well as their
quality. In the task of deep exploration of the raw data there
was great emphasis on the discovery of all relevant information
using secondary contexts to avoid misunderstandings and lacks
in the evidence. In the identification of forensic roles we have
described a new approach in refining ontology instances by
deriving and applying semantic roles logic-based. A corre-
sponding module using Prolog is currently under development.
In the task of classification of forensic texts we have to
respect that each misclassified file could lead to a lack of
evidence. Therefore, it must be ensured that at best no type
II errors occur during the categorization. At the same time
the taxonomy definition has to remain flexible. Because of
a lack of training data supervised learning is not applicable.
Therefore, a bootstrapping approach is chosen, combined with
a rule-based search for seed files we have earned very good
preliminary results at 100% accuracy in selected domains.
However, this unexpected result could be due to an over-fitting
to the used corpus. For this reason we currently create a new
extended Corpus with the support of the prosecutorial.
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tics - An Introduction) Narr Frankcke Attempto Verlag, 2011.

[3] K.-U. Carstensen, C. Ebert, C. Ebert, S. Jekat, R. Klabunde,
and H. Langer, Computerlinguistik und Sprachtechnologie - Eine
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Abstract— This paper presents Logo-DM, a prototype for a 

data mining system dedicated to help the optimization of the 

personalized speech therapy. It uses data collected by 

TERAPERS system that was implemented at the “Stefan cel 

Mare” University of Suceava to assist speech therapists in the 

treatment of children suffering from dyslalia. Over these data, 

some data mining methods has been applied. The patterns 

obtained are useful for specialists for an efficient current 

activity. These can also provide knowledge that serves to 

improve the support offered by TERAPERS by raising the 

quality of its embedded expert system. 

Keywords-computer-based speech therapy; data mining; 

classification; association rules.   

I.  INTRODUCTION  

Speech impairment, one of the most common issues in 
childhood, might be the source of adult’s integration 
problems in the community. This is one of the reasons why a 
special attention was paid to speech therapy. A speech 
disorder can be corrected, if it is discovered and properly 
treated in due time. However, therapy is a complex process, 
which must be adapted to each child. 

Since 1990-2000, computer-assisted speech therapy 
became a frequent practice. In this context, many Computer-
Based Speech Therapy (CBST) tools or systems were 
developed.  

For example, IBM has developed Speechviewer III 
system [1]. While users perform several speech actions, 
Speechviewer III creates an interactive visual model of 
speech. Another project is the ICATIANI device, developed 
by TLATOA Speech Processing Group, CENTIA 
Universidad de las Américas, Puebla Cholula, Pue, México 
[2]. It uses sounds and graphics in order to ensure the 
practice of Spanish Mexican pronunciation. The third 
example, Articulation Tutor (ARTUR) [3] provides an 
integrated speech therapy system. It contains two main 
components: an intuitive graphical interface named Wizard-
of-Oz and a virtual speech tutor named Artur. Using audio 
(user’s utterance) and video (facial data) information, the 
system can recognize and reproduce mispronunciations. 
After that, ARTUR suggests the correct pronunciation (audio 
data) and the correct speech elements’ position (virtual 
articulator model). 

The use of these systems has allowed researchers and 
practitioners to collect a considerable volume of data, related 
to children’ particularities, therapeutically paths, and results. 

But, contrary to expectations, a large amount of data does not 
automatically lead to a significant increase of the volume and 
quality of information, because traditional data processing 
tools are not applicable. 

For these reasons, modern methods that aim to discover 
new and potentially useful patterns from large volumes of 
data were implemented. This process is called Knowledge 
Discovery in Databases (KDD) [4]. Its central step is data 
mining that involves the application of algorithms, which 
with acceptable performance, provide a particular 
enumeration of patterns from data. 

In 2008, at Research Center in Computer Science from 
“Stefan cel Mare” University of Suceava the TERAPERS 
system was implemented.  

This is a CBST that aims to assist the personalized 
therapy of dyslalia – an articulation disorder found to a 
significant percentage of children from age of 3-4 years. This 
is the first CBST developed for Romanian language. During 
its exploitation, data about few hundred cases were collected. 
This was the starting point for the idea to try the optimization 
of personalized speech therapy by data mining techniques.  

Our paper’s purpose is to show an overview of the Logo-
DM system – a dedicate data mining system, that aims to 
optimize the personalized therapy of Romanian children 
suffering from dyslalia.  

This system is designed so that useful patterns can be 
easily discovered by speech therapists. They may use Logo-
DM to analyze datasets obtained by integrating data 
collected in all speech therapy offices that use TERAPERS. 

In Section II, some basic concepts related to the 
Knowledge Discovery in Databases and the position 
occupied by data mining stage within this process are 
presented. Section III refers to speech disorders and their 
implications on the individual’s development. It highlights 
also the complexity of speech therapy. Section IV makes a 
brief description of the Logo-DM system. Finally, Section V 
contains some conclusion and future work. 

II. KNOWLEDGE DISCOVERY IN DATABASES PROCESS 

AND DATA MINING 

Knowledge Discovery in Databases concept was 
developed as a result of the emergence of very large 
volumes of data, whose analysis was not possible by using 
traditional database techniques. It aims to identify “valid, 
novel, potentially useful, and understandable patterns in 
data” [4], and is a complex, interactive and iterative process. 
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In time, many models for this process have been proposed. 
No matter if they originated from academia [4], [5], [6] or 
industry [7], [8] they consist of a succession of steps, that 
start from the understanding the domain and the data that is 
represented, continues with the preparation of data for data 
mining algorithms and their effective implementation in 
order to detect existing patterns, and ends with the 
interpretation of these patterns. 

We used for our system design and implementation 
CRISP-DM model, presented in Fig. 1.  

It starts with a business analysis for determining the 
KDD goals and continues with a data understanding stage 
that aims to collect and describe data and to verify data 
quality. 

In order to give data set the proper format for a certain 
data mining algorithm, a data preparation step is necessary. 
During this step data are filtered and the relevant features are 
selected. Data type transformation, discretization or sampling 
is performed also. 

The central point of KDD process is the data mining 
stage. Data mining performs analysis of large volumes of 
data using specific algorithms. These are designed to offer 
good performances of calculation on large amounts of data, 
and produce a particular enumeration of patterns from such 
data. Using patterns or rules with a specific meaning, data 
mining may facilitate the discovery, from apparently 
unrelated data, of relationships that are likely to anticipate 
future problems or might solve the problems under study. It 
involves the choice of the appropriate data mining task, and, 
taking into account specific conditions, the choice and the 
implementation of the proper data mining algorithm.  

For the next stage, the mined models are evaluated 
against the goals defined in the first stage. The last stage of 
the process uses the knowledge discovered in order to 
simply generate a report or to deploy a repeatable data 
mining process. 

 

 

Figure 1.  CRISP-DM model for KDD 

So, data mining aims to discover, from apparently 

unrelated data, relationships that can anticipate future 
problems or might solve the problems under study. Using 
appropriate methods, data mining is able to provide answers 
for two wide categories of problems: prediction and 
description.  

Although, many researchers believe that prediction is the 
main use of the patterns discovered by data mining, it 
should be noted that often it is preceded by the description. 
For example, prior to predict the state of a patient at certain 
moments, it is necessary to make a description of the 
profiles encountered and to find the best association 
between these profiles and different therapy schemes.  

Both problems require the use of appropriate techniques. 
Classification aims to find a model, which places data 

items in one of several predefined classes, based on 
information from a set of predictive variables.  

Association rules explore relationships or affinities 
between different data that seem to have no dependencies. 

III. SPEECH DISORDERS AND SPEECH THERAPY 

Speech and language impairments address problems in 
communication and related areas, such as oral motor 
function [9]. A speech disorder is a problem with fluency, 
voice, and/or how a person says speech sounds.  

Classification of speech into normal and disorder is a 
complex task. Statistics points out that only 5% to 10% of 
the population has a completely normal manner of speaking, 
all others suffer from one disorder or another. 

The most common speech disorders are: stuttering, 
cluttering, voice disorders, dysartria, and speech sound 
disorders. 

Dyslalia is defined as the articulation disorder that 
consists of difficulties in the way sounds are formed and 
strung together. The most encountered problems are 
characterized by omitting, distorting a sound or substituting 
one sound for another.  

Dyslalia has the greatest frequency among handicaps of 
language for psychological normal subjects as well as for 
those with deficiencies of intellect and sensory. Thus, the 
opinion of Sheridan (1946) is that at the age of eight years 
dyslalia are in proportion of 15% for girls and in proportion 
of 16% for boys. In this context, a lot of attention is paid to 
its prevention and treatment.  

In order to obtain the desired results, speech disorder 
therapy should begin as soon as possible. More studies have 
demonstrated that if children are enrolled in therapy early in 
their development, this means younger than 5 years, their 
outcomes are better than those who begin therapy later.  

Differential diagnosis decides upon the therapy for 
correcting language, as psycho diagnosis allows an adequate 
therapeutic program, and the elaboration of a prognosis 
regarding the evolution of the child, along with the 
therapeutic process. The therapy has to be adapted to each 
language therapist, to each particular case, to the child’s 
learning rhythm and style, as well as to the level of the 
impairment. The key issues in dyslalia therapy are shown in 
Fig. 2. 

Modern speech therapy was deeply influenced by the 
use of Information and Communication Technology (ICT). 
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On the one hand, the use of computers and other 
communication tools facilitated communication among 
persons with speech disorders. On the other hand, 
computers were used in speech therapy, contributing to the 
acquisition of written and verbal language, helped by 
various computer-based programs and software. 

Analyzing how it is possible to use the computer to 
support therapy, experts have concluded that it can 
contribute to the diagnosis of speech disorder, produces 
audiovisual feedback during the treatment, monitors and 
assesses the therapeutic progress and provides various types 
of practical exercises for children with speech disorders.  

 

 

Figure 2.  Key issues in dyslalia   therapy  

Additionally, the use of a CBST allows to collect and 
store a considerable amount of data about patients, 
diagnoses and treatment schemes. 

The Center for Computer Research in the University 
"Stefan cel Mare" of Suceava has implemented the 
TERAPERS project [10]. TERAPERS is a system able to 
assist teachers in speech therapy of dislalya and to track how 
the patients respond to various personalized therapy 
programs. It contains two main components, as shown in 
Fig. 3: intelligent systems deployed on computers located in 
the speech therapists’ offices and more mobile devices used 
by patients in order to solve the independent homework. 

This system is currently used by the therapists from 
Regional Speech Therapy Center of Suceava.  

During the operating period, data about 300 children 
were collected and stored in the TERAPERS’ database, 

which includes about 60 tables and several hundreds of 
features. 

Anamnesis data collected may provide information 
relative to various causes that may negatively influence the 
normal development of the language. It contains historical 
data and data provided by the cognitive and personality 
examination. 

 

Figure 3.  TERAPERS’ Architecture [11] 

In order to design personalized therapy programs, is 
useful to know: how many sessions per week are necessary 
for each child, exercises that are suitable for each phase of  
therapy, and how can be changed the original program in 
order to be adapted to the patient evolution. In addition, the 
report downloaded from the mobile device collects data on 
the efforts of child self-employment. These data refer to the 
exercises done, the number of repetitious for each of these 
exercises and the results obtained. The tracking of child’s 
progress materializes data that indicate the moment of 
assessing the child and his status at that time. 

All these data can hide useful patterns, which are very 
useful in personalizing speech therapy, and that could be 
detected using appropriate data mining techniques. 

Clustering may group people with speech disorders on 
the basis of similarity of different features and allows 
creating some patients’ profiles. This is a way to help the 
therapists to understand who they patients are. 

Classification places people with different speech 
impairments in predefined classes. Based on the information 
contained in many predictor variables, such as personal or 
familial anamnesis data or related to lifestyle, it can be used 
to join the patients with different segments and to track the 
size and structure of various groups. 

The goal of association rules mining is to identify 
combinations of items that often occur together. In the 
personalized speech therapy area, its task is to determine 
why a specific therapy program has been successful on a 
segment of patients with speech disorders and on the other 
was ineffective. 
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Those mentioned above, were the basis of the initiative to 
develop a data mining system, dedicated to support efforts to 
better personalize the speech therapy.  

IV. LOGO-DM  - A DATA MINING SYSTEM FOR SPEECH 

THERAPY OPTIMIZATION 

A. System Objectives 

The sustainable development, in which special attention 
is given to all aspects of health care and the need to respond 
to the high efficiency requirements have led to the need for 
handling information, such as [12]: “what is the predicted 
final state for a child or what will be his/her state at the end 
of various stages of therapy, which are the best exercises for 
each case, and how patients can focus on their effort to 
effectively solve these exercises, or how the family 
receptivity - that is an important factor in the success of the 
therapy - is associated with other aspects of family and 
personal anamnesis”. For all of these, the answer may be 
obtained by applying data mining techniques on data 
collected by TERAPERS.  

It is also interesting to try to enrich the knowledge base 
of expert system embedded in TERAPERS, with knowledge 
discovered in data mining process. In order to achieve these 
goals, we have proposed the development of Logo-DM 
system. 

Essentially, its objectives aim to perform an analysis of 
available data collected from children assisted by 
TERAPERS system and to prepare them in order to assure a 
proper quality for data mining algorithms, to try to select 
only those features that contribute to the model building by 
removing those that are irrelevant or redundant, to choose 
the most appropriate methods and algorithms for data 
mining, to find models that can help to solve problems 
raised in speech disorders therapy, and to validate these 
models on new cases.  

It is worth mentioning that the patterns, represented as 
rules, provided by Logo-DM, could, after some post-
processing operations, be used to enrich the knowledge base 
of the embedded expert system in TERAPERS. 

Although, market claims many systems that allow data 
mining implementation, such as Weka and RapidMiner, 
their use implies IT skills. Our system is designed so that 
patterns can be easily discovered by speech therapists. They 
process a real dataset obtained by integrating data collected 
by all speech therapists that use TERAPERS. 

B. General Architecture 

The proposed architecture for Logo-DM system is 
presented in Fig. 4.  

The graphical user interface allows the successive 
operations required by the knowledge discovery process. 

The preprocessing module prepares data for data mining 
algorithms and performs data transformation and feature 
selection for patterns building. These operations can be made 
both in centralized, distributed, or parallel ways. 

In order to achieve the proposed goals, the data mining 
kernel performs classification and association rules mining. 
Finally, the extracted models are evaluated by experts. If 

they meet the requirements of novelty and utility, they are 
considered knowledge.  

 
 

 
Figure 4.  Logo_DM Architecture 

C. Sistem implementation 

As previously mentioned, the graphical interface 
connects the system with the speech therapist, which is able 
to control the KDD process. The access can be achieved 
through menu options or, for the most common tasks, via 
shortcuts, as presented in Fig. 5. It should be noted that the 
following figures contain Romanian texts, because they are 
screenshots from Logo-DM, which is implemented in 
Romanian.  

 

 
Figure 5.  Logo-DM- Main page 

The main source of data for Logo-DM is the database 
from TERAPERS, which is implemented in Access. In these 
conditions, modules for data acquisition from Access were 
implemented, as shown in Fig. 6. If other data sources are 
required, data can be retrieved from Excel, if they were 
previously converted in this format. 
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Figure 6.  Logo-DM – Data aquisition 

In order to implement the data transformation, we have 
considered operation, such as: data type conversion, data 
discretization, or role setting as shown in Fig.  7. 

 

 

Figure 7.  Logo-DM – Data transformatiom 

For the first version of the system, we have considered, 
as modeling techniques, classification, and association rules 
mining. 

For convenience of operating, interfaces have been 
dedicated exclusively to methods that, after some tests made 
during the implementation, have been shown to provide the 
best performance over a sample of real data set. 

As shown in Fig. 8, for classification were considered: 
rules-based classification, decision trees, classification by 
association rules (CBA) and the CART algorithm.  

For association rules, we used an implementation of the 
Apriori algorithm to detect frequent itemsets from which, 
subsequently, we build association rules. Obviously, it is 
possible to adjust the values for support and confidence. It is 
also possible to choose, from a set of items, those that will 
be contained in the rules or will be placed in the rule’s 
consequent. Fig. 9 shows the interface that allows all these 
operations. 

 

 

Figure 8.  Logo-DM – Classification interface 

 

Figure 9.  Logo-DM – Association rules mining interface 

 

D. Experimental Results 

In present, we are at the stage where, although the 
amount of data is still low for data mining, the system can 
be tested on the available data. 

At this point, we have considered a real data set 
containing more than 300 cases described by 102 features 
related to personal and familial anamnesis and to complex 
speech examination, expresed in Romanian terms. After the 
feature selection process achieved through an unsupervised 
information-based method [13], we have obtained a set of 
52 relevant features.  

Fig. 10 shows a decision tree built on this data set. It is a 
classification model in which class label is represented by 
the diagnosis. The calculated model accuracy, obtained 
using a test dataset that is about 10% from the training set is 
56,67%, as shown in Fig. 11. 
 

105Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-311-7

IMMM 2013 : The Third International Conference on Advances in Information Mining and Management

                         115 / 122



 

Figure 10.  A classification model 

 

 
Figure 11.  Classification performance  

Speech therapy experts have analyzed this model and 

admitted that in addition to the complex examination of 

language, there are features related to the child’s evolution 

or temperament, such as excitement (“emotivitate”) that 

may lead to a specific diagnosis, such as :”dislalie 

polimorfa”, or “rotacism”, or “stigmatism”, as shown in 

pattern presented above. 

V. CONCLUSION AND FUTURE WORK 

Speech therapy is a complex process that must be 
personalized according to the characteristics of each patient, 
especially since they are in very high proportion children. 

The use of information technology in order to assist the 
speech therapy has some immediate benefits and allows the 
collection of a considerable amount of data related to 
personal and familial anamnesis, to the complex evaluation, 
to the therapeutically applied schemes and to the results of 
the various stages of therapy.  

Studies have shown that it should be appropriate to apply 
some data mining methods on these data, such as 
classification, clustering, and association rules, because they 
lead to patterns that can increase the efficiency of speech 
therapy. 

In this paper, we have presented the first version of a data 
mining system, called Logo-DM that was implemented on 

data collected by TERAPERS system. Its aim is to try to 
increase the efficiency of therapy of dyslalia that is assisted 
by TERAPERS.  

Furthermore, we have proposed to finish testing the 
association rules mining, and to complete the data mining 
kernel with clustering algorithms. 
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Abstract— A general-purpose data mining model for Arabic 
texts (Arabic Meaning Extraction through Lexical Resources, 
ArMExLeR) is proposed which employs a chained pipeline of 
existing public domain and published lexical resources 
(Stanford Parser, WordNet, Arabic WordNet, SUMO, 
AraMorph, A Frequency Dictionary of Arabic) in order to 
extract a weakly hierarchised, single-predicate level, 
representation of meaning. This kind of model would be of 
high impact on the study of the computational analysis of 
Arabic for there is no such comparable tool for this language, 
and will be a challenge for the nature of its specificities. One 
should, in fact, cope with the unique writing system that is 
mostly consonant-based and doesn’t always mark vowels 
explicitly. This is crucial when you want to analyze an Arabic 
corpus for the same consonantal ductus may be read in several 
ways. 

Keywords-Arabic data mining; content extraction; automatic 
parsing techniques; ontologies. 

I. INTRODUCTION
* 

Data mining from Arabic texts presently suffers a series 
of shortcomings, some related to the specificities of Arabic 
texts and writing system [12, 13], some deriving from the 
scarcity, or plain lack, of lexical resources for Arabic 
analogous for what can be found for other languages [14]. 

Other tools routinely used as helpers in data mining 
cannot be successfully employed in analyzing Arabic texts as 
well, partly for these very reasons: e.g., statistical Machine 
Translation (MT) tools generally perform poorly for Arabic, 
both for the paucity of parallel texts and text memories and 
for the specificities of the language (the only other Semitic 
language with a reasonable amount of written texts available 
in electronic form, Modern Hebrew, for historical reasons 

                                                           
* All authors have contributed equally to this work , but since it refers to a 
modular project, Lancioni should be mainly credited for secs. 3 and 5, Pepe 
for sec. 2B, Silighini for sec. 4, Pettinari for sec. 2C, Cicola for secs. 1 and 
2A, Benassi for sec. 6, Campanelli for sec. 2D. 

has become closer to Indo-European languages in both 
lexicon and syntax) [15]. 

To overcome these difficulties, our project capitalizes on 
the use of existing Arabic lexical resources  that are linked to 
larger, general-purpose resources, by devising specific 
strategies to fill the gaps in these resources. Resources are 
aligned through a pipeline which is fed by the input text and 
outputs, after several rings in the chain, a relatively hollow 
semantic representation that allows for further data mining 
operations, thanks to the Suggested Upper Merged Ontology 
(SUMO) format. 

Next sections will discuss [II] the tools used in the 
project, [III] the workflow of the system, [IV] an example 
derivation, [V] test results and [VI] some conclusions and 
suggestions for further developments. 

II. TOOLS 

The ArMExLeR project employs a variety of tools. Some 
of them are shortly described in this section before tackling 
their role within the system. 

A. Stanford Parser 

The Stanford Parser is a statistical parser that is 
programmed in order to find the grammatical structure of the 
sentences. It analyses a text, parsing the phrases 
(constituency parser) and then finds out the Verb and then its 
Subject or Object (dependency parser). It is a probabilistic 
parser which uses knowledge of language gained from hand-
parsed sentences to try to produce the most likely analysis of 
new sentences. Statistical parsers still make some mistakes, 
but their advantage is that they always give an answer that 
could be later corrected by a human. The lexicalized 
probabilistic parser implements a factored product model, 
with separate Probabilistic Context-Free Grammar (PCFG)  
phrase structure and lexical dependency experts, whose 
preferences are combined by efficient, exact inference, using 
an A* algorithm. Or the software can be used simply as an 
accurate unlexicalized stochastic context-free grammar 
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parser and either of these yields a good performance 
statistical parsing system. As well as providing an English 
parser, the Stanford parser can be and has been adapted to 
work with other languages such as Chinese (based on the 
Chinese Treebank), German (based on the Negra corpus) and 
Arabic (based on the Penn Arabic Treebank). Finally, this 
parser has also been used for other languages, such as Italian, 
Bulgarian, and Portuguese. 

Although the parser provides Stanford Dependencies 
output as well as phrase structure trees for English and 
Chinese, this component has to be implemented for Arabic. 
So, for now, we have an analysis of the sentences that cannot 
trace the subject or the object of a verb in a sentence, but we 
have a reliable parsing of constituents that could be used to 
deepen the analysis with other tools.  

The Arabic Parser from Stanford can only cope with non-
vocalized texts, the tokenization being based on the Arabic 
used in the Penn Arabic Treebank (ATB) and is based on a 
whitespace tokenizer. Segmentation is done based on the  
Buckwalter analyzer (morphology).  

The character encoding is set on Universal Character Set 
(UCS) Transformation Format—8-bit (UTF-8), but it may be 
changed if needed. The normalization of the text is needed in 
order to analyze the text, because otherwise the parser cannot 
recognize the Arabic ductus, that is the representation of 
consonants and long vowels which are the only obligatory 
component of Arabic script, and often the only one actually 
present in texts (auxiliary graphemes, such as short vowels 
and consonant reduplication markers, must be deleted). For 
the part-of-speech (POS) tags, the parser uses an “augmented 
Bies” tag set that uses the Buckwalter morphological 
analyzer and links it to a subset of the POS tags used in the 
Penn English Treebank (sometimes with slightly different 
meanings) [1]. Phrasal categories are the same from the Penn 
ATB Guidelines [16]. As mentioned, there is no tool in the 
parser itself that can normalize or segment an Arabic ductus, 
so one is compelled to employ other tools in order to perform 
these tasks. 

B. AraMorph 

AraMorph [2] is a program designed to allow the 
morphological analysis for Arabic texts in order to segment 
Arabic words in prefixes, stems and suffixes according to the 
following rules:  

    the prefix can be 0 to 4 characters in length; 
    the stem can be 1 to infinite characters in length; 
    the suffix can be 0 to 6 characters in length. 

 
Each possible segmentation is verified by asking the 

software to check if the prefix, the stem and the suffix exist 
in the embedded dictionary. In fact, the program has three 
tables containing all Arabic prefixes, all Arabic stems and all 
Arabic suffixes, respectively. Indeed, if all three components 
are found in these tables, the program checks if their 
morphological categories are listed as compatible pairs in 
three tables (table AB for prefix and stem compatibility; 
table AC for prefix and suffix compatibility; table BC for 
stem and suffix compatibility). Finally, if all three pairs are 

found in their respective tables, the three components are 
defined suitable and the word is confirmed as valid. 

Hereafter (Fig. 1), we put in evidence an example of an 
Arabic word and analyzed by AraMorph: 
 

WORD NO. 10223: 17 الثوري occurrences 
 
UNVOCALIZED TRANSCRIPTION:  Al+vwry+ 
INPUT STRING:  الثوري 
SOLUTION:  Al+vaworiy~+ ّال٭ثوري٭ ِ ْ َ

 vaworiy~_1 [ثور] 
ENGLISH GLOSS:  the+revolutionary+ 
  
POS ANALYSIS: 

 Al/DET+vaworiy~/ADJ+  
Figure 1.  Excerpt of an AraMorph analysis of Meedan Memory 

However, AraMorph presents some problems regarding 
the analysis of  texts types that do not match to ideal text 
genre targeted by Buckwalter (newspaper texts and other 
Modern Standard Arabic non-literary texts). Indeed, the 
program shows three major weaknesses: 

 it does not either fully or sparsely analyze vocalized 
texts; 

  it does reject many words attested in some textual 
types which are not contained either in the sample of 
the text corpora chosen by Buckwalter, or in the 
lookup lists of AraMorph; 

 there is neither any stylistic nor chronological 
information in the lookup lists; the same for a lot of 
transliterated foreign named entities which cannot be 
found in classical texts and in modern literary texts, 
giving rise to a number of false positives. 

 
In order to overcome these problems, a group of 

researchers on linguistics at Roma Tre University had 
modified the original AraMorph in a new algorithm named 
“Revised AraMorph” (RAM), within a project of 
automatically analysis of ḥadīṯ corpora (SALAH project) [7]. 
The modifications, which are implemented to solve the 
weakness previously listed, are respectively: 

 a mechanism which takes into account the vowels 
present in the text in order to reduce ambiguity 
linked to non-vocalized texts; 

 a file with additional stems automatically extracted 
from Anthony Salomé Arabic-English dictionary (a 
work from the end of 19th century encoded in TEI-
compliant XLM format) [11] and with additional 
lists of prefixes and suffixes with the relative 
combination tables of most frequent unrecognized 
tokens; 

 a mechanism which removes automatically items in 
order to allow them matching to contemporary 
foreign named entities, especially proper names and 
place-names. In the other hand, the items above are 
not included in Salomé’s dictionary (this way Arabic 
named entities which can be found in Classical texts 
are retained for the analysis). 
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C. A Frequency Dictionary of Arabic 

Starting from the analysis of a 30-million-word corpus, 
Buckwalter and Parkinson’s Frequency Dictionary of Arabic 
(FDA) [3] lists 5,000 most frequent Arabic words from 
Modern Standard Arabic as well as most important words 
from Egyptian, Levantine, Iraqi, Gulf and Algerian dialects. 
Each entry in the dictionary is organized as follows: 
headword and English translation(s), a sample sentence or 
context, English translation of the sample sentence or context 
and statistical information. The latter represents information 
about word dispersion figure and raw or absolute frequency, 
i.e., all the variants and inflected forms belonging to a 
specific lemma considered as an entry. The dictionary also 
provides important information about morphology, syntax, 
phonetics and orthography as well as usage restrictions and 
register variation.  

Word ranking proceeds according to the value of a final 
adjusted frequency which is produced by multiplying word 
frequency and dispersion figure. Finally, the rank-order goes 
from the high-scoring lemma to the lower-scoring one.  

An example of how an entry is generally arranged 
(information follows FDA’s definitions) is in Fig. 2: 
 

RANK FREQUENCY: 3835 
HEADWORD: َوصفة ْ َ  
PART OF SPEECH: n. 
ENGLISH EQUIVALENT: description, portrayal; 

(Medical)  prescription; (Food) recipe 

SAMPLE SENTENCE:   كتب الطبيب المناوب لكل واحد
 منهم وصفة طبية

ENGLISH TRANSLATION: The doctor on duty wrote a 
medical prescription for each one of them  

RANGE COUNT: 62 
RAW FREQUENCY TOTAL: 434 

Figure 2.  Example of an FDA entry 

 

D. Arabic WordNet 

 
Arabic WordNet (AWN) is a lexical resource for Modern 

Standard Arabic based on the widely used Princeton 
WordNet (PWN) for English [5]. There is a straightforward 
mapping between word senses in Arabic and those in PWN, 
thus enabling translation to English on the lexical level. Each 
concept is also provided with a deep semantic underpinning, 
since, besides the standard Wordnet representation of senses, 
word meanings are defined according to SUMO. 

However, AWN represents only a core lexicon of Arabic, 
since it has been built starting from a set of base concepts. In 
this sense, being the mapping with PWN relatively poor, this 
project uses in fact an AWN augmented model (AAWN) 
which extends this core WordNet downward to more specific 
concepts using lexical resources such as Arabic Wikipedia 
(AWp) and Arabic Wiktionary (AWk).  

Wikipedia is by far the largest encyclopedia in existence 
with more than 4 million articles in its English version 

(English Wikipedia) contributed by thousands of volunteers 
and experimenting an exponential growing in size.  

Arabic Wikipedia has over 224,000 articles. It is 
currently the 23rd largest edition of Wikipedia by article 
count and the first Semitic language to exceed 100,000 
articles. The growing of Arabic Wikipedia is, however, very 
high so it seems that in a relatively short time the size of 
Arabic Wikipedia could correlate with the importance (of the 
number of speakers) of Arabic language. Wikipedia basic 
information unit is the “Article” (or “Page”). Articles are 
linked to other articles in the same language by means of 
“Article links”. Wikipedia pages can contain “External 
links”, that point to external URLs, and “Interwiki links”, 
from an article to a presumably equivalent article in another 
language. There are in Wikipedia several types of special 
pages relevant to our work: “Redirect pages”, i.e., short 
pages which often provide equivalent names for an entity, 
and “Disambiguation pages”, i.e., pages with little content 
that links to multiple similarly named articles. A significant 
category of specific (non-ambiguous) concepts that can be 
drawn from Arabic Wikipedia in order to enrich AWN is that 
of Named Entities (locations, persons, organizations, etc.) 
that, once extracted from the mentioned resource, will be 
attached to existing Named Entities in PWN. In this 
operation, an important role is played by the “interwiki 
links” between Arabic and English Wikipedia, as shown in 
Fig. 3. 

On the other hand, Wiktionary is a collaborative project 
to produce a free-content multilingual dictionary. It aims to 
describe all words of all languages using definitions and 
descriptions in English. It is available in 158 languages and 
in Simple English.  

Designed as the lexical companion to Wikipedia, 
Wiktionary has grown beyond a standard dictionary and now 
includes a thesaurus, a rhyme guide, phrase books, language 
statistics and extensive appendices. It aims to include not 
only the definition of a word, but also enough information to 
really understand it. Thus etymologies, pronunciations, 
sample quotations, synonyms, antonyms and translations are 
included.   

 
Figure 3.  Relations between Arabic and English version of WordNet and 

Wikipedia 
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Wiktionary has semi-structured data. Its lexicographic 
data should be converted to machine-readable format in 
order to be used in natural language processing tasks.  

Wiktionary data mining is a complex task. There are the 
following difficulties: the constant and frequent changes to 
data and schema, the heterogeneity in Wiktionary language 
edition schemas and the human-centric nature of a wiki. 

III. WORKFLOW 

Fig. 4 shows the general workflow of ArMExLeR. 
The input to the system is Modern Standard Arabic 

written texts. The first analytical step is performed through 
the Stanford Word Segmenter (SWS) [4], which segments 
words into morphemes according to the ATB standard. SWS 
is not necessarily the best possible segmenter (e.g., it 
segments suffix pronouns, but not the article), but it is the 
best choice for the pipeline model, since it outputs an ATB-
compliant segmentation, which is required by subsequent 
components. 

The word-segmented input is submitted to the parsing 
component, Stanford Parser (SP), which statistically parses 
the input according to a factored model. Since, options for 
Arabic in SP are more limited than for English, it is not 
possible to get a dependency analysis, which would be more 
useful for content extraction. However, getting a standard 
parsing through the output of the (most probable) syntactic 
tree for an input sentence, is an invaluable contribution to a 
better semantic understanding of its element: e.g., identifying 
the subject and the object(s) of a (di)transitive verbs helps 
the system identify argument roles in relation to the verb - 
e.g., which argument is the agent and which the patient, - 
although linking of syntactic roles to argument roles is 
notoriously a nontrivial process. 

An important role in the pipeline is played by the 
AraMorph component. The original AraMorph (AM) model 
is used by SP in order to lemmatize Arabic words; on the 
other hand, the RAM model [7] is used to select possible 
readings according to choices made by the syntactic parser.  

 

 
Figure 4.  General workflow of ArMExLeR 

In order to simplify the semantic linking task, in this step 
we worked on a subset of the analyses output by the parser, 
by filtering verb heads and the nominal heads of their 
arguments (plus possible introducing prepositions) through a 
regular expression component (RegEx). 

The linking between RAM and FDA and between the 
latter and AWN realized by our research team is able to 
select the most probable reading and to link it to an AWN 
synset. 

At this point, the system is fully within the semantic 
representation component: AWN is linked to the standard, 
Princeton WordNet 3.0 (PWN), which places the synset into 
a rich network of semantic relations. On its turn, PWN is 
entirely linked to SUMO, which allows the system to output 
a semantic representation in terms of ontologies, which can 
feed other components. 

Since AWN is rather poor compared to the standard 
PWN, we use in fact an Augmented AWN model (AAWN) 
where AWN is supplemented by nonambiguous items drawn 
from AWp titles and sections, and AWk translations, linked 
to PWN by automatic linking [8, 9, 10]. This minimizes 
cases where a solution clearly exists, but it risks to be lost 
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owing to limitations in AWN (which was designed to 
represent a core lexicon of Arabic only). 

IV.  AN EXAMPLE DERIVATION PROCESS 

The process can be better understood through an 
example. Let us start from one example (Fig. 5) drawn from 
the FDA corpus. 

 
SENTENCE:   نشرت الصحف قصيدة شوقى التى كتبھا عن باريس بعد

 انتھاء الحرب الأولى
ENGLISH TRANSLATION: The newspapers published 

Shawqi’s ode which he wrote about Paris after the end of 
World War I 

Figure 5.  Example sentence from the FDA corpus 

 
The sample sentence is fed to SMS, which segments 

some of its graphic words into tokens (Fig. 6: tokens 
resulting from segmentation and other normalization steps 
are in boldface). 

 
 عن باريس بعد انتھاء الحرب كتب ھاى نشرت الصحف قصيدة شوقى الت

 الاولى
Figure 6.  SMS tokenization of the sentence in  Figure 5.  

 
This segmented form of the text is input into the SP, 

which outputs (Fig. 7) a syntactic analysis. 
The RegEx component extracts out of this syntactic tree 

the “core predications” (CPs: verb head and nominal heads 
of arguments), in order to simplify the generation of the 
semantic representation. This part of the system is clearly 
provisional, and it is likely to be widely improved in further 
development of the project. CPs extracted by the system are 
highlighted in light blue in the example. 

The automatic WordNet-SUMO linking allows the 
system to immediately translate the PCs in terms of SUMO 
predicates. 

Since SP has no dependency output available for Arabic 
— besides its general underperformance in dealing with 
Arabic texts compared to English ones,— such a parsing 
does not identify argument roles proper: e.g., in VSO clauses 
like the main clause in this example, we just have a sequence 
of NPs where nothing assures one of them is an agent, a 
patient, and so on. However, a general strategy that links 
roles output by this step to roles in entries for the relevant 
verbal concept in SUMO feeds back this step by assigning 
roles from the last to the first argument (owing to the general 
null subject property of Arabic). 

CPs extracted by the RegEx component are linked to 
WordNet synsets through FDA (which selects the most 
frequent lemma in case of multiple possibilities) and 
AAWN. Synsets detected in the example are listed in Fig. 8. 

 
 )publishv2 = نشرت
 , = الصحف 
 .(poemn1 = قصيدة 

Figure 7.  AAWN sysnets for an example entry. 

 

 
 

Figure 8.  SP analysis of the sentence in  Figure 5.  

In this case, the result is (Fig. 9): 
 
Publication (Corporation, Text). 

Figure 9.  SUMO representation for the example in  Figure 7.  

That is, the finer semantic relation has been transformed, 
and generalized, into a relation between SUMO concepts, 
which is expected to produce a better performance in data 
extraction. 

V. RESULTS 

Since the system relies on a complex pipeline of 
components which are only partially under the control of our 
research team, it is difficult to establish the best evaluation 
strategy for the results of the project. We decided to separate 
the output of the segmenter and parser components —which 
are taken “out of the box” from SWS and, respectively, SP— 
from the output of other parts of the system. 

First, the ArMExLeR has been run against the whole 
Meedan translation memory (~20,000 Arabic-English 
sentence couples downloadable from [17]). Running 
performances are relatively slow since optimization has not 
been a core concern in this stage of the project yet. 

Then, 350 analyses have been randomly extracted and 
assigned to two different members of our research team each 
for a single run of evaluation. While the test corpus might 
seem small, the relative homogeneity of the Meedan 
translation memory makes it large enough for our purposes, 
without requiring too many resources during the testing 
stage. 

In 96 cases (27.4%), the SWS/SP output was discarded 
because it was judged significantly wrong (e.g., because the 
main verb had been misinterpreted as a noun) by both 
evaluators. Of the remaining 254 cases, a further 58 (16.6%) 
were discarded because they did not contain any predication 

111Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-311-7

IMMM 2013 : The Third International Conference on Advances in Information Mining and Management

                         121 / 122



without anaphoric elements (which are not in the scope of 
the current model). 

The evaluation of the system was performed on the 
remaining 196 cases (56% of the original sample). The 
analysis was deemed correct if the verb and at least one other 
PCs were regarded as properly assigned by at least one of the 
evaluators. This choice was motivated by the inherent 
problem in role-assignment caused by the lack of a 
dependency module for Arabic in SP (while such a module is 
available for English): therefore, the list of arguments and 
their relative order is not yet reliable. Only one agreement 
was deemed sufficient because a relatively high degree of 
disagreement between annotators has always been noticed 
for WordNet-related semantic projects (such as SemCor). 

Results are summarized  in Table I: 

TABLE I.  RESULT SUMMARY 

error rate 60.54% 
precision 64.90% 
recall 74.56% 
F measure 1.39 

 
Comparing these results with other systems is not easy, 

since the ArMExLeR system evaluation applies to a specific 
subset of relations at the end of a relatively complex, 
automatic pipeline, which is not the case for other systems in 
Arabic text data mining. Therefore, we shall defer cross-
comparison of our system to further research. 

VI. CONCLUSIONS AND FURTHER DEVELOPMENTS 

The ArMExLeR project shows a number of interesting 
features, which pave the way to further refinements and 
developments. 

First, the system performs reasonably well, despite some 
shortcomings in some of the elements of the pipeline, which 
shows the feasibility of a predominantly symbolic, rather 
than purely statistic, approach to content extraction, 
especially in the case of a morphologically complex 
language such as Arabic. 

Second, a partial syntactic analysis reveals itself to be 
sufficient to extract a reasonable amount of information from 
corpus texts. This is encouraging, since it is expected that a 
fuller match between syntax and semantics (especially when 
a fuller argument extraction component is developed, which 
includes nominalization, a highly prominent feature in 
Arabic texts) can bring significant improvements. 

Third, the results of the project demonstrate that a very 
complex pipeline of several independent projects can work 
provided a consistent way to link chains can be found. This 
stresses the importance of developing links between existing 
lexical resources in order to capitalize on their 
interconnection. 

Further developments in the project will include —
besides optimization, in order to allow researcher for tests on 
larger data sets, and refinements in the evaluation stage, to 
allow a finer assessment of the contribution of the single 
components— strategies for anaphora resolution, analysis of 

inter-clausal relations (in order to avoid wrong 
interpretations of counterfactuals and other “possible worlds” 
structures) and the development of links to other existing 
resources, such as the Arabic version of VerbNet. 
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